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Preface 

Markedly apart from elementary particle physics, another current has been building 
up and cont i nuous ly growi ng within contemporary phys i cs for severa 1 decades, and 
even expanding into many other disciplines, especially chemistry, biology and, quite 
recently, economics. Several reasons account for this: presumably the most impor­
tant one lies in the fact that, whatever the specific problem, model or material 
concerned, the same basic mathematical features are always involved. In this way, a 
general phenomenology has emerged which, unlike thermodynamics, is no longer depen­
dent upon the details or specifics: what largely prevails is the nonlinear charac­
ter of the underlying dynamics. Perhaps we are witnessing the emergence of a "non­
linear physics" - in a way similar to the birth of "quantum physics" in the twen­
ties - a physics which deals with the general behaviour of systems, whatever they 
are or may be. 

Over the past fifteen years, chemical systems evolving sufficiently far from 
equilibrium have proved to be particularly well fitted to experimental research on 
nonlinear behaviour: oscillation, multistability, birhythmicity, chaotic evolution, 
spatial self-organization and hysteresis are displayed by chemical reactions whose 
number is growing each year. In this volume are collected the lectures, communica­
tions and posters (abstracts) presented at an international meeting entitled: 
"Non-Equilibrium Dynamics in Chemical Systems", held in Bordeaux (France), Septem­
ber 3 rd-lth, 1984. Papers have been grouped into fi ve parts devoted to what appear 
to be up-to-date trends in this field. By comparing these proceedings to those of 
the previous Bordeaux meetings [Springer Series in Synergetics, Vol. 3 (1978), Vol. 
12 (1981)], one can get a good idea about the evolution of research on nonlinear 
chemical systems. Though things appear to be more complex than at first believed, 
as finer investigations are performed - a quite trivial conclusion -, it is stri­
king to note how fertile are the concepts of chemical oscillators, waves and chaos, 
of non-equilibrium evolution and of dissipative structures. 

This research domain is so full of 1 ife that it seems henceforth advisable to 
hold an annual discussion meeting. At the same time, the need for putting a little 
bit of order into a perfectly unscheduled set of conferences has become evident. 
Suggestions for achieving such an international settlement were presented at the 
meeting (see Introduction by A. Pacault). It is hoped that non-attendees will agree, 
as attendees did. 

For the third time the generous sponsorship of the French Centre National de la 
Recherche Scientifique made this conference possible, and it is greatly acknowledged. 
We are also indebted to the Universite de Bordeaux I, Mairie de Bordeaux and Conseil 
General de la Gironde for their hospitality and financial support. Last, but not 
least, we wish to address special thanks to our secretary, Mrs. Maurat, who once 
again did a lot of work before, during and after the meeting, without losing her 
good humour. 

Bordeaux 
October 1984 

C. Vidal 
A. Pacault 
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Part I 

General Introduction 



Introduction to the Meeting 
"Non-Equilibrium Dynamics in Chemical Systems" 

A. Pacault (Chairman of the Organizing Committee) 

Centre de Recherche Paul Pascal-Domaine universitaire 
F-33405 Talence Cedex, France 

The field of science with which we are concerned is fascinating because it covers 
a much wider domain of knowledge than traditional topics do. It requiresdif­
ficult experimental studies, full of surprises, in which the results of mechanics, 
thermodynamics, hydrodynamics and kinetics must be taken into account, only to 
mention the main subjects. In the course of translating experimental results into 
mathematical language, real objects, i.e. a set of variables with which we choose 
to describe a part of tbe universe are compared with mathematical objects with 
similar properties. 

Our field of science requires talented experimentalists, familiar with various 
domains of knowledge, able to converse with those accustomed to the mathematical 
language. 

For a better understanding of the surrounding world, we have to build interdis­
ciplinary connections, but without forgetting that "there is nothing interdiscipU­
nary in the meeting of tweZve experts around a tabZe : cross-fertiZization between 
dorru.ins arises onZy throUflh the penetration of each domain by the same fieZd of 
conscienae"*. Precisely, collaborations between laboratories exist, which contribute 
to creating this fieZd of consaience. Nevertheless, these usually distant collabora­
tions can only exist between small groups of researchers. It is desirable that a 
large community be able to meet periodically and communicate research results. 

Such is the goal of the interdisciplinary meeting that we have organized. But, 
since 1967, over 26 meetings have been held, and their yearly number is growing. 
So many meetings cause unnecessary repetition? Couldn't we take advantage of this 
meeting in Bordeaux to try to harmonize the organization of these necessary inter­
disciplinary meetings? 

This harmonization has been achieved in other fields. The advances in carbon 
research, to which I have been contributing for many years, are reported every year 
during an international conference that is held in odd years in the U.S.A., and in 
even years successively in Germany, Great Britain and France. Last July we organized 
the "CARBON 84" conference in Bordeaux. Over 350 industrial and academic participants 
were present. For ten years now this modus vivendi has been satisfactory, each coun­
try being entirely and solely responsible for the organization of the conference. 

The scientific community that is concerned with the phenomena for whose study we 
are together today is now sufficiently structured to plan an annual conference 
that can be successively focoused on the various topics of interest, in order to re­
view their achievements and to discuss their present developments. Each theme need 
not be considered every year. 

I know, although I don't know everything, that: 
- from September 17th to 22nd , 1984, we shall talk about "Temp()raZ Order" in 

Bremen (a symposium on Mechanisms, Models, and Significance of Oscillations in Hete­
rogeneous Chemical and Biological Systems), 

* A. Moles: Une science de Z'impreeis, Le Monde aujourd'hui XIII, (12-13)-8-84. 
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- that from October 15th to 17 th , 1984, a meeti ng on "Dynamically Organized Sys­
tems" will be held at Schloss Elmau, Germany, 

- that on December 3rd and 4th , 1984, in Brussels, we shall deal with "The 
Physics and Chemistry of CompZex Phenomena - an interface between pure and appZied 
research", 

- that from July 22nd to 26 th , 1985, a Gordon conference in Plymouth will deal 
with "Oscillations and Dynamic Instabilities", 

Would it not be convenient to decide now what should be dealt with, and where, 
in 1986 ? 

Now I must thank all those who have contributed to the organization of this 
meeting: 

First the C.N.R.S. for financial support, the University of Bordeaux I, the 
Mayor or Bordeaux who will receive us tonight in the magnificent Rohan Palace. I 
should thank also the Organizing Committee~ and,more specifically,Professor Vidal. 

Special thanks should be addressed to those who agreed to deliver a plenary 
lecture, a difficult pedagogical task but so necessary in view of the interdiscipli­
nary aspect of our field. 

I must also thank those who present their most recent and original research re­
sults. 

I am sure that when we depart at the end of the week, we shall have deepened our 
comprehension of the world, for such is the recent scientific revolution that has 
emerged from our studies: now we know that a deterministic world is not necessarily 
predictable, and we begin to measure its degree of unpredictability more knowledge­
ab 1 v. 

Science joining Philosophy: Isn't this stimulating? 

Thursday September 6th Session, 14.30 

Discussions seem· to have led to a general agreement on the following points: 

1. the number of meetings is too high; 

2. it is necessary to inform the scientific community interested in the subject 
that could be called "Nonlinearities and Instabilities in Chemistry" (N.I.C.) well 
in advance of conference planning. This information could be delivered through the 
scientific associations of each country; 

3. such information would lead to more coherence, avo;'ding overlap and promo-
ting interdisciplinary complementarities; 

4. each conference could have a different style - summer school, workshop, 
conference - insisting either on pedagogical and synthetic aspects or on original 
results and breakthroughs; 

5. this is no attempt to create an "institution'~ but rather a friendly coopera­
tion which allows each country to take part in the international concert. 

We know that a Gordon conference will take place in 1985. It would be interesting 
if an Eastern European contry could be involved in 1986. Hungary could consider 
such an opportunity. In 1987, Great Britain together with Belgium, in 1988 Germany, 
in 1989 the U.S.A., could organize such an N.I.C. conference. We have time to think 
of 1990! 

Of course, all these are only proposals, and correspondence to exchange points 
of view will confirm or modify this very informal attempt at harmonization. 

* F. Argoul, J.M. Bodet, J. Boissonade, P. De Kepper, P. Hanusse,A.Pacault, P.Richetti 
A. Rossi, J. C. Roux, C. Vidal. 
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Introduction au CoUoque 

Le domaine scientifique qui nous occupe est passionnant parce qu'i1 recouvre un 
champ de conna;ssances bien plus vaste que celui des disciplines traditionnel1es. 
11 requiert des etudes exper;menta1es diffici1es et p1eines d'embuches prenant en 
compte 1es acquis de la mecanique, de 1a thermodynamique, de l'hydrodynamique, de 
1a cinetique pour ne citer que quelques grandes rubriques. La traduction des resu1-
tats experimentaux en 1angage mathemat;que rapproche 1es objets materiels - ensem­
ble des variables que nous choisissons pour decrire un morceau d'Univers - d'objets 
mathematiques ayant des proprietes semb1ab1es. 

Notre domaine scientifique mobilise donc des experimentateurs de talent, fami1iers 
de disciplines differentes, dia10guant avec 1es habitues du 1angage mathematique. 

Pour mieux comprendre 1e monde qui nous entoure, i1 nous faut donc construire des 
reseaux interdiscip1inaires mais en notant "qu'il n'existe pas d'interdisaiplinari­
te dans Z'assembZage de douze speaiaZistes autour d'une tabZe : iZ n'y a de feaon­
dation reaiproque d' une disaip line par une autre qu' d Z' interieur d' un meme ahamp de 
aonsaienae passe suaaessivement par des disaiplines differentes"*. Or, justement, 
des collaborations existent entre 1aboratoires qui permettent d'etab1ir ce "ahamp 
de aonsaienae". Cependant ces collaborations 10intaines ne peuvent avoir lieu qu'en­
tre un petit nombre de chercheurs et i1 est souhaitab1e que 1e plus grand nombre 
puisse se retrouver periodiquement pour confronter ses resu1tats. 

Tel est l' objectif des co110ques interdiscip1inaires que nous organisons. Cepen­
dant, depuis 1967, ont eu lieu plus de 26 co110ques dont 1e nombre annue1 a cru du­
rant ces dernieres annees. N'est-ce pas trop si on desire eviter 1es repetitions? 
Ne pourrait-on profiter de cette rencontre de Bordeaux pour tenter d'harmoniser 
1 'organisation de ces necessaires reunions interdiscip1inaires ? 

Cette harmonisation a ete possible dans d'autres domaines. Les recherches sur 1es 
carbones, auxque11es j'ai contribue depuis 10ngtemps, sont exposees chaque annee 
dans une conference internationa1e qui a lieu 1es annees impaires aux U.S.A. et 1es 
annees paires successivement en A11emagne, en Ang1eterre et en France. En Jui11et 
dernier nous avons organise a Bordeaux "CARBONE 84" qui rassemb1ait 350 participants 
industrie1s et universitaires. Depuis dix ans ce modus vivendi donne satisfaction, 
chaque pays etant seu1 entierement responsab1e de 1 'organisation de 1a conference. 

La communaute scientifique qui s'interesse aux phenomenes pour 1esque1s no us sem­
mes aujourd'hui reunis est maintenant suffisamment constituee pour organiser une 
conference annuelle qui ordonnerait 1es sujets de maniere te11e que 1e point soit 
fait regu1ierement a 1a fois sur 1 'acquis et sur 1e present. Les memes themes pour­
raient n'etre pas traites chaque annee. 

Je sais - mais je ne sais pas tout -, 
- que du 17 au 22 Septembre 1984, on par1 era a Breme de "TemporoZ order" (A Sym­

posium on Mechanisms, Models, and Significance of Oscillations in Heterogeneous 
Chemical and Biological Systems), 

* A. Moles: Une saienae de Z'irrrpreais, Le Monde aujourd'hui XIII, (12-13)-8-84. 
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- que du 15 au 17 Octobre 1984 a Schloss Elmau est organisee une rencontre sur 
"DynamicaUy Organized Systems", 

- que les 3 et 4 Decembre 1984 a Bruxelles on parlera de "The Physics and Chemis­
try of Complex Phenomena - an interface betuJeen pure and appUed research", 

- que du 22 au 26 Juillet 1985, on traitera a Plymouth dans une Gordon Conference 
de "Oscillations and Dynamic InstabiUties". 

Peut-etre serait-il agreable de decider maintenant de quoi s'entretenir et OU en 
1986 ? 

Je dois maintenant remercier to us ceux qui ont participe a 1 'organisation de cet­
te reunion. 

D'abord le C.N.R.S. qui 1 'a financee,l 'Universite, le Maire de Bordeaux qui nous 
recevra ce soir dans le magnifique Palais Rohan, ensuite le Comite d'Organisation* 
et plus particulierement le Professeur Vidal. 

Des remerciements particuliers doivent etre adresses a tous ceux qui ont accepte 
de faire une conference pleniere, lourde tache pedagogique justement si necessaire 
compte tenu de la pluridisciplinarite de notre champ d'etude. 

Je remercie enfin tous ceux qui presentent leurs derniers resultats. 
Je suis sur que nous nous quitterons, en fin de semaine, ayant encore approfondi 

notre comprehension du i~onde car telle est la recente revolution scientifique qui 
est nee des etudes qui nous occupent : maintenant nous savons qu'un monde determi­
niste peut n'etre pas previsible, et mieux encore nous commencons a mesurer son de­
gre d'imprevisibilite. 

N'est-il pas stimulant que la science rejoigne enfin la philosophie ? 

Seance du jeudi 6 Septembre a 14 h 30 

Des conversations ont permis de degager une sorte de consensus general sur les 
points suivants : 

1. le nombre des conferences est trop grand; 
2. il est necessaire d'informer suffisamment longtemps a 1 'avance la communaute 

scientifique interessee par le sujet dont le titre general pourrait etre Non-linea­
rites et instabilites en chimie. Cette information pourrait etre donnee par les so­
cietes scientifiques des differents pays ; 

3. une telle information conduirait a une coherence permettant d'eviter les re­
couvrements et de susciter les complementarites interdisciplinaires ; 

4. chaque conference pourrait avoir un style different - ecole, atelier, collo­
que - 1 'une insistant plus sur 1 'aspect pedagogique et synthetique, 1 'autre sur les 
resultats originaux et les decouvertes par exemple ; 

5. il n'est pas question d'institutionnaliser mais d'entretenir une aimable coo­
peration qui permette a chaque pays de prendre une place dans notre concert inter­
national. 

On sait qu'en 1985 une Gordon Conference aura lieu aux U.S.A. 11 serait agreable 
qu'en 1986 les pays de 1 'Est interviennent, et la Hongrie pourrait envisager une 
telle eventualite. 

En 1987, 1 'Angleterre et la Belgique reunies, en 1988 1 'Allemagne, et en 1989 
les U.S.A. pourraient etre les organisateurs de cette conference. Attendons pour 
penser a 1990. 

Bien entendu il ne s'agit que de points de vue echanges et des correspondances 
permettront de consolider ou de modifier cette tentative tres informelle d'harmoni­
sation. 

* F. Argoul, J.M. Bodet, J. Boissonade, P. De Kepper, P. Hanusse, A. PacauU, P. Riehetti 
A. Rossi, J.C. Roux, C. Vidal. 

5 



Spatial and Temporal Patterns Formed by Systems Far from 
Equilibrium 

H. Haken 

Institut fUr Theoretische Physik, Universitat Stuttgart, Pfaffenwaldring 57/IV 
D-7000 Stuttgart 80, Fed. Rep. of Germany 

Over the past years enormous progress has been made in chemistry in 
the experimental and theoretical study of temporal and spatio-temporal 
patterns formed in systems far from thermal equilibrium. In this 
paper I discuss why quite different systems can show similar 
behavior and how this behavior can be adequately described by 
evolution equations or by discrete maps. Examples for the formation 
of spatial patterns in fluids and flames are provided. The problem 
of chaos and routes to it, including that via quasi-periodicity, are 
discussed in the framework described above. Particular attention is 
paid to the relation between discrete maps and description via 
trajectories in a phase space. 

1. Introduction 

Over the past years enormous progress has been made in making 
experiments on macroscopi c spati al or temporal structures formed in 
chemical reactions and interpreting them theoretically. In this way 
chemistry has given an outstanding contribution to the study of 
systems driven far from thermal equilibrium. It is a particular 
pleasure for me to present this talk in Bordeaux where important 
contributions to this new field were given which is also witnessed 
by the two "01 umes on nonl i near chemi cal dynamics edi ted by A. 
Pacault dna C. Vidal [1]. 

The systematic study of systems driven far from thermal equil ibrium 
is a rather new field of science. At least two features are most 
surprising. When we think of systems in thermal equilibrium) we 
all admire the great power of thermodynamics with ·its universal 
1 aws. But for along time it was uncl ear how to extend thermo­
dynamics in an adequate way to systems far from thermal equilibrium. 
Furthermore it seemed quite counter - intuitive to expect ordered 
structures to occur when systems are driven far from thermal 
equil ibrium. Rather, one would expect wild fluctuations. As we now 
know, well ordered patterns appear and even seemingly chaotic 
phenomena can obey laws of order. Furthermore, strikingly analogous 
phenomena are found in seemingly quite different systems, such as 
lasers, fluids, electronic devices, solids, in acoustics, and other 
fields. 
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Personally, I must confess that was not very surpri sed by thi s 
development, because about 15 years ago I stressed that far reaching 
analogies of systems driven far from thermal equilibrium can be 
expected, and I suggested studyi ng these phenomena under uni fyi ng 
concepts, within an interdisciplinary field of research I called 
"Synergetics" [2]. 

In my present paper I woul d 1 i ke to show why quite di fferent 
systems may show precisely the same phenomena,and should like also 
to include some of the more recent methods of treating both ordered 
and chaotic states. 

2. Modelling Processes by Differential Equations 

Let us consi der two chemi cal s A and B whi ch by thei r i nteracti on 
produce a third type of chemical C and let us further assume that 
chemical C may decay into a further chemical D. Denoting the 
corresponding concentrations by nl, nz, n3, n~,respectively, we then 
have the scheme 

C -+ D (2 .1 ) 

It is quite simple to write down equations describing the processes 
(2.1), namely the differential equation 

As it has turned 
spatial structures 
equations of which 

out, the theoretical 
formed by chemical 

(2.2) is an example, 
to use any concepts of thermodynamics, 
rel ated to it. 

( 2 .2) 

treatment of temporal or 
reactions requires kinetic 

rather than it is sufficient 
e.g. entropy, or quantities 

When we have a network of chemicals reacting with each other we have 
to introduce the corresponding concentrations nj(t) which we lump 
together into a state vector 

( 2 .3) 

The corresponding equations can be written in the form 

n = R(n) + D l:!. n 
,., '" '" 

( 2 • 4 ) 

where R represents the reactions and D represents diffusion. Thus 
(2.4) are the w~ll known reaction diffusion equations. 

I am sure that also in years to come other transport effects, such as 
convection, must be considered in the study of pattern formation 
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which is already done e.g. in pattern formation of flames. In such a 
case convection terms of the type 

av v -ax 
(2.5) 

must be incorporated into eqs.(2.4). Furthermore not only velocity 
fields as in (2.5) but also temperature fields must be taken into 
account. Describing all these different variables by means of a 
state vector q the equations to be studied acquire the general form -

q = N(q,a) (2.6) 
,.. ~N 

where a is an abbreviation for the control parameters by which we 
control the system from the outside, e.g. by matter flux, or energy 
flux into the system. Even if the system can be considered as 
homogeneous, e.g. in a well-stirred tank reactor, typically 30 
variables describing also intermediate products must be considered, 
at least in principle. If the system is not well stirred,patterns 
can evol ve and to thei r descri pt i on many more vari abl es are needed. 
But as is shown in synergetics, at the onset of spatio-temporal 
patterns only a few degrees of freedom or variables dominate the 
system and this fact lies at the origin of the far reaching 
analogies found between quite different systems. 

3. Many or few variables? 

The access to the reduction of many to few variables was provided in 
particular by a study of nonequilibrium phase transitions [3] but the 
general principle is valid also for many other types of formation of 
macroscopic structures in systems far from equilibrium. Since I have 
described the whole idea and the detailed methods at various 
instances, I just want to make a few comments [4] and present the 
special case of a single order parameter. 

We first assume that for a given control parameter a a state 
described by qo is established which, from a mathematical point of 
view, obeys the equations (2.6). When the control parameter is 
changed, this state, e.g. a homogeneous and quiescent state, can 
become unstabl e and a small spatial structure v(x), superimposed on 
that homogeneous state, can grow. Thus a new state evolves which is 
mathematically described by a superposition of three terms 

y = qo + I; (t) v(x) + r 
,., 'V 

(3 .1 ) 

where the rest term contains all other configurations of the system 
which interact with the growing mode, and eventually serve to 
stabilize it or to cause some kind of oscillation. All what matters 
for the time being is to note that the multivariable dynamic 
system is enti rely governed by the behavior of the ampl itude I;(t) in 
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(3.1) which is called an order parameter. A typical equation for the 
order parameter reads 

(3.2) 

By means of (3.1) and (3.2) it becomes possible to treat 
mathematically evolving patterns. When the system is driven farther 
and farther away from the instability point, the newly formed 
structure is deformed but does not change qual i tat i vel y, i.e. for 
instance,a periodic oscillation remains periodic. The whole dynamics 
and pattern is still governed by the order parameter. But eventually 
with further increase of control parameters the pattern can become 
unstable again and can be replaced by a qualitatively new pattern, 
e.g. a spatial pattern can be replaced by a spatio-temporal 
oscillation. 

4. Typical order parameter equations. Spatial Patterns 

Order parameter equations for spatio-temporal patterns developing in 
chemi ca 1 reactions are treated ina recent book by Kuramoto [5]. In 
this paper I should rather like to present two other examples, 
namely fluid dynamics and flames. Just to illustrate how such 
equations in extended media may look, I present a describing pattern 
formation in the convection instability. The order parameter 'I'(x,t) 
can be essentially considered as the deviation of the temperature 
field from a constant gradient. The corresponding patterns can be 
directly measured optically. The order parameter equation reads [6] 

223 
~ = [e: - (l-1I) ] 'I' + <5 'I' - 'I' (4.1 ) 

Figs. 1 to 4 show typical examples of evolving structures [7]. 
Correspondi ng resul ts have been obtai ned al so experimentally [8] so 
that there exists good qualitative agreement. As another example we 
consider pattern formation in fluids where the plane flame front 
of a plane burner becomes unstable. The Vertical deviation'!' of the 
flame front from the horizontal plane can be considered as an order 
parameter. It obeys an equation derived by Sivashinsky [9] to which 
we have added the buoyancy term, which serves for the stabil ization 
of the evolving pattern 

~=L [1+S(Le-l)] '7 2 </> - -21 ('7</»2 + (l-cr)JJlldkll </>(x',t) ei~(~-~') dkdx'. Le -S-;Z,..,. -- .-
(4.2) 

Typical evolving patterns calculated by methods of synergetics by 
Schnaufer and myself [10] are shown in Figs.5 and 6. I personally 
believe that the study of spatial and temporal patterns of flames 
still provides a vast field of further experimental and theoretical 
research where new interesting results can be gained. 
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101 (PI Uon ~ 0 . 1 Deltl ~ 0.2 

101 (patlon - 0 . 1 Dolt, - 0 . 5 

Fig .1 

(tl (pInon - 0.1 Delta ~ 0 . 2 

Evolut i on of roll pattern of the convection 
instability. Delta = 0 in eq.(4.1). T = time, 
L = Lyapunov functional. The initial state, which 
is not shown here, is a random field. 
(After Bestehorn and Haken, to be published) 

[b l E~S11D" - O. t Oelta - 0 . 5 lei (pillon ~ 0 . \ Dolt. ~ 0 .5 

Fig. 2 Same as Fig.1, but 0 is increased. 
Hexagons occur in addition to the rolls. 
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Idl €fl. II on - 0.1 Dolto· 1.0 

r.1 £0511011 - Q. l Oelt. - 2 . 0 

L - - 0 . IT· 3 . 7 

Id) Epollon · 0 . 1 Oelto · 2 . 0 

L - -385 .7 T· 82.2 

12 

Ib) O. t Delta - 1 . 0 Ie) EpOi lon' 0.1 Oo lto· 1.0 

Fig. 3 Same as figs.1 and 2, but 0 is further 
increased. Only hexagons are formed now. 

Ibl Epsilon · ~ . I Oelt. · 2 . 0 

L • -263 . 2 T · 16 . 3 

[e l Ep.sllon " 0 . 1 Oelt' - 2 . 0 

L • -328 . ' T· 31.9 

Fig. 4 Same as Fig.3, but other geometry and other 
aspect ratio 



5. Temporal Patterns. Chaos 

Pattern formation in flames 
(After [101 ) 

Pattern formation in 
flames (After [10]) 

For simpl icity we shall ignore from now on the spatial dependence in 
order to facilitate our presentation. so that in the realm of 
chemistry we deal with well- stirred tank reactors. We shall assume 
that the order parameter equations have been derived, and we should 
like to remind the reader of a few typical examples. The order 
parameter equation 

( 5 .1 ) 

describes the relaxation of the system towards a steady state, while 
the order parameter equation 

. 
Z 

2 
AZ-Z/Z/ ( 5 .2) 

describes a limit cycle, i.e. periodic oscillations,and the 
relaxation of the system towards a limit cycle.The really exciting 
phenomena occur for order parameter equations which contain at least 
three variables. Surprisingly enough, a single nonlinearity is 
sufficient to produce an irregular motion, called . deterministic 
chaos. Such an equation is of the Roessler type [11] 

. 
x -y - Z 

. 
y x + ay 

i b + z(x-c) 

By now famous model equations are those of Lorenz [12], derived 
first in the context of fluid dynamics: 
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X a (y-x) 

y x(r-z) - y 

z xy - bz 

Other equations, in 
t em po ra 1 pa t te rn scan 
the Helmholtz equation 

which typical phenomena of the formation of 
be studied (mostly nowadays by computers), are 

2 
X + yx + ax + bx A sinwt 

and the Duffing equation 

3 
x + yx + ax + bx = A sinwt 

which both describe damped nonlinear driven oscillators. One can 
easily convince oneself that these equations are equivalent to three 
coupled first order differential equations which are autonomous. 

When the ampl itude of the driver A is increased, various temporal 
patterns can be found,such as oscillations at the driver frequency, 
but also oscillations at fractions of w, i.e. at multiples of the 
fundamental period. One may find sequences of period doubling, but 
also, other multiples of the fundamental period can occur. 
Furthermore irregular oscillations, i.e. chaotic oscillations are 
obtained. The occurrence of such specific regions of oscillations 
does not only depend on A but al so on other parameters, e.g. the 
damping y. In this way one is led to study regions in parameter 
space referring to specific kinds of oscillations. However, an 
important point must not be overlooked. Even for the same set of 
parameters quite different kinds of oscillations can be found 
depending on the initial conditions. In more technical terms, that 
means that in the corresponding phase space of the variables, 
different basins of attraction may coexist. 

Therefore in particular one can study how a specific basin of 
attraction is changed when control parameters are changed. In such a 
case. the system may run through a hi erarchy of i nstabil ity poi nts, at 
each of which a new oscillation sets in, e.g. with periods 2T, 4T, 
8T, etc. 

In order to get some insight into the behavior of the solutions of 
such equations, even within a limited range of control parameters and 
initial conditions,a good deal of effort must be spent in solving 
the equations numerically. Fortunately quite a different approach 
has evol ved over the past decade whi ch is from a computati onal poi nt 
of view much more accessible, namely the study of discrete maps. 
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6. Discrete Maps 

This idea, which was developed by Poincare around the turn of the 
century, is as follows. Instead of following up the whole path of 
trajectories in phase space we consider the crossing points of these 
trajectories with a pl ane (or a corresponding hyperpl ane). Quite 
often one fi nds from numeri cal studi es or experimentally that the 
crossing paints can be connected, at least to some approximation, 
by a line,so that we can label the crossing points, xl>x2,x3, ••• In 
the next step one studies how the point xn+1 is connected with its 
previous point xn • This is described by xn+1 f(x n). A typical and 
by now wellknown example is the logistic map 

( 6 .1 ) 

which is shown in Fig.7. When the control parameter a is changed, a 
speci fi c sequence of stati onary sol uti on xn n = 1,2, ••• is reached, 
namely a steady state, a periodic state, period 2, period 4 etc. The 
parameter a, at which bifurcations from period n to period 2n 
occur, obey a simpl e 1 aw as was fi rst shown by Grossmann and Thomae 
[13]. Feigenbaum [14] observed that such a law is universal, i.e. 
that it is valid for a hole class of one-dimensional maps which are 
similar in shape to Fig.7. For a proof of this conjecture see 
Eckmann and Caul let [15]. Of course, certain assumptions must be 
ful fi 11 ed. One of such assumpt ions is that the Schwartzi an 
derivative is positive. If this requirement is violated, new kinds 
of patterns can occur, violating the period doubl ing sequence (see 
[16]). While the logistic map has been studied by a number of authors 
purely as a model which actually has highly interesting 
properties, from a more fundamental point of view two questions 
arise: 1) How can we construct such maps from experimentally 
observed data, 2) How are such maps connected with trajectories 
which result as solutions of differential equations? 
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Fig. 7 The logistic maps (eq. (6.1)) 
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Fig. 8 Strange attractor, constructed 
from experimental data [19) 
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1) For the construction of discrete maps and even trajectories from 
experimental data,the by now well-known method introduced by Ruelle 
[17] and by Shaw et al [18] is used. Let us assume that the contin­
uous time sequence x(t) of an observable has been measured. Then one 
introduces x(t+T), x(t+2T) ••• as additional variables and plots the 
trajectory within the space spanned by these variables. A typical 
example is shown in Fig.8 for a chemical reaction [19]. As is seen, 
in this case the trajectories are well resolved in a three 
dimensional space. Then one takes a cross - section of the 
trajectories, e . g. as shown by the dotted line and constructs the 
Poincare return map which in the present case is shown in Fig.9. 
Th i s 'procedure works for almost all times T and can be based on 
rigorous grounds by means of embedding theorems [20]. 

'r>' - - T. 

, .-.: ' 

.. : 
c ' 

x 1 
f 
f 

Fi g. 9 

x ~ 

Return map belonging to 
Fig. 8 [ 19J 

oJ bJ 

"'------=--- Xn "-------'--.. Xn 

cJ 

L---'----:2'-b-. Xn 

Fig. 10 Examples of one-humped return maps 

To my knowledge the point 2, namely the question of how to reconst r uct 
trajectories from the return map, is less 'well studied. In the 
foll owi ng I want to show that a whol e cl ass of return maps as shown 
in Fig.10 are caused by topolog i cally equivalent trajectories. In 
the following I want to construct a typical representative of such a 
class of trajectories and also derive the differential equation they 
obey. Clearly the whole flow of trajectories can be deformed so that 
different differential equations can give rise to the same class of 
traj ectori es. But as I want to show, these traj ectori es are 
topologically uniquely determined. 

7. Construction of suspensions of discrete maps. 

In this section we sha 11 deal with one- humped maps glvlng rise to 
chaos. Examples are provided by Fi g .10 • Since all the essential 
features of the construction can be studied by means of Fig. 10 c we 
sha 11 deal with this problem. In general each of these maps belongs 
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to a family of maps parametrized by a control parameter. It will be 
our goal to search for an autonomous system yielding the return maps 
under discussion. Since in most,if not all cases known in the family 
of maps, there is at least one in which a periodic oscillation 
occurs, we shall first assume that the trajectories lie in a plane, 
say the xy-plane. The part of the map from x = O ••• b then appears 
as a spiral (Fig.ll). The non-trivial part of the problem starts 
when we look at the map from x = b, ••• ,x = 2b. The point x = 2b is 
mapped onto the origin x = o. Thus in some way or another it must 
cross the spiraling trajectories, which is forbidden for autonomous 
systems. Thus we find the well-known effect that chaos can be 
produced only by at least three dimensions (a well-known theory 
states that the only singular points in a plane can be fixed points 
or limit cycles). Therefore we have to lift the trajectories which 
originate from the interval b(x(2b into the 3rd dimension. When 
these trajectories return to the xy-plane they must smoothly join 
the trajectories starting from the same plane but from the 
interval O(x(b. This requires that the trajectories come in more or 
1 ess pa rall el to the y-di rect ion. Si nce the traj ectori es stemmi ng 
from b(x(2b and from O(x(b cannot end up in the same xy-plane 
(because otherwise the trajectories would merge ,in contrast to the 
assumption of an autonomous system) the trajectories stemming 
from O(x(b and b(x(2b, respectively, must end up in different 
sections of the xz-plane. We now make the additional, but usual, 
assumption that the flow is a continuous function of x, y and z 
(except for one cut line as we shall see below). Up to deformations 
which retain the topological connections, we choose the part of the 
xy-plane with z<:O as ending part for the trajectories starting 
from O(x(b and the upper part, z>O, for those trajectories starting 
from b(x(2b. Thus we are led to the initial and final locations of 
the trajectories as indicated in Fig.12. The orientation of the end 
points which is necessitated by the discrete map and the continuity 
requirement is indicated by the arrows. The mapping of A onto A~ is 
generated by trajectories which rotate around the z-axis and 
describe a compression in the z-direction and an expansion within 
the xy-plane. The map of B onto B~ can be generated by a continuous 

y z z 

0 ...... -----... 

B--I~· x 
x 

-0 -0 

b 2b 

Fig. 11 Compare text Fig. 12 

17 

x 



z 
Fig. 13 Compare text 
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sequence of rotations parallel to the y-axis, by parallel shifts and 
by rotations around an axis parallel to the z-axis. Also,mixed 
rotations and parallel shifts are possible,and there exists a huge 
variety, even including rotations several times. This is possible 
provided the cut between A and B is total. However, if we require 
that the point generated from the trajectory starting at (a,b) is 
transferred along a unique trajectory, the only possible connection 
under the assumptions made above can be achieved by a sequence of 
rotations of B as shown in Fig. 13. In this way B is mapped onto B­
via trajectories within a Moebius strip, whose edges are the 
trajectories shown in Fig. 14. These considerat i ons lead us in a 
natural way to the Baker-s transformation and its suspension. Eqs. 
(7.1) describe the flow (cf. also Fig. 15). Here we have assumed 
expansion factors,i.e. a spreading of the trajectories which is not 
reflected by the discrete map. Therefore our example shows that the 
calculation of ljapunov exponents from discrete maps may give quite 
different results from the calculation of these exponents using the 
trajectories. For sake of completeness we mention that chaotic 
attractors may be also characterized by various kinds of 

.... ------.J Z 
,/~ 1 ........ , 

'; 

x 

Fig. 14 Compare text Fig . 15 Compare text 
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"dimensions" and the Ko1mogorov entropy. Unfortunately space does 
not allow me to discuss these problems here, but these concepts play 
an important role in studying strange attractors. 

8. Routes to Chaos 

As the quadratic map teaches us, before the onset of chaos a 
sequence of period doub1ings occurs. This has become one famous route 
to chaos and has been found in quite different kinds of systems such 
as in f1 ui ds, 1 asers, and e1 ectroni c devi ces [21]. Another way is 
called the Rue11e-Takens route in which a system first undergoes an 
oscillation at a frequency OJI; a further oscillation at a 
second frequency OJ2 occurs in addi t ion, and afterwards chaos shou1 d 
set in in the "generic" case. I have pointed out for a number of 
years [23] that the questi on of whether chaos occurs or whether sti 11 
more incommensurate frequencies in a quasiperiodic motion occur, is 
not a question of "genericity", but is a quantitative 
quest ion, so that under sui tab1 e ci rcumstances 4, 5 or even more 
incommensurate frequencies should be found. My prediction,which is 
based on a detailed theory [23], was in the meantime confirmed by 
experiments done on the Rayleigh-Benard instability [24]. I 
personally expect that similar things may happen in chemical 
reactions also, for instance in tank reactors, which are not well 
s t i r red so that the d if f e rent os c i 11 at 0 r s are e sse n t i a 11y spat i all y 
separated, and interact only weakly with each other. But in ,Jrincip1e 
such phenomena should occur also in well stirred tank reactors. A 
thi rd way, whi ch has become of great interest, is that vi a 
intermittency [25]. In this case chaotic outbursts vary periodically 
with quiescent behavior of a system. Over the past years great and 
quite successful efforts have been devoted to finding such routes in 
various systems. But it seems to me that the universality of some 
routes is sometimes overstressed. I rather think that the situation 
is nowadays similar to one before chaotic oscillations came into the 
focus of research interest. Before that, any records of non peri odi c 
oscillations were thrown into the waste paper box because the 
experimenters had not found the fine beautiful periodic oscillations 
they had been looking for. A similar thing may happen nowadays. Many 
important results are probably thrown away because they do not show 
the expected route to turbu1 ence. I thi nk one rather shoLl1 d keep 
one's eyes open and also keep track of any other routes to chaos. 

9. Concluding Remarks 

Over the past years it has become possible to classify quite a 
number of chaotic oscillations and the routes l"eading to them. Such 
analysis is to a great deal based on discrete maps. Therefore quite 
generally one may ask what the relation of discrete maps to 
differential equations is. The situation if as follows. In a number 
of concrete examples, depending on the basin of attraction and the 
routes of parameter changes followed up, specific "universal" 
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discrete maps can be found, which mirror the behavior of the 
trajectories very well. But at the same time discrete maps can 
belong to the same original differential equation. Conversely 
different original differential equations in their specific ranges 
of parameters and initial conditions can give rise to the same class 
of discrete maps, e.g. the logistic map. I think at the present 
moment we must be fully aware of the puzz1 i ng vari ety of phenomena 
which is still ahead of us. A good deal of work is still to be done 
to c1 ari fy the re1 ati ons between time-conti nuous processes decri bed 
by differential equations and the more model-types of discrete maps. 
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Part II 

Oscillating Reactions and Modelling Problems 



New Chemical Oscillators 

Irving R. Epstein 

Department of Chemistry, Brandeis University, Waltham, MA 02254, USA 

1. Introduction 

Any systematic analysis of the literature of oscillating chemical reactions 
(see., e.g., BURGER and BUJDOSO [1]), would show at least two clear trends. 
First, there has been a rapid expansion in both the number of papers published 
annually and in the number of groups working on such problems. Second, and 
more recent has been a diversification in the set of chemical systems studied; 
an ever increasing fraction of work is being devoted to systems other than the 
classic Belousov-lhabotinskii (Bl) reaction. 

We present here a brief survey of some of these new chemical oscillators. 
Somewhat arbitrarily, we exclude biological and heterogeneous systems and 
defi ne "new" oscill ators as /those di scovered subsequent to the first of these 
conferences in 1978. We may also refer to "newer" oscillators as those found 
since the second Bordeaux meeting in 1981. 

We first list these new systems, dividing them between those based on halo­
gen chemistry and those in which non-halogen elements play the central role. 
Next we discuss briefly the search procedures which have been used to develop 
new oscillators. Some comments on mechanisms for new oscillators are then 
followed by a summary of a few of the more exotic dynamical phenomena which 
have been seen in these systems. We conclude with some cautions to seekers of 
new oscillating systems and a few predictions of things to come. 

2. React ions 

A division of oscillating reactions into halogen based and non-halogen is, at 
least historically speaking, a natural one. All of the "old" oscillators - the 
Bl [2,3J, Bray-Liebhafsky [4J, Briggs-Rauscher [5] reactions and their variants 
- have either bromate or iodate as the indispensable ingredient. The earliest 
and to date the majority of the new oscillators are also halogen-based, though 
breakthroughs into other regions of the Periodic Table have recently been made 
and are discussed below. 

2.1 Halogen Based 

While the early oscillators were based upon bromate or iodate chemistry, the 
largest group of new oscillators contains a third oxyhalogen ion, chlorite. 
Table 1 lists the known chlorite oscillators, all of which were discovered in a 
stirred tank reactor (CSTR). 

The chlorite-iodate-arsenite system marks the breakthrouqh [6J from acci­
dentally discovered to systematically designed chemical oscillators. The sub­
sequently discovered C102 --1- system respresents the "minimal" [7] or simplest 
of what has proved to be a rather large family of iodine-containing chlorite 
oscillat~rs. The systems with.A = Br03- might equally.or better be thought of 
as a famlly of new bromate osclllators. Some of the wlde variety of behavior 
exhibited by these systems is discussed in Section 5. 

24 



Table 1. Chlorite Oscillators in a CSTR 

A 

I­

I-

1-

Additional Species 
B 

103 -, Mn04 - or CrZ07 -

Malonic Acid 

H3 As03 

Fe(CN)6 4 -, SO z-, Ascorbic 
Aci d or CHz O· SOz 
S2 0/-

Fe(CN)64 -, S03 Z-

C Notes 

"Minimal" Subcritical Hopf Bifurcation 
Nucleatio~ Induced Transitions 

Batch Oscillations, Spatial Waves 

First Chlorite Oscillator 

Batch Oscillation 

1- Malonic Acid Batch Oscillations 

Reference 

[8] 

[9] 

[10] 

[6] 

[11] 

[10] 

[11] 

[10] 

H3AS03 Tristability 

Birhythmicity, Compound Oscillation, 
Chaos 

[9] 

[12,13] 

Br03-

SzO/­

(NHz )zCS 

Complex Oscillation, Chaos 

Birhythmicity, Complex Oscillation, 
Chaos 

[14] 

[15,16] 

[17] 

Birhythmicity, Tristabi 1 ity, Complex 
Oscillation, Chaos 

No bistabil ity 

[18] 

[19] 

[19] 

The range of bromate oscillators has expanded considerably since NOYES' [20J 
proposal of a mechanistically based classification scheme in 1980. While such 
phenomena as the reaction of bromate and cerium with oxalic acid in the pres­
ence of a purging gas stream [21J or the uncatalyzed bromate oscillators [22J 
just meet our chronological criterion for novelty, they are more in the spirit 
of the older BZ type oscillators. 

The new bromate oscillators really date from the experimental fulfillment of 
BAR-ELl's [23J prediction that a system consisting of bromate, bromide and 
cerous (or manganous) ions would show sustained oscillations in a CSTR. This 
"minimal bromate oscillator" was soon found by ORB~N et al. [24J and later 
independently by GEISELER [25J. Figure 1 shows the excellent agreement between 
the calculations based on the NFT mechanism [23,26J and the actual experimental 
conditions for oscillation. ' 

From the ability of the minimal bromate system to oscillate in the CSTR, one 
may infer that the malonic acid in the BZ system could be replaced by an input 
flow of bromide or indeed of any other species capable of generating bromide 
from bromate at an appropriate rate. This insight led to the discovery of the 
bromate-chlorite-reductant [14J and bromate-manganous-reductant [27] families 
of new bromate oscillators. A similar system [28] consists of bromate, man­
ganous and hypophosphite ions in a batch reactor with a stream of N2 gas to 
remove the product bromine. 

Another, apparently quite different, bromate oscillator is the bromate-io­
dide reaction in a CSTR [29J. This reaction poses fascinating mechanistic 
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[Br-lo(M) 
Fig.1 Calculated (---) and experimental (-) phase diagrams for the minimal 

bromate oscillator in the [Br03-]o-[Br-]o plane with ko = 0.0135 S-1, 
[Mn2+]o = 1.02 x 10-" M, [H2SO .. ]o = 1.5 M. Symbols for experimental 
pOints; ... , high potential (low bromide) steady state;., low 
potential (high bromide) steady state; <>. bistability; 0 , oscillation. 

problems, and forms part of several coupled oscillator systems which are dis­
cussed below. 

While no confirmed reports of new iodate oscillators have yet appeared, it 
seems inevitable that systems based on the bistable arsenite-iodate [30,31] or 
related Landolt-type [32] reactions will soon be made to oscillate. The 
iodide-peroxydisulfate-oxalate reaction discussed by Chopin-Dumas elsewhere in 
this volume may be the first of the new iodate oscillators. 

2.2 Non-halogen 

All homogeneous non-halogen osci 11 ators fit into our "newer" category, being of 
quite recent vintage. JENSEN [33] discovered the first non-biological organic­
based OSCillator, the air oxidation of benzaldehyde catalyzed by cobalt and 
bromide, in 1982. Although the system contains Br-, we classify it as "orqa­
nic-based" because the mechani sm [34] revol ves primari ly about the changi ng 
oxidation states of carbon, while bromide plays a peripheral role. The Dupont 
group [35] has recently reported another system of this type, with cyclohex­
anone in place of benzaldehyde. 

Sulfur chemistry has provided the other source of new non-halogen oscilla­
tors. BURGER and FIELD [36] found oscillations in the reaction of methylene 
blue, sulfide, sulfite and dissolved oxygen. The system, as illustrated in the 
phase diagram of Fig. 2, does not appear to exhibit bistability or a cross­
shaped phase diagram, though it may instead possess a continupus range of 
steady states [37]. 

A second sulfur-based oscillator, the hydrogen peroxide-sulfide reaction 
recently discovered by ORB~N and EPSTEIN [38] shows, in contrast, an almost 
classic cross-shaped phase diagram, Fig. 3. The Burger-Field system is the 
first to oscillate in basic solution, while, as we see in Fig. 4, the H20 _S2-
oscillations go from acidic to basic pH, making possible dramatic color effects 
with acid-base indicators. 

3. Search Proceedures 
Recent progress in discovering new chemical oscillators has been aided 
immeasurably by the development and use of systematic search procedures. By 
far the most productive such technique has the "cross-shaped phase diagram" 
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[S ]0 - [S03 ]0 plane. [MB]o = 3.0 x 10 M, [OH ]0 = S x 10 M, 
[02]0 = 1.5 x 10-" M, temperature:20 ± O.l°C •• , stable steady state; 
0, transient oscillations;. sustained oscillations. Reciprocal 
residence times k (X 103 s-1) (1) 1.9; (2) 3.S and 3.1; (3) 3.1; (4) 
2.3 and 1.9; (S) to: (6) 2.0; (7) 1.6 and 1.3; (8) 1.3 and 1.0; (9) 
1.S; (10) 1.S; (11) 1.3; (12) 1.3. 

Fig. 3 Experimental phase diagram for the H202-S2- system. 

approach based on model calculations of BOISSONADE and DE KEPPER [39] and first 
brought to fruition in the discovery of the chloride-iodate-arsenite oscillator 
[6]. 

In this method [40], one starts from an autocatalytic reaction and seeks 
conditions under which the system shows bistability in a CSTR. The key step is 
then to find a "feedback species" which modifies the effective value of one of 
the system constraints (usually an input concentration) by quite different 
amounts on the two bistable branches. If this effect is in the right 

1 
0: 640 

<t 
....J 

~ 600 

"" ~ 560 

pH 6 

8 

9 TIME, MIN 

5 /0 /5 20 25 30 

Fig. 4 Oscillations in the pH and redox potential of a sulfide-hydrogen 
peroxide system with [H20t ]0 = 0.4 M, [S2-]0 = 0.0167 M, [H 2SO,,]0 
0.001 M, ko = 6 x 10-" s- , T = 2SoC. 
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direction, and if the feedback reaction is slow compared with the relaxation of 
the unperturbed system to the steady states, then adding enough of the feedback 
species to the input flow will destabilize the steady states, leading to 
oscillation. Such systems are characterized by cross-shaped phase diagrams 
like that of Fig. 3. 

In particularly fortunate cases the feedback species is generated 
internally, and one need only manipulate the constraints of the bistable system 
(e.g., the flow rate) until the bistable region closes and oscillation appears 
beyond the critical point. The chlorite-iodide oscillator [8J is one example 
of such a system. 

An alternative procedure, which was exploited by GEISELER [25J in his search 
for the minimal bromate oscillator, is the linear gradient technique. In this 
method, one input concentration is varied continuously in time by employing two 
reservoirs, one containing solution and the other pure solvent. 

Still another approach, to which the discovery of the methylene blue 
oscillator [36J may be attributed, is a combination of careful thought, 
chemical intuition and perseverance. Such tactics have probably become more 
attractive with the growing awareness that so many oscillators exist. 

Finally, chance, which played such a major role in the early development 
of the field is still an important source of new oscillators. Like the BZ [2J 
and BL [4J reactions before it, the JENSEN [33J oscillator was discovered 
accidentally. 

4. Mechanism 

Perhaps the major factor which led to the dominant role played by the BZ 
reaction was the success of the FIELD-K5ROS-NOYES [41J mechanism in 
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demonstrating that chemical oscillation could be explained in terms of a 
reasonable set of elementary steps and associated rate constants. It is 
therefore appropriate to give a brief summary of the status of the new 
oscillators with respect to mechanism. 

With the single exception of the chlorite-bromate-reductant systems [14], 
for which a mechanism has been developed by joining the NFT model [26] with 
THOMPSON'S [42] mechanism for the Br03--C10~- reaction, no mechanism has been 
published for any chlorite oscillator. In Table 2, we give a recently 
developed mechanism [43] for the minimal chlorite-iodide oscillator. Of 
special significance is the fact that it contains no radical species, but 
rather the binuclear intermediate C10z• Calculations with this mechanism give 
excellent agreement with a wide variety of experimental results. One example 
is given in Fig. 5. 

The mechanisms of sulfur oscillators remain a mystery at this time. Even 
the autocatalytic species, if any, has yet to be identified. 

The Dupont group [34] has developed a radical chain mechanism for the Jensen 
oscillator which gives good agreement with the observed oscillation. This and 
work on related organic systems is discussed elsewhere in this volume. 

Table II. A Mechanism for the Chlorite-Iodide Reaction 

Number Reaction kq 
J 

ka . -J 

(MI)b H++C102-+I- = HOC1+OI- IxI03 c 

(M2) HOC1+I- = Cl-+HOI 2xI08 C 

(M3) H++HOI+I- = I2+H2O 3.lx1013 2.2 

(M4) H++HOI+C102- = HI02+HOCl IxlO6 c 

(MS) HI02+I-+H+ = 2HOI 2xlO9 C 

(M6) HOI+HOC1= HI02+Cl-+H+ 2xlO8 C 

(M7) I2+C102 - = IC102+I- I IxlOl+ I.OxIO-2 
. [H+]o IxlOs kM7 

(M8) IC102+H20 = HI02 +HOCl IxlO3 c 

(M9)b IC102+I-+H20 = HOI+OI-+HOCl 1.3x1Os C 

(MIO) HOC1+HI02 = Cl- + I03-+2H+ 2xlO8 c 

(MIl) 2H++I03-+I- = I202+H2O 4xlO9 4x1O' 

(MI2) I202+H20 = HOI+HI02 8x1O- 2 IxlOs 

(MI3)b I202+I-+H20 = 2HOI+OI- 6xlO3 c 

Rapid equilibriad 

(MIa) H++OI- = HOI 

(M4b) HC102 = H++C102 -

a All concentrations in M, times in s. 

b Followed immediately by (MIa) 

c Set to zero in the calculation 

d Assumed instantaneous 
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5. New Phenomena 

One might well ask whether the advent 0f new types of oscillators has brought 
with it the discovery of new dynamical phenomena. Of course, the BZ reaction 
itself exhibits an enormous variety of behavior including chaos, spatial waves, 
multi stability and complex oscillation. Therefore there may not be many new 
phenomena left to discover (this of course, is always a dangerous view to 
take). 

The new systems have, however, shown that none of these phenomena is unique 
to the BZ reaction - a logically trivial, but psychologically significant 
point. Furthermore, in some cases they provide variants or extensions of 
phenomena which also appear in the BZ reaction. For example, though the BZ 
system exhibits bistability, it has not been found to give tristability, a 
b~havior which is illustrated for the As033- - C10 2- - 1- - 103- system [9] in 
Flg. 6. The period adding sequence shown in Fig. 7 for the C10 2--S 2032-
reaction [16] is similar to, but more intricate than one reported earlier [47] 
for the BZ reaction. 

Fi g. 6 Section of the phase diagram of the chlorite-iodide-iodate-arsenite 
system showing tristability in the [1-]0-[H As0 3J ~la~e. Bi/i . 
indicates region of bistability of SSi and SSj. f lndlcates r~glon 
of trist~bility. Fixed constraints: _~Cl~t-Jo = 2.~ x 10- 3 M, [103-]0 
2.5 x 10 2 M, pH 3. 35, ko = 5.35 x 10 s , T = 25 C. 

The range of new reactions available offers the possibility of creating 
systems of chemically coupled oscillators [48]. For example., Fig. 8 
illustrates the phenomenon of birhythmicity in the C10 2--Br03--1- reaction 
[12], where the C102 --1- and Br03--1- oscillatory subsystems are coupled via 
the common species 1-. The phase diagram in Fig. 9 demonstrates some of the 
complexity possible in the dynamics of such systems. 

6. Some Cautions 

One should not be misled from what appears above into thinking that any 
chemical reaction of some complexity will oscillate when run in a CSTR if only 
one is patient and careful enough. We have spent considerable time trying to 
design new oscillators based on the bistable Fe(11)-HN0 3 reaction [49]. While 
we have learned a great deal about nitrate chemistry and now believe we 
understand the problem, we have not been able to produce a genuine nitrate 
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i Ti me 
7 Complex periodic oscillations in the C10 --S~032- reaction show ing one 

large (L) and n small (S) am~litude oscdlatlOns (L + nS) per cycle wit h 
[ C102-JO = 5 x 10-~ M, [S203 -Jo " 3 x 10-~ M, pH " 4, T = 25·C, 
residence time T. (a) L, T " 5.9 min; (b) L + S, T = 9.5 min; (c) L 
+2S, T = 10.8 min; (d) L + 3S, T = 13.5 min; (e) L+4S, 1" = 15.8 min; (f) 
L + 6S, T " 20.6 mi n; (g) L + 12S, T = 26.3 mi n; (h) S, T = 47.3 min. 

Fig. 8 Birhythmicity in the chlorite-bromate-iodide system. Potential is that 
of Pt electrode vs. Hg/Hg4S0~ reference electrode. At times indicated 
by the arrows, flow rate 1S changed. Flow rate in each time segment 
(measured as reciprocal residence time kol is shown at top. Note that A 
state and B state are both stable at k8 = 7.14 X 10- 3 S-1. Fixed 
constraints: T = 2S·C, [I-J o = 6.5 x 1 -~ M, [Br0 3-J O " 2.5 x 10- 3 M, 
[C102-J O " 1.0 x 10-4 M, [H2S04JO = 0.75 M. 

oscillator. We have, however, had several tantalizing failures. In one case, 
using H O2 as the feedback species, we observed somewhat irreproducible larqe 
amplitu~e oscillations caused by O2 bubbles produced by peroxide decomposition 
catalyzed by the walls of the inlet tubes. Other false alarms have resulted 
from "pump oscillations", i.e., extreme sensitivity to and amplification by the 
system of small volume changes due to the peristaltic pumping. Pump 
oscillations are quite reproducible, but characteristically show a frequency 
which is directly proportional to the pump speed. 

Another factor to keep in mind is the stirrinq rate. Althouqh one generally 
assumes that mixing is essentially perfect in the CSTR, recent experiments by 
ROUX et. al. [50J on the chlorite-iodide reaction have shown marked dependence 
of the stability of steady states on the rate of stirrinq even at such "hiqh" 
speeds as 700 rpm. Simil ar effects are to be expected for osci 11 atory states. 

7. The Future 

Where can one expect new advances to be made in the next several years? It 
seems likely that new oscillators involving elements other than haloqens, 
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oscillatory state A; 0, osclllatory state B; ®, compound oscillation 
C; ~, birhythmicity , A and B both stable; ... , high-potential station­
ary-state; '7, low-potential stationary state; a, i ntermedi ate­
potential steady state. Combinations of two symbols imply bistabi1ity 
between the corresponding states. 

carbon or sulfur will be sought and found. The transition metals and nitrogen 
seem like the most promising places to look. One may expect further progress 
in the area of mechanisms, particularly for sulfur-based oscillators and for 
the more complex chlorite systems which undoubtedly involve C10 2 and associated 
radicals. Experiments involving coupled oscillators will produce increasinq1y 
complex dynamical phenomena to ponder. So, we can expect many more new systems 
showing more complex phenomena, and a deeper understanding of them. 
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The Mechanism of the Oscillating Air Oxidation of Benzaldehyde 

James H. Jensen 1, Mark G. Roelofs 2, and E. Wasserman 2 

E.I. du Pont de Nemours and Company, Inc., Experimental Station 
Wilmington, DE 19898. USA 

During the oxygen or air oxidation of benzaldehyde catalyzed by cobalt and 
bromi de several measureab 1 e parameters oscil1 ate i nc1 udi ng: redox potential, 
absorbance at 620 nm, oxygen concentrati on, rate of benzaldehyde di sappearance 
and free radical concentration. At 55-100°C in a 90/10 acetic acid/water mixture 
the oscillations will last for many hours[lJ. A typical cycle is shown in 
Figure 1. 

a -2.0 II 

;; 
! 800 -2.!5 'r' ~ oJ .. ~ Ii ;: 

~ z 780 " ... 0 

~ -3.0 oJ ., 
760 

'=' 
7~0 -305 ~ 0 40 eo -

TIME (51 

Fig. 1. (a) Oscillations of the platinum electrode potential vs. Ag/AgC1 
reference electrode (-) and log [Co(I II)] determi ned by optical absorption at 
620 nm (---). A 150-mL solution contained initially 500 mM PhCHO, 10 mM 
Co(AcO)2' 5 mM NaBr, and 90/10 w/w AcOH/H20 as solvent. The temperature was 
70°C, an 07_ pressure of 580 torr was maintained above the solution, and the 
magnet i c st""'i rri ng speed was 400 rpm. (b) A compari son of the Pt el ectrode 
response (top trace) with the di ssol ved oxygen concentrati on (bottom trace) 
express~d in terms of the percentage of saturation with O2 at a partial pressure 
of 580 torr. We estimate that 100% on this scale corresponds to [0 (l)J = 5 + 2 
mM. Conditions are as in (a), but the solution contained initially ~50 mM pHCHO, 
20 mM Co(AcO)2' and 2 mM NaBr; O2 was introduced at a flow rate of 20 mL/min 
through a frit immersed in the liquid. (Figure from [3J.) 

Oscillations of the bromide ion concentration are barely detectable, 
(.6 [Br -J<O. 2[Br -J ), in contrast to the Bel ousov-Zhabot i nsky ana other 
bromate-driven os~~~9~~~rs where changes in [Br-J of several ord~rs of magnitude 
are an essential feature of the mechanism[2J. Therefore this reaction appears to 
belong to a different class of oscillating reactions. A second major difference 
is that the reaction is both homogeneous and heterogeneous; for the 1 atter, a 
major feature is the dissolution of a gas in the liquid. 

We have proposed an 11 step mechanism[3J which accounts for the oscillations, 
and provides reasonable agreement with all of the experimental observations. 

lAgricultural Chemicals Department 
2Central Research and Development Department 
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Initiation steps Rl and R2 use a Co(III) dimer, Co(III)2' to_produce a benzoyl 
radical at a rate proportional to the product of [PhCHOJ, [Br J and [Co(III)?J. 
During Stage I, benzoyl radical is rapidly intercepted by oxygen in R3 to form 
the perbenzoyl radical. R6 continues the radical chain, while R7 terminates it. 
R3, R6 and R7 are well established[4,5J. The rapid oxidation of Co(II) by 
perbenzoic acid (R9) then completes the autocatalytic generation of Co(III)2' 

It is only when oxygen becomes severely depleted that Stage II begi ns, the 
benzoyl radical lifetime increases, and its concentration rises sharply. During 
Stage II, Co(III)2 is now reduced by benzaldehyde through the intermediacy of 
benzoyl radi cal s Tn R4 and R8. The sequence R5 foll owed by 2xR8 provi des an 
alternate path for the perbenzoxy radicals during Stage II which does not 
generate more Co(III). 

Although the radicals have been written in the standard form, they may exist 
in solution complexed with Co ion, leading to unusual chemical behavior, e.g. 
(R5) • 

Co(III)2 + Br- ~ Co(III)2Br-

Co(III)2Br- + PhCHO- PhCO' + Br- + CO(III) + Co(II) + H+ 

PhCO' + 02(1)--PhC03' 

PhCO' + Co(III)2 + H20-PhC02' + 2Co(II) + 2H+ 

PhCO' + PhC03' -- 2PhC02' 

PhC03' + PhCHO -- PhC03H + PhCO' 

PhC03' + Co(II) + H+--PhC03H + Co(III) 

PhC02' + PhCHO -- PhC02H + PhCO' 

PhC03H + 2Co(II) + 2H+--PhC02H + Co(II1)2 + H20 

Co (I II) + Co ( I II) -- (Co ( II 1) ) 2 

°2(g)~02(1) 

(Rl) 

(R2) 

(R3) 

(R4) 

(R5 ) 

(R6) 

(R7) 

(R8) 

(R9) 

(RIO) 

(Rll ) 

If [02(I)J is always appreciably less than satura~ion, the rate of mass 
transfer of oxygen from the gas phase into the liquid determines the average rate 
of oxidation of PhCHO. The average rate of disappearance of PhCHO during a batch 
reaction should be, and is, zero order in [PhCHOJ. Within a given cycle; 
however, [PhCHOJ shows a rapid decrease during Stage II, supporting a reduction 
of Co(III)2 by benzaldehyde, R4 and R8. 

The rate equations for RI-Rll were integrated using a Gear algorithm[6J, with 
the results shown in Figure 2. 

These results were sufficiently encouraging that a sensitivity analysis for 
this model was done. We chose to compare the calculated period of oscillation in 
a CSTR reactor to experi mentally measured peri ods as a functi on of cobalt, 
bromide and benzaldehyde concentrations. 

The effect of varying bromide concentration is shown in Figure 3. The pro­
posed mechanism fits the experimental data quite well at high concentrations of 
bromide. The experimental points are within the uncertainty of the calculated 
line. However, experimentally the oscillations stop below about 3 mM bromide, 
whereas the calculated line predicts that the oscillations should continue down 
to about 0.02 mM Br and the period should go through a maximum and decrease. 
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Fig. 2. Calculated concentration oscillations 
in (a) [Co(III)2 J , (b) [02(1)J, and (c) [PhCO·J. 
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Fig. 3. Calculated, 0, and experimental, 
+ (ramp), period of oscillation as a function 
of bromide ion concentration . 

Stage II of the model does not involve Br ; however, experimentally Stage II is 
lengthened at low [Br- J. This observation suggests that at low [Br-J additional 
reactions are required in the model. 

The model predictions for variations of cobalt concentration are shown in 
Figure 4. The exper imentally determined periods do not fit the calculated line 
although maxima occur in both curves. This difference may be due to complexes of 
Co(III) and Co(II) particularly at low cobalt which we have not taken into 
account in the model. 
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Fig. 4. Calculated, 0, and experimental, 
+ (ramp), period of oscillation as a 
function of cobalt concentration. 

Fig. 5. Calculated, 0, and experimental, 
+ 0-400 mM,0200-1500 mM, x 0-3000 mM 
PhCHO (ramp), period of oscillation as 
a function of benzaldehyde concentration. 
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The agreement between the calculated and measured periods for benzaldehyde 
concentration variations is satisfactory (Figure 5). The boundaries between 
oscillation and steady state occur quite close to the prediction at both high and 
low concentrations. The slope of the log-log plot is approximately -2, which is 
correct for the kinetic model. 

The kinetic model predicts that radicals are produced in an oscillatory 
manner. We have detected two radicals in Stage II by EPR using a flow system. 
This appears to be the first time that organic radicals have been detected in an 
oscillating chemical reaction, although they have been proposed for other 
systems. We have not been able to confirm the identity of the radicals, but 
reasonable conjectures are possible. 

In conclusion, it appears that the original 11 step mechanism explains the 
gross oscillatory behavior of this system reasonably well. Many fine details 
remain to be filled in, especially the role of bromide as a ligand, the effect of 
Co complexes, and the relatively narrow range of water concentration (5-20%) in 
which the reaction shows oscillatory behavior. 
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Analysis of Elementary Steps in Oscillating Chemical Reactions 

Donald W. Boyd, Irving R. Epstein, Kenneth Kustin, and Oscar Valdes-Aguilera 

Department of Chemistry, Brandeis University, Waltham, MA 02254, USA 

1. Introduction 

The recently discovered chlorine(III) (chlorite-based) oscillators 
show a wide range of dynamical phenomena in "batch" and "flow." 
In addition to oscillations, these systems give rise to chaos, 
birhythmicity, spatial inhomogeneity, and other unusual effects [1]. 
To uncover the chemical origins of these phenomena, we construct 
multi-step mechanisms, and test them out by modeling the system's 
observed behavior with them. However, the validity of a mechanism 
may not be judged fairly, if insufficient rate data exist for elemen­
tary steps in the mechanism. 

We are therefore attempting to elucidate the kinetics of elemen­
tary steps relevant to chlorite-based oscillators when this infor­
mation is not available, and report several such analyses. In 
addition to the application to modeling studies, the results are 
also of general chemical interest. Moreover, under certain con­
ditions, these so-called elementary processes can become complex, 
leading to the discovery of new phenomena. We begin by reporting 
on our studies of initial steps in the reaction between Mn04- and 
Cl(III). In later sections we discuss the reactions of Cl(III) with 
other halogen species. 

2. Chlorine(III)-Permanganate 

This study was undertaken because the Cl(III)-I~Mn04- system 
appeared to be a new oscillator, and not simply a perturbation on 
Cl(III)-I-[2]. The Cl(III)-Mn04- reaction is rapid ,and complex; 
consequently, we studied both stoichiometry and kinetics for 
reaction times less than one minute by conventional and rapid 
mixing spectrophotometry. Under these conditions the reaction 
stoichiometry is straightforward, 

Mn04- + SC]02- + 8H+ = Mn2+ + SC102 + 4H20 (1) 

with rate law 

-d[Mn04-]/dt = k[Mn04-] [Cl(III)] (2) 

k = (kl + k2[H+]/Ka )(1 + [H+]/Ka) (3) 

where kl and k2 are rate constants for the rate-determining steps 
Mn04- + C102- --> Mn042- + C102 (kl=24.4 ± 2.0 M-l s-l), and 
Mn04- + HC102 --> Mno42- + C102 + H+ (k2 = 92 ± 29 M-l s-l); and 
Ka = [H+][C102-]/[HC102] = (2.70 .± 0.4S) x 10-3M at 2S.0 ± O.S °C 
and ionic strength 1.OM (NaC104) [3]. 

The unusual reactivity pattern HC104 > C102- explains the 
inhibition of the Cl(III)-I- oscillator by permanganate at pH 1. 
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The 1- ion cannot compete with Mn04- for Cl(III). Oscillation 
occurs in the Cl(III)-I--Mn04- system at pH 2-3.5 because the 
Cl(III)-I- reaction competes favorably with the slowed-down 
Cl(III)-Mn04- reaction in this pH range. Other features of the 
Cl(III)-Mn04- study are unusual as well. The value of Ka is 
smaller than that previously determined, presumably due to avoid­
ance of HC102 decomposition under rapid-mixing conditions. Neither 
the values of kl and k2' nor the greater reactivity of HC102 
compared with C102- are consistent with an outer-sphere electron 
transfer mechanism, in contrast with most C102-/C102 reactions 
[4]; it seems likely that the chlorine(III)-perrnanganate reaction 
mechanism is inner-sphere electron transfer. 

3. Evidence for XC102 Intermediates in Chlorite-Based Oscillators 

Earlier studies on oxyhalogen kinetics implicated the existence 
of X202 (X = halogen) species as transient intermediates in a 
variety of net and exchange reactions. Species proposed include 
C1202 [5], 1202 [6] and IC102 [7]. The mixed halogen species 
IC102 plays a key role in the mechanism of the fundamental 
Cl(III)-I- oscillator [8]. In batch, this system "clocks"; 
autocatalytic buildup of the brown color due to iodine is 
followed by an abrupt fadeout. The fadeout is due to the oxidation 
of iodine by unreacted chlorine(III). The kinetics of this reaction 
were determined by stopped-flow [7]. 

The rate law for the reaction 

5C102- + 212 + 2H20 --> 5Cl- + 4103- + 4H+ (4 ) 

consists of three terms, one of which is Cl(III)-independent. We 
have assigned the two Cl(III)-dependent terrnsto C102- reactions 
with 12 and 120H- leading to IC102 formation. The Cl(III)-indepen­
dent term is represented by the process 

k5 
12 + H2 0 -

'" k-S 
k6 

IOH2+ + C102 ----> IC102 + H20 

In our experiments, k6 [C102-] » k-5 [1-], 
dependence expected when the rate expression 
derived is not observed. 

and the Cl(III)­
for (5) + (6) is 

(5 ) 

(6 ) 

The kinetics of the batch reaction between chlorine(III) and 
iodine species has now been documented. It is known that chloride 
ion accelerates the decomposition of Cl(III) in acid media. It 
is natural to speculate on the effect bromine species would have 
on Cl(III). Would the system Cl(III)-Br- oscillate? Would it 
"clock"? What reaction would occur when Cl(III) and Br2 are 
mixed? Would mechanistic analysis require postulation of BrC102-
type intermediates? To find out, we mixed Cl(III) with Br- in flow 
and batch, and reacted Br2 (and Br3-) with Cl(III) in batch. 

4. Chlorine(III)-Bromide Ion and Br2 Reactions 

The system Cl(III)-Br- oscillates in flow [9]. However, 
guidance from the better described Cl(III)-I- oscillatory system 
may be misleading, because bromine species usually posse"ss greater 
oxidizing power than analogous iodine species, and bromine species 
show comparable or even greater kinetic lability. We have there­
fore adopted an empirical approach, and determined that, (a) Br2 
oxidizes Cl (III) to Cl (IV) cleanly, (b) depending on pH and con-
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Figure 1. Stopped-flow oscillograph of the reaction Br2 + Cl(III). 
Ordinate (50 mv per major division) is proportional to decreasing 
% transmittance. Initial concentrations in mixing chamber: 
[Br2] = 3.98 x 10-4M, [Cl(III)]= 1.06 x 10-2M, pH 3.0, ionic 
strength = 0.6M [NaC104], temperature = 25.0 ±O.soC; wavelength = 
380 nm 

centration, Cl(III) can oxidize Br- to Br2, (c) Br- can catalyze 
the decomposition of Cl(III). We shall report on the Cl(III)-Br2, 
and Cl(III)-Br- batch reactions. 

At pH 3 the oxidation of Cl(III) by Br2 is capable of spontan­
eously producing one or more of the products C102, C103-' C104-. 
Within experimental error, we detect only C102; the reaction is 
therefore 

2C102- + Br2 ---> 2C102 + 2Br- (7) 

The rate law, determined by stopped-flow spectrophotometry 
(Figure 1) depends on [H+], [Br-], [Br2] and [Cl(III)]o 
(initial [Cl(III)]). At moderate acidities the rate law expression 
is 

(~) d[C102] 
dt 

(al + a2[Br-])[ Br2][Cl(III)]02 (8) 
b [Cl (III) ] 0 + c [Br j2 + d (1 + e [Cl (III) ] 0) [Br-] 

Under conditions where b[Cl(III)]o » c[Br-]2 + d[Br-], and 
al » a2[Br-] the rate depends on al/b. The remaining parameter 
al/b is influenced by [H+], increasing with decreasing [H+], 
reaching a maximum, then declining to a lower value at pH 7.41. 

Several differences exist between the rate law for this system, 
and the analogous Cl(III)-I2 [7] and Cl(III)-C12 [10] reactions. 
The mechanism most consistent with the rate data involves rapid 
equilibration between Br2 and Cl(III) to form the mixed halogen 
intermediate; for example 

... 
(A complete mechanism requires inclusion of reaction between 
Cl(III) and Br3-.) This step is followed by rate-determining 
Cl(III) attack; e.g. 

(9 ) 

(10) 

The complex pH dependence in acidic media can be explained by proto­
nation of BrC102 and greater reactivity of C102- than HC102. In 
alkaline media, the reaction with HOBr should be considered. 

41 



The dynamical behavior of the system Cl(III)-Br- is complex; 
product formation depends on conditions. We summarize our 
observations as follows. Br- in excess: the observed reaction 
is 

(11) 

The rate law is 

(12 ) 

where k = (9.5 ± 0.5) x 10- 2 M-2 s-l at 25°C and ionic strength 
1.OM (NaC104). This rate law can be explained by rate 
determining formation of a protonated mixed halogen intermed­
iate, or hydrolyzed mixed halogen intermediate; e.g. 

H+ + Br- + HC102 --> BrC10 + H20 

followed by rapid Br- attack; viz. 

Br- + BrC10 ----> Br2 + C10-

Cl(III) in excess: C102 is observed; Br- appears to catalyze 

(13) 

(14) 

the decomposition of HC102. The stoichiometry and rate law are 
difficult to define. However, at concentrations in the narrow 
range [Cl(III)]o>:::: 2 x 10-3M, [Br-] -:::::5 x 10-4M, a clock reaction 
occurs (Figure 2a), the lag time of which decreases upon 
addition of small « 2 x 10-4M) amounts of added Br2 (Figure 2b). 
The mechanistic steps relevant to the Cl(III)-Br-system should 
therefore be similar to those of the Cl(III)-I- system, with 
appropriate rate constants. 

5. Conclusion 

The studies we report have provided rate data for the modeling 
of complex dynamical systems. The importance of intermediates 
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Figure 2. The Cl(III)-Br- clock reaction. (a) [Br-] = 5 x 10-4M, 
[Cl(III)]o = 1.65 x 10-3M, [HC104] = 0.2M, ionic strength = 
0.5M NaC104, temperature = 25.0 ± 0.5°C; (b) Same conditions with 
[Br2] = 2.26 x 10-5M initially present; wavelength of recording = 
390 nm 
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of the form XCI02 for chlorite-based oscillators has been 
established. This conclusion is strengthened by the finding that, 
even in the permanganate system, an inner-sphere mechanism pre­
dominates. Further modeling studies of other chlorite oscillators, 
such as Cl(III)-thiosulfate, will determine whether direct 
attachment of Cl(III) by reductant or oxidant is a common 
feature of chlorite-based oscillators. 
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Bistability in the Reduction of Permanganate by Hydrogen Peroxide in a 
Stirred Tank Flow Reactor 

P. De Kepper, Q. Ouyang, and E. Dulos 

Centre de Recherche Paul Pascal, Domaine universitaire 
F-33405 Talence Cedex, France 

In recent years, the number of isothermal homogeneous chemical oscillating reac­
tions has considerably increased, but all the chemical oscillators are based on 
halogen chemistry [1,2] with the exception of the methylene blue-sulfide-sulfite 
air oxidation [3] and its simplified version: the hydrogen peroxide oxydation of 
sulfide in neutral or basic solution in flow reactor [4]. The recent cobaltbromide 
catalized oxidation os some aromatic compounds by air [5] could also be regarded 
as a non-halogen oscillator if the role of bromide is only to form a cobalt (111)­
bromide complex more active than C0 3+. 

Sulfur and carbon chemistry are certainly very rich areas for complex feedback 
reaction~ and will probably produce in the near future a wealth of chemical oscilla­
tors comparable to that found in halogen chemistry. 

In the following, we present our efforts to produce oscillatory dynamics in ano­
ther area of chemistry: the manganese chemistry. It is based on the cross-shaped 
phase diagram technique [6,7J. It starts with the quest for bistable systems and 
then continues with the search of unstable states at the boundaries of the bistabi­
lity domain. Isothermal chemical bistabilities can be obtained when autocatalytic 
reactions are performed in flow reactor mode. A number of autocatalytic reactions is 
reported in manganese chemistry. Among the best documented, le~ us mention the reduc­
tion of permanganate (MnO~) by oxalic acid [8], malonic acid [9J or hydrogen peroxide 
(H 202) [10,11,12] and the oxidation of manganeous ions (Mn2+) by periodic acid [13J 
'or chloroperbenzo'c acid [14] •. 

Previous studies have shown that the permanganate-oxalic acid reaction can be 
bi stab 1 e when performed in a C .S. T. R. [15, 16J. This reacti on is re 1 ati ve ly slow at 
room temperature. We focus here on the faster MnO~ - H202 reaction. 

In batch reactor 

In excess H202 and at low enough pH, the reduction of Mn04 to Mn2+ is quantitative 
with the following stoichiometry: 

2MnO: + 5H202 + 6H+ = 2Mn2+ + 502 + 8H20 

The reaction generally presents an induction period with a slow decrease in Mn04 
concentration/followed by an abrupt drop off with disappearance of all trace of 
permanganate color. Initial addition of Mn2+, a species involved in the autocatalytic 
loop, reduces dramatically the induction period. A strange aspect of this reaction 
is the osciZZatory dependence of its half-life time on initial [H 2021 or [Mn2+] as 
a 1 ready mentioned by several autl10rs [f2]. 

C.S.T.R. resuZts 
In a thermally regulated flow reactor, the steady state v.alues of the absorbance at 
525 nm (maximum absorbance of MnO;;) can take two different values as a function ofthe 
flow rate ko (ko is the reciprocal of the residence time T) as shown in figure 1. 
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Fig. 1 Steady state bistability in the optical 
denslty at 525 nm as a function of flow rate, 
all other constraints kept constant: 
[MnO~]o = 3x10-4 M; [HzOzJo = 0.033 M ; 

[Mnz+]o = 6.7x10- 6 M ; [HC10 4]0 = 1.33 M 

T = 22°C 
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The set of state with low optical density (OD) is referred to as the reduced steady 
state (RSS) because manganese is mainly in its reduced Mn(II) form. It corresponds 
to the extension of the equilibrium state at ko=O and is the so called thermodynamic 
branch. The high OD set of state is referred to as the oxydized steady state (OSS), 
for manganese is mainly oxidized to tln(VII). This latter state corresponds to the 
fLow branch where species concentration is primarily determined by the input flow, 
because the chemical processes are slow relative to the flow. The two branches over­
lap over a large range of ko. Arrows pointing respectively up and down indicate ko 
limiting values for stability on the RSS and the OSS branches. Transition time from 
OSS to RSS is typi ca lly 10 seconds whereas the reverse transiti on (RSS .... OSS) is of 
the order of the residence time L. The determination of the stability limit of ass 
and RSS can be repeated for a range of input hydrogen peroxide concentration 
([HzOz]o)* and this for different [HC104 ]0' 

* 

Figure 2 represents the bistability limits in the (ko, [H 0 Jo) plane for three 
different [HCl04]0, all the other constraints being kept conh~nt. The width of the 
bistable region decreases with increasing [H,Oz]o, at any [HC10 4]0 and beyond a 
critical [HzOzJo it reduces 1Dzero at leN/flow rate. The vanishing regions of bistabi­
lity are difficult to establish because of considerable slowing down in the transi­
tion between steady states. Beyond these critical regions, changes from ass to RSS 
are continuous, no oscillatory behaviour is observed as in the case of minimal 
oscillators [17, 18J. The whole pattern is consistent with a cusp pOint behaviour, 
in the vicinity of which relaxation oscillations are generally excluded. The other 
end of the bistable domain, at high flow rate,is not be observed. 

Figure 3 shows a typical dependence of the bistability range in the (ko,QMnz+J o) 
plane. Increasing [Mn2+]Q enlar~es the bistability range as a function of ko. But 
above a limiting value of [Mn'+J J only the RSS is observed. Below [Mn2+1o 'V 10- 6 M 
experiments are not easily repr08ucible, probably due to uncontrolled trace impurities 
in the permanganate solutions which are buffered. at higher [Mn2+]0 • When [H Z02]0 
is increased, the bistability region in the (ko' LMn2+]) plane shrinks. Here again, 
only the low flow cusp point can be studied. The high flow end of the bistable 
domain was not observed for any of the presently investigated conditions. Very short 
residence time, beyond the reach of our present experimental set up, seems to be re­
quired. 

2. Perturbed MnO; - H2 0, reactions 

In the next step,we modified our initial reaction system by introducing additional 
reagents in order to generate appropriate feedbacks which would destabilize the 
previous steady states [6, 1bJ. We mainly focused our attention on persulfate (S20~-). 

Input concentration of any A chemical species is denoted by [AJ o' 
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Fig. 3 Section of the phase diagram 
in the ([Mn2+Jo , ko) plane, with all 
other constraints as in fig. 1. 
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Indeed, persulfBte is known to oxidize Mn2+ to MnO~ [2oJ with the following st01-
chiometry 

5S20~- + 2Mn2+ + 8H 20 = 2MnO~ + 10 SO~- + 16 H+ 

This reaction is very slow at room temperature but its rate can be considerably 
increased by introducing silver ions (Ag+) as catalyst [21J. 

Preliminary experiments have shown that Ag+ also catalyzes the reduction of 
MnO~ by H2 02• We thus first studied the effect of Ag+ on the MnO; - H202 bistability. 

The MnO~ - H202 - Ag+ - HCl0 4 system 

Using Ag+ instead of Mn2+ gives similar results. As shown in fig. 4 the bistability 
range of flow rate is enlarged. Above a critical [Ag+]o only the RSS is observed. 
However this [Ag+J o value is an order of magnitude larger than the critical [Mn2+Jo 
value for similar conditions. An increase in [H 2 02JO (Fig. 5) can considerably re­
duce the [Ag+J o range of bistabil ity. 

The MnO~ - H20 2 - S20~- - Ag+ - HCl0 4 system 

An additional input flow of persulfate, up to [S20rJQ = 0.1 M, in experimental 
conditions otherwise similar to those used in figure ~) produces only very slight 
shift in the previous phase diagram. Again only the low flow rate end of the bista­
ble domain can be probed for oscillations. No oscillatory behaviour is observed in 
these experimental conditions. 

Nevertheless, a different bistable region is found for lower values of [H 2 02]Q 
and [MnO;]o and at much larger residence time (T = 30 min). The Pt-potential and the 
optical density hysteresis as a function of ko is shown in figure 6. In this case, 
the steady states are the ass corresponding now to the thermodynamic branch and an 
oxidized intermediate steady state (ISS) characterized by a potential plateau at 
200 mV (the RSS corresponds to potential values which range from 600 to 700 mV). 
Though it is not visible on the absorption measurements at 525 nm,there is a very 
definite color difference between the ass and of the ISS, the latter is reddish­
purple, probably due to significant amounts of Mn(III) and Mn(IV), while the for-
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Fig. 7 Section of the new bistability domain in 
~H202JO' ko) plane with all other constraints 
as in figure 6. Symbols' ass, ~ ISS, ¢ bistabi­
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mer is deep purple. Figure 7 displays a section of this new bistability in the (ko, 
[HzOJo) phase plane. The dashed line corresponds to the locus of the steep inflexion 
,'n the steady state potential which separates the ISS from the OSS. Both ends of the 
bistable region were studied but only cusp point behaviour has been observed. 
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3. Concluding remarks 

Des~ite the fact that no oscillatory behaviour has yet been found, the MnO: - HzOz -
SZ08- - Ag+ - HC104 system seems to be a quite promising system since it produces 
two different types of bistability. They are actually widely separated in the cons­
traint space,l which suggests little coupling in the chemical processes from which they 
are issued. The point now is to see if they can be brought closer, in other experi­
mental conditions, to produce more significant coupling between the reducing process 
by HzOz and the oxydizing process by SzO~-. Another possibility for oscillation is 
to study the high flow end of the bistable region; very fast flow through reactors 
are presently built for this purpose in our laboratory. 

The mechanisms are still not clearly understood even for the basic permanqanate 
hydrogen peroxide redox reaction in spite of a wealth of-literature (see references in 
[12J). There is no satisfactory explanation, specially for the oscillatory rate de­
pendence of the reaction on initial HzOz concentration. Formation of hydrogen pero­
xide dimer [22] or peroxide complexes wlth Mn(II) or Mn(III) 112l was proposed but 
there is neither evidence for hydrogen peroxide dimers nor for peroxide complexes 
of Mn(II). Moreover a Mn(III)-peroxide complex would have too short a lifetime if one 
considerers the reactivity of Mn(III) [2~I. The very sharp drop off 'in the perman­
ganate concentration after a relatively long induction period is also not an easy 
kinetic task to solve. It requires more than first order dependence in the autoca­
talytic species or the presence of more than one major autocatalytic species. This 
latter assumption is consistent with recent observations in stopped-flow experiments 
on the HzOz - MnO; reactio~ which show that even with a 20 fold excesof Mnz+ over 
MnO~, the reaction still exhibits an induction period [24J. Any mechanism for this 
reaction will also have to account for the quadratic rate dependence of the Guyard 
reaction [?51 (oxidation of t~n2+ by MnO:) on initial [Mnz~l. MORROW and PERLMAN [26J 
results for this latter reaction suggest the formation of a binuclear intermediate 
such as Mn20~ which may be thought of as an anal_og of Ag Mn04 proposed in the Ag+ cata­
lyzed reduction of permanganate by hydrogen [27J. Preliminary kinetic modeling of 
the MnO~ - HZ02 shows that the quenching of such bi nuclear species by HZ02 can produce 
non·monotonous rate dependence of the reaction on initial [H 202 l. 
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1. Introducti on 

The relaxation of a perturbed che~ical syste~ to its stable states provides a 
means for characterizing the essential dyna~ic features of the syste~. These 
features are contained in the phase portrait, a plot of the concentration of one 
variable species as a function of another variable species for a variety of 
initial conditions. A particular steady state ~ay be characterized as a stable 
node or a stable focus according to the appearance of the relaxation trajectories 
around that state. In addition, basins of attraction in ~ultistable syste~s may 
be determined as well as the separatrix partitioning these basins. The nature of 
the unstable steady state may be deter~ined fro~ relaxation experi~ents in 
systems that can be accurately described in terms of one or two variable species. 
This paper reports on measurements and modelling of the relaxation behavior of 
the bistable iodate-arsenous acid syste~. The stable and unstable steady states 
are characterized and the separatrix is located in the phase plane. In addition, 
the special case of relaxation to the critical point is investigated. A more 
detailed account of this study will be forthco~ing [1,2]. 

2. Chemical System 

We consider the iodate-arsenous acid syste~ in a CSTR with arsenous acid in 
stoichio~etric excess. A single stoichio~etry describes the reaction at any time 
according to (I). 

(I) 

The reaction is autocatalytic in iodide with the rate of reaction governed by the 
empirical rate law a. 

(a) 

Rate equations (R) provide a near quantitative description of the buffered 
reaction in a CSTR, 

d[I-J1dt = Ra + ko([Cl o - [1-]) 

d[I0 3-]/dt = -Ra + ko([I03-]o - [103-]) 
(R) 

where ko is the reciprocal residence ti~e and [1-] and [103-]0 are the reactant 
concentrations in the combined feed strea~. 0 

Model R was developed to describe slowing down in the iodate-arsenous acid 
system [3] and a modified version has been used to describe ~ushroom and isola 
behavior [4]. A more detailed account of the model,which is a reduction of 
earlier, more elaborate models [5,6] may be found in [1-4]. 
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3. One-Dimensional System 

In solutions containing excess arsenous acid, iodide and iodate are the only 
stoichiometrically significant iodine containing species; therefore, 
d[I-]/dt + d[I03-]/dt = 0 and conservation relation (1) is obtained from (R). 

(1) 

Substitution of (1) into either rate equation (R) yields (R'), a one-variable 
model of the system. 

d[n/dt = (k1 + k2[nllC]([I03-]0+[I-]0-[C])[H+]2+ ko ([I-]0-[n) (R') 

3.1 The Unstable Steady State 

Figure 1 shows the stable (solid circles) and unstable (open circle) steady 
states of the system for the composition and residence time indicated in the 
caption. The steady states lie on the composition line defined by (1); even 
away from the steady states the system is constrained to this line. 

2.0 4.0 6.0 6.0 

10'[I-j/M 
10.0 

Fig. 1. Low iodide, unstable, and 
high iodide steady states on 
composition line. Combined reactant 
feed stream concentrations; [103-]0 
= 1.00 x 10-3 M, [H3As03]0 = 5.00 x 
10- 3 M, [1-]0 = 4.41 x 10-5 M 
(indicated by vertical dashed line). 
Acidity maintained constant with 
sulfate/bisulfate buffer at pH = 
2.122 ([H+] = 7.55 x 10-3 M). 
Reciprocal residence time 
ko = 8.20 x 10-3 s-l. Temperature: 
25.0 :':. 0.2°C. From Ref. [1]. 

The location of the unstable steady state in Fig. 1 was deter~ined by forcing 
the system to move along the composition line. Consider the system initially in 
the stable steady state with low iodide concentration. \~hen the flow is 
temporarily stopped, iodide concentration increases and the system moves toward 
the unstable steady state along the co~position line. Iodide concentration is 
monitored and at the desired concentration the flow is resumed at the original 
value of ko. The system relaxes back to the low iodide steady state if the 
iodide concentration is below that of the unstable steady state in Fig. 1. When 
the iodide concentration exceeds that of the unstable steady state, a transition 
occurs to the high iodide steady state. Similar relaxation experiments can be 
carried out with the system initially in the high iodide steady state. Here, 
the flow rate is temporarily increased and iodide concentration decreases toward 
the unstable steady state. A repetitive sequence of experiments allows the 
location of the unstable steady state to be accurately determined. 

Figure 2a shows a set of four experiments where the iodide concentrations, upon 
resuming the flow,were identical within the experi~ental resolution of three 
significant figures. The relaxation curves to each of the stable steady states 
are effectively superimposable when translated on the time axis; however, the 
relaxation half-times are 15.2, 31.0, 21.0 and 14.8 min for the upper and lower 
curves, respectively. Relaxation curves calculated [7] from (R') are shown in 
Fig. 2b. Here, the initial iodide concentrations were also the same within three 
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zo,o "'. 
Time/min. Tlrne/mln. 

~. Relaxation curves from unstable steady state of system in Fig. 1: 
(a) Experimental behavior; (b) calculated behavior according tQ (R') with k1 = 
4.5 x 103 M-3 s-l, k2 = 4.5 x 108 M-4 s-l, and ko = 6.40 x 10-3 s-l. Ref. [1]. 

significant figures. The initial iodide concentration for the middle curve, with 
a relaxation half-time of 2.6 hours, was the sa~e within eight significant figures 
as that calculated for the unstable steady state. Finures 2a and 2b show that 
there is an extreme sensitivity to initial conditions around the unstable steady 
state. In addition, we see that the system may remain near the unstable steady 
state for extended periods of ti~e when it is initially very close to that state. 

4. Two-Dimensional System 

Conservation relation (I) allows the system to be described in ter~s of one 
variable. This relation is no longer valid when the systeM is subjected to 
perturbations that introduce additional material to the reactor. Thus, model R 
is needed to describe experiments where the syste~ is perturbed by sudden 
injections of reagent. 

4.1 The Separatrix 

Relaxation experiments were conducted to determine the location of the separatrix 
in the [1-]-[103-] phase plane. The method was similar to that used in the one­
dimensional system. However, in these experiments the system was perturbed by 
injecting reagents containing KI, KI03, and AgN03. In all cases, the volu~e of 
the injected reagent (10-70 ~l) was insignificant compared to the reactor volume 
(35.39 ml). 

The solid curve in Fig. 3 shows the experimentally deter~ined separatrix. 
Perturbations from the low iodide steady state were carried out using iodide and 
neutral iodide/iodate reagent. Perturbations from the high iodide steady state 
were carried out with silver reagent rapidly followed with iodate reagent. The 
unstable steady state determined by one-dimensional perturbations (open circle) 
compares well with the determination carried out by two-dimensional 
perturbations, indicated by the arrows on the composition line. 

5. Critical Point Behavior 

The critical point was found by locating the hysteresis limits for a series of 
reaction mixtures with increasing iodide concentration in the reactant stream. 
The critical iodide concentration, [1-]6, was iteratively determined to three 
significant figures. 

One-dimensional relaxation experiments were carried out at the critical iodide 
concentration and different values of ko• Each perturbation consisted of a 
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Fig. 3. Separatrix. Arrow heads show 
initial positions of perturbed states 
and their directions indicate to which 
steady state the system relaxes. 
Dotted lines indicate origin of 
perturbed states. Concentrations and 
conditions as in Fig. 1 except ko 
9.82 x 10-3 s-l. From Ref. [1]. 
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Fig. 4. Relaxation half-times T as a function of ko: (a) Experimental values. 
Concentrations and conditions as in Fig. 1 except [I-]8 = 1.47 x 10-4 M and 
pH = 2.176 ([H+]o = 6.67 x 10-3 M). (b) Half-times calculated from (R'). 
Concentrations as in (a) except 0-]8 = 1.20 x 10-4 M. From Ref. [2]. 

2.0 x 10-4 M increase in iodide concentration above the steady state 
concentration. A dramatic slowing down is evident near the critical point in a 
plot of the relaxation half-times as a function of ko, shown in Fig. 4a. 
However, the quantitative features of the slowing down are highly dependent on 
the size of the perturbation, the proximity to the critical point, and the 
particular definition of relaxation time [2]. 

Figure 4b shows relaxation half-times calculated [7] from (R'). Shown are 
half-times (----) for perturbations consisting of 2.0 x 10-4 M increases above 
the steady state iodide concentration and half-times (----) predicted from 
linear stability eigenvalues of (R'). Half-times calculated from (R') for 
perturbations consisting of increases less than ca. 1.0 x 10-7 M above the steady 
state fall on the linear approximation curve (--). Each curve can be 
approximately described by (2), where T is the half-time, k8 is the critical 
reciprocal residence time, and z is the critical exponent. 

T (2) 

Experimental values of z in Fig. 4a of 0.50~0.09 and 0.82+0.13 compare with the 
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values (----) in Fig. 4b of 0.58 and 0.85 before and after the critical point, 
respectively. Values for the linear approximation (----) are 0.77 and 0.64. 
For small perturbations very near the critical point [2], z ~ 2/3, in accord 
with theoretical predictions [8]. 
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Isothermal Autocatalysis in Open Systems (CSTR): Simple Models and 
Complex Behaviour 
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Macquarie University, N.S.W. 2113, Australia 

Autocatalysis lies at the heart of all isothermal oscillatory systems. When the 
catalyst is not completely stable but undergoes decay [1-5J, particularly varied 
behaviour is possible even in the simplest of open systems - the cstr operating 
isothermally. The kinetics may be represented by the scheme 

quadratic 
cubic 

A + B -+ 2B 
A + 2B -+ 3B 

B -+ C 

rate 
rate 
rate 

Cubic autocatalysis with catalyst decay can give rise to strange patterns of 
stationary states and to sustained oscillations. (This is also true of enlarged 
schemes [6J incorporating the reverse steps and the uncatalyzed reaction although 
the algebra is heavier.) Today we are mainly concerned with the birth, growth and 
extinction of stable oscillations and to the response of the system to continuous 
changes in residence time. 

Exotic patterns of stationary-state dependence on residence time 

Consider the simple, irreversible cubic autocatalysis (1) coupled with a first­
order decay or poisoning reaction (2). The mass-balance equations can be readily 
written [2J in the following dimensionless form 

da 2 1 - a) (3a) d, - a13 + -- (1 
'res 

d13 a132 13 1 - (3) (3b) d, - - + -- (13 
'2 'res 0 

where 
a = a/a o 13 = b/o.o 130 = biao (4) 

2 2 k a2t , = k1aot , 
2 k1ai k2 , = res 1 0 res 

Here ao and bo are the concentrations of A and 
inflow in the absence of chemical reaction and 
The stationary-state condition is 

B that would be established by the 
tres is the mean residence time. 

, 2 
a (1 + 13 a)2 ss 0 - ss 

= _1_ {1 + res} 
'res '2 

(5) 

This is a cubic equation in ass and a quadratic in the residence time 'res' In 
the special case of no B in the inflow (13 0 = 0), one solution of this equation is 
(1 - ass) = O. This factor may then be cancelled from each side to leave a 
quadratic in ass for the two remaining stationary-states 

, 2 
ass (1 ass) _1_ (1 + res) (6) 

'res '2 

Because the left-hand side has a maximum value of when ass ~, and the right-
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Tres 

FIGURE 1 Different dependence of 
stationary-state extent of conversion 
found for cubic autocatalysis with 
catalyst decay 

hand side a minimum of 4/'2 when ere = '2' this equation can only have real 
solutions if '2 ~ 16. With this conaition satisfied, the resulting dependence of 
the stationary-state extent of conversion 1 - ass on residence time portrays an 
isola pattern as shown in figure la. 

A graphical route to evaluating the stationary-state patterns for the general 
case of non-zero catalyst inflow (So> 0) has been given elsewhere [2,3]. As well 
as isolas, mushrooms and unique dependences of 1 - ass on 'res may be found (Figs. 
lb and c). Figure 2 divides the So - '2 parameter plane into regions in which each 
of these different responses occur. 

130 unique IH 

Va t--------------:1t 
0·1 

mushrooms 
unique 

2 Stability and character of stationary-states 

FIGURE 2 So - '2 regions for 
mushroom, isola and unique 
dependences of stationary-state 
on residence time. The line H 
divides systems which may show 
Hopf bifurcation (hi~h '2) from 
those which may not (low '2) 

The eh~aet~ and local ~tab~ of the stationary-state solutions along the 
different branches of the isola and mushroom eta. patterns are evaluated in the 
usual manner [7] via the eigenvalues of the Jacobian matrix. 

In the case of no catalyst inflow, the lowest solution corresponding to no 
conversion is always a stable node (sn). The middle solution is always an unstable 
saddle point (sp). The nature of the highest extent of conversion varies with the 
residence time: it may be a stable node, stable focus (sf), unstable focus (uf) 
or unstable node (un). For non-zero catalyst inflow there is further complication 
as the character along the lowest branch, which now corresponds to non-zero extents 
of conversion, varies between stable and unstable node or focus. Some of the 
different sequences found are indicated on the mushrooms in Fig. 3. 

3 Hopf bifurcation, .limit cycles and sustained oscillations 

Points at which a stable focus becomes unstable correspond to points of Hopf 
bifurcation [8]. These are the conditions at which limit cycles emerge in the 
a-S phase-plane. The line H in figure 2 divides the So - '2 parameter space into 
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a sic 

b 

c 
sn sf 

FIGURE 3 Mushroom dependences of 
1 - a~s on 'r s showing different 
behav10ur at Tong residence time: 
(a) '2 = 40, 130 = 1/15; (b) '2 = 50, 
130 = 0.1; (c) '2 = 50,130 = 0.12. 
Also shown are envelopes of limit 
cycles in a - 13 plane 

two: systems lying to the left (at high '2) exhibit at least one Hopf bifurcation 
at some residence time, those lying to the right (at short '2) do not. For no 
catalyst inflow (130 = 0), limit cycle phenomena only occur if '2 > 16. 

Limit cycles may be stable or unstable. Only stable limit cycles lead to 
sustained oscillations in the reactant and catalyst concentrations. Unstable 
cycles cannot give rise to observable oscillations, but act in a similar way to 
the separatrices of a saddle point, as watersheds. Trajectories starting within 
an unstable limit cycle tend to the stable stationary-state lying inside: other 
trajectories move across the phase-plane to other stable states or cycles. The 
size of a limit cycle is thus important whether it is stable or unstable. 

4 Experimental responses to variations in residence time: birth, growth and 
ext1nct10n of osc111atory behav10ur 

The three mushroom dependences of the stationary-state on residence time shown in 
Fig. 3 differ from each other, in the way in which oscillatory behaviour sets in 
and disappears. These in turn lead to different responses of the system as the 
residence time is varied. The observations which would be recorded by an experi­
menter slowly decreasing the flow-rate in each case are set out below. 

Figure 3(a) For an experiment set up with an initial residence time 'res ~ 100, 
there is a unique stationary-state solution which has stable focal character. 
Small perturbations decay in a damped oscillatory fashion. As the residence time 
increases, the degree of damping becomes less until a point of Hopf bifurcation is 
encountered, in this case at '~es = 200. Beyond this point the system moves into 
a series of self-excited, susta1ned oscillations. These grow from a vanishingly! 
small amplitude at '~es: initially the amplitude is proportional to ('res - 'r;*es) • 
The oscillations have a non-zero period at the point of Hopf bifurcation whic 1S 
determined by the imaginary eigenvalues of the Jacobian matrix A = ± iwo' p = 2~/wo' 
There is no hysteresis at this "supercritical" bifurcation [8J; decreasing the 
residence time simply causes the amplitude of the oscillations to shrink back to 
zero at '~es' As the residence time is increased further, the oscillations become 
larger and separated by longer periods. The envelope surrounding the upper branch 
of stationary-state in Fig. 3(a) shows the highest and lowest values of 1 - a 
attained during the pulses as a function of residence time. 
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At 'res = 312.5, a saddle point and a stable node appear in the phase-plane, 
corresponding to the two other stationary-states. Shortly after this, the limit 
cycle grows sufficiently large to touch the separatrix of the saddle point and form 
a homoclinic orbit. The period of motion around this cycle becomes infinite and 
beyond this point oscillations are not found. There is thus a sudden quenching of 
large am~litude oscillations. For all residence.times greater t~an 'res.= 3~3.the 
system SltS at the lowest, stable state. There 1S also hysteres1s at th1S lim1t. 
As the residence time is decreased, we pass the point at 'res = 313 at which the 
limit cycle burst on the upward journey, but do not now move from the lower branch. 
Only when there is a saddle-node bifurcation of the lower two stationary states at 
'res = 312.5 does the system jump back into large oscillations. 

Figure 3(b) Again,if an experiment is started at 'res = 150 there is a unique stable 
node. On 1ncreasing the residence time, a supercritical Hopf bifurcation of the 
above type is encountered at '~es = 326 and approximately sinusoidal, small-amplitude 
oscillations set in. These become larger and have longer periods as 'res increases. 
At 'res = 782 there is a saddle-node bifurcation, but the two emerging stationary­
states now lie within the limit cycle. The lowest extent of conversion is at first 
an unstable node and then becomes an unstable focus. For 'res = 786 there is a point 
of Hopf bifurcation along the lower branch. Here an unstable limit cycle emerges to 
surround the stable focus, still within the original stable limit cycle. As the 
residence time is further increased, the upper two solutions merge and disappear. 
Finally, the unstable limit cycle becomes large enough to touch the stable cycle and 
oscillations are abruptly quenched. Beyond this point the system sits on the lowest 
branch. 

Again there is hysteresis at this long-residence-time end of the range of 
oscillatory behaviour. If 'res is now reduced, the system stays on the stable lower 
branch until the Hopf bifurcat10n point at '~es = 786, whence it jumps back into 
large amplitude oscillations about all three stationary-states. 

Figure 3(c) A further increase of the catalyst inlet concentration leads to the 
pattern 1n Fig. 3c. The behaviour at long residence-times is now quite different. 

Once the oscillations have set in at the first point of Hopf bifurcation ('~es = 
349), there are two saddle-node bi furcations at 'res = 921 and ere = 927 withln 
the limit cycle. The first gives rise to the emergence of an unsta6le lower branch 
and the saddle point corresponding to the middle branch. At the second the middle 
branch merges with the highest extent of conversion. The latter occurs before the 
lowest stationary-state has regained its stability, i.e. before the second point of 
Hopf bifurcation. When the unstable focus finally becomes stable, at ,~s = 939, 
the limit cycle shrinks to a point and the oscillations vpnish at this second super­
critical bifurcation. There is now no hysteresis at either end of the oscillatory 
range. 

4 Discussion and conclusions 

The cubic rate-law model presented here affords a prototype for many ?ystems of 
practical interest, including solution-phase kinetics and enzyme reactions. It 
cannot be stressed too strongly that steps l(a) and (b) do not have to be regarded 
as elementary steps. They may be combinations of such steps. Thus the reaction 
betw~en arsenite and iodate ions, which is autocatalytic [9,10] in the production 
of I , is well approximated at constant pH by the rate expression 

rate ~ {a + [I-]}[I-][I03] 
where [1-] + [103] = constant, over some range of concentration. 

The present model differs significantly from the so-called "pool chemical" 
approximation approach, which assumes that the concentration of reactant A would 
somehow be held constant, in two important ways. First, there is a finite maximum 
value which may be attained by the reaction rate, viz. 
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whereas the "pool chemical" rate shows hyperexponential growth to infinitely large 
values [11,12]. Secondly, multistability is a real feature of the cstr equations. 
Karmann and Hinze [13] have shown that the multiple solutions for the "pool 
chemical" approach are not stable to the inclusion of lower-order steps and their 
reverse reactions. 

We may also note that the cubic dependence on concentration embodied in step (1b) 
is not a necessary feature for sustained oscillations. If the decay reaction for 
the catalyst has a less simple form, for example 

B -+ C rate (7) 

the quadratic non-linearity of step (1a) is sufficient [14]. 

A rate-law of the form (7) may arise in enzyme reactions,or in heterogeneous 
catalysis obeying a Langmuir-Hinshelwood law. The oxidation of carbon monoxide at 
low pressures displays sustained oscillations under isothermal conditions in an open 
system [15], and results indicate that an important role is played by the state of 
the reactor surface. This, and other features of the observed behaviour, are readily 
correlated qualitatively with this simple, two-step model. 
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Composition Variables Needed to Model Complex Chemical Systems 

Richard M. Noyes 
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1. Introduction 

The state of a closed, uniform, thermostated chemical system is uniquely defined by 
specifying the temperature, the pressure, the number of moles of each species cap­
able of undergoing any sort of reaction under the conditions of interest, and the 
numbers of moles of any species (such as inert solvent) which are incapable of un­
dergoing any chemical change. 

Such a system will ultimately decay to a state of chemical equilibrium calcula­
ble in principle by invoking the chemical potentials of all potentially reactive 
species in their standard states and the activity coefficients of species as func­
tions of composition. 

The trajectory of that decay may be very complex, including oscillations in con­
centrations of some species and even spontaneous nonuniformities of composition. 
However, if the homogeneous system does indeed remain uniform at all times, the 
trajectory can always be described in terms of a number of composition variables 
equal to the total number of species capable of reaction. 

The change in composition of the system can also be described in terms of vari­
ables based on extents of advancement of various chemical processes. Because there 
are constraints such as conservation of the number of atoms of each element, the 
number of independent variables defined in terms of extents of reaction will always 
be less than the number of species undergoing reaction, and the state of even a 
very complex system can often be described in terms of only one or two such vari­
ables. Description of dynamic behavior will usually require more variables, but 
even this number will often be much less than the number of reactive species. 

The objective of the present paper is to propose procedures for determining the 
number of independent composition variables necessary to describe the behavior of 
any specific system. The argument will invoke conservation of mass as expressed 
in chemical stoichiometry and will rely heavily upon a recent treatment by CORIO 
[1,2J. A further objective, not addressed in this manuscript, is to examine ways 
in which the directional constraints of thermodynamics can be applied to properly 
selected reaction variables. 

2. Stoichiometrically Significant Change 

Any net chemical change in a uniform system can be described by an equation like 
(T) involving p reactant species and ~ product species. Each of these species is 
distinguishable from all others because of differences in number of atoms of some 
element or because of some distinguishable characteristic such as isomerism, elec­
tronic charge, or electronic excitation. 

p ~ 

L aT·R. + L aT·P. = 0 (T) 
i=l 1 1 j=l J J 
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The a i coefficients are all negative, and the aj coefficients are all positive; 

they need not be integral, and their ratios need not even be rational. The Ri and 
Pj terms are formulas of chemical species. Let A denote the total number of spe­
cies represented by equation (T). Then 

P + TI. (1) 

Conservation of mass dictates that it should in principle be possible to balance 
equation (T) to individual atoms of every element represented. However, neither 
analytical technology nor interest in the system could attain or justify such pre­
cision. It will be satisfactory if equation (T) neglects every species the magni­
tude of whose coefficient a is less than some arbitrary fraction (such as 0.01%) 
of the maximum a. An equation balanced to this accuracy is said to represent the 
stoichiometrically significant change in the system. 

3. Multiplicity of Stoichiometrically Significant Change 

Although A species change concentration during the change in state of the system, 
these changes are not all independent because conservation of atoms of each ele­
ment imposes a constraint on permissible behavior. 

Let 8 be the number of elements whose atoms are present in at least one reactant 
and one product species in equation (T). If the equation as written involves ions 
in addition to neutral molecules, conservation of electronic charge imposes an ad­
ditional constraint which can be treated as a unit increase in 8. Finally, if 
isotopic composition of some element differs in different species, 8 must be in­
creased to represent,as a different kind of atom,each isotope whose fraction varies. 

Although conservation of mass imposes 8 constraints on the system, those con­
straints are not all necessarily independent. Let v be the number of independent 
mass-conservation and charge-balance constraints imposed on equation \T). Of ne­
cessity 8 > v. CORIO [1,2J has shown how v can be evaluated objectively as the 
rank assocTated with the matrix obtained from the a coefficients in equation (T). 

The stoichiometric multiplicity, ¢, can be defined to be the number of independ­
ent variables needed to describe any arbitrarily selected change of state of the 
system. It is the number of potential composition variables less the number of 
constraints. Then 

A - v P + TI - V. (2) 

Of course ¢ is positive and integral for any real system. 

4. Independent Component Processes 

If consideration is directed to processes rather than to species, the multiplicity 
¢ is the number of independent stoichiometric processes necessary to describe any 
arbitrary overall process. Then any possible combination of coefficients for which 
equation (T) is balanced can be generated by a linear combination of ¢ independent 
component processes each of the form of equation (C). 

P TI 

L amiRi + L amjPj o m = 1,2, ... ,¢ (C) 
i=l j=l 

The coefficients of that combination need not be rational but their ratios must be. 

The number of independent component processes is uniquely defined by the proce­
dures described above, but the specific processes may often be selected arbitrarily 
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according to convenience. The situation is completely analogous to the selection 
of component species in an application of the Gibbs phase rule. 

5. Extents of Advancement of Component Processes 

Let sm be the extent of advancement of the mth independent component process where 

sm is defined to be zero for the initial state of the system and is positive in 

the equilibrium state. 

Let cn be the concentration of the nth of the A species which are either react­

ants or products in equation (T). Then 

1> 

I Clmndsm 
m=l 

n = 1 ,2, ... ,A. (3) 

The A equations of the form of (3) permit a transformation of variables so 
that change in state of the system can be described in terms of the 1> variables de­
noting extents of advancement of independent processes. As equation (2) shows, 
1> < A for any conceivable system, and a smaller number of variables will be em­
ployed if changes of state are described in terms of advancement of independent 
processes rather than in terms of changes in concentrations of all species. In 
practice, the stoichiometrically significant change in even quite complex systems 
can often be described in terms of no more than two or three independent component 
processes. Thus, we have recently shown [3J how the stoichiometrically signifi­
cant change in the Belousov-Zhabotinsky reaction can be described in terms of one 
or at most two component processes. However, even 1> may become rather large for 
processes like the pyrolysis of some organic compounds. 

6. Extension to All Species 

The above argument was developed for treating stoichiometric changes in the total 
state of a system to the accuracy attainable experimentally. However, there may 
be species whose presence is essential to describing the dynamic behavior of the 
system even though they do not contribute significantly to changes in thermodynamic 
properties. Let there be 1 of these intermediate species, each of which is either 
a very minor reactant or product or else is always formed and destroyed at such 
nearly identical rates that its absolute concentration never changes significantly. 
Then equation (T) can be rewritten as (T') which describes the exact stoichiometric 
change in the system. 

P 11 

I ClTiRi + I ClTjPj + I ClTkI k o (T' ) 

i=l j=l k=l 

The Cl k coefficients may be positive, negative, or even exactly zero, but they are 

so small in magnitude that equations (T) and (T') yield insignificantly different 
results for any application to stoichiometric or thermodynamic considerations. 

7. Multiplicity of Exact Stoichiometric Change 

The multiplicity of the exact stoichiometric change can be determined by procedures 
analogous to those for the stoichiometrically significant change. The total num­
ber of composition variables is now K given by 

A + 10 (4) 

The number of independent constraints on equation (T') can be designated v'. 
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The quantity v' may be greater than v because of homogeneous catalysis by an ele­
ment which does not appear in equation (T) or because the additional species in (T') 
remove a degeneracy which had reduced the rank of the matrix of coefficients for 
equation (T). The multiplicity, e, of the exact stoichiometric change is given by 

e = K - v'. (5) 

Here e is the number of independent stoichiometric processes necessary to de­
scribe the exact evolution of the system. For many systems, there will be so many 
intermediates that e will be much greater than ¢. 

8. Variables to Describe Dynamic Behavior 

The reason for considering exact stoichiometric change is that the dynamic behav­
ior of a system is often influenced by concentrations of species very much smaller 
than those necessary to define the state for purposes of evaluating thermodynamic 
properties. Dynamic modeling may need to be concerned with up to e independent 
composition variables even though thermodynamic modeling need consider only ¢ 
such variables. 

Fortunately, two additional types of constraint can reduce the number of inde­
pendent composition variables needed to define the state for dynamic modeling. One 
such constraint exists if there are rapid reversible eguilibria. Any such equilib­
rium requires that the average time for reaction of any species by the equilibrium 
process is very much less than the average lifetime before reaction of that species 
by a process considered in the dynamic modeling. The criterion for independence of 
equilibria will involve the rank of a tensor similar to that discussed in the eval­
uation of v. Each independent equilibrium can reduce the value of e by unity. If 
all species in the equilibrium are reactants or products, the value of ¢ will also 
be reduced. 

A second powerful constraint arises because many complex mechanisms involve what 
CLARKE [4] calls flow-through intermediates. Such a species is always present at 
very low concentrations and must react either by the reverse of the elementary pro­
cess by which it has just been formed or else by only one other process. Such a 
situation can be illustrated by the elementary processes (Al) and (A2). 

Rl + R2 t Ia + Pl 

R3 + Ia t P2 + P3 

(Al) 

(A2) 

If cRl ~ cR2 and cp2 ~ cp3 ' then Ia is a flow-through intermediate if k_lcPl + 

k2cR3 » klc Rl + k_ 2cp2 and if Ia enters into no other reactions. 

Let a particular system involve T independent rapid equilibria, and let there 
be 0 flow-through intermediates. Of course there must always be a degree of ar­
bitrariness as to whether a specific equilibrium is established suffici~ntly rap­
idly compared to the time scale of importance for the modeling and whether, a spe­
cific flow-through intermediate is present at sufficiently small concentration com­
pared to its precursors and successors. 

Let w be the modeling multiplicity or number of independent composition vari­
ables needed to model the system to the desired precision. The argument as devel­
oped above has provided unambiguous ways to evaluate w in terms of the relation 

w = e - 0 - T. (6) 

9. Concluding Comments 

Some attentive readers may be concerned that the minimum number of composition 
variables necessary for dynamic modeling of the system has been defined in terms 
of the number of independent stoichiometric processes. The detailed mechanism of 
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chemical change is ultimately the consequence of elementary processes each of which 
takes place in a single step. The number of elementary processes in a complex sys­
tem may be greater than 8. However, those processes are not stoichiometrically 
independent. Different combinations of elementary processes then offer parallel 
paths to accomplish the same change of state. Dynamic modeling must recognize con­
tributions from all of these parallel paths, but the number of truly independent 
composition variables needed to define the instantaneous state of the system will 
not exceed the value calculated by the method of this manuscript. 
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The modelling of chemical dynamics, in particular out of equilibrium, is a field where 
the variety and complexity of behaviour is at its greatest. It is, on the one hand, 
the subject of concern to theoriticians, chemists and mathematicians, who find in 
it remarkable examples of dynamical systems. They usually study formal simple models, 
using a low dimensional space of pertinent or essential state variables. They use 
rather sophisticated mathematical methods like bifurcation theory, interaction of 
singu~arities [1], graph theory etc ... On the other hand the experimental chemist 
starts from a very different point of view. Given a set of reactants [to which he 
confers reaction properties using chemical knowledge which, for a given system, is 
far from being complete] he designs a model or reaction scheme, the complexity of 
which is not amenable to any systematic analysis. 

It seems clear that the gap that exists between these two approaches is still so 
wide that it does not allow the experimentalist to obtain full benefit of the most 
recent or simply the most efficient relevant theoretical results. For this reason, 
among others, the modelling of the behaviour of an experimental chemical system is 
still very much of an art, even though progress has been achieved towards clarifi­
cation and classification 131. The gap will be reduced only through the development 
of a real computer-aided modelling methodology, providing the chemist with an effec­
tive, reliable and flexible tool through which, using his own language, he could 
have access to the ever. progressing theoretical knowledge of complex systems. 

The usual approach of an experimental chemist can be considered as deduative, to 
the extent that, given a detailed chemical description of the system - the choice 
of reactants, of possible reactions between them, the choice of physical kinetic 
parameter values or sensible concentrations - he is essentially interested in fin­
ding under which conditions his model can produce the behaviours that he observes 
in his experiment. He will usually make a simulation of his model, which most of 
the time is just another way to repeat the experiment on the computer, or at least 
an idealized version of .it. Yet he may learn something is this process. He may even 
be lucky enough to find a satisfactory agreement between the simulation and the ex­
periment, between to two experiments we might say. But what does it mean as far as 
the intrinsic capabilities of the model to produce various dynamical behaviours are 
concerned? All those who are familiar with this approach have quickly perceived 
its limitation and feel very frustrated by this random quest in a high dimensional 
parameter space, so high that it is very unlikely that the basic 'dynamical structu­
re of the model could be detected. 

Contrary to this deductive approach one could consider an inductive one, which 
starting from the minimal chemical description - choice of reactants and reaction 
network, with the minimum amount of restrictions - would a priori look for the 
structural properties of the model before any attempt to consider physical values 
of parameters and of course before any simulation. For example, graph theory tech­
niques [2] are very much of this type. 

For some time now we have been involved in such an attempt, trying to incorporate 
in a simulation system a reaction scheme analysis tool based on a Reaation Scheme 
T~nsZator (RST). Starting from the description of the reaction scheme in chemical 
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notation including experimental conditions, this program generates all the equations 
that are necessary for the analysis of the model. In a first step this program has 
been used to produce the system of differential equations as well as the jacobian 
of any complex system under various types of constraints - closed system, controlled 
concentrations, continuous stirred tank reactor etc .•. -. The generated program can 
be included in a simulation system which is described elsewhere 14,51. It provides 
data-handling capabilities, various integration algorithms, file management, graphs, 
trajectories and profile display utilities and various analysis tools such as stea­
dy states calculation and stability analysis etc .•. 

We shall focus on R.S.T. as a basis of a Reaction Scheme Analyser (RSA) which is 
presently being developed. First of all R.S.T. is not an interpreter. The reaction 
scheme is truly compiled and is submitted to a symbolic manipulation which allows 
the generated program to be optimized for the given model, leading to a very effi­
cient code. Virtually any set of equations or algorithm can be generated in any 
programming language, thus allowing a computer-aided use of mathematical tools. Se­
condly this symbolic treatment guarantees the generation of error-free modules 
which is highly appreciable when dealing whith complex reaction schemes. Typically 
a 20 species model would lead to 20 differential equations containing 100 to 200 
terms and a jacobian of 200 to 300 equations containing 300 to 500 terms. Neverthe­
less, designing an effective modelling system,which implements the inductive approach 
that we defined earlier, requires new theoretical methods that allow an explicit 
and systematic analysis of a complex system. We shall briefly present the basis of 
such a method. It relies on the fact that most dynamical behaviours that one observes 
in chemical systems have an effective low dimensionality. Indeed one to three dimen­
sions are enough even to produce chaos. Starting from an n-variable model we would 
like to determine under which conditions, if they exist, the model is able to pro­
duce various given behaviours such as bistability, sub- or supercritical Hopf bi­
furcation, excitability, etc .. 

In the deductive approach, given rate-constants one looks for steady states. In 
general there is no way to know where they are and how many they are. In the induc­
tive approach we shall give the value of a steady state and,since there could be 
several of them,we shall determine under which conditions they all merge, and from 
this point of maximum degeneracy we shall unfold the solutions to obtain the confi­
guration of steady states for any given set of control parameters. For this proce­
dure to work, it is necessary to free all rate constants of any a priori renormali­
zation; also, the reaction scheme must be generic in a sense that we shall not make 
more precise here. Let us just mention that for any given model there exists an 
equivatent generic model, i.e. having the same bifurcation diagram. 

Consider a general model with the following rate equations 

Xi = Fi(X,K) 

where X is a vector of state variables and K a vector of control parameters. If 
there exists a stationary state XS, for any generic model, it is possible to span 
the bifurcation space in such a way that the steady state is XS = 1. This determi­
nes a set of relations between the K's : 0 = Fi(1,K). We can then work with reduced 
variables x = Xs - 1 in a restricted parameter space k. The dynamical equations are 

Xi = fi(x,k) 

with 
o = fi(o,k) 

Suppose now that one is looking for bifurcations with codimension 1. One variable 
only will be necessary to span the phase space. In other words. we shall first con­
sider the interaction of steady states in phase space only in one dimension. In that 
case the solutions of the steady state equations will move along a line passing 
through the reference state Xi = 0, which can be projected out on any coordinate 
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(in a typical situation). This one-dimensional variety can be parametrized by a 
Taylor expansion of the solutions around the zero state : 

xi = Z p. xa 
a=1 ~a 

where x may be one of the xis. Inserting this expansion in the steady state equa­
tions, which are usually of polynomial type (in particular in chemistry due to mass 
action kinetic law), or can also be expanded around zero: 

o = J ij Xj + Kijk Xj xk + ... , 

where we use the summation convention, oneobtains 
a a+S 

O=JijPja X + Kijk PjaPkS x + ... 

We have n such equations. n-l of them must be satisfied identically for all x. 
cially if one tries to avoid numerical calculations. Symbolic generation of the va­
obtain 

o 1, ... ,n-l 

o J ij Pi2 + Kijk Pjl Pb + ... , 

etc •.• 

1, ... ,n-l 

From these, the coefficients of the expansion, the p's, can be identified in terms 
of the kinetic parameters. 

The last equation, for i = n, which has the same structure, once the expressions 
of the p's have been inserted, has the general form 

o = AI(k) x + A2(k) x2+ A3 (k) x3 + .•. 

Al (k) Jnj Pjl 

A2 (k) Jnj Pj2 + Knjk Pj1 Pk1 + ..• 

The dependence on k expresses the fact that these terms are only function of the 
kinetic parameters. The above general equation describes the behaviour of the stea­
dy states along the one dimensional variety. By construction x = 0 is a solution. 
It is possible to have a double steady state if A1(k) = O. One sees that, together 
with the equation for the identification of Pi1, it says: 

J .. p. = 0 for all i and j, 
1 J 11 

that is, J has a zero eigen value, which is to be expected when two steady states 
coalesce. If A2 (k) = 0, there exists a triple steady state. If fhese conditions can 
be fullfil led , then the model can exhibit bistability. Clearly in one dimension the 
results of catastrophy theory [6J can be appl ied. 

By this method it is possible to determine the conditions that the parameters 
should satisfy, to observe various types of bifurcations. It can be extended to 
higher dimensions to detect Hopf bifurcations, excitability, saddle-node bifurca­
tions etc •.• For a given complex system this task is usually very difficult, espe­
cially if one tries to avoid numerical calculations. Symbolic generation of the va­
rious equations can be performed. This is the role of RSA, the Reaction Scheme 
Analyser. By this technique we think that it will be possible to analyze the dyna­
mical structure of complex models, or even to classify elementary formal models. 
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Bistability and Oscillations in a Flow Reactor: 
The Systems H20 2-KI with and Without Iodate and (NH4)2 S208-KI 
with and Without Oxalic Acid 

Josette Chopin-Dumas and Marie-Noelle Papel 

Ecole Superieure de Chimie de Marseille, Domaine Universitaire de St-Jerome 
F-13397 Marseille Cedex, France 

We describe two bistable systems and the corresponding oscillators. The first sys­
tem consists of H202 and KI in a dilute H2S0 4 medium. An auxiliary flow of iodate 
lOa, at elevated temperature only, causes oscillations to take place. The second 
system consists of (NH 3 )2 S20sand KI in H2S0 4 medium,is bistable at T ~ 45°C, and 
it oscillates in the presence of a flow of oxalic acid (COOH)2' 

The redox potential of the solutions was monitored. Part of the reactor exit flux 
was passed through the cuvette of a spectrophotometer. It was thus possible to mo­
nitor the presence of Is and 12 and their concentration fluctuations. Since the 
electrode potential is governed by the raptd couples Is/I- and 12/1-, and since [121 
vari es only a 1 ittl e, the potential indicates mainly pI = - log [I-] 2. 

1. The HaQ,-KI system 

The H202-KI reaction is well known. It forms 12 and Is' This can be observed also 
by injecting an iodide stream into a reactor fed with acidic hydrogen peroxide: the 
solution turns golden yellow. The evolution of the potential of this state y is 
shown in figure 1 as a ~unction of the KI concentration. An increase of the iodide 
concentration raises [I;] until the solution is saturated in 12 and pink 12 vapour 
and a black precipitate are formed. 
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1 
[KIlo (mole.l-1) 

Fig. 1 H202-KI system: r~dox poten­
TlaTT (response) versus [KIJo 
(constraint) 

Upon pertubation by KI0 3 injection, the potential grows rapidly (see dashed arrow 
in fig. 1), indicating that KI0 3 consumes 1- faster than does H202, and that 1-
disappears causing a momentary lncrease on [I2]' If the potential exceeds a suffi­
ciently high value, it further increases suddenly (dotted arrow in fig. 1) while 
[1 2] diminishes: the system has undergone a transition to a new state a where the 
lodine and iodide concentrations are lower than in the y state, and [1 3] is zero. 
The solution is orange. 

When the system is in state a and [KI]o is increased, one observes, dependin~ on 
the value of the other constraints,either the precipitation of iodine, at a [KIJo 
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value higher than that of the y state, or a transition to the y state. On the other 
hand a decrease of [KIJ o within the a. state entails only a single response, i.e. 
the transition to y • This spontaneous a ~ y transition is complex since the time­
record of the potential shows two waves indicated by the successive arrows in fig.1. 
The iodine concentration was found to increase during the first wave, and [I;] rea­
ches its normal level during the second wave. a ~ y transitions can also be lnduced 
by adding soda. 

Hence we found that in a CSTR and in acidic medium, the Hz02 -KI system can, only 
by adding iodate, be forced onto a stable state a which is dlfferent from the y sta­
te in which the system usually finds itself. In this new state the iodide consump­
tion is increased and the iodine formation is decreased, and KI0 3 is formed appa­
rently [1.1. By continuity between state diagrams it was possible to verify that the 
a and y states in the H202-KI system are analogous to the a and y states of the 
BRAY reaction [2J. The a state of the BRAY system is observed at high acidity or 
high iodate concentration, while the y state corresponds to low acid and iodate 
concentrations. We suggest therefore that the iodide and iodine production is de­
creased in the BRAY system when it is fed strongly by KIO, or by acid and vice versa. 

An increase of temperature and H202 concentration reduces the potential differen­
ce between the two states a and y. Raising the temperature increases mainly the po­
tential of the y state, indicating an increased iodide consumption. 

2. The H2Q2-KI-KI03 system 

At room temperature, addition of a KI0 3 flux to the bistable H202 -KI system does 
not ~ive rise to oscillations, regardless of concentrations. The H2 02 -KI-KI03 system 
is also bistable; however a new aspect is that transitions between the stationary 
states can be reduced by variations of the constraints alone. We have studied this 
by adding each of the constituents to the two others: adding iodate to H2 02 -KI, io­
dide to HZ0 2 -KIO s and adding H2 02 to KI0 3-KI. 

Addition of KI03 to H2 02 -KI 

This experiment confirms the findings from the transition addition of iodate to 
H.0 2-KI. Figure 2 shows how the potential evolves as a function of iodate concentra­
tlon._The initial H20Z-KI system is spontaneously in state I,the potential is low, 
and I3 and I2 are formed. A little iodate suffices to make I;] drop to zero, [I 2J 
to grow and the potential to rise; more iodide is therefore consumed. Following 
this, the potential grows slowly with iodate concentration while [IJ remains sta­
tionary: the system receives more iodate and consumes more iodide wlthout producing 
more iodine. Finally the system transits spontaneously onto state a by drastically 
increasing its iodide consumption while the production of, iodine diminishes. 

In fig. 2 one sees that the potential and with it the free [I-J in state a are 
nearly independent of [KI0 3] as well as [I 2] . 

On decreasing [KI0 3], the system way transits onto the y-state or remains in the 
a-state, even at [KI0 3]0 = O. This alternative behaviour depends on the values of 
the other constraints. 
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redox potential E (response) versus 
[KIOJo (constraint) 



The temperature and [H 202lo constraints have the same influence on this system 
as on the H 02-KI system. Increasing their value causes the potential difference 
between states a and y to diminish. Similarly when [KIJo is decreased, and if [KIJo 
is made to go to zero, the potentials of a and y coalesce: it is thus this undif­
ferentiated a-y state in which the BRAY system H20 -KI0 3 can be found at room tem­
Rerature. As far as the KI0 3-KI system is concernea, which can be considered as the 
[H 202]0 + 0 limit of the H202-KI0 3-KI, there exists a single stationary state y. 

Addition of KI to H2 02 -KI0 3 

Where the BRAY system H202-KI0 3 is in the undifferentiated a-y state, its response 
to the addition of iodide is determined ~ its initial composition, and if the 
[H 20 Jo is fixed it will be governed by LKIOJ . At high iodate concentration a 
small addition of iodide suffices to deplace t~e system into state a. Transition to 
state y may be forced by injecting; it returns however to a when the KI-feed dimi­
nishes. Conversely, the y-state is privileged at low iodate concentrations, and 
the system behaves as shown in fig. 1. At intermediate KI0 3 concentrations, the bi­
stabil ity of the system is maintained, if we go to very low LKIJo ~ 2.5 x 10-5 mol.l-1, 
as can be seen in the four graphes of fig. 3. The state of the system is therefore 
a 1 so determi ned by [KID J. L i kewi se, incases ® and @ where [KID J = 7.5 and 
6.25 x 10- 3 mol.l- 1 , state a is privileged, while y is preferred in cases © and 
@) where [KIOJo = 5 and 3 x 10- 3 mol. r 1 respectively. 
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Fig. 3 H202-KI-KI0 3 system (T = 29°C) : redox potential E (response) versus [KI]o 
----- for various KI0 3 concentrations 

® and @ : state a is privileged; © and @ : state y is privileged 
Addition of HJ!.2 to KI0 3-KI 

The initial KI0 3-KI system is in state y. The potential is relatively hi~h, and 12 
is formed without any trace of I;. Addition of H202 slightly reduces [121 and si­
milarly raises the potential (fig. 4): more iodide is thus consumed and less is 
iodine produced. The y+a transition corresponds to the same changes, only more 
accentuated and rapid. 
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Fig. 4 H202-KI-KI0 3 system (T = 29°C): 
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After the transition, the potential and the iodide consumption in state a in­
crease upon decreasing [H?02]O • The a state way persists until very low [H202]O va­
lues. But the a-y transition is inevitable when LH 202JO'" O. 

At different values of [KI0 3Jo, the E = f [H 02J 0 curves confi rm the observations 
of fig. 2: the [KI0 3J value does not affect t~e potential of the system in state a, 
while the potential o~ the y state increases with [KIOJ o. 

3. The (NH41~~s-KI and (NH41~~s-KI-C~4H2 systems 

When iodide is added at room temperature to an acidic persulfate solution, the po­
tential drops rapidly and then reaches a stable value. As the temperature is increa­
sed to 46.5°C, a shoulder develops on the E = f( fKDn) curve (fig. 5). At and above 
55°C the (NH 4)2 S2QsKI system exhibits two stable states called Ct and y, each of 
sigmoid form. They coexist over a narrow range of [KIJ o• Since the plot of E = f 
(flow) has the same shape as E = f( [KIJo), it is the a state which persists at zero 
flow, while the y state is stabilized by flow and exists only at high flow rates. 

The system remains bistable at 61°C at all persulfate concentrations studied, 
i.e. 0.01 < [S20~JO < 0.4 mol.'-:; 

A supplementary flow of oxalic acid causes oscillations to take place. The state 
diagram of the (NH 4)2 S20s-KI-C204H ... system in the constraint space [KIJo, [C 204H2Jo 
exhibits a cross-shaped topology (rig. 6). 
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Part III 

Spatial Structures and Chemical Waves 



Propagator-Controller Systems and Chemical Patterns 

Paul C. Fife 

Mathematics Department, University of Arizona, Tucson, AZ 85721, USA 

1. Introduction 

A (chemical) propagator-controller (PC) system is a reacting and diffusing system 

which supports chemical wave fronts in some chemical species (the propagator 

species), the velocity and wave forms of these fronts being modulated by the 

concentrati ons of other speci es (the controller speci es). The dynami cs of the 

controller species may in turn be influenced by the concentrations of the 

propagator species. 

This concept is best understood in the context of simple mathematical models in 

which the propagation and control processes can be closely examined. Fortunately, 

such simp 1 e models exi st, and there is amp 1 e evi dence of thei r relevance to real 

pattern-formi ng reagents. The idea of a modul ated chemi cal front was present 

already in the work of Ostrovskii and Yahno (1975), as well as in the independent 

work of Ortoleva and Ross (1975) and Fife (1976). 

In this talk, attention will be drawn to the ease by which spatio-temporal 

patterns observed in the Belousov-Zhabotinskii reagent can be understood by the 

use of PC models. My specific purposes are (1) to show that PC systems are 

present in model chemical networks which have been proposed for the BZ reagent; 

(2) to expound and analyze the simpler mathematical reaction-diffusion systems 

whi ch are of PC type, and finally (3) to show that expandi ng ri ng and rotating 

spiral patterns can be understood within this context. 

Most of this is a review and refashioning of previously presented material: for 

item (1), see (Tyson 1979), (Tyson and Fife 1980), and (Tyson 1984); for item (2) 

see (Fife 1976), (Zaikin and Kawczynski 1977), (Tyson and Fife 1980), (Fife 1984) 

and (Fife 1981b); and see (Tyson and Fife 1980) and (Tyson 1983) for the ring 

patterns in (3). What has rema i ned up to now was to fit the phenomenon of spi ra 1 

patterns into the PC framework. This turns out to be more difficult than the 

corresponding task for target patterns, and one approach to this is the principal 

new development being reported here. Other mathematical approaches to 

understanding these patterns, using less realistic models or else (in the case of 

spirals) excluding analyses within the core regions, have been pursued avidly in 

the past; I shall not report on them. Finally, I should mention that many other 

researchers, in many countries, have come a long way toward developing our 
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intuitive understanding of rotors (spirals) and rings by combinations of careful 

experi mentat i on and the fashi oni ng of theori es whi ch are somewhat independent of 

the mechanistic details underlying their formation. For two of many examples of 

this, as well as good reviews, see (Winfree 1978) and (Kuramoto 1984). 

2. Sigmoidal nonlinearities 

The simplest mathematical realization of the PC concept is a system of two 

equations with suitable small parameter and with a sigmoidal nonlinearity. 

Specifi ca lly, 

1 
£,',u + £f (u , v) , (1) 

vt = £,',v + g(u,v), (2) 

where £ is a small positive parameter, and the nullcline f(u,v) = ° has the 

following S-shape in the u-v plane: 

v 

f< 0 

Fi gure 1 
u 

If the diffusion terms were absent from (1) and (2), the resulting system of 

ordinary differential equations might well be the familiar relaxation oscillator; 

the condition for this is that g be negative on the left branch in Figure 1, 

and positive on the right branch. So as a rule of thumb, PC systems are most 

simply modeled by adjoining diffusion to a kinetic system which has the same u­

nullcline as a relaxation oscillator. On the other hand if the nullcline g(u,v) 

= 0 intersects either the left or the right branch, the intersection point may, 

under simple conditions, be a global attractor, so that no oscillations exist for 

the ordinary differential system. When diffusion is added, the spatio-temporal 

behavior of solutions may well be totally different. For exampl e, as we shall 

see, there may exist stable oscillating solutions in the global attractor case. 

A detailed description of the dynamics of the system (1), (2) will be given in 

Section 4, but the following can be said at this point in support of the claim 

that it has the properties of a PC system. The lowest order formal approximation 

to (1), (2) for small £ is the system 

f(u,v) = 0, (3) 

vt = g(u,v). (4) 
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Accordi ng to Fi gure 1, (3) can be sol ved in three ways for u as a functi on 

of v; these three solutions are represented by the three branches in the 

nullclines drawn there. The middle branch is unstable; the other two we denote by 

(5) 

Solutions of (3), (4) may exist for which, at one instant of time, u is 

discontinuous in x; such discontinuities represent transition points where the 

relation between u and v changes from the + relation in (5) to the one 

or vice versa. In this way, space is divided into regions in which one or the 

other of the signs + or in (5) holds. Suppose the boundary between these 

two regions is smooth, with curvature not large. At a transition point on this 

boundary, if one reverts to the original equation (1) and stretches the space 
1 

variable in the direction normal to the curve of discontinuity by a factor "E' 
then the resulting equation in u implies that in fact the transition curve must 

move with a normal velocity c which depends on v: 

c = c(v), (6) 

as long as the value of v at the discontinuity lies strictly within the limits 

v < v < v. (7) 

These moving curves of discontinuity in the variable u will represent very 

steep traveling fronts. u is thus the propagator variable. The fronts' 

velocities are modulated by the controller variable v through the relation (6). 

3. Examples 

Rather simple reaction schemes have been proposed as skeletons for the Belousov­

Zhabotinskii and related reactions. See (Tyson 1983) for a critical review of 

them. The most famous is the Oregonator (Field and Noyes 1974), which tracks the 

changing concentrations of three species HBr02' Br-, and Ce4+. Although this 

mode 1 has been exceedi ngly successful in reproduci ng observed exotic phenomena of 

various types, alternate three-species skeletons have been proposed as being even 

more realistic. A recent one was the "explodator" (Noszticzius et al. 1984), 

followed by three revised versions of the Oregonator (Noyes 1984). Tyson (1979) 

and Tyson-Fife (1980) showed that a pseudo-steady-state relation legitimately 

reduces the ori gi na 1 Oregonator to a system with the propert i es descri bed in 

Section 2, pro~ded that the rate constants are taken to have appropriate orders 

of magnitude. At the time of the appearance of the above four alternate models, 

Tyson (1984) further showed that if the exp 1 odator is supplemented by the fi rst 

reaction in the Oregonator models, then all four of the new models have these same 

characteristics. 

In all five cases, therefore, there is, for apparently reasonable ranges of the 

parameters, a pseudo-steady state reduction of the kinetic equations to a pair of 

equations supporting relaxation oscillations or excitable behavior. If diffusion 
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is then added, a legitimate PC system of the type in Section 2 results. If 

reaction 1 is not added to the explodator, it turns out that a PC system is 

still obtained, but with the following feature which distinguishes it from the 

model system in Section 2: the left branch of the S-curve in Figure 1 now lies on 

the v-axis, and the lower knee on that curve now becomes the sharp corner formed 

by the intersection of another curve with the v-axis (Figure 2). The portion of 

the v-axis below the intersection point also lies in the null set f(u,v) = 0 , 

but is unstable, so should be considered an extension of the unstable middle 

branch. 

v __ stabl"~ 

"'-, 
/unstable 

Fi gure 2 
u 

For comp 1 eteness, it may be instruct i ve to i ndi cate the pseudo-steady-state 

reduction process in the case of the explodator with reaction added 

(CY. = e = 1 in their notation) and Noyes' third variant of his revised 

Oregonator. These two models turn out to be formally almost the same, although 

their authors assign different chemical identities to one of the variable 

species. The following reproduces the analysis in (Tyson 1984). In the network 

below, A denotes a species whose concentration is held fixed, and 0 denotes an 

inert product: 

(1) A+Y+X+Z 

(2 ) X + Y ... 2Z, 

(3) A + X ... 2X, 

(4) 2X ... A + Z, 

(5 ) Z + Y, 

(6) Y + O. 

The rate constants wi 11 be denoted by kl - 6, and the concentrations of the 

various species by the same identifying symbols used in the above network. Then 

the kinetic equations are as follows: 

• 2 
X = kl AY - k2XY + k3AX - 2k 4X , 

~ = -k I AY - k2XY + k5 Z - k6Y, 

1 = kl AY + 2k 2XY + k4X2 - k5Z. 

Use the scaled variables 

(8) 

(9) 

(10) 
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and the parameters 

Then using T as the time variable, one obtains 

e:u I = U ( 1 - u) - y ( u - q), 

oy I = V - Y (u + q) - yy, 

v' = 2 (2 u + q)y + u /2 - v. 

It is assumed (Tyson presents evidence in favor of this) that 

0«e:«1. 

the pseudo-steady-state aproximation which follows from (12) is 

v 
y = u+q+y· 

(11) 

(12) 

(13 ) 

When sUbstituted into (11) and (13), this results in a system like (1) and (2), 

except for the diffusion terms, but with the u null cline having the general 

features shown in Figure 1. If diffusion is now added, a PC system is thereby 

obtained. 

4. Limiting evolution problem: trigger and phase fronts 

Here it wi 11 be shown that the lowest order formal approximation to the evolution 

problem (1), (2) is a simpler evolution problem which can be solved by trivial 

methods. For more details and graphical examples, see (Fife 1984). As mentioned 

in Section 2, excluding points on the fronts themselves, space-time can be divided 

into 2 regions: the "+" region consisting of all points where the relation (5) 

holds with the + sign, and the "_" region similarly defined. Let s(x,t) 

denote the function yielding the state of the system at the point (x,t): s then 

takes two possible values, + or -. Substituting (5) into (4), we find that 

(14) 

Now let a spatial location x be fixed, let s be a given sign, and consider 

the evolution of v according to (14). There are two ways in which a switch in 

the value of s can come about: 

1) At some future time, a front as described above, movi ng with velocity c 

given by (6), may pass by the position x, while the value of v at that point 

lies in the range (7). 

2) At some future time the variable v, evolving according to (14), may reach 

the upper limit v while s = +, or the lower limit :!.... while s = - The 

former case may happen, for example, if g+(v) > 0, so that v steadily 

increases, and no front of the first kind reaches x before v reaches v. 
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Moving fronts triggering switches of type 1) have been called trigger fronts. 

They are very stable structures. If switches of the second kind occur, their time 
of occurrence will generally depend on x. This dependence generates a switching 

surface traveling through x-space with the property that v = v or :!... at every 
point of it. These moving discontinuities are called phase fronts. Of course in 

either case, any sort of switch at the 1 ocat i on x causes the dynami cs of v 
(14), in particular the value of vt ' to change abruptly. 

One phenomenon important in the following is the conversion of a phase front to 
a t ri gger front. Both kinds of fronts ha ve mo re or 1 ess the same profil e, so a 
phase front profile may well evolve into a trigger front, the latter being very 
stable. This will happen precisely when the velocity of the trigger front to 
which it would evolve (and this velocity can readily be determined) is at least as 
large as the instantaneous velocity of the phase front. In other words, if the 
trigger front can outrun the phase front, it will immediately form and do so. On 
the other hand if the velocity of the phase front is high, no trigger front could 
be formed: the faster front wi ns out. Graphi ca 1 examples were gi ven in (Fi fe 
1984). 

The evolution of v according to (14), together with the above rules governing 
the changes of s, 
values v(x,O) and 

constitute the limit evolution problem. Given initial 
s(x,O) of these two functions, their subsequent evolution 

may be determined by elementary, for example graphical, methods, as will be 
explained in Section 5. 

5. Expanding ring patterns 

This outlines the basic construction of expanding target patterns given in (Tyson 
and Fife 1980) and made graphical in (Fife 1984). I shall work within the context 

of the revised Oregonator model given above. Thus, the starting point is a system 
of the form (1), (2), with f as in Figure 1. It will now be important to know 

the relative position of the other nullcline, g(u,v) = O. Notice that in the 
present case, the functions f and g in (1) and (2) depend on two parameters, 
q and y. Assume, as does Tyson (1984), that q« 1, and let the parameter 
P = y/q be an 0(1) quantity. It is a matter of direct verification that 

1) this nullcline is monotone increasing in the u-v plane, 
2) g > 0 below the curve, g < 0 above it; 
3) there is a number 

nullcline intersects the f 
Po close to 3 such that for P < PO' the g 

one at only one point, to the left of the lower knee 

in Figure 1; for P > PO' the intersection is to the right of it; and in the 
latter case for P not too large, the intersection is on the middle increasing 
branch in Figure 1. These cases are shown in Figure 3. 

Suppose now that the parameter p depends on x; specifically, it depends on 

r = Ixl only, and satisfies P < Po for r > 1/2, and the opposite for r < 

1/2. Also suppose that P = PI < Po for r > 1. In 
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Figure 3 
u 

(Tyson and Fife 1980) we took thi s to represent the situati on that there is a 

catalyst particle at one position (the origin) which affects the chemistry by 

changing the rate constants. There is evidence that such particles may act as 

leading centers to cause the propagation of ring structures into the surrounding 

medium. which may be an excitable one. 

In the present case. according to the intersection properties mentioned above. 

there exists a stable rest state (uO.vO) on the left branch for r > 1. Let us 

take the uniform initial condition v(x.O) = vo' s(x.O) = -. and solve the limit 

prob 1 em for t;;. 0 accordi ng to the techni que alluded to above. Fi rst.i ntegrate 

(14). for each fixed x. forward in time. For r < 1. the value of p(r) is 

such that g < O. so that v decreases. For r < 1/2. it approaches and 

eventuai ly attains the value !.... at which time s switches to "+". This means 

there is an eventual phase front which might be encountered for r in this 

range. It is shown as a dotted line in Figure 4. 

in this range. the velocity of this phase front 

trigger front associated with that value of v = v 

However. at some value of r 

matches the velocity of the 

(although the trigger velocity 

was on ly defi ned for v in the range v < v < v. we now defi ne it when v = v 

to be the limiting value of c(v) as v .. ::i). It is at this value of r that 

the phase front PI is replaced by a trigger front Tl • which propagates into 

the excitable portion of the medium (r > 1) as shown by the solid line in 

Figure 4. 

t 

(symmetric) 

t r 
Fi gure 4 
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I n the regi on r > I, v = va and the velocity of the trigger front is 

constant at c(vO). Thus the fi rst t ri gger front in Fi gure 4 is eventually a 

straight line. Immediately above it, the medium is in state +, where g 

remains strictly positive. This means that v, by (14), will increase, for 

each x, until its upper limit v is reached. This forms the phase front P2 

as shown in the figure. It is roughly parallel to T1, because v takes roughly 

the same amount of time to reach v no matter where on the front T 1 it starts 

from. The question now arises as to whether or not a trigger front can develop 

spontaneously from P2• For this to happen, P2 's velocity would have to drop to 

the value of c(v). It turns out that when the nullcline is asymmetric as it is 

in Figure I, then this will not happen, so that a trigger front cannot be born 

from P2• This asymmetry will in fact hold in the case of the revised Oregonator 

example being considered. The third front, like the first, begins as a phase 

front, but is necessarily changed into trigger for the same reasons. Continuing 

in this manner yields a succession of expanding fronts, hence an expanding target 

pattern, as shown in Figure 4. 

6. Spi rals 

These rotating structures are born when a ring is broken. This could be done by 

mechani ca lly mi xi ng the reagent at some small 1 ocat ion. The ends of the broken 

ring then begin to curl up, and eventually develop into a steadily rotating 

spiral. The initial curling-up phenomenon is exhibited clearly by the PC model; 

in fact, it is evident from a simple thought experiment, as described in (Fife 

1984). I shall not repeat the argument here, but rather go on to the questi on of 

modeling and describing the fully developed spiral. When a ring, originally 

expanding in a regular fashion, is broken and begins to curl, the curling branches 

become somewhat narrower and more closely packed than were the original expanding 

rings. The period of the oscillation also decreases. In t~e context of the PC 

model, it turns out that spirals can be described by using tighter space and time 

scales than those of the ring structure, and in this approach the new space and 

time scales are related to the old by multiplicative factors 

2 2/3 1/3 
o = E and 0 = E , 

respectively. Also, because the spatial structure is finer and the function v 

has no sharp gradients, it may be suspected that the function v has small total 

variation within a spatial wave length. 

To avoid irrelevant complications, I shall make two simplifying assumptions 

about the functions f and g in (I), (2). The first is a symmetry assumption 

on f: f(-u,-v) = -f(u,v) (Figure 5). One effect of this is to shift the u-v 

coordi nate system so the ori gin 1 i es half-way up the mi ddle ascendi ng branch of 

the u-nullcline. The actual nullcline in the Oregonator models is asymmetric, and 

the asymmetry was important in 
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Fi gure 5 

describing the rings, but it is of no consequence in the study of spirals. The 

second assumption is that 

g(h±(v),v) = ±1, (15) 

at 1 east for v near zero. Th i s certai n ly gi yes the ri ght sign for gin the 

chemical models mentioned before, and the assumption is made only for convenience. 

Let u* be the value of u on the right branch, so that 

f(±u*,O) = O. (16) 

In accordance with the scale changes mentioned above, set 
-2 ~ 1 r,; ;: 0 x, v;: 0- v. (17) 

In terms of the polar coordinates (r,e) in the r,;-plane and some scaled 

angular velocity w, the spiral solution will be represented by functions 

( ~ -1 
u=ur,e-o wt), v = v(same). 

It then follows from (1), (2) that 

~ 2 
f(u,ov) + 0 (6t U + wue) = 0, 

6V + wVe + g( ••• ) = O. 

(18) 

(19) 

(20) 

From this point on, the tildes will be dropped from the symbols v. 

The problems (19), (20) can be approximated, to lowest order in the small 

parameter 0, by a free boundary problem. In fact, to lowest order, (19) says 

that f = 0, so that (u,v) lies on either the right or left branch in Figure 5, 

and (5) holds. In view of (15), we have that g = ± 1 in (20), which becomes 

6v + wVe tl = O. (21) 

In this lowest order approximation, then, the plane will be split into two 

portions, which we call nt' in which the corresponding sign in (21) holds. One 

seeks for solutions such that the interface r between n+ and n_ is spiral 

shaped, and is given in two parts: r+, described by e = h(r) for some 

function h, and r_:e = h(r) + n. As r +~, we require that 

h = yr + O( 1) (22) 

for some y; this will guarantee that the spiral is Archimedian, which appears 

usually to be the case. 
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New polar coordinates, with angle referenced to r, will be useful: 

a=e-h{r), 

so that r+ is given by a = 0, and r_ by a = 11. If one also defines 

H{r) h' (r) 
=-r-' (23) 

then the Laplacian may be written 

- I ( ) + I I ( 2H) I 2 H 2H2 8~U = r rU r r ~aa - r r ua - r ure + r uaa· 
r 

(24) 

An interface condition on the free boundary r is needed to complete the 

formulation of the problem. It can be obtained by a fine structure analysis in 

the vicinity of r. Stretch variables near r by defining 

~ =~; U{r,~) = u{r,a); V{r,~) = v{r,a). 

In this way, (I) becomes 

L) I §J2)1 r~rUr r + 7n - r~r H U~ - 2rHWr~ 
r 

+ r2H2U~~ + owU~ + f{U,oV) = O. (25) 

Originally, the interface r was specified as the location of the boundary 

between the regions 11+ and 11_ where the outer solution is in states + and 

- respectively. Now, however, along with the stretch of the variable 

a into the variable ~, with its concomitant smoothing out of the interface, we 

must specify more clearly the definition of the interface a = h(r). We simply 

define it to be the location where u = 0, 0 being a convenient value between 

-u* and u*: 

u = 0 for e = ~ = O. 

The next step is to formally expand 

U = UO + oU I + o2u2 + •••• 

Then to lowest order, (24) becomes 

and (26) becomes 

o 
U (r,O) = O. 

o V = V + •••• 

(26) 

(27) 

(28) 

Tile function f{U,O) appearing in (27) is of "bistable type": as U increases 

from -u* to u*, f is successively zero. negative, zero, positive, and zero 

again. Further,by symmetry, 

u* f *f{u,O)du = O. -u 
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It is well known (see (Fife 1979), for example), that under these conditions, the 

ordinary differential equation U~~ + f(U,O) = 0 has a unique solution 

U = x(~) satisfying x(-oo) = -u*, x(oo) = u*, x(O) = O. Therefore (27), (28) 

has the transition solution 

where 

p(r) = (~ + r2H(r)2)-1/2. 
r 

The first order terms in (25) yield the following: 

-2 1 0 1 0 0 1 2 0 
P Un + fu(U ,O)U + f v(U ,O)V - r:{r H) 'U~ 

o 0 
- 2rHUr~ + wU~ = O. 

(29) 

(30) 

(31) 

We also have that 

order is sufficient 

U~~ = 0, so that UO = V*(r) for some function 

to provide the desired interface condition. 

Considered, for each fixed value of r, as a second order operator on 

V*. Thi s 

L2 (-oo,oo), the operator L 

single null vector u~(r,~). 
written as LUI = F, is that 

means that 

defined by LU = p(r)-2Un + fu(UO(r,~),O)U has a 

Therefore the solvability condition for (31), 

F be orthogonal in L2 to that null vector. This 

We let v = f:oofv(UO,O)U~d~, and assume that v > 

orthogonality condition may be solved for V*(r). 
o 

that Ur=p'(rlx'(p~), etc. It follows that 

0; then the above 

Specifically, to do so we note 

V*(r) = v- 1 [(*(r2H), - w)p + rHp']N, (33) 

Equation (33) is now to be considered an interface condition which must be 

imposed on r. Note that it relates the value of v on the interface to w, to 

the inclination of the interface, and to its curvature (the latter two quantities 

being expressed in terms of Hand H'). This condition replaces the usual 

relation (6) between the normal velocity of a front and the value of v there, 

which is valid when the curvature is not too great and/or v is not too small. 

Symmetry requires v to be odd. 

To summarize, the problem for the fully developed spiral is, to lowest order in 

0, the following free boundary problem: Find a function 

v(r,e), a function H(r), and constants wand y, satisfying 

"Hv + wVe ± 1 = 0 
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(where lIH is gi ven by the expressi on (24)); 

-1[ 1 2 v(O,r) = Nv (r(r H)' - w)p(r) + rHp'] 

where per) is given by (30); 

v is 2TI-periodic in e, v(r,e + TI) -v(r,e); 

and 

H(r) = f + 0(r-2) as r + 00. 

The expected solution will have an interface of the following form, drawn in 

the original t;-plane: 

Figure 7. 
Figure 6. w 

A complete solution would have to be obtained numerically; but approximate 

solutions for large r and for small r can be obtained by the usual expansion 

methods. I'll not give the details; just the results. 

For large 

o < w < w00 

triple (v, 

r, asymptotic solutions exist for each w in some finite range 

Given such an w, there are two possible choices for the solution 

H, y). The possible values of yare depicted in Figure 7. 

conjecture that the spi ral selected by the system through the curling-up process 

is the one with the maximum value w = wo (then there is a unique solution). The 

reason is that at the "curling center", in the initial stages of formation, the 

system tries to twist as much as possible; this twisting is only tempered by the 

diffusion of v. Therefore it is reasonable to expect that the maximum value of 

w is selected. 

For small r, the function v(r,e) may be expanded in a Fourier series in 

e, the coefficients being power series in r. Likewise, the function H is 

expandable in even powers of r. Certain symmetry relations simplify the 

computations. Formal solutions of this sort are available for arbitrary w. for 

example, it turns out that H(O) = -w/6. For the function v, there is some 

arbitrariness in choosing the coefficients in the expansion, even though w is 

prescribed. 

It remains to be seen: 

1) whi ch of these sma ll-r expans ions 

continued to Archimedean spirals for all 

2) which w is actually selected by 

and 

represent real solutions which can be 

r; 
spirals forming in the fashion indicated; 
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3) which small-r solutions connect with the corresponding large-r solutions 
for the same value of w. 

More on the mathematical side, an existence theory shoul d be developed for the 

free boundary problem, not to speak of computational techniques for handling it. 

It is important to mention the limitations of this (and any other) approach to 
the modeling of spirals in the BZ reagent. In Oregonator-type models, the 
parameter ,;: in (1), (2) is given explicitly in terms of rate constants. These 

constants are not really known, but there is argument in favor of ,;: being small 
(Tyson 1984). Of course this does not imply that ,;:1/3 = 0 is also small, as I 
have assumed. That is a more stringent condition. Experimental evidence does not 
suggest a wide discrepancy in space-time scales between spirals and targets, 
although there is some tightening and acceleration in passing from the latter to 
the former (Wi nfree, personal communication). Nevertheless, it is hoped that the 
asymptotic treatment here, based on the smallness of 0, will be qualitatively 
correct at least, in describing the properties of spirals. 

Research supported by N.S.F Grant DMS-8202056. 
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The Speed of Propagation of Oxidizing and Reducing Wave Fronts in 
the Belousov-Zhabotinskii Reaction 

John J. Tyson* and V.S. Manoranjan 

Centre for Mathematical Biology, Oxford University, Oxford OXl 3LB, United Kingdom 

1. Introduction 

Periodic expanding target patterns of chemical activity are observed 
in thin unstirred layers of solution containing bromate, malonic acid 
and ferroin in dilute sulfuric acid [1,2]. Commonly these patterns 
appear as thin blue rings propagating outward from a central point 
into red bulk medium. Since the indicator, ferroin (Iron 
1,10-phenanthroline), is blue in the oxidized state (Fe 3 +) and red in 
the reduced state (Fe 2 +), the thin blue ring is a zone of oxidation 
in a predominantly reduced background. The zone of oxidation is 
delimited by two wave fronts: a wave front of oxidation carrying the 
medium from the reduced state to the oxidized state, and a wave front 
(or, we might say, wave "back") of reduction restoring the medium to 
the original reduced state. These two waves travel at the same 
speed, which depends on the exact chemical constitution of the 
reactive solution but is practically independent of the temporal 
frequency and spatial wavelength of the target pattern. 

Under special conditions the opposite pattern can be observed: 
red waves of reduction propagating through an oxidized bulk medium 
[3]. In this case the wave front of reduction travels slowly away 
from the center, and after a considerable time delay a wave back of 
oxidation sets off from the center at about twice the speed of the 
wave front. As the wave back catches up with the wave front, the red 
ring of reduction shrinks dramatically in width and finally 
disappears altogether. 

2. Qualitative Description of Target Patterns 

TYSON and FIFE [4] have presented a theory of target pattern 
formation in the BZ reaction, based on the assumption that at the 
center of each pattern there is a heterogeneity which periodically 
triggers waves of excitation (either oxidation or reduction) which 
then propagate away from the center at speeds determined by the 
chemical composition of the medium at the wave front. They describe 
the chemistry of the reaction in terms of the highly successful 
Oregonator model [5,6]. In suitably scaled and reduced form the 
Oregonator equations are 

E dxjdt x(l-x) - fz(x-q)j(x+q) (la) 

dzjdt x - z (lb) 

where x and z are proportional to the concentrations of HBr0 2 and of 
Fe 3 +, respectively, and £, f, q are parameters (E « 1, f ~ 1, q ~ 

*Permanent address: Department of Biology, Virginia Polytechnic 
Institute and State University, Blacksburg, VA 24061, USA. 
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D I~+-<ff----::-'--C-...... r x - n ullc lin e 
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A ~----~------~B 

Fig.l Phase plane for the Oregonator. The x- and z-nullclines 
intersect at a stable but excitable steady state in which the 
indicator-catalyst is reduced. The horizontal lines AB and CD 
indicate, respectively, a wave front of HBr02 production and a wave 
back of HBr02 destruction. 

10- 3 ). The nullclines of system (1) are illustrated in Fig. 1, for 
the case of an asymptotically stable, excitable, reduced steady 
state. 

According to TYSON and FIFE target patterns in the BZ reaction can 
be constructed locally by singular perturbation theory from wave 
fronts and wave backs suitably pieced together. For example, the 
jumps in Fig. 1 illustrate the situation far from the center of a 
standard pattern [1,2] of thin oxidation waves in a reduced bulk 
medium. The wave front is a wave of HBr02 production connecting 
state A (low HBr02) with state B (high HBr02) at fixed [Fe 3+] 
slightly larger than the steady state level. The speed of 
propagation of this wave depends on the precise concentration of Fe 3 + 
in the wave front, as well as [Br03-] and [H+] in the bulk medium. 
The visual color change lags behind the actual wave front by a small 
fixed distance determined by the time necessary to increase z from 
state B to the color-change-level (indicated by a dashed line in Fig. 
1). The wave back is a wave of HBr02 destruction connecting state C 
with state D at fixed [Fe 3+] at the local maximum of the x-nullcline. 
Strictly speaking the wave back is a phase wave traveling at the same 
speed as the wave front, at a fixed distance behind the front 
determined by the time necessary to increase z from B to C. The 
color change from blue to red lags behind the actual wave back. 
Since the time needed to reduce Fe 3+ from D to A at low [HBrOz] is 
considerably longer than the time needed to oxidize Fez + from B to C 
at high [HBr02], the blue annulus of oxidation is narrow relative to 
the intervening red regions of reduction and the red-to-blue color 
change is sharp compared to the blue-to-red color change. 

The situation for waves of reduction in an oxidized medium is 
illustrated in Fig. 2. In this case the wave front (CD) is a 
"trigger" wave of low speed, determined by the prec.ise [Fe 3+] in the 
front (i.e., the value of z along the line CD). The wave back (AB) 
is also a trigger wave, traveling at a speed (determined by the value 
of z along line AB) which is generally larger than the speed of the 
wave front. As the wave back catches up with the wave front (i.e., 
as the red annulus moves farther away from the organizing center), 
the level of the wave-back-jump (AB) must increase and the speed of 
propagation of the wave back must decrease. Far enough from the 
center, one of two things must happen: either the levels AB and CD 
stabilize and an annulus of reduction of fixed width proceeds off to 
infinity (the annulus mayor may not be visible depending on whether 
level AB is below or above the level of color change), or levels AB 
and CD coalesce and the annulus of reduction actually disappears at 
some finite distance from the center. 
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Fig.2 Phase plane for the Oregonator, as in Fig. 1 except that the 
stable excitable steady state corresponds to an oxidized state of the 
indicator-catalyst. 

Fig.3 The dependence of wave speed c on indicator-catalyst 
concentration z in the wave front. 

All of these conclusions agree qualitatively with experimental 
observations. To test the theory quantitatively we must have actual 
numerical values for the wave speed as a function of z in the wave 
front. 

3. Wave Speeds 

To calculate the dependence of wave speed, c, on Fe 3+ concentration, 
z, TYSON and FIFE replaced the nonlinear Oregonator kinetics (1) by a 
piecewise linear approximation. They found that c=c(z) is given 
implicitly by the transcendental equation 

1 exp[-(c/2w)arcsin(w)] 

4fz 
1 + (2 ) 

where 2w (2_c 2 )1/2 and 3rr/4 < arcsin(w) <~. The wave speed as a 
function of 4fz is plotted as a dashed line in Fig. 3.* As c varies 
from -12 to +1:2, 4fz varies from 0 to 1. The wave front is 
stationary (c=O) at 4fz = 2-J2 = 0.586. 

We have computed c(z) for the fully nonlinear problem 

XU + cx' + x(l-x) - fz(x-q)/(x+q) 0, (3) 

x(-~) x 

where x ~ Xo ~ x+ are the three real roots of x(l-x) - fz(x-q)/(x+q) 

= O. The numerical calculations were done by the Galerkin finite 
element method, as described by MANORANJAN and MITCHELL [7]. (The 
numerical method was tested by computing wave speeds for the 
piecewise linear model; the numerical results agreed excellently with 
the analytical values of c.) For q=10-3 in (3), the curve c(z) is 
plotted as a solid line in Fig. 3. Notice that, in agreement with 
the comparison theorem for wave speeds of TYSON and FIFE [4], the 
trigger wave speed of HBr02-production fronts developing from the 
local minimum of the x-nullcline is larger (in absolute value) than 
the trigger wave speed of HBr02-destruction fronts developing from 
the local maximum of the x-nullcline. 

*Figure 8 in Ref. [4] is incorrect because arcsin(w) was computed in 
the range (O,1'l'/4) instead of the range (311/4, 'TT'). 
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Recall now the situation in SMOES' [3] target patterns (Fig. 2). 
The wave front is a reducing wave (blue-to-red transition following 
on the heels of an HBr02-destruction front) traveling at a 
(dimensionless) speed of about 0.6. The wave back is an oxidizing 
wave (red-to-blue transition following an HBr02-production wave) 
which, close to the organizing center, starts off from the local 
minimum of the x-nullcline, 

4fz ~ 4(1+f:2)2 q ~ 0.023, x ~ (l+J2)q ~ 0.0024, (4) 

at a speed of about 1.6. As the wave back moves away from the 
center, the value of z in the wave increases and the speed of 
propagation decreases (in absolute value). The value of 4fz must 
increase twenty-fold (to approximately 0.5) before the wave back 
slows down to a speed of 0.6. This is probably sufficient to bring 
[Fe 3+] above the color-change-level, so that the annulus of reduction 
is no longer visible. 
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Fig.4 The dependence of wave speeds of oxidizing waves (x) and 
reducing waves (0) on initial malonic acid concentration, from SMOES 
[3]. At low [MAl oxidizing waves slow down as they propagate away 
from the center: the maximum speed of oxidizing waves is marked by 
an x, the minimum speed is close to the speed of the reducing wave. 

In Fig. 4 we reproduce SMOES' measurements of wave speeds as a 
function of initial malonic acid concentration in the reaction 
mixture. At low values of [MA] one observes slow reducing wave 
fronts and rapid oxidizing wave backs. As [MA] increases, the speed 
of the reducing wave fronts increases (presumably because the 
intersection of the x- and z-nullclines in Fig. 2 is moving up closer 
to the local maximum of the x-nullcline) but the maximum speed of the 
oxidizing waves remains roughly constant (because they all take off 
from the local minimum of the x-nullcline, at 4fz = 4(1+{2)2 q , which 
is independent of [MA]). Moreover, the oxidizing waves travel about 
twice as fast as the reducing waves, in quantitative agreement with 
the sOlid line in Fig. 3. 

At high values of [MAlone observes the standard BZ target 
patterns: thin blue annuli in a red background, with wave fronts 
(oxidizing waves) and wave backs (reducing waves) traveling at the 
same speed (see Fig. 4). The wave backs are phase waves, as 
discussed by TYSON and FIFE [4], and the wave fronts are trigger 
waves traveling at (dimensionless) speed of roughly 1.5 (compare Fig. 
3 with 4fz slightly larger than 4(1+{2)2 q ). 

All that remains is to calculate the dimensioned speed (in, say, 
cm/sec) of oxidizing wave fronts. Undoing the scaling used by TYSON 
and FIFE to obtain (3), we find that 

wave speed = (k[H+][Br03-]D)1/2 c (5) 
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where D is the diffusion coefficient for HBr02 and k is the third­
order rate constant for the autocatalytic production of HBr02' 

H+ + Br03 - + HBr02 ~ Br204 + H20 

Br204 + 2Fe 2+ + 2H+ ~ 2HBr02 + 2Fe 3+. 

ROVINSKII and ZHABOTINSKII [8] have presented kinetic evidence that k 
~ 10 M- 2s- 1 . Using this value of k and D = 2xlO- s cm2s- 1 and c = 1.5 
in (5), we obtain, 

(6) 

which agrees within a factor of 2 to the experimental observations of 
FIELD and NOYES [9] and SHOWALTER [10]. For [H+] = 0.25 M and 
[Br03-] = 0.3 M, as in the experiments of SMOES in Fig. 4, (6) 
predicts wave speed = 0.06 mm/sec which is also only two-fold smaller 
than the observed wave speed. (The discrepancy of a factor of 2 is 
not significant given the uncertainty in the experimental value of k 
and in the activity coefficient of H+ in sulfuric acid solution). 

4. Conclusion 

We have shown that the Oregonator can describe in quantitative detail 
the behavior of propagating waves of oxidation and reduction in thin, 
unstirred layers of BZ reagent. In WINFREE's reagent [2] wave fronts 
are trigger waves of HBr02 production and wave backs are phase waves 
of HBr02 destruction, which travel necessarily at the same speed as 
the preceeding wave front. In SMOES' reagent [3] wave fronts are 
slow trigger waves of HBr02 destruction and wave backs are fast 
trigger waves of HBr02 production. The wave backs start off at 
approximately twice the speed of the wave fronts but slow down as 
they catch up with the preceeding wave front. 

The dimensioned value of the wave speed agrees well with 
experimental measurements if we accept the ROVINSKII - ZHABOTINSKII 
[8] value for the rate constant describing the autocatalytic 
production of HBr02. This observation is important in light of the 
considerable disagreement among chemical kineticists about the values 
of three of the rate constants involved in the five-step Oregonator 
model [6]. 
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Macroscopic Self Organization at Geological and Other First Order 
Phase Transitions 

Peter J. Ortoleva 

Department of Chemistry, Indiana University, Bloomington, IN 47405, USA 

I. Instability and Nonlinear Restabilization During First Order Phase Transitions 

A central prerequisite for the establishment of macroscopic self organization is 
that a system be sufficiently far from equilibrium. During the transformation from 
one thermodynamic phase to another, some systems can be so arranged that they can 
exhibit macroscopic self organization phenomena. One interesting feature of such 
self organization phenomena is that the spatial patterns that result from them can 
persist for very long periods after the original pattern was generated and the thermo­
dynamic driving force for the processes involved has essentially gone to zero. Thus 
many systems undergoing first order phase transitions can not only generate patterns 
but can also "freeze in" patterns. 

The freezing-in property has interesting consequences for biological systems be­
cause it implies that after the original pattern has been created only very little 
expense of free energy is needed to sustain the structure. Since such a mechanism 
of maintaining order exists it is hard to believe that the evolutionary pressures 
have not selected many organisms which use it as a method of self organization in 
embryonic development or lim and other regenerative processes. 

Geological systems are the most striking manifestation of freezing in phenomena. 
In this case the patterns can persist for millions of years. These rock patterns 
can exist in many geometries - bands, concentric rings, spot patterns and spirals -
and are reviewed in Refs. 1-5. The patterns may result from interdiffusion of co­
precipitates [6], flows of reactive waters through rocks to form precipitate bandtng 
[7] and dissolution fingering [8], growth of solid solution crystals to form peri­
odic zoning [9], pressure solution to form periodic layering [10] and dissolution 
seams [11] and many other phenomena [1-5]. The realization that the interplay of 
first order phase transitions with transport could lead to macroscopic order dates 
back to the last century [6,12], and seems to stem mainly from the work of Liesegang. 

Here we discuss a few systems selected to show the range of the possible. It 
is clear that this area is rich with phenomena and worthy of more attention in the 
future. These systems show a complete spectrum of instability and nonlinear re­
stabilization phenomena familiar from now "traditional" reaction-diffusion theory. 
HO\~ever they also show new phenomena not contained in the 1 a tter theory. 

II. Competitive Particle Growth Theory 

When a uniform sol of PbI 2 in agar is allO\~ed to age it is observed to form mottled 
patterns of precipitate and precipitate.free domains. The driving force for this 
i nstabil ity of the uniform sol has been 'conjectured to be due to the competiti ve 
growth of the particles due to the particle radius dependence of the equilibrium 
constant as a result of surface tension [13]. The simplest mathematical model of 
this mechanism is 

aR eq at = k[c - c (R)] (1) 
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ac 2 a 4 - = DIl C - n p-(-rrR3) at at 3 . (2) 

Equation (1) is a growth law for particles of radius R(r,t) in the vicinity of spa­
tial point r and time t; k is a rate constant, c is a monomer concentration and 
ceq(R) is the R-dependent equilibrium concentration . As shown in Ref. 13, the fact 
that ceq decreases with R for supracritical particles implies that the uniform sol 
is unstable to pattern-forming perturbations. 

Recently the above CPG equations were simulated numerically in two spatial dimen­
sions. A number of interesting spatial patterns resulted. Cases of concentric rings 
(Fig. 1), speckles (Fig . 2) and spirals (Fig. 3) were shown to evolve from very mini­
mal deviations from nonuniformity. See also Ref. 14. 
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The experiments of Ref. 13 show that between the patches of high precipitate con­
tent, a few "giant" particles survive. The monodisperse theory of (1) and (2) can­
not describe this phenomenon. A particle size distribution formalism studied nu­
merically in Ref. 15 and analytically and numerically in Ref. 16 shows that the modes 
of patterning wherein the tail and maximum of the particle size distribution are out 
of phase in space can explain these "greedy giants" in the clear areas of the PbI2 
experiments. 

III. Ostwald-Liesegang Cycle in a Pyrite-Hermitite Percolation System 

Consider a flow of oxygen (X) containing water through an aquifer containing the 
mineral pyrite (Py). Crudely speaking this leads to the following sequence: 

X + Py -+ F + ... 
X+F1:Hm 

(3) 

(4) 

where Hm denotes the iron oxide mineral hermitite. Let the rate of oxidative disso­
lution of Py be given by 

(5) 

where k is a rate coefficient and the 2/3 power is due to the surface area dependence 
of the process. Here Py represents the moles of Py per rock volume. The rate of Hm 
growth is more interesting: 

a~ ] at = q(~,XF)[XF-Q (6) 

Here Q is the Hm equilibrium constant. Since Hm often forms as a thin coating on 
the other grains of the rock, we keep track of Hm content through the thickness ~ 
of the coating. The factor q accounts for nucleation: q vanishes if ~=O unless 
XF exceeds a nucleation threshold nQ, n~l. In that case and for ~>O q is a constant 
qo. The concentration of X satisfies 

~ = D B - v ~ + .£f.Y _ aHm 
at xar2 ar at at 

and similarly for F. Here r is the spatial coordinate along which a percolation 
flow of speed v>o takes place. This model is in the spirit of the original super­
saturation - nucleation - depletion picture of Ostwald t6 describe Liesegang banding 
(except for the flow term) - see Ref. 17 for more deta ns. 

Unlike earlier models of the Ostwald type, this model yields bands of finite 
width. Most interestingly it appears to be the first well-posed pde model capable 
of analysis by techniques of bifurcation and linear stability analysis. Fig. 4 
shows the results of analytical calculations showing that a steady Hm pulse solu­
tion exists in the shaded region of the n-qo plane. These steady solutions exist 
for l<n<nlllal.( where nma was calculated in terms of the boundary data'-X and F at 
the flow lnlet. Fig. g shows a sequence of simulations showing how the pulse be­
comes undulatory and then breaks up into discrete bands as qo is increased beyond 
the domain of steady pulse propagation. Although the system has some features in 
common with a Hopf bifurcation, the fact that no steady solution exists for large 
qQ is the underlying reason for interesting differences under study at present. 
Flnally we note that the occurrence of this type of banded hemitite is common in 
rocks. 

IV. Reactive Percolation Morphological Instabilities 

Consider the flow of water through a two-mineral rock such that one of the minerals 
is dissolved out. Because of the coupling of flow and dissolution through Darcy's 
law (that states that the flow speed is proportional to the pressure gradient) one 
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can argue that the planar dissolution front is unstable to the formation of fingers. 
Numerical simulations of the phenomenon are seen in Fig. 6. Linear stability, bi­
furcation and matched asymptotic methods have been applied to this problem [18,19J. 

V. Self Organization in Geological Systems 

It is hoped that the above phenomena and the cited references indicate the wealth 
of instability, nonlinear restabilization and other self.organization effects due 
to the interaction of transport and first order phase transitions. These problems 
are both interesting in themselves and for the new nonlinear problems they pose. 
In a number of cases they also have economically interesting applications in the 
oil and mineral industries. 
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Temporal and Spatial Structures in Chemical Systems Far from 
Equilibrium 

John Ross 

Department of Chemistry, Stanford University, Stanford, CA 94305, USA 

1 Introduction 

In this lecture we present an overview of some recent results on temporal and spatial 
structures in chemical systems far frO!!! equilibrium, We discuss experiments on 
multiple stationary states (bi- and tristabilities), hysteresis of unstable station­
ary states, limit cycles, generation of limit cycles by periodic external perturba­
tions, regular and Hopf bifurcations, chemical fronts, time-independent spatial 
structures and periodic precipitation processes. 

2 Photo-illuminated Reactions 

We begin with the photo-illuminated gas phase reaction, S206F2~ 2 S03F. S03 absorbs 
light of a given frequency which is turned into heat; the temperature of the gas 
rises which increases the concentration of S03F and this in turn leads to an increase 
in light absorption. Hence the system has a positive feedback loop which leads to 
the possibility of multiple stationary states. (For representative articles on this 
subject see [1-3]). \~en the power incident on the gaseous mixture is slowly in­
creased and then decreased over a range of light power a hysteresis loop is traced 
out in the plot of steady state absorption vs, incident pawer. Sharp transitions 
are observed betlveen the stable branches at the marginal stability points. Two 
stationary states can coexist, one on the low absorption branch and one on the high 
absorption branch. The expe~ntal results [4] confiTI8 the theoretical predictions 
[5], 

A simple modification of this exper~tal syst~ leads to a n~er of other in­
teresting results [6]. Light transmitted by the s~le of sulphur compounds can be 
detected and amplified, and the sisnal can be delayed prior to transmission to a 
modulator which controls the light input into the system. By appropriate choice 
of the degree of ~lification and the extent of delay it is possible to stabilize 
with the external feedback loop the unstable stationary state of the syster:J. with­
out external feedback, The location in phase space of the stable and unstable 
states of the system without feedback are not altered by the external feedback. 
Furthe~re the systen ,-lith external feedback shows l~t-cycle oscillations and 
inverted Hopf bifurcations, and is predicted to have chaos. 

3 Chemical Fronts and Waves 

He turn next to chemical fronts and waves (for SOI'Je representative expermental and 
theoretical articles on this subject see [7-10]), We have developed a technique 
for the quantitative measurenent of propagating chff-ucal profiles in reaction 
syster:JS far frO!!! equilibrium [10]. The measurements are :made on circular waves in 
a thin layer of quiescent but excitable solution of the Be1ousov-Zhabotinsky re­
action by oeans of light absorption of ferro in. Wave initiation is achieved by 
the application of a voltage pulse to wire electrodes dipped into the solution. 
The transEussion profile of the wave is I'Jeasured ,-lith a linear photo-diode array to 
a resolution of 50 rJicrons. The chenical front is about 300 to 500 nicrons in 
width and we confiTI8 experinentally the rffJarl'-.able property of the constancy of 
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the profile in space and time. The relaxation of the wave profile behind the front 
is characterized by two distinct time constants which reflect rate-limiting pro­
cesses corresponding to the reduction of ferroin during the regeneration of bromide 
ion. Further we report on front velocities at various initial reactant concentra­
tions, temperatures, and depths of solution. At given initial conditions the front 
velocity is constant and the temperature dependence of the velocity has an apparent 
activation energy of 34.0 kJ/mole. In experiments in which two fronts are initiated 
and made to collide with each other we measure the process of annihilation of the 
front profiles. For a variety of initial conditions we observe, after the passage 
of the front, the formation of a stable stationary spatial structure, the onset of 
a mosaic pattern. This constitutes a transition from an initially homogeneous 
solution to an inhomogeneous one. 

4 External Perturbations 

In regard to the subject of temporal structures we discuss briefly the generation 
of multiple attractors by means of appropriate external perturbations in oscilla­
tory chemical reactions [12], resonance effects [13], and the possibility of the 
control of distribution of dissipation in such systems [14]. 

5 Periodic Precipitation 

The periodic precipitation process known as Liesegang band formation has been in­
vestigated for many years [15]. A theory based on a chemical instability has been 
proposed for the fo~tion of periodic precipitation processes [16-18]. The essen­
tial point of the theory is the hypothesis that band formation is a post-nucleation 
process and is due to an instabil ity in the autocatalytic growth of colloidal par­
ticles coupled with diffusion. We discuss a series of experiments [19, 20] which 
substantiate this hypothesis including the determination of the temporal and spatial 
evolution of band formation as measured by light scattering, by light deflection 
and visual observation. Furthermore, in the case of PbI 2 precipitate we measure 
the total lead concentration as a function of time and position in a one-dimensional 
band formation experiment, the total iodi~ concentration, and the free iodide ion 
concentration; at the same time we take photographs of microscope observations of 
particle formation and distribution. There is no evidence of flocculation in the 
lead iodide system. Nucleation is continuous in space,contrary to the Ostwald 
theory and its many variants, and band formation occurs within a region of contin­
uously nucleated material by a self-focussing, instability mechanism. 
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Centre de Recherche Paul Pascal, Oomaine universitaire 
F-33405 Talence Cedex, France 

1. Introduction 

After BELOUSOV [1J who discovered in 1958 an oscillating chemical reaction (invol­
ving a dicarbonic acid - e.g. malonic acid - potassium bromate, and an inorganic 
redox couple - e.g. Fe(phen)~+/Fe(phen)~+ in a strongly acidic medium) ZHABOTINSKY 
[2J showed its periodicity in space as well [3,7J. This spatio-temporal self-orga­
nization can take different forms depending on the geometry of the experimental 
device (10, 20 or 30-imensions). We are interested in the bidimensional waves, 
usually appearing as expanding concentric rings (disks or targets) wich are called 
target patterns. How to apprehend such a spontaneous spatial phenomenon occurring 
far from thermodynamic e~uilibrium? We are faced with two drastically different in­
terpretations. On the one hand one can adopt a deterministic point of view and look 
at the heterogeneities as the single reason [5,6,7,8J for the centre birth; on 
the other hand one can agree with the Brussels school [4J which assumes that the 
existence of internal fluctuations is at the origin of these spatial patterns. It 
is an experimental challenge to try to solve this controversy. In this paper we 
describe an equipment which has been especially designed to investigate the forma­
tion of the target patterns and which is adapted to a statistical study of the num­
ber and emission frequencies of centres, and of the characteristics of the waves too. 

2. Experimental device and conditions 

Our apparatus is so constituted that both the temporal and spatial evolution can be 
investigated abreast. The main parts are 

- a cylindrical stirred tank reactor, where we study ~he temporal evolution of 
stirred mixtures. A platinum thread and a reference electrode are used to record 
this evolution which is thus monitored through the redox potential of the bulk; 

- a plexiglass cell, which sandwiches a disk of reacting liquid at rest between 
two plates (~ = 100 mm ; e = 1 mm). The 20 behaviour is recorded on a video tape at 
a rate of 25 images per second given by a standard video camera. 

Both parts of this device are closed, that is to say there is no permanent input 
of reagent. At time t = 0 the tank reactor (or the ce 11) is fed and we then 1 et the 
reaction evolve towards thermodynamic equilibrium. Accordingly we only observe 
transient regimes. In this spirit, our attention has been mainly focused on the 
early stages of the evolution, while the system is far away from equilibrium, which 
we will call later on the initial state. Let us summarize the following technical 
details: 

- we set the whole in a thermostated room: 22°C ± 1°C 
- the reactant's solutions are filtered through 0.22 ~m millipore filters 

- in a premixing tank we use a filtered nitrogen bubbling to mix the reactants. 
The purpose of this gazeous agitation is to homogenize the mixture. Then we pour 
the solution either into the tank reactor for a bulk investigation, or into the cell 
for the thin layer investigation. 

102 



3. Experimental observations 

3.1 "Initial state" diagram 
We have studied the behaviour of the B.Z. reaction scanning a set of initial concen­
trations in sulphuric acid, malonic aci,d and potassium bromate. We report in Fig. 
la - lb the salient features of both the stirred and thin layer observations. 

Stirred behaviour 
The domain where the reaction oscillates is bounded by a zone of monotonic evolu­
tion (which, in some sense, would correspond to a stationary state for an open sys­
tem). Inside this domain the way into which the (pseudo-) period and (pseudo-) am­
plitude of an oscillation change, while the system evolves towards equilibrium, 
depends on the initial composition (see below §3.2 and Fig. 2). 

Thin layer behaviour 

Two phenomena are worth noting : 
- a pseudo-wave arising from spontaneous phase gradients [3J 
- the so-called target patterns: disks and targets. 

First of all, the domain where the reaction actually oscillates in the cell is 
included in the area of stirred oscillations. However the overlap is not complete: 
there are several ranges of initial composition leading to oscillations in the 
reactor whereas one observes a monotonic evolution in a thin layer geometry. MoreoYe~ 
the contrary seems to occur in a small domain of the plane [BrO'3Jo '" 1 M (according 
to only two points in fig. 1.b). The experimental conditions (stirring, gazeous, 
exchanges with the surrounding, etc •• ) are so different that many reasons can ac­
count for this difference. But perhaps the most striking result is certainly the 
fact that, even when the layer does oscillate, there is still a significant compo­
sition domain where the system never exhibits any centre. This experimental fact 
calls for a relevant theoretical explanation and deserves a more complete and sys­
tematic investigation. 

3.2 Evolution of the oscillations 
Wanting to probe experimentally the statistical predictions made by WALGRAEF et al. 
[4] on the basis of their stochastic approach, we have first to select compositions 
of the B.Z. system exhibiting a limit cycle type behaviour, at least for a while. 
In this respect figure 2 shows two typical examples encountered during this study. 
The redox potential of certain mixtures (Fig. 2a) actually keeps an almost constant 
amplitude and period for some time: such mixtures therefore seem appropriate to 
the statistical analysis we intend to carry out. On the contrary, some others are 
definitively inadequate and must be rejected, as can be seen in figure 2b where the 
amplitude continuously decreases even though the period still exhibits a plateau. 

3.3 Limit cycle behaviour and birth of centres 
In spite of the link which might be established between the limit cycle type beha­
viour and the, occurrence of target patterns, it is tempting to search very quickly 
~or some qualltative correlation between the two. One can hopefully imagine, for 
lnstance, that a difference in the properties of the limit cycle has something to 
do with the above-mentioned fact that oscillations in thin layer do not necessari­
ly give rise to centres. 

In order to clarify this assumption we have normalized the representation of a 
redox oscillation (in the "limit cycle stage") to the unit square: i.e. the ampli­
tude variation and the period are always set equal to 1 (in arbitrary units) whate­
ver their absolute values. We are thus able to compare the "shape" of two oscilla­
tions. 

The general relaxation character of all the oscillations is obvious at a glance 
at figure 3. The essential difference between two of them only lies in the relative 
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reduction rate. Fi~ure 3a, drawn for [Br0'310 = 0,31 M, shows how the deformation 
occurs when [H 2So4J 0 is increased ,_ for several [MAJ o. It is seen that the reducti on 
takes place faster and faster as I.H 2S0410 grows, centres appearing when the reducing 
phase becomes short enough (less than about 1/5 of the whole period). Nevertheless, 
this is no more the case in figure 3b, which corresponds to [BrO~Jo = 1M. There, on 
the contrary, the reduction rate slows down when [H2so~10 increases, and centres 
are only observed if the reducing phase exceeds some tlme threshold. Hence, at this 
preliminary stage, looking for a very simple and qualitative correlation between 
the oscillating properties of the reaction and the birth of centre obviously fails. 
However, taking into account more relevant variables, especially the pH [9], we are 
now trying to improve the analysis of these results as will be seen in another 
paper. 
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4. Conclusion 

Having collected these preliminary results, we now intend to carry out a complete 
statistical study of both the number and emission frequencies of centres and of the 
wavelength of waves within the initial concentrations range of reactants investiga­
ted in the present paper. 

This analysis, which requires an automatic image-processing device and a fast 
computer, is in progress. When completed, we then hope to be in a position to dis­
criminate among the different available theoretical interpretations. 
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1. Introduction 

A homogeneous excitable medium supports the steady propagation of impulse waves of 
excitation in response to a spatially localized stimulus. In a one-dimensional 
medium, for which the nerve axon is a prototype, a periodic stimulus produces a train 
of impulse waves which propagates away from the stimulus site. Successive impulses 
in the train interact with each other during propagation and consequently form a 
spatio-temporal wave pattern. When an equally spaced impulse train, whose temporal 
period equals the period of the stimulus, develops as a consequence of the inter­
action, we say the medium is entrained to the input stimulus. In some cases however, 
the impulses exhibit bunching during propagation to form an unequally spaced impulse 
train. Here we investigate these phenomena by a kinematic analysis based upon an 
approximation of the wave interaction. We also illustrate that, in certain parameter 
ranges, the one-dimensional medium can support a center wave pattern in the absence 
of a maintained stimulus. This wave pattern is a one-dimensional analog of the 
target wave pattern which is observed in some two-dimensional excitable media such as 
the Belousov-Zhabotinskii reagent in a shallow dish. 

An impulse wave of excitation typically consists of a rapid upstroke, a plateau 
(the excited state), and a fast downstroke followed by a slowly decaying tail. The 
temporal profile of the tail, observed at a fixed location, represents the time 
course of recovery of the medium from the excitation. The propagation speed of the 
impulse is determined almost completely by the recovery level of the medium (from the 
excitation of the predecessor impulse) just ahead of the upstroke. Moreover, in some 
media (in which the diffusion of an "activator" is dominant over the diffusion of the 
other reacting components), the recovery level of the tail can be regarded as a 
function of time from the upstroke of the impulse; in other words, the temporal 
profile of the tail is not affected by the influence of predecessor impulses. (Keener 
[2J shows this in the case of relaxation kinetics.) Under these two approximations, 
the instantaneous speed of an impulse, when it passes through a location of the 
medium, is regarded as a function of time since the upstroke of the predecessor 
impulse passes through the same location. In such a medium, the interaction of 
successive impulses in the course of propagation can be described by a simple kine­
matic equation. 

Figure 1-A shows the temporal profile (observed at a fixed location) of a solitary 
impulse wave propagating in the following FHN (FitzHugh-Nagumo) medium: 

Vt = vxx - f(v) - w + I, (1) 

where f(v) = v(v-0.14)(v-1.0), b = 0.007, Y = 2.5, I = 0.0322 and 0 2 = O. This 
equation, when 02 = 0, is a simplified qualitative model of nerve impulse conduction, 
in which v corresponds to membrane potential and w to a slow recovery current; see 
[1J for references on the FHN equation. The upstroke of the impulse is taken as the 

* J. R. performed a part of this work while a visitor at the Center for Mathematical 
Biology, University of Oxford (supported by SERC grant GR/C/6359.5) 
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Fig.1-A. Temporal profile of 
a solitary impulse of (1) 
when I = 0.0322 and 0 2 = O. 
The upstroke of the impulse 
is taken as the origin of 
time T. 

Fig.1-B. Dispersion relation 
(speed c(T) versus temporal 
period T) for periodic wave 
trains in the FHN medium (1). 

(Solutions for these 
figures are computed 
numerically by using a two­
point boundary value problem 
solver PASVA 3. See [1] 
for details of such 
computations.) 

origin of t in Fig.1-A. This impulse has a damped-oscillatory tail. So the level of 
recovery from excitation is a decaying oscillatory function of time. The propagation 
speed c(T) of a periodic impulse train with the temporal period T is computed numeri­
cally by using a two-point boundary value solver. Figure 1-B shows the speed c(T) as 
a function of T. which is called the dispersion relation for the impulse trains. When 
the above approximations are applicable to this medium (which will be verified by 
numerical solutions of the next section). we can apply c(T) to describe the speed of 
an individual impulse in a wave train. (The shape of c(T) coincides almost complete­
ly with the shape of the tail of the solitary impulse. This means that the speed of 
an impulse can be regarded as a function of the recovery level from the predecessor 
impulse.) 

2. Kinematic Description of a Propagating Impulse Train 

A spatially localized periodic stimulus generates a train of impulses which propa­
gates into the medium away from the stimulus site. Let xk(t). k = 1.2.···. be the 
position of the upstroke of the kth impulse. We consider its inverse function tk(x). 
o ~ x ~ L. which represents the trajectory of the impulse .in the x-t plane. If the 
above approximations are applied. the speed dXk(t)/dt of the impulse when it passes 
the location x is given by c(Tk(x». where Tk(x) = tk(x) - t k- 1 (x) is the time since 
the predecessor impulse passed the same location. In this way. by using dtk(x)/dx = 

dt/dxk(t). we obtain the following kinematic equation for the trajectories tk(x) [1]: 

(d/dx)tk(x) = S(Tk(x». S(T) = 1 Ic(T). Tk(x) = t k (x)-tk- 1 (x). (2) 

The function to(x). 0 ~ x ~ L. must be specified; if the medium is initially in the 
rest state then to(x) = -"'. The "initial data" for tk(x) at the stimulus site x 

o are given by tk(O) = (k-1 )To if To is the period of the stimulus. 

The dotted curves in Fig.2-A show the wave trajectories tk(x) in the FHN medium (I 
0.0322) when the stimulus has the period T1 = 100. (The input is a current injec-

tion at the terminal x = O. i.e. the boundary condition (a/ax)u(o.t) = W(t) is assum­
ed. where W(t) is a T1-periodic square wave that is alternately zero or positive. 
The zero flux condition is assumed at the other boundary. The Crank-Nicholson method 
with spatial and temporal mesh ~x = 0.75 and ~t = 1.0 is used to sOlve (1).) The 
dashed curves. which almost perfectly coincide with the dotted curves. are solutions 
of the kinematic equation (2) (subject to the initial conditions tk(O) = (k-1)T1) 
based upon the dispersion relation of Fig.1-B. The curves in Fig.2-B show the speeds 
ck(x) = dx/dtk(x) of the impulses in the x-c plane. 
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Fig.2-A. Trajectories tk(x) 
of the impulse waves in the 
FHN medium. The medium is 
entrained by the stimulus 
of period Tl = 100 which is 
injected at x = O. The 
dashed curves are solutions 
of the kinematic equation 
(2) • 

Fig.2-B. The dotted curves 
are the instantaneous speeds 
ck(x) of the impulses (1 ~ k 
~ 32) when they pass the 
location x. 

The first impulse propagates into the resting medium with a constant speed c~ = 
0.614. The successive impulses propagate away from the stimulus site x = 0 with the 
slower initial speed c(Tk(O» = C(Tl) = 0.423. These impulses accelerate during 
propagation (as a consequence of the increase of Tk(x» until they are "phase-locked" 
to the first impulse, i.e. until the speed ck(x) and the interpulse time interval 
Tk(x) increase to attain c~ and T*, respectively, with the increase of x, where T* 
126 is the smallest T for which c(T) = c~ (see Fig.l-B). The kth impulse travels 
with the speed c(Tl) (maintaining the initial time lag Tl) longer than the (k-l )st 
impulse and phase-locks to the first wave later than the (k-l)th impulse. To demon­
strate this behavior analytically we first approximate SeT) by a linear function on 
the range Tl ~ T ~ T*. Then (2) can be solved explicitly to yield 

k-2 
Tk(x) = T* - (T*-Tl)exp(-ax) I (ax)n/n!, a = {S(T*)-S(Tl)}/(Tl-T*) 0.0283. (3) 

n=O 
From this solution we can deduce that at a location x far away from the stimulus site 
(a) the medium (which is initially in the rest state) begins to fire repetitively at 
first with period T* (b) then, as k increases, the period Tk(x) of the firing in­
creases and exceeds (T l +T*)/2 at about (ax+2)nd firing and (c) the period Tk(x) 
converges to Tl with the increase of k, i.e. the medium is eventually entrained to 
the Tl-periodic input stimulus. 

The condition ct(To) < 0 impl i es the instability of equally spaced To-periodic wave 
trajectories of (2). Hence, in contrast to the above example, entrainment to the 
periodic stimulus does not occur if the period To of the stimulus satisfies ct(To) < 
O. Figures 3 and 4-A show the wave trajectories when the stimulus has periods T3 = 
165 and T2 = 152.5, respectively. (The dashed curves are solutions of (2). The 
smooth curves in Fig.3 are from numerical solutions of (1) with coarse mesh 6x = 1.5 
and 6t = 2.0 . The disparity between the two types of curves disappears almos t com­
pletely when a finer mesh is used to solve (1). The smooth trajectories of Fig.4-A 
are obtained from numerical solutions of (1) with the finer mesh 6x = 0.75 and 6t = 

1.0.) The periodic impulse train, which propagates away from the stimulus site x = 
0, reorganizes dur i ng propagation to form an unequally spaced impulse train. When 
the stimulus has the period 165, the train forms a "period 2" wave pattern in which 
two temporal periods 125 and 205 appear alternately. When the stimulus has the 
period 152.5, the train eventually forms a "period 2" pattern in which periods 120 
and 185 appear alternately. This pattern does not develop so soon, or so close to x 
= 0, as that in Fig.3; presumably, i t is less stable. The process of the organiza­
tion of these impulse trains can be very sensitive to noise. Figure 4-B shows the 
trajectories for the T2-periodic stimulus when a coarser mesh, 6x = 1.5 and 6t = 2.0, 
is used in the numerical solution. A completely different wave pattern is formed due 
to the influence of small numerical errors. 
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Fig.3. An unequally spaced 
impulse train forms during 
propagation when the period 
of stimulus is T3 = 165. 

Fig.4-A. Wave trajectories 
when the period of the 
stimulus is T2 = 152.5. 

Fig.4-B. Trajectories when 
a coarser mesh is used to 
solve (1) for T2 = 152.5. 

The mechanism for formation of the unequally spaced patterns can be understood by 
examining the dispersion relation of the medium. When c(T) is as in Fig.5 (which is 
an enlargement of Fig.1-B), its inverse function T(c) is a multi-valued function of 
c, i.e. the curve c = c(T) is decomposed into the branches A,B,··· on each of which 
the Single valued inverse functions TA(c),TB(c), ••• , respectively, are defined. In 
other words, for a specified speed c, the medium has different (equally spaced) 
impulse trains with periods TA(c),TB(c), •••• By concatenating the spacings of the 
"A" and "B" trains (with speed c) alternately, we can formally compose an unequally 
spaced train "AB" with speed c, which corresponds to a phase-locked solution of the 
kinematic equation. The curve AB in Fig.5 shows the "exact" dispersion relation for 
the "AB" travelling wave solution of (1) obtained by using a two-point boundary value 
problem solver. The mean period TAB(c) of this train COincides almost perfectly, as 
the above formal composition predicts, with (TA(c)+TB(c))/2. The "period 3" train 
"AAB" is composed by concatenating two "A"s and one "B" alternately. The mean period 
TAAB(c) of this train coincides almost perfectly with (2TA(C)+TB(C))/3. The other 
impulse trains "AC", "AAAB", "ACC", etc., whose dispersion relations are shown in 
Fig.5, are composed in the same manner. 

The equally spaced trains "B" and "D" are unstable since their dispersion relations 
satisfy c'(T) < O. The unequally spaced trains "AB", "BC", "AD", etc., which contain 
the unstable spacings "B" and "D", are also unstable. (Stability of these impulse 
trains has been analysed based upon the kinematic descr iption [Maginu '& Hinzel, in 
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Fig.5. The dispersion 
relation (branches A, 
B,C,D) for equally 
spaced impulse trains 
in the FHN medium (I = 

0.0322) in the T-c 
plane. The curves AB, 
AC, etc., are the 
dispersion relations 
(mean temporal period 
versus speed) of the 
unequally spaced 
impulse trains. 



preparation].) On the other hand, the trains "AC", "AAC", "ACC", etc., which are 
composed of stable spacings only, are stable. For a given mean period T there may be 
many stable wave patterns corresponding to the various branches of the equally and 
unequally spaced impulse trains. The particular time course of the periodic stimulus 
and the initial condition will determine which pattern is eventually realized in the 
medium. We anticipate, in such cases of multi-stability, hysteresis phenomena and 
the capability of a brief perturbation to switch the response from one pattern to 
another. The simplest stable wave pattern "AC" is realized in response to the T2-
periodic stimulus in the numerical solution of Fig.4-A. However, as shown in Fig. 
4-B, small numerical error can switch the response to another complicated pattern. 

When the dispersion relation takes the form as in Fig.6-B, the medium has at most 
two different equally spaced impulse trains with the same propagation speed c: the 
stable "A" train and the unstable "B" train. Any compound trains, which are composed 
by the concatenations of "A" and "B", must be unstable since they contain the unsta­
ble spacing "B". Hence this medium has no stable periodic impulse trains whose mean 
temporal period is larger than Tmax' When the stimulus period To is larger than 
Tmax ' no periodic wave patterns are realized during propagation. Instead, impulses 
group together to form successively larger (and less unstable) bunches. This is il­
lustrated in Fig.6-A, which shows the wave trajectories tk(x) for the kinematic 
description (2) when the dispersion relation c(T) is given by Fig.6-B and the period 
To of the stimulus is larger than Tmax' (The FHN medium (1) has such a dispersion 
relation c(T) with a single hump when -0.01 ~ I ~ 0.012.) 

Fig.6-A. Bunching of impulses in a wave 
train during propagation when the period 
To of stimulus is larger than Tmax' 
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Fig. 6-B. Dispersion relation c(T) 
with a single hump at Tmax' 

3. Kinematics, Center Waves, and Phase Waves for Oscillatory Dynamics 

By slightly increasing the parameter I the FHN medium changes from excitable to 
oscillatory via a subcritical Hopf bifurcation. The reaction dynamics of (1) exhib­
its a hard oscillation when 0.0348 ~ I ~ 0.0352, i.e. a stable oscillation coexists 
with a stable rest state when I is in this range. The dynamics has a stable large 
amplitude OSCillation, and the rest state is barely unstable, for I just above the 
hysteresis zone. In the simulations described below we imagine that the excitable 
medium is at rest when the parameter I is changed suddenly (but slightly) to exceed 
Ic = 0.0352 (from 0.035 to 0.036 say) and the medium is locally perturbed near x = 0 
(by adding initial disturbance for v near x = 0). Under such situation we shall use 
02 as a parameter and study different wave propagation phenomena which lead to phase­
resetting or target pattern formation. 

We observe that the medium tends to the homogeneous bulk oscillation when 02 is 
small. The smooth curves in Fig.7-A are the wave trajectories for the numerical 
solution of (1) in the case I = 0.036 and 0 2 = 0.2. (The bulk reaction dynamics of 
(1) has a stable periodic oscillation with period Tp = 159 when I = 0.036.) The 
local disturbance around x = 0 initiates the bulk oscillation in this region which 
transiently acts as a pacemaker. The leading wave propagates with nearly constant 
velocity c~ = 0.57 as it advances into the medium which is lingering for a long time 
near the (barely) unstable rest state. The next several succeeding waves initially 
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travel fast and then slow down as they phase-lock to their predecessors with the 
temporal spacing T* (see Fig.7-B). Later waves. however, penetrate farther into the 
medium with their high velocity and with the pacemaker period Tp. These high veloci­
ties correspond to "phase waves" which eventually bring the medium to the homogeneous 
bulk oscillation. This behavior can be understood from the kinematic description 
based upon the dispersion relation (Fig.7-B) of this medium. The speed c(T) in 
Fig.7-B tends to +~ when T ... Tp' which means that the periodic wave train tends to 
the spatially homogeneous oscillation in this limit; the high velocity waves in this 
limit are sometimes called phase waves. By applying this dispersion relation quanti­
tatively via the kinematics of equation (2) we obtain the dashed trajectories of 
Fig.7-A which coincide with the smooth curves with excellent preCision. In this 
example the wave velocities during propagation follow a monotone branch of the dis­
persion curve with c'(T) > 0 so that the medium eventually entrains to the pacemaker 
period Tp. The wave trajectories become horizontal (because C(Tp) = +~) correspond­
ing to the uniform bulk oscillation. This convergence can be shown analytically as 
was done for (3). We note that kinematic analysis with this type of dispersion 
relation also predicts how the uniform oscillation is recovered (how the spatio­
temporal phase-resetting takes place) when the bulk-oscillating medium suffers a 
spatially localized brief oerturbation. 

T 

2.0 , Fig.7-A. A Tp-periodic , pacemaker is created near 

1 x = 0 by a localized 

:1 initial perturbation 
1.5 when 02 = 0.2. This 

'1 oscillation does not 
:1 remain localized as a 

1.0 
: 1 pacemaker; the medium 
:1 tends to the spatially 

I uniform bulk oscillation • 
c.. . ' 1 

0.5 - :-;-'T 1 Fig.7-B. The dispersion 
1 I relation c(T) for the 
1 I periodic wave trains in 
1 T' T T the FHN medium when 

0.0 I = 0.036, 02 = 0.2. 100 150 200 

We observe that, when diffusivity 0 2 of the "inhibitor" IN is adequately increased, 
the pacemaker region near x = 0 remains spatially localized and initiates finite 
velocity waves; it forms the center of a target pattern. The wave trajectories of 
Fig.8-A illustrate this for the FHN medium (1) with I = 0.036, 0 2 = 0.8 and initial 
conditions as in the above example. The behavior is best understood by considering 
the dispersion relation (Fig.8-B) of this medium. We show two components of the 
curve c(T): the upper branch "H", which satisfies c(T) ... +~ as T ... Tp ' and the lower 
branch "L". Speeds of waves initiated near the center follow the branch "L" rather 
than "H". Intuitively one would not expect "H" to be followed since a wave initiated 
time Tp after its predecessor must travel very fast (if it follows the branch "H") 
and thereby decreases the time interval below Tp where "H" is not defined. Because 
C'(Tp) < 0 on "L", the waves reorganize during propagation to form an unequally 
spaced wave pattern with mean temporal period approximately equal to the pacemaker 
period Tp. The kinematic description (with speed c(T) taken from the branch "L") 
similarly generates a target pattern (Fig.8-C) which develops unequal spacing during 
propagation. The kinematic pattern differs quantitatively, but not qualitatively, 
from that in Fig.8-A likely because the assumption for the applicability of the 
kinematic approximation may be less valid when the "inhibitor" has high diffusion 
rate. We further note that the particular unequal spacings of Fig.8-A show sensi­
tivity to numerical truncation errors; parameters may be near a stability boundary 
for this particular pattern. For slightly different parameters, for which C'(Tp) > 
0, we would expect a target pattern with equally spaced impulses far from the center. 
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Fig.8-A. The oscillation of 
the pacemaker generates a 
center wave when I = 0.036 
and 02 = 0.8. 
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Fig.8-B. The dispersion 
relation c(T) for perodic 
wave trains in the FHN 
medium when 0 2 = 0.8. 
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Fig.8-C. The wave trajecto­
ries obtained as solutions 
to (2) based upon the 
di spersion relation of 
Fig.8-B. 

It is reasonable to expect a target pattern for some region of parameters in the 
hysteresis zone of the hard oscillation. In such a case a target could be initiated 
in a stably resting medium by a brief, spatially localized disturbance; the medium 
ahead of the center's leading wave would remain at the stable rest state. Our at­
tempts to illustrate such a center wave for (1) in this parameter regime" have so far 
been unsuccessful (the disturbed region near x = 0 eventually stops oscillating when 
0 2 is large) probably because the hysteresis zone for the FHN medium is too narrow 
and the oscillation in this zone is not sufficiently stable. 

Various features of the FHN reaction dynamics (e.g., excitability, self-sustained 
oscillations) are shared by many other systems including models for the Belousov­
Zhabotinskii reagent. Hence some propagation phenomena in those media might be 
interpreted kinematically in terms of the dispersion relation as we have done here . 
For example, the one-dimensional center waves described above may be the analog of 
certain circular and spherical B-Z target patterns observed in two and three dimen­
sional geometries . Such a mechanism might best be exposed by considering parameter 
conditions near to the hysteresis zone of a hard oscillation. There is some indirect 
evidence for a hard oscillation in the B-Z system: the induction phase of the bulk 
medium is terminated by a sudden jump to large amplitude oscillations. Thus one 
expects that a spatially localized disturbance, just prior to the jump while the 
medium is still in the (slowly changing) stable rest state, can initiate a target 
pattern. Other mechanisms for target pattern formation have been recently reviewed 
in [3J~ . 

1. R. N. Miller and J. Rinzel: "The Dependence of Impulse Propagation Speed on Firing 
Frequency, Dispersion, for the Hodgkin-Huxley Model", Biophys. J. 34, 227-259, 1981. 

2. J. P. Keener: "Waves in Excitable Media", SIAM J. Appl. Math. 39~528-548, 1980. 
3. J. J . Tyson: "A Quantitative Account of OSCillations, Bistablllty and Travelling 

Waves in the Belousov-Zhabotinskii Reaction", in Oscillations and Travelling Waves 
in Chemical Systems (R. J. Field and M. Burger, eds.), Wiley, New York, 1984. 
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The spontaneous nucleation of spatial patterns far from thermal equi-

I ibrium has long been a puzzl ing phenomenon both from experimental 

and theoretical point of views. Numerous questions related to pattern 

formation and pattern selection in physical, chemical and biological 

systems remain still unanswered. However,great progress in the under­

standing of these phenomena ha~€ been achieved in the framework of 

reaction-diffusion equations which are bel ieved to accurately describe 

many nonequilibrium systems (I). It has also been suggested that, like 

in equi I ibrium phase transitions and hydrodynamic instabi I ities, when 

chemical spatial or temporal structures appear through the breaking 

of a continuous symmetry( e.g. translational or rotational symmetry 

for spatial structures, phase or gauge symmetry for temporal osci 1-

lations) they are particularly sensitive to smal I external fields or 

to internal fluctuations (2). Effectively, in this case, long range 

fluctuations may spontaneously develop, leading to topological defects 

in the structure ( e.g. dislocations in hydrodynamical patterbs (3), 

chemical waves in oscillating or excitable media (4)). A stochastic 

analysis leads to the evaluation of the probabi I ity of such fluctua­

tions and consequently to their statistics. It may then be shown that 

in the case of chemical osci I lators concentric waves or target pat­

terns should be distributed according to their wavelength and to the 

characteristics of the osci Ilation. On the other hand spiral waves 

should only appear in clusters of zero total vorticity as isolated 

spiral waves are unlikely to appear spontaneously in nearly two­

dimensional systems (5). 

When the chemical reactions take place in fluid phases, concentra­

tion fluctuations may also result from the coupl ing with convective 

motion induced for example by local temperature gradients, surface 

effects I ike evaporative cool ing and Marangoni effects or even by 

stirring memory. Due to the extreme sensitivity of the phase dynamics 

to fluctuations,this coupling is very likely to affect the overall 

behaviour of the system and should be incorporated in its description. 
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If we restrict ourself to the case of passive convective effects, 

the nonl inear chemical kinetics may be written as: 

(I) 

where Xi are the concentrations of the reacting species, Fi are non­

linear functionals, b the bifurcation parameter, 0i is the Fick dif­

fusion constant and ~ the velocity field of the solvent. 

In the case of a Hopf bifurcation the normal form corresponding to 

the dynamics of the unstable modes in the vicinity of the instabi-

I ity may then be written as: 

A = r A -
o 

+ c + v. IJ A (2 ) 

where r o ' u and c are complex and depend on the various kinetic con­

stants of the chemical network. The real part of ro is proportional 

to b-b c ' bc being the critical value of the bifurcation parameter. 

In this analysis the homogeneous I imit cycle appearing for b > bc 
is not affected by the convective term,which, howeverrmodifies the 

inhomogeneous phase dynamics. Effectively, the adiabatic elimination 

of the amp I i tude of the osc i I I at ions ( A = R expiW) leads to the fol-

lowing kinetic equation for the phase W: 

Iv = w + c' 1J2 W + c"( IJ W)2 + v . IJ W (3 ) 

(where w=lm(r - uR2)) and the autowave propagation should be affected 
o 

by the convective motion within the solution. 

Let us for example consider the simple case of a layer of solution 

of thickness d where convective Benard rol Is develop along the Ox di­

rection and where a chemical spiral scroll with vertical axis is nu­

cleated (cf. fig.l) 

The first order correction 
2 2ll/2 

1> to the wave shape W (W =Narctg(y/x) 
N N 

+Max(wt - k(x +y ,0) is inferred from equation (3) and is given, 

z 

Fig.l: Sketch of the experimental situation described in the text: 

a spiral chemical wave is initiated in a convective layer. 
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far from the scroll axis, by: 

(4 ) 

(wt-kr> 0) 

In the case of free boundary conditions Vx behaves as vx=vo,sin(nz/d), 

sinqo(x-a) and ¢ may be written as ¢ =sin( z/d) ~ (x,y) leading 

to: 

~ (x, y) 
2 2 2 2kv x . c'(( V +V )-(n/d))~ (x,y)+ 0 slnq (x-a) (5) 

x y - (2 2) 1/2 0 
x +y 

It turns out that the propagation of the spiral wave is practically 

unaffected near the surface or in the y direction whi Ie it is strogly 

affected in the center of the layer and in the x direction and the is­

oconcentration I ines are given in good approximation by: 

x 
. 2 2 1/2' sinqO(x-a)= cst(6) 
(x +y ) 

leading to an irregular modulation of the wavefronts which increases 

with the thickness of the layer. The irregularity of this modulation 

may also be shown to be more important in the case of polygonal conv­

ective structures du to periodicities in the x and y directions. These 

effects are in qual itative agreement with the experimental observa­

tions of Krinsky et al,(6) and illustrated in fig.ll. 

When one of the reacting species shows a vertical concentration 

grad i ent like for examp lei n the case of evaporat i ve coo ling or 

adsorption effects at the top surface, the phase dynamics becomes: 

W = w + vzV zg.sin W + c'V 2W + c" (V W)2 + v.V W (7) 

where g is a functional of the concentration gradients and a decrea­

sing function of the oscillation amplitude R. If the solution of this 

Fig. I I: Deformation of a one-armed spiral wave due to the effect 

of convective rolls. 
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equation is constructed as an expansion in the diffusion coefficients, 

we see that at the leading order ( Wo=w + (vzVzg}sinWo ) the temporal 

osci I lations may be suppressed by phase locking above a convective 

threshold given by Iv V gl > w • This impl ies the coexistence of re-z z 
gions with osci I latory or excitable behaviour within the layer. Al-

though very slow, the chemical diffusion mechanisms are expected to 

alter this simple picture as they modify the zeroth order phase dyna­

mics according to the following rate equation ( W= Wo + WI) 

WI = c'V 2WI + C"(~WI}2 + i(~,Vzg,~Wo}'~WI + h(~Wo} + Vzk(Wo,W I } (8) 

At the surface, whi Ie f vanishes, h contains the print of the convec­

tive pattern (through the (VW }2 term for example) and hence indu-
- 0 

ces spatially dependent freEjuency variations of the osci Ilations able 

to trigger chemical waves in the boundary layer (7). 

In this last case the coupl ing between chemical osci Ilations and 

hydrodynamics may lead to a complex spatial structuration of the solu­

tion: inhomogeneous phase locking in the center of the layer and 

wave generation in the boundary layers. The spatial distribution of 

the excitable regions and the pacemakers should be related to the sym­

metry of the underlying convective pattern. Although there exists 

experimental evidence for the existence of such phenomena (8) more 

quantitative analysis are needed to explore all the possibilities 

briefly sketched in the present discussion. 
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1. INTRODUCTION. A remarkably wide-scope phenomenon has recently been revealed. 
Chemical reactions at liqUid interfaces proceed in a patterned way; spectacular 
structures form and grow while matter or energy influx are maintained [1]. 
Despite its generality and experimental simplicity we could not find descriptions 
of the phenomenon other than a report by P. Mockel on some photochemical systems 
[2]. As it turned out, Mockel's observations,which initiated the research project 
described here, were only the tip of an iceberg; what we subsequently found 
was beyond any of our expectations. 

2. THE PHENOMENON AND ITS GENERALITY. The majority of over 40 reactions we 
tested formed structures (some special cases in which structures did not form 
are described below). The initial efforts by us [1,3-6] and by Micheau et al. 
[7,8] were concentrated on photochemical processes. We found, however, that 
photochemistry is not a conditional factor: structures are formed also by gases 
diffusing through a liqUid interface ~d reacting with solutes [5,6,9] and by 
ground state reactions at liquid/liquid interfaces (e.g., separated by a mem­
brane) [1]. Various solvents were tested and it was found that if strong 
evaporation, high viscosity, excited state quenching and insolubility of product 
do not interfere, structure growth is observed. 

We found that the phenomenon is quite general regarding the liqUid inter-
face: both free and rigid interfaces operate. Selected examples are the inter­
faces between liquid and air, gas, miscible or immiscible liquids, glass, plastic. 

In view of earlier experimental results and models requiring highly complex 
and non-linear networks of chemical reactions for the formation of (temporal) 
dissipative structures [10,11], we find it interesting that the phenomenon we 
investigate shows low sensitivity to the type of reaction and its kinetics. 
The classes of reactions which produce structure range from complex redox chains 
[1-4,9], through moderately non-linear reactions of the type A + B ~ C [7,9], 
to simple first order isomerizations! [7,12]. Examples are the photoreduction of 
Fe (III) [1,6] and the air oxidation of reduced methylene blue [5] (very complex), 
protonation of methyrorange [9] (second or quasi-first order), and photochromic 
isomerization [7]. See Fig. 4. 

3. A COMMENT ON THE MECHANISTIC APPROACH. The effort directed towards revealing 
the underlying mechanism(s) of this phenomenon was split into three directions, 
which are strongly correlated: a) Testing the response of the structure-growing 
process to changes in various physical parameters, especially in view of known 
instability phenomena in liquids [13]. b) Developing models of reaction/diffu­
sion-coupled processes for computer simulation and subsequent experimental test­
ing. c) Developing computerized pattern analysis tools for comparison of struc­
tures and for kinetic investigation of structure growth. 

4. TESTED PARAMETERS. We describe now, phenomenologically, the effects of para­
meter changes. Due to space limitations the description is brief; details will 
be published elsewhere. There were two preliminary questions: first, is a 
chemical reaction necessary? Simple diffusion of a dilute solution of dye [1], 
and irradiation of photoproduct only, suggest a positive answer. Second, are 
convections a latter stage in the structure building process, or do they pre-
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exist? We showed [1,4-6] that macroscopic convections are driven at a mature 
stage of the structure growth. No pre-existing convections were detected within 
the sensitivity of our tests (laser illumination of dusts and deflectometry [4]) 
when evaporation from the surface was excluded. Micheau et al. have shown [7,8] 
that if evaporation is allowed, then the pattern formed is a visualization of 
the evaporation process; this,however,is not the phenomenon we study: we have 
shown by a variety of experiments that structures form in the absolute absence 
of evaporation 11,5,6]. The following additional parameters were tested: a) 
Surface tension. In addition to the various interfaces mentioned above,silicon 
oil monolayer and addition of surfactants were tested. The structure formation 
process seems insensitive to this parameter. b) The insensitivity to addition of 
surfactants seems to exclude also a diffusion-limited aggregation mechanism. 
c) Depth and viscosity. Profound sensitivity was found at very shallow layers 
«1 mm): induction time is increased even to the degree of no-pattern formation. 
Increase in effective viscosity is probably the reason. Indeed, increase in 
viscosity at a 1 cm layer produces the same changes [2,12]. A scaling law 
exists for the average distance between lines as a function of depth [6,7,12]. 
Structures do not form in a gel [9]. d) Concentration thresholds were searched. 
We have preliminary indications that these exist, but at very low values. e) 
Vibrations. It is very difficult to exclude a possibility that the fluctuations 
which are amplified to a full macroscopic structure are due to minute background 
vibrations. We went, however, in the other direction: ultrasonic vibrations 
destroy the structure; light vibrations such as caused by a nearby laboratory 
magnetic motor, do not seem to interfere. f) Temperature: Rayleigh-number 
calculations show that in our thin layer experiments, temperature difference 
should be at least 1 °C. In practice, the difference is «loC. Furthermore, 
structure forms also in a stabilized temperature gradient (cooling the bottom, 
warming to top). g) Gravity. Sensitivity to this parameter is suggested in thin 
layer experiments. The full picture of the effect of gravity will be obtained 
from an experiment in space, now in preparation. 

5. TWO DIMENSIONAL SIMULATION MODELS WITH A NON-LINEAR DIFFUSION TERM. The 
accumulation of the experimental data suggests that the investigated phenomenon 
may indeed be an authentic non-linear reaction/diffusion coupling process. 
Furthermore, the low sensitivity to the type of chemical reaction suggests that 
non-linearities in the transport processes are the dominant factors. Therefore, 
many of our simulation efforts have been directed towards this type of non-
linearity. We exemplify the approach with one model; others will appear 
elsewhere. k 

We study the reaction 2A ~ C in two dimensions. For low concentration of 
C, ~ =~o + RT In C, so that in Onsager equations V~ =(RT/C)VC. To remove the 
singSla~Lty of diffusion rate + 00 as C + 0, we re~lace RT/C by RT/(C+a), 
where LRT/a is the diffusion constant at zero concentration. Using this assump­
tion and Gauss theorem we obtain: 

dC 1 kA2 
~ LccRTV(c+a Vc) + (1) 

dA LAART 
V2A kA2 (2) ~ -A-

0 

where we assumed LCA=LAC=O and that the reactant A concentration does not change 

during the period of study. Eq. (2) is the standard linear diffusion case; Eq. 
(1) is the novel non-linear approach. To the best of our knowledge, no previous 
attempts were made in coupling non-linear diffusion terms with chemical reactions. 
Numerical solution of reaction-diffusion problems have been carried out so far 
mainly by the finite difference method, limiting the studies to one dimension. 
One of us (R.K.) has recently developed an efficient computational tool which 
makes mUltidimensional simulation feasible [14]. The first stage in the numerical 
solution is surface discretization on an evenly spaced two dimensional grid 
(64x64 points) with periodic boundary conditions (other boundary conditions 
could be used as well). Spatial derivatives are calculated using a Fourier 
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Fig. 1: Simulated pattern growth for 2A + C (see text). Reaction rate: 
3 -1 -1 2 -1 10 [mole sec ]; Diffusion rates of A and C: 0 . 10 [cm sec ]; ct (eq. 1) 

[O.Ol]M; Initial fluctuation: 5%. a) t=O[sec.], b) t=5000[sec.], 

c) -t = lBOOO[sec.] 
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method [14] which gives very accurate values. A first order propagation scheme 
is used for advancing in time. Initial conditions were chosen such that the 
concentration of C was zero everywhere and the concentration of A was uniform 
except for two line-like fluctuations. The pattern-growth is depicted in Fig. 1. 
Three-dimensional calculations are in progress. 

6. COMPUTERIZED IMAGE ANALYSIS OF COMPLEX PATTERNS. The effects of various 
physical parameters on the process of pattern growth, cannot be fully studied 
unless tools are developed for quantitative description of spatial structures 
and their growth kinetics. Computerized image analysis proved to offer solu­
tions [15] some of which are briefly listed in this volume [16]. Two illus­
trative results are described in Fig. 2 (total length of lines) and Fig. 3 (non-
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Fig. 4: Simple and complex structures formed by a chemical reaction at an 
interface. left: photo-oxidation of 1- [2,3]; right: photoreduction 
of Fe(III) [1]. 

destructive densitometry), typical of structure formation during photo-oxidations 
of anilines. Detailed description of the image analysis method will appear 
elsewhere. 
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1. Introduction 

RUELLE [1] suggested more than a decade ago that since nonequilibrium chemical 
reactions are described by coupled nonlinear differential equations, for some 
conditions they might exhibit nonperiodic behavior. The nonperiodic behavior that 
arises from the nonlinear nature of a system rather than from stochastic driving 
forces is now called chaos, a term that we will define more carefully later. 

In 1977 OLSEN and DEGN [2] reported observations of nonperiodic behavior in an 
enzyme system (peroxidase). Using a celebrated theorem of LI and YORKE [3] 
("Period three implies chaos"), Olsen and Degn concluded that the observed 
nonperiodic behavior was chaos. Unfortunately, however, the Li and Yorke theorem 
says nothing about the measure of the parameter range of chaos; the chaos 
predicted by the theorem could be of zero measure and hence unobservable. Thus 
the observation of period three does not necessarily imply chaos for a physical 
system. 

Soon thereafter observations of nonperiodic behavior in the Belousov­
Zhabotinskii (BZ) reaction were reported by SCHMITZ et a1. [4], ROSSLER and 
WEGMANN [5], VIDAL et a1. [6], HUDSON et a1. [7], SORENSON [8], and NAGASHU!A 
[9]. By 1981, the time of the last Bordeaux conference [10], observations of 
nonperiodic behavior in continuously stirred flow tank reactors (CSTR's) had begun 
to be analyzed in terms of power spectra, phase portraits, and one-dimensional 
maps, and several papers at the conference concerned theory [11] and experiments 
[12] on chaos. 

However, at that time there still existed considerable healthy skepticism 
regarding the existence of nonperiodic behavior in well-controlled nonequilibrium 
chemical reactions. After all, nonperiodic behavior can arise from fluctuations 
in stirring rate or flow rate, evolution of gas bubbles from the reaction, spatial 
inhomogeneities due to incomplete mixing, vibrations in the stirring motor, 
fluctuations in the amount of bromide and dissolved oxygen in the feed, and so on. 
Any experimental data, no matter how well a system is controlled, will contain 
some noise arising from fluctuations in the control parameters; therefore, it is 
reasonable to ask: "Will noise, always present in experiments, inevi tably mask 
deterministic nonperiodic behavior (chaos)?" 

The answer is no. We will summarize the large body of evidence, gathered 
recently by groups in Bordeaux [13-18], Virginia [19-20], and Texas [21-25], that 
indicates that the nonperiodic behavior observed in chemical reactions is, at 
least in some cases, chaos, not noise. It is even sometimes possible to separate 
the experimental noise from the deterministic dynamics. In addition, as we shall 
describe, low-dimensional deterministic models deduced from the data make it 
possible to predict the behavior that should occur as a control parameter (e.g., 
flow rate) is varied, and some of these predictions have been confirmed by 
experiment. 

The quantitative 
development of flow 
exploratory studies 
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displacement piston pumps are replacing peristaltic pumps. synchronous stirring 
motors are replacing voltage-controlled stirrers. and low noise elec tronics are 
yielding signals with a precision of 0.1% or better. 

Time series strip chart records can be suggestive of chaos. but we have found 
that it is not possible to distinguish noise from chaos without analyzing long 
computer records of time series. As an example. we once observed a time series 
that appeared to be chaotic. but further experiments and data analysis indicated 
that the nonperiodic behavior arose from stochastic switching between two adjacent 
periodic; states. This kind of nonperiodicity. much discussed in the literature 
[26-28]. is of course not chaos. The length and accuracy of the data record 
needed to distinguish noise from chaos depend on the particular problem--in 
particular. on the dimension of the attractor and on the scale of the chaos 
generating mechanism (the size of the folds in the attractor). In our studies of 
the BZ reaction we have found that 32000 points spanning 300-600 oscillations 
usually suffice if the data have a precision of -0.3% or better. The data 
requirements can be less stringent if a hallmark of one of the well-established 
routes to chaos (e.g •• period doubling) is observed. 

In Sections 2 and 3. respectively. we will describe the characterization of 
chaos and some of the routes to chaos. Theory and models of chemical chaos will 
be briefly reviewed in Section 4. and Section 5 contains concluding remarks. The 
detailed studies of chemical chaos have all been conducted for the BZ reaction. 
but some evidence for chaos has also been obtained for several other chemical 
reactions [29-30]. 

2. Characterization of Chaos 

2.1 Power spectra and phase portraits 

Around the turn of the century Poincar~ and others recognized that much could be 
learned about dynamical behavior from an analysis of system trajectories in a 
mul ti-dimensional phase space in which a single point characterizes the entire 
system at an instant of time. The set of phase space trajectories for all 
possible initial conditions (for a given set of control parameter values) forms a 
phase portrait of the system. 

The N-dimensional phase portrait describing the well-stirred (that is. 
homogeneous) Belousov-Zhabotinskii system could be constructed from measurements 
of the time dependence of the concentration of all N chemical species in the 
reaction. Fortunately. such a difficult task is unnecessary - a multi-dimensional 
phase portrait can be constructed from measurements of a 'single variable by a 
procedure proposed by RUELLE [31]. PACKARD et al. [32]. and TAKENS [33]. The 
idea is a follows: For almost every observable B(t) and time delay T an 
m-dimensional portrait constructed from the vectors {B(tk). B(tk+T) ••••• 
B( t k+(m-l)T)}. where tk=kt.t. k=I.2.... .... will have the same properties (for 
example. the same spectrum of Lyapunov exponents) as one constructed from 
measurements of N independent variables. if m )2Nt 1. In principle the choice of 
time delay T is arbitrary. but in practice time delays of from qbout one-tenth to 
two-thirds of a characteristic oscillation time are usually optimum [25]. 

Time series. power spectra. and phase portraits are shown in Fig. 1 for the BZ 
reaction for three different flow rates [21]. The power spectra for the periodic 
states in Figs. l(a) and (c) contain an instrumentally sharp fundamental frequency 
and its harmonics. while the spectrum in (b) consists of broadband noise that is 
well above the instrumental noise level. This spectral noise could arise from 
either stochastic or deterministic processes. However. at least in principle it 
should be possible to distinguish stochastic and deterministic processes from the 
behavior of the power spectrum in the hi~h frequency limit [34]: for stochastic 
differential equations of order n. P{oo)~oo- n. while for nonperiodic behavior given 
by deterministic differential equations. p( oo)~xp( -roo). To our knowledge this 
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Fig. 1. Data for the BZ reaction at three different residence times T (reactor 
volume/total flow rate); the reservoir concentrations, given in [21), were held 
fixed. (a) T~0.49 hour; a periodic state with one oscillation per period. (b) 
T~O .90 hour; chaos. (c) T~1.03 hour; a periodic s tate with 2 oscillations per 
period. For each T the graphs show the time dependence of the bromide ion 
potential, the corresponding power spectrum, and a two dimensional projection of 
the phase portrait. The phase portraits for the periodic states in (a) and (c) 
are limit cycles, while the chaotic state in (b) is described by a strange 
attractor. (From [21].) 

test for (deterministic) chaos 
nonequilibrium chemical reactions. 
approximately exponential.) 

has not yet been applied to data from 
(However, we note that Fig. 2(b) of [19] looks 

2.2 Poincar~ sections, maps, and attractors 

Rather than analyze phase portraits directly it is easier to analyze the 
lower-dimensional Poincar~ section which is formed by the intersection of 
"positively directed" orbits of an m-dimensional phase portrait with an 
(m-l)-dimensional hyper-surface. A two-dimensional Poincar~ section constructed 
for a three-dimensional phase portrait of a nonperiodic state is shown on the 
left-hand side of Fig. 2. (The right-hand side of the figure shows the effect of 
perturbations, to be discussed shortly.) 

The points on the Poincar~ section [Fig. 2(b)] lie to a good approximation 
along a smooth curve. (However, the actual dimension of the Poincar~ section must 
be at least slightly greater than unity because of the fractal nature of attractor 
[35].) If we parameterize the distance along the curve by a coordinate X, then the 
coordinate values provide a sequence (Xn I which defines a one-dimensional map, 
Xn+l~f(Xn)' as shown in Fig. 2(c). The data appear to fall on a single-valued 
curve, indicating that the system is deterministic, that is, for any Xn , the map 
determines Xn+l' 
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Fig. 2. A chaotic state in the absence of an external perturbation (left-hand 
side) and with a perturbation (right-hand side): (a) A two-dimensional 
projection of a three-dimensional phase portrait. (b) A Poincar~ section 
constructed by the intersection of positively directed trajectories with the 
plane (normal to the paper) passing through the dashed line in (a). (c) a 
one-dimensional map constructed by plotting as ordered pairs (Xn , Xn+1) the 
successive values of the ordinate of trajectories when they cross the dashed 
line in (a). (From [22].) 
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The right-hand side of Fig. 2 illustrates that the post-transient set 
described by the phase space trajectories is really an attractor: the trajectories 
rapidly return to this limit set after finite perturbations. The 
basin of attraction of an attractor is the set of all initial conditions for which 
the trajectories asymptotically approach the attractor. For the state illustrated 
in Fig. 2 the trajectories were found to return to the attractor for all 
perturbations used, so this attractor could be globally attracting [25]. However, 
in some cases chemical reactions exhibit multistability, where there are two or 
more disjoint basins of attraction. 

2.3 Lyapunov exponents and strange attractors 

An attractor in an m-dimensional space is characterized quantitatively by its 
spectrum of m Lyapunov exponents: A1)A2···)~' These exponents can be defined in 
terms of the long term evolution of an infinitesimal m-sphere of initial 
conditions. The-m=5phere evolves into an m-ellipsoid whose ith principal axis of 
length Pi(t) yields the ith Lyapunov exponent [36,37] 

lim 1 Pi(t) 
Ai = t.- t 10g2 Pi(o)' (1) 

where the Ai are ordered from largest to smallest. Any continuous time-dependent 
dynamical system without a fixed point will have at least one zero exponent. Any 
dissipative dynamical system will have at least one negative exponent, and the 
post-transient motion of the trajectories will occur on a zero-volume limit set, 
the attractor. 

A strange (or chaotic) attractor is by definition an attractor for which the 
largest Lyapunov exponent is positive. Then trajectories starting from nearby 
points will separate exponentially fast as time evolves. Therefore, all 
information about the initial conditions is rapidly lost, since any uncertainty, 
no matter how small, will be magnified until it becomes as large as-ihe attractor; 
thus there is sensitive dependence on initial conditions (RUELLE [38]). Long term 
predictions about the state of the system are impossible. 

The largest Lyapunov exponent for a system described by a one-dimensional map 
(as in Fig. 2) can be computed from the map: 

n 
Al = ~ .1: 1nl f'(Xi ) I, (2) 

~=1 

where f'(Xi ) is the derivative of the map at Xi and the sum is over all observed 
values of Xi' i=1,2, ••• ,n. [In order to have the proper weighting of the sum (by 
the "invariant distribution"), it is essential that f'(Xi ) be computed for the 
observed values of Xi' no~ for a uniform mesh in X.] The value for Al computed 
from the map in Fig. 2 is about 0.6 bits/orbit, definitely positive. Therefore 
the attractor in Fig. 2 is a strange attractor. 

WOLF and SWIFT [36,37] have recently developed a method for computing the 
non-negative portion of the Lyapunov spectrum directly from a time series. The 
method does not require the construction of a map from the d~ta, and in fact even 
when the data are well described by a one-dimensional map, the Wolf and Swift 
method yields exponent values that are more robust than those obtained from a map. 
(The difficulty with the map arises in part because lnlf'(X.)1 is very sensitive 
to the procedure used to determine the derivative of the map.) 

The first step in the Wolf and Swift method is to construct an attractor from 
the time series, as described in Section 2.1. Then a starting point at time t is 
selected on an arbitrarily chosen fiducial trajectory, as illustrated in Fig? 3. 
A nearby point is then found; the distance between the two points is called L(t ). 
The separation L( t) between the two trajectories is monitored until it beco:i:es 
large compared to L(to) yet still small compared to the size of the folds in the 
attractor. A new point is then found near the fiducial trajectory; the new point 
is chosen to be (to the extent possible) in the same direction from the fiducial 
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Fig. 3. A schematic diagram illustrating the procedure developed by Wolf and 
Swift for computing the largest Lyapunov exponent from experimental data (see 
text and refs. [36,37). 

trajectory as the point that is being replaced; i.e., the replacement step is made 
with the angle 91 and the length L(t1) simultaneously minimized, as Fig. 3 
illustrates. Then after M replacement steps, the estimate for the largest 
Lyapunov exponent is given by [36,37): 

The sum of the two largest exponents, 
with lengths L replaced by areas A; 
Al + A2 + A3' etc. 

(3) 

Al +A2' is given by a similar expression 
replacing lengths with 3-volumes yields 

The Wolf and Swift method has been tested on model systems with known Lyapunov 
spectra and applied to data for the Belousov-Zhabotinskii chemical reaction and 
Couette-Taylor flow. See refs. [36-37) for a discussion of the requirements on 
accuracy and the size of a data file. 

2.4 Dimension 

Another important property of an attractor is its dimension. It is, loosely 
speaking, the number of independent degrees of freedom relevant to the dynamical 
behavior. There are several different definitions that differ mainly in the 
measure used [35, 39); these definitions all yield the Euclidean value of 
dimension for Euclidean objects, but for strange at tractors the dimension is in 
general fractional ("fractal" (40). As an example of computing the dimension 
from experimental data, we will describe a procedure for computing the information 
dimension, d (41). Let N(e) be the number of points in a ball of radius e about a 
point x on an attractor. For a uniform density of points one would have 
N(e) - e~. This relation can be used to define dimension, 

d lim log N(e) 
e->O log e ' 

where the result is averaged over several xo' 

(4) 

The determination of d from slopes of plots of log N(e) vs log e is illustrated 
in Fig. 4 for data obtained in an experiment [42-43) on fluid flow between 
concentric rotating cylinders (Couette-Taylor flow). For too large values of e, 
N(e) begins to saturate at the total number of points in the data file, as can be 
seen in region C of Fig. 4(b). On the other hand, for e too small, the algorithm 
detects the instrumental noise in the data, as can be seen in region A of 
Fig. 4(b), where the slope approaches the embedding dimension m since random noise 
f ills all dimensions of the subspace. However, the intermediate length scales 
(region B), where the slope is constant, reflect the fractal structure of the 
attractor. The dimension of the attractor is then obtained from the asymptotic 
value of the slopes (in region B) at large embedding dimension, as Fig. 4(c) 
illustrates. 
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Fig. 4. The computation of the dimension of an attractor is illustrated using 
velocity data obtained fot a weakly turbulent flow in the Couette-Taylor system 
at R/Rc=16.0, where Rc is the Reynolds number for the onset of time-independent 
Taylor vortex flow. The different curves correspond to different embedding 
dimensions m. (a) The dependence of N(e), the average number of points within a 
ball of radius e, on e. (b) The slope of the curves shown in (a). Regions A, 
B, and C are discussed in the text. (c) The slope in region B as a function of 
m. The asymptote of the slope at large m is the (information) dimension of the 
attractor; d=3.1 in this example. (From [43].) 

Graphs similar to those in Fig. 4 have also been obtained for a set of 
nonperiodic data for the BZ reaction (COFFMAN et al. [44]); the value of d was 
2.1. 

The methods we have described for determining Lyapunov exponents and dimension 
have been developed very recently. These methods and other methods under 
development promise to provide a quantitative means for characterizing chaos in 
future experiments on nonequilibrium chemical reactions. 

3. Routes to Chaos 

3.1 Types of behavior observed in the BZ reaction 

Before describing the different routes to chaos encountered in the BZ reaction, 
let us describe schematically the general behavior of this reaction deduced from 
experiments. As a function of two of the control parameters, residence time and 
acidity, we can distinguish two types of oscillation: (i) quasi-sinusoidal small 
amplitude oscillations and (ii) large amplitude relaxation-type oscillations. The 
small amplitude oscillations always appear at the low flow rate boundary between 
time-independent and time-dependent behavior, as Fig. 5 illustrates, and in some 
experiments a regime with only small amplitude oscillations is also observed near 
the high flow rate boundary between time-independent and time-dependent behavior, 
as the dashed line on the right-hand side of Fig. 5 indicates. In most cases the 
small and large amplitUde oscillations are easily distinguished; for example, see 
Fig. l{c). 
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Quasi sinusoidal 
oscillations 

1l'C 
Fig. 5. A schematic phase diagram that illus trates the general dependence of 
the dynamical behavior of the BZ reaction on acidity and residence time (reactor 
volume/flow rate). The diagram is a schematic projection of measurements at 
different bromate, cerium, and malonic acid concentrations onto the 
acid-residence time plane. Host of the experimental work along path (1) was 
conducted at Virginia [7,19,20]; along paths (2), (3), and (5) at Bordeaux 
[13-15 (path 2), 16 (path 3), 52 (path 5)]; and along path (4) at Texas 
[18,21-25]. See the discussion in the text. 

Between the two regions of small amplitude oscillations there exist two regions 
of what we will call "complex behavior." If the regions of complex behavior are 
traversed by varying flow rate from either the low or high flow rate side, one 
ul timately reaches the region of large amplitude relaxation oscillations, the 
central region of the diagram in Fig. 5. The following three kinds of complex 
behavior are observed: 

(1) Complex periodic behavior. Every state in this regime is a combination 
of small and large amplitude oscillations, the simplest states being of the form 
SPLq, that is, each period consists of p small amplitude oscillations followed by 
q large amplitude oscillations. However, far more complex periodic states are 
also observed [3,6,13,17,18,19,23,24,30]. Perhaps the most complex periodic state 
of this type observed thus far is one with 26 oscillations per period: 
S3L3S2L2S1L2S2L2S1L2S3L3 [45]. The complex states all appear to be juxtapositions 
of nearby simpler states. Sequences of complex periodic states have been observed 
along lines (1), (2), and (4) in Fig. 5. 

(2) Chaotic behavior, described by strange attractors, as discussed in 
Section 2. Chaos has been observed along lines (1), (2), and (5) in Fig. 5. 

(3) Some observations of complex behavior do not fall neatly into either 
category (1) or (2). For very complex states it is not easy to distinguish 
between chaos and periodic states with a very long period. However, although 
there will always be some cases where fluctuations in the control parameters and 
noise from other sources prevent a definitive distinction between chaos and very 
complex periodic or multiperiodic behavior, the techniques described in Section 2 
make it possible to distinguish clearly in many cases between complex periodic 
behavior, noisy behavior, and (deterministic) chaos. 
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3.2 Alternating periodic-chaotic sequences 

Similar sequences of periodic regimes alternating with chaotic regimes (or noisy 
complex periodic regimes) have been observed along paths (1), (2), and (4) in 
Fig. 5 when the residence time is decreased along paths (1) or (2), starting with 
relaxation oscillations, or when the residence is increased along path (4), again 
starting with relaxation oscillations. We will describe the experiments along 
line (4), where the chaotic regime that occurs just beyond the relaxation 
oscillation region has been well-characterized; chaos has not been observed near 
the border of the relaxation oscillation region along lines (1) or (2). 

When the residence time is increased along path (4), a regime is encountered 
with irregular time series, broadband spectra, and strange at tractors that are 
essentially two-dimensional; data obtained for a state in this regime are shown in 
Figs. l(b) and 2. This regime which contains chaotic states occurs over a range of 
about 12% in residence time; then with further increase in residence time it 
yields to a periodic regime with one large and one small amplitude oscillation per 
period, as shown in Fig. 1 (c) • This periodic regime is stable over a parameter 
domain that is about the same size as the chaotic region just described. 

Proceeding in this way, we pass through a succession of alternating periodic 
and chaotic regimes as the residence time is increased: P (the original 
relaxation oscillations; Fig. l(a», C1 (chaos; Fig. l(b»; P2 (two oscillations 
per period, one with large amplitude and one with small amplituae; Fig. l(b»; C 
(chaos); P3 (three oscillations per period, one with large amplitude and two witfi 
small amplitude); C3 , etc. This sequence of regimes is summarized in Fig. 6(a). 
Successive regimes in the sequence appear to be of roughly comparable width. 
Beyond C5 it was not possible to distinguish between periodic and chaotic regimes 
with the precision available in the experiments [21]. The sequence terminated 
with the small amplitude quasi-sinusoidal oscillations that occur at the border of 
the region of oscillations in Fig. 5. 

(a) 
F!' P1 C1 P2C P3C ~C Ps C ? 234 5 1 

• • I ... ,. I. • 1...1 ••• ,I .11 .1 • • I • • • 
1.0 1.5 T (hr) 2.0 

(b) 

~ ~ ~ Ii ~~~Pa ? 
p' 

I C1 II C211~11 ~IIC511C61 F"'II 
1 

I I I 
0.296 0.298 -r (hr) Q300 

Fig. 6. Alternating periodic and chaotic transition sequences: (a) observed in 
an experiment on the BZ reaction and (b) found in a four variable'reversible 
Oregonator model. (From [21].) 

Within a "chaotic" regime the behavior is not chaotic for every value of the 
residence time. There are many narrow intervals ("windows") with periodic 
behavior; see, e.g., the discussion for C1 in Section 3.4. 

The phase space attractors in each successive periodic region contain one more 
turn in the center than the preceding periodic region [23], and the 
one-dimensional maps in successive chaotic regions contain one more branch. That 
is, the map for C1 is single-valued (as shown in Fig. 2), the map for C2 is double 
valued (as shown n COFFMAN et al. [47]), the map for C3 is tripled-valued, etc. 
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Each chaotic state Ck consists primarily of what at first glance appears to be 
a stochastic mixture of the adjacent periodic states Pk and Pk+l; thus, for 
example, C3 consists of a mixture of P2 and P3' as Fig. 6 of ROUX et al. [23] 
illustrates. However, maps constructed from the time series clearly yield smooth 
curves, not a scatter of points. These maps indicate that behavior is 
deterministic, not stochastic. Moreover, it is difficult to imagine stochastic 
processes that would lead to period doubling, the universal sequence, and tangent 
bifurcations, yet all of these phenomena associated with chaos are found in 
one-dimensional maps and in experiments on nonequilibrium chemical reactions, as 
will now be described.--

3.3 Period doubling 

One-dimensional maps with a single extremum are predicted to exhibit dynamical 
behavior that is universal, that is, independent of the details of the map 
[48-50]. (Proof of universality requires only that the map be basically 
well-behaved; consult [49] for technical details.) The best known prediction is 
that the periodic state should, with a change in bifurcation parameter, should 
lose its sta,bility to a state with twice the period, and the latter state in turn 
should lose stability to a state with "period 4," and so on. FEIGENBAUl1 [48-49] 
showed that the convergence rate for the period doubling sequence is given 
asymptotically by a universal number, 0=4.669"'; that is, the interval in 
bifurcation parameter over which a state with period 2n+l would occur should be 0 
times smaller than the interval for the state with period 2n. The accumulation 
point for the period doubling sequence at period 2 00 marks the onset of chaos. 

11M 
Fig. 7. Period doubling 
obtained in experiments 
bromide ion potential. 
period. (From [24].) 

sequence time series with periods T (115 s), 2To, 22Tp, 
on the BZ reaction. The quantitOy measured \las the 

The dots above the time series are separated by one 

Figure 7 shows the first three states of a period doubling sequence, observed 
in experiments on the BZ reaction [24]. One further doubling was observed in that 
reaction, but further doublings beyond period 16 were unobservable because the 
parameter ranges were too narrow. It is in practice not possible to observe high 
order doublings in any physical system because the sequence converges extremely 
rapidly. For example, if a period 2 state were observed over a residence time 
range of 2%, then the width in residence time of the period 32 state ~ould be 
about 2%/04 which is only 0.004%! 

We have found that period doubling is fairly common in the BZ reaction. Many 
periodic states lose their stability through period doubling, but often the 
interval for even the period 2 state is less than 2%. Hence the doubling is easy 
to miss unless one uses a finer mesh than is usually in experiments on 
nonequilibrium chemical reactions. For example, if a period 2 state were observed 
over a 2% range in residence time, then the entire infinite period doubling 
sequence would occur in a residence time range of only about 

00 

(2%) x r o-n = 2.455%. 
n=O 

(5) 

This estimate is approximate,since the convergence rate 0 describes in principle 
only the asymptotic behavior after many doublings, but in practice the ratio of 
even the first few successive intervals is approximated well by 0 [48-50]. 
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3.4 The Universal Sequence 

Universality in the period doubling sequence for one-dimensional maps is now well 
known. Perhaps less well known is the U (universal)-sequence that occurs beyond 
the accumulation point (2°O-cycle) of the 2n-sequence. Years before the universal 
scaling properties of one-dimensional quadratic maps were discovered by Feigenbaum 
and others, it was found that one-dimensional maps with a single extremum (not 
necessarily quadratic) exhibit universal dynamics as a function of the bifurcation 
parameter (see, e.g. [50]). Beyond the period doubling sequence, which is an 
infinite sequence of doubling of a periodic state with one oscillation per period, 
periodic states with K oscillations per period appear fOr all natural numbers K, 
and each of these "K-cycles" undergoes its own infinite period doubling sequence, 
2nK. Fig. 8 shows examples of a fundamentalS-cycle, 6-cycle, and 3-cycle (and 
the first doubling of the 3-cycle) observed in the Belousov-Zhabotinskii reaction. 

Fig. 8. Some periodic states of the U-sequence observed in experiments on the 
BZ reaction. The states have periods 6To (where To~115 s), 5To, 3T , and 2x3To ' 
The dots above the time series are separated by one period. (From f24].) 

The order in which the periodic states appear as a function of bifurcation 
parameter is deduced in the theory using only the single-extremum property of the 
one-dimensional map [50]. The full U-sequence consists of the (infinitely long) 
list of periodic states allowed by the theory. The larger the fundamental period 
K, the larger the number of allowed states; there are three distinct allowed 
5-cycles, four distinct 6-cycles, and 27 distinct 9-cycles. 

The theory also predicts the iteration patterns of the maps--the order of 
visitation of points on the X-axis. Each iteration pattern is predicted to occur 
only once, and for a given value of bifurcation parameter not more than one 
periodic state is stable. 

The periodic windows in the U-sequence exist in the "chaotic" regime (e.g., the 
C1 regime of Section 3.2) that follows the accumulation point of the period 
doubling sequence [50]. There are no chaotic intervals, yet the set of 
bifurcation parameter values for which the behavior is chaotic has positive 
measure. [For a typical map probably about 85% of the measure (of the bifurcation 
parameter range in which the U-sequence occurs) corresponds to chaotic states, and 
15% to periodic states.] 

All the U-sequence states with periods 3, 4, and 5 have been observed in BZ 
experiments, and some of the U-sequence states with periods 6,7,8,9, and 10 have 
also been observed [24,47]. Within the experimental resolution the order of 
occurrence of the periodic states and the observed iteration patterns are in 
accord with the theory for one-dimensional maps. 
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3.5 Intermittency 

The term intermittency is used to describe a transition from periodic to chaotic 
behavior characterized by occasional bursts of "noise" [51]. For bifurcation 
parameter values slightly beyond that corresponding to the onset of the bursts, 
there are long intervals of nearly periodic behavior betwee n the bursts, but 
further beyond the transition the time intervals between bursts is shorter. With 
further change in bifurcation parameter the intervals between bursts decrease 
until ultimately it is impossible to recognize the regular oscillations of the 
periodic states. 

POUEAU and 11ANNEVILLE [51] have shown that intermittency can be understood in 
terms of a tangent bifurcation of a one-dimensional map; at tangency a stable 
fixed point of the map disappears (or appears, depending on the direction in which 
the bifurcation parameter is changed.) 

Direct evidence for a tangent bifurcation in a chemical experiment was first 
obtained in Bordeaux and is shown in Fig. 9. The small amplitude oscillations are 
unstable, increasing steadily in amplitude until at some point they are 
interrupted by one large amplitude relaxation oscillation. Note that neither the 
number of small oscillations nor the height of the large one is constant. 

Recently it has been shown that some of the U-sequence states lose stability at 
a tangent bifurcation when the residence time is lowered (see the figure in 
COFFMAN et al. [47]). Again this is in accord with the theory for 
one-dimensional maps: U-sequence states should lose stability through period 
doubling in one direction and a tangent bifurcation in the other direction [50]. 

3.6 Wrinkles on a torus 

Chaos may also occur as a consequence of the destruction of a two-torus that 
characterizes a quasiperiodic regime with two incommensurate frequencies. 
Quasiperiodicity in chemistry was recently discovered in experiments on the BZ 
reaction, and chaos was reached through the development of wrinkles on the torus 

(ROUX and ROSSI, this volume [52]). ARGOUL et al. [53] (in this volume) have 
proposed a tentative interpretation of the experiments. 
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Fig. 9. (a) Time series observed in an intermittent regime in the BZ reaction. 
(b) Next amplitude map constructed from the successive maxima of the small 
amplitude oscillations in (a); the map is nearly tangent to the diagonal line 
given by Xn+1=Xn • The data t~ere obtained along path (3) in Fig. 5. (From 
[16,18].) 
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4. Theory and models 

Abstract chemical models exhibiting nonlinear phenomena were proposed more than a 
decade ago. The Brusselator of PRIGOGINE and LEFEVER [54] has oscillatory (limit 
cycle) solutions, and the SCHLOGL [55] model exhibits bistability, but these 
models have only two variables and hence cannot have chaotic solutions. At least 
3 variables are required for chaos in a continuous system, simply because phase 
space trajectories cannot cross for a deterministic system. As mentioned in the 
Introduction, the possibility of chemical chaos was suggested by RUELLE [1] in 
1973. In 1976 ROSSLER [56], inspired by LORENZ's [57] study of chaos in a 3 
variable model of convection, constructed an abstract 3 variable chemical reaction 
model that exhibited chaos. This model used as an autocatalytic step a 
Michaelis-Menten type kinetics, which is a nonlinear approximation discovered in 
enzymatic studies. Recently more realistic biochemical models [58,59] have also 
been found to exhibit low dimensional chaos. 

The detailed chemistry of the BZ reaction was first elucidated (in 1972) by 
FIELD, KOROS, and NOYES [60]. From the detailed mechanism, which involved more 
than 20 reactions and as many chemical constituents, FIELD and NOYES [61] then 
derived a reduced model (the "Oregonator") with only 3 variables. A modified 
Oregonator (with 7 variables) was then proposed and studied by SHOWALTER et al. 
[26], who were not successful in their attempt to simulate the observations by 
SCHMITZ et al. [4] of nonperiodic behavior. SHOWALTER et al. [26] concluded 
that II the difference between experiment and simulation suggests that the chaotic 
behavior observed experimentally may result from fluctuations too small to measure 
in any other way." Similar conclusions have been reached in several other studies 
[27,28,62,63]. However, abstract models have been developed that display chaos 
and some of the transition sequences observed in experiments (e.g., see [64-66]). 

The only studies of an Oregonator model yielding chaos have been TURNER's 
[21,67-69] analYSis of a four-variable reversible Oregonator and his more recent 
analysis [70] of a seven-variable Oregonator; the four and seven-variable models 
yielded essentially the same results. He found an alternating periodic-chaotic 
transition sequence [21] that is in qualitative accord with that observed in 
experiments, as Fig. 6(b) illustrates. RINGLAND and TURNER [69] have found that 
this model has a strange attractor [Fig. 10(a)] and a one-dimensional map 
[Fig. 10(b)] that appear quite similar to those observed in experiments. The 
similarity between Figs. 1,2, and 10 is gratifying. However, it should be 
emphasized that the plots for the model (Fig. 10) were obtained just beyond the 
accumulation point for the sequence of period doublings of the quasi-sinusoidal 
oscillations (near the left-hand boundary of Fig. 5), while the plots for the 
experiments (Figs. 1 and 2) were obtained just beyond the accumulation point of 
the sequence of period doublings of relaxation oscillations (see Section 3.3). In 
addition, the chaotic regime beyond the period doubling sequence found in the 
model [69] spans a much narrower residence time range than the chaotic regime 
found in the experiments. 

It is not yet understood why chaos has proved to be rather elusive in 
Oregonator models, but some possible reasons are the following: 

(1) Even in the simplest nonlinear models the phase diagrams are often 
extremely complex functions of the multiple control parameters. The numerical 
studies thus far have examined only a very small fraction of the physically 
accessible parameter ranges. Furthermore, not every transition sequence should be 
expected to contain chaotic regimes. Some of the transition sequences observed in 
the Austin and Bordeaux experiments do not contain chaotic states (e.g., see 
[45]), while in other cases (with different control parameter values) chaos is 
observed. 

(2) The rate constants in the models are in some cases uncertain by orders 
of magnitude [63]. Even fairly small changes in the constants in nonlinear models 
can produce qualitative changes in the dynamics. 
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Fig. 10. (a) A two-dimensional projection of a phase portrait obtained from a 
numerical simulation by RINGLAND and TURNER [69] of a four-variable reversible 
Oregonator model. This strange attractor was found near the period 3 state of 
the U-sequence. The inverse residence time was 9.214x10- 4 s-1; the other 
parameters are given in TURNER et a1. [21]. (b) Next maximum maps at flow 
rates of (A) 9.2095x10- 4 s-1, (B) 9.2140xlO- 4 s-1, and (C) 9.2170x10- 4 s-1. 

(3) Experiments have shown that multistability is fairly common in 
nonequilibrium reactions. Multistability also occurs in models--TURNER [70] 
discovered (in his numerical exploration of a four~variable reversible Oregonator) 
a parameter range where there were two stable coexisting states, one periodic and 
one chaotic. It is hence possible for two investigators studying the same model 
(with the same constants and control parameters) to use different initial 
conditions and find quite different behavior. Unfortunately, there is no way 
known to find all the ba'sins of attraction for a model, even for a given set of 
constants and control parameters. 

(4) The BZ reaction is of course very complex, and the reduced 
Oregonator-type models might not describe the full range of dynamics occurring in 
the reaction. Some refinements of the Oregonator are in fact likely warranted 
[71-73]. Nevertheless, the evidence gathered by many investigators over the past 
few years in studies of other nonlinear models with 3 or more variables suggests 
(but by no means proves) that almost any Oregonator will exhibit chaos in some 
parameter range. If this proves not to be the case, then the Oregonator-type 
models should be re-examined in view of the experimental evidence for chaos. 

5. Concluding Remarks 

Evidence that some nonperiodic states observed in nonequilibrium reactions are 
chaotic includes the following: 

*The attractors are not periodic yet appear to have some structure--it is 
difficult to imagine how stochastic fluctuations could give rise to the smooth 
nonperiodic structures such as those shown in Figs. l(b) and 2. 

*One-dimensional and higher dimensional maps constructed from the data often 
yield smooth curves, not a broad distribution of points as might be expected 
if the nonperiodicity were a consequence of stochastic forcing. 
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*The largest Lyapunov exponent can be computed from a map or directly from 
measurements of the divergence rate of nearby trajectories. The two 
approaches yield the same positive value for the exponent for a given set of 
data; hence the data are described by a strange attractor. 

*While the experimental resolution has to date been insufficient to resolve 
multiple sheets in the observed attracting (almost two-dimensional) sets, an 
examination of the attractors reveals clear evidence of the stretching and 
folding that is a necessary consequence of the exponentially fast separation 
of nearby trajectories in any strange attractor. .sk1 

*The strange attractors have small fractional dimension (~2). An unexpected 
bonus of the determinations of the dimension is that the procedure separates 
the deterministic dynamical behavior from the stochastic noise (see Section 
2.4). Thus the procedure provides an estimate of the experimental noise 
arising from incomplete mixing, fluctuations in stirring rate, etc., as will 
be described elsewhere [44]. 

*Universality in the behavior of one-dimensional maps provides predictive 
power: If the dynamical behavior of a chemical reaction is indeed described by 
a one-dimensional map with a single extremum (as in Fig. 2), then the reaction 
should in general exhibit (with change in control parameter) a period doubling 
sequence leading to a chaotic regime. This regime beyond the period doubling 
accumulation point should contain a universal (U) sequence of periodic windows 
that should have an ordering and corresponding map-iteration pattern given by 
the theory of one-dimensional maps. Moreover, each periodic window should 
appear at a tangent bifurcation and disappear through a period doubling 
sequence. There is evidence from the BZ experiments in support of each of 
these predictions. 

*Another predicted route to turbulence is through the wrinkling of a two-torus. 
This too has been observed in experiments on the BZ reaction. 
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Quasiperiodicity in Chemical Dynamics 

J.e. Roux and A. Rossi 

Centre de Recherche Paul Pascal, Universite de Bordeaux I, Domaine Universitaire 
F- 33405 Talence Cedex, France 

Historically, the first description of the transition toward turbulent 
behavior turbulence predicts chaos to occur after the appearance of complicated 
dynamics with at least 2 or 3 frequencies (1) (or an infinity according to 
LANDAU). Although chaotic dynamics were unambiguously identified in chemical 
systems (2), quasiperiodicity - dynamics with at least two frequencies- was 
never observed. In this paper we present experimental identifications of such 
dynamics and of the bifurcations by which they are born and by which they die. 

EXperimental results 

The Belousov-Zhabotinskii reaction was conducted in a CSTR fed at constant 
temperature (39 C) by the following solutions 

[(CHzOOOH)z) = 0.5 molll 
[BrO~K) = 0.036 molll 
[Ce 3 (S04)z) = 2 . 5 10-4 molll 

(H 2 SO.)=1.5 molll 
(H 2 S0.)=0.75 molll 
(H 2 S0.)=0.75 molll 

The three fluxes were maintained equal, the bifurcation parameter in this 
study being the overall flow through the reactor, the volume of which is 
30cc.(the experiments described in this paper represent a path along line 5 of 
figure 5 of the paper of SWINNEY et al (2» 

the corresponding Poincare sections presented in the 
using the usual time delay method (3) from a single 

time variation of the cerium IV monitored 
360nm. 

The phase portrait and 
following are constructed 
time series, namely the 
spectrophotometrically at 

At low flow rate the OSCillations are nicely periodic, the signal to noise 
ratio is over 60db as can be measured on the power spectrum. Then the limit 
cycle becomes unstable for a crit.tc:al value of the flow rate and gives yield to 
the regime depicted in figure 1. Two frequencies are evident on the time series 
as well as in the corresponding power spectra (figure 2), the frequency of the 
burst and the frequency inside the burst which correspond to the frequency of 
the limit cycle. 

figure 1. Time series of a quasi­
periodic regime (about 1/4 of the 
actual time series is plotted) 

r:nE rS~C.1 
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MILLl.fIZ. 

figure 2. Power spectra showing the 107 mHz frequency 
modulated by the 3.1 mHz frequency. The level of the 
instrumental noise is indicat ed by the dotted line . 

Description of the trajectories: a wrinkled torus 

The reconstructed attractor is shown in figure 3 (for clarity only few 
trajectories are plotted). Five intersections by planes nearly perpendicular to 
most of the trajectories (Poincare sections) are depicted. Clearly these 
sections delimit closed curves: the attractor is a torus as expected for 
quasiperiodic dynamics. 

figure 3 . Reconstructed attractor T 2 = 2Tl = 
4 seconds (about 1/20th of t h e trajectori es 
is plotted) 

Successive Poincare sections are plotted figure 4, thus g~v~ng an idea of 
the shape of this torus (each sec tion contains about· 700 points). The 
interesting point to be underlined in the t.opology of the se maps is the tail 
which appears and develops in sectio ns (2) and (3) , and which folds up along the 
torus (sections (4),(5)) and is finally stretched. This wrinkling occurs every 
turn inducing some kind of mixing in this part of the attractor; thus the 
resulting structure of the torus must be fractal. Unfortunately this structure 
is not evident from figure 4 because of the experimental scatter of the points . 

The shape of this torus which can be thought as a sphere with a hole going 
from north pole to south pole is not as surprising as it seems at first sight . 
Similar shapes were obtained in theoretical studies by GUCKENHEIMER (4) and 
LANGFORD (5); they occur as the results of the interactions of two 
instabilities - a Hopf bifurcation and a steady state bifurcation which are 
both generiC of these chemical systems (6) . 
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figure 4. 7 successive Poincare sections of the attractor . 
The center of the torus is always on the right ot the 
section. 

Birth and death of the wrinkled torus 

The circled zones in figure 4 represent, at the same scale , the 
corresponding Poincare sections of the lLffiit cycle that exists prior to the 
bifurcation toward the torus. The areas of these dashed zones stand for the 
experLmental scatter of the points. It is isotropic almost everywhere e xcept 
in the part of the lLmit cycle which corresponds to the stretching of the 
wrinkle . Furthermore, we must remark that the lLmit cycle appears to lie on the 
surface of the torus. This is an indication that the bifurcation leading to the 
torus is of a saddle- node type rather than of a Hopf type (in this latter case 
the limit cycle should bP. i nsi.de the torus). This character is also confirmed 
by the abruptness of the transition and the absence of hysteresis. 

Figure 5 is a schematic representilti,on of this type of bifurcation as seen 
in the Poincare map. The node represents the stable limit cyc le that exists 
before the bifurcation. In one part of this cyc le there is a saddle in the 
vi.~inity of the cycle. In the direction saddle-node the system will be less 
contracting, which explains the anisotropic scatter of the experimental 
intersections of the cycle observed in the sections of figure ,4. 

:tf· ," '\ , , 
: I 

I 

...... - _ ... - _ ... .,. , 1 

.c • 

• b. 

figure 5. The saddle-node bifurcation explaining the 
apparition of the torus (a) and two typical situations (b) 
and (c) that could explain the experLffiental observations 
(see ref 10) 
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Bifurcaticns .of this type in diffecmorphisms have been the .object .of 
numerical (8) and thecretical (9-10) wcrk . We learn frcm these studies that in 
additicn tc a smooth tcrus , a saddle-node bifurcaticn may yield .other equally 
rcbust situaticns. In particular twc .of them appear tc be relevant tc cur wcrk : 
Either (i) the limit cycle (in the Pcinca.re map) is destrcyed when the 
saddle-node bifurcaticn .occurs, and the disappearance .of the saddle-node 
cor responds tc the transiticn frcm a regular, periodic, state tc a chactic .one, 
.or (ii) the limit cycle is destrcyed befcre the disappearance .of the saddle-node 
and there exilltH Ghaos c.oncurrently with the initial periodic .orbit (see fig 5C) 

The wrinkles .observed in cur experiments indicate that cur data is relevant 
tc .one .of these twc cases . Hcwever, i .t is impossible tc distinguish between 
them on the hasis .of the present data. 

When the flow rate is further increased, the amplitude .of the small 
cscillaticns decreases and their number increallCls at the expense .of the large 
one (figure 6). This means that the central "hcle" in the tcrus beccmes thinner 
and thinner and that the system stays lcnger and lcnger in it . In t he e nd we 
reach a staticnary state located in the center .of the "hcle". The disappearance 
.of the tcrus by this mechanism is consistent with the thecretical interpretaticn 
which predicts its existence. (6-7) 

500 
TIME (s) 

1500 
TIME (s) 

figure 6. Evcluticn .of the dynamics with further increase .of 
the flcw rate. 

Ccnclusicns 

We have presented the first clear evidence .of quasiperiodicity in a 
chemical dynamical system. The shape .of the tcrus as well as its evcluticn is 
ccnsistent with the nature .of scme generic instabilities .of this chemical 
system. Scme preliminary experiments in .our laboratory indicate that similar 
t.ori could be .obtained after a Hcpf bifurcaticn .of a limit cycle in perfec t 
agreement with the thecretical predicticns. 

Aknowledgements : The interpreticn .of the experimental data was enlightened 
by numercus discussicns with A. ARNEODO, C. TRESSER and H.L . ~NNEY. This 
research is suported by D. R.E . T, ccntract 83/1332. 
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The occurrence of well-oderedstructures in physical systems 
submitted to some forcing is a manifestation of an instability 
which affects one of their normal modes. The dissipative 
structure which appears results from a nonlinear saturation of 
this instability. Such a transition presents some analogy with 
phase - transition phenomena[lJ. When the value of the control 
parameter is close to the critical transition value, the temporal 
evolution of the amplitude of the mode is governed by an 
"universal" (normal form) first order equation like that given by 
Landau for the initial development of instability in fluids[2,31. 
In more complicated cases, there will exist, in parameter space, 
polycritical surfaces on which several modes may simultaneously 
become marginally unstable [4,5]. In neighborhoods of such 
surfaces, the dynamics is governed by coupled ordinary 
differential equations for the amplitude of the nearly marginal 
modes, which generalize the Landau equation to problems of 
competing instabilities [6-101. In such cases the temporal 
evolution of the system may become increasingly complex, e.g. 
relaxation oscillations, quasiperiodic and even chaotic behavior 
[51. 

Various scenarios to "strange attractorn like behavior have 
been experimentally observed in the Belousov-Zhabotinsky reaction 
in an open flow system, i.e. a continuous stirred tank reactor 
[11-19]. We propose a global interpretation of these transitions 
to chaos in terms of the competition between three instabilities. 
In the neighborhood of the polycritical surface w~ study the 
normal form which describes this interaction. We limit our 
investigation to experimental paths which are characteristic of 
the variety of dynamical behavior one can encounter in this region 
of parameter space. 

We first follow a path along which two among the three 
instabilities enter the competition, namely an oscillatory 
instability (Hopf bifurcation) and a stationary (hysteresis) 
instability whose interaction can give rise ,to an attracting 
invariant torus [20,21]. When the control parameter (flow rate) 
is varied we observe, after several frequency lockings, some 
stretchings and foldings of the toroidal surface which confirms the 
a lost of differentiability of the torus into chaos. While the 
second frequency decreases to zero, the center hole of the torus 
shrinks to a thin tube, and the trajectory spends more and more of 
its time nearly stationary in this inner part of the torus before 
ending on a steady state. Such an evolution of the dynamiCS is 
likely to be relevant to explain the history of the fractal torus 
observed in the Bordeaux experiment [131. 

Then we 
proceeds via 
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bifurcations [22-24]. As we vary the control parameter, the 
strange attractor displays a more pronounced spiralling shape. 
This is characteristic of the chaotic behavior which occurs close 
to certain homoclinic conditions [5,25,26]. A typical 
one-dimensional map, associated with these attractors, presents 
several humps. Maps with double extrema have been extensively 
studied in the literature. When one varies the parameters in the 
model, one may encounter other phenomena such as transitions from 
periodic to chaotic regimes according to the Pomeau-Maneville 
theory of intermittency [27] and also discontinuous transitions 
between attractors with hysteresis [28,29]. Experimental evidence 
of a single humped 10 map have been obtained in the B.Z. reaction 
in the chaotic regime that immediately follows the few 
period-doubling bifurcations of the relaxation oscillation 
detected in a Texas experiment when decreasing the low rate [11]. 
With further decrease, preliminary results [30] actually suggest 
that a second hump appears in the reconstructed 10 map which lends 
strong support to an interpretation of the data in terms of the 
chaotic behavior which occurs on the way to homoclinicity as 
predicted by Shil'nikov [26]. 

We finally emphasize that there is, so far, no experimental 
evidence of a temporal evolution which does not fit our 
description in terms of the competition between three 
instabilities. Therefore it looks very promising to us.e normal 
form approach [7-10] to reduce the order of the F.K.N. model [31] 
by selecting the relevant instabilities which control the dynamics 
of this chemical reaction. 

In consideration of editors requirement to 
publication to short communication, this paper has 
an extended abstract of a more complete and detailed 
published in [32]. 

References 

limit the 
to be seen as 
review to be 

1. S.K.Ma,Modern Theory of critical phenomena (Benjamin, Reading, Mass. 
(1976 ) 

2. L. Landau, Doltl. Akad. Nauk SSSR~, 339 (1944) 
3. L. Landau and E. M. Lifshitz, Fluid Mechanics, 103 (Pergamon Press, 

Oxford, 1959) 
4. P. H. Coullet and E. A. Spiegel, SIAM J. Appl. Math. 43, 775 

(1983 ) 
5. A. Arneodo, P. H. eoullet, E. A. Spiegel and C. Tresser, 

Asymptotic chaos, preprint (1982) to appear in physicaD 
6. H. Haken, synerqetics, 194 (Springer Verlag, NY, 1978) 
7. J. Guckenheimer and P. Holmes, Nonlinear Oscillations, DyQamical 

systems and Bifurcations of Vector Fields (Springer Verlag, Berlin, 1984) 
8. V. I. Arnold, Supplementary chapters to the theory of ordinary 

differential equations (Nauka, Moscou, 1978) 
9. H. Poincare, Thesis-1879, Oeuvres (Gauthier-Villars Paris, 1928), 

p.1-69. 
10. G. O. Birkhoff, in Dynamical systems, A. M. S. Publications, 

Providence (1927) 
11. J. C. Roux and H. L. SWinney,in Nonlinear Phenomena in Chemical 

dynamics, A. Pacau1t and C.Vida1 eds (Springer, Berlin, 1981), p.38. 
R. H. Simoyi, H. L. SWinney and A. Wolf, Phys. Rev. Lett. ~, 
245 (1982) 

12. Y. Pomeau, J. C. Roux, A. Rossi, S. Bachelart and C. Vidal, J. 
Phys. Lett. ~, L271 (1981) 

147 



13. J. C. Roux and A. Rossi in this volume 
14. R. A. Schmitz, K. R. Graziani and J. L. Hudson, J. Chern. Phys, 

71, 3040 (1977) 
15. J. L. Hudson, M. Hart and O. Marinko, J. Chern. Phys, 71, 1601 

(1979 ) 
16. J. L. Hudson and J. C. Mankin, J. Chern. Phys. 74, 6171 (1981) 
17. C. Vidal, J. C. Roux, A. Rossi and S. Bachelart, Ann. N. Y. 

Acad. Sci. 357, 377 (1980) 
18. J. C. Roux, J. S. TUrner, W. O. McCormick and H. L. SWinney,in 

Nonlinear Problems: Present and Future, A. R. Bischop ed (North-Holland, 
Amsterdam, 1982), p.409. 

19. J. C. Roux, R. H. Simoyi and H. L. SWinney, Physica 80, 251 (1983) 
20. W. F. Langford, in Nonlinear Dynamics and Turbulence, ed G.looss and 

O. O. Joseph, Pitman Press, (1982) 
21. W. F. Langford. Proceeding of the conference on Numerical Methods for 

Bifurcation Problems.Oniv.Dortrnund(1983) 
22. M. J. Feigenbaum, J. Stat. Phys. 19, 25 (1978); 21, 669 (1979) 
23. P. COullet and C. Tresser, J. de Physique, colloque !2, 5 (1978) 
24. C. Tresser and P. Coullet,C. R. Acad. Sc. paris,~, 577 (1978) 
25. A. Arneodo, P. H. COullet and C. Tresser, Comm. Math. Phys. 79, 

573 (1981); J. Stat. Phys. 27, 171 (1982) 
26. L. P. Shil ' nikov, SOy. Math. Dokl. 2, 163 (1965); Math. USSR. 

Sbornick, 10, 91 (1970) 
27. Y. Pomeau and P. Manneville, Comm. Math. Phys. 74, 189 (1980) 
28. C. Tresser, P. Coullet and A. Arneodo, J. Phys. Lett. !l, 243 

(1980 ) 
29. S. Fraser and R. Kapral, Phys. Rev. A25, 3223 (1982) 
30. K. COffman, H. L. Swinney, J. C. Roux and W. O. McCormick, 

Private Communication. 
31. R. J. Field, E. Koros and R. M. Noyes, J. Am. Chern. Soc,.2!, 

8649 (1972) 
32. J. C. Roux, P. Richetti, A. Arneodo and F. Argoul preprint 1984, 

to be pUblished in Journal de ~canique et de Techniques Appliqu~es. 

148 



Part V 

Noise Effects 



Noise Induced Transitions 

Werner Horsthemke 

Center for Studies in Statistical Mechanics, Department of Physics 
University of Texas, Austin, TX 78712, USA 

1. Introduction 

In this paper I will deal with the effect of external random perturbations, "noise", 
on chemical systems and other open nonlinear systems. As a concrete example let us 
consider a CSTR. This is an open system and as such sUbject to external constraints, 
namely the concentrations of the chemical species in the feed streams, the flow rate, 
the stirring rate, the temperature, and the incident light intensity in the case of 
a photochemical reaction. These external constraints characterize the state of the 
environment of the open system and will, in general, fluctuate more or less strongly. 
Such environmental fluctuations are particularly important for natural systems; here 
random fluctuations are always present and their amplitude is not necessarily small 
as in laboratory systems. In the latter systems the experimenter will of course try 
to minimize the effect of random perturbations, though it is impossible to eliminate 
noise completely. Clearly, random external noise is ubiquitous in open systems, but 
this fact by itself would hardly warrant a systematic study of the effects of exter­
nal fluctuations. The questior, is whether noise is more than a mere nuisance we have to 
live with. Is there any hope of finding interesting physics? The intuitive, and 
wrong, answer would be negative: The system averages out rapid fluctuations and the 
only trace of external noise would be a certain fuzziness in the state of the sys­
tem. Of course, if the state of the system becomes unstable, the fluctuations ini­
tiate the departure from the unstable state. Then the dynamics of the system take 
over and the system evolves to a new stable state. Besides these trivial effects 
of random fluctuations, external noise can give rise to unexpected and interesting 
phenomena. Noise can change the stability properties of a system, namely stabilize 
or destabilize a steady state. This effect was first theoretically predicted in 
studies on oscillations in radio circuits [1], on the survival of populations [2], 
and on oscillating enzyme systems [3]. Even more surprisingly, external noise can 
create new states which nev~ exist under deterministic environmental conditions [4]. 
Clearly, there is interesting physics to be found in a study of noise-induced phe­
nomena. 

The organization of this paper is as follows: First I will discuss the modeling 
of nonlinear systems coupled to a noisy environment. Then I will highlight the main 
theoretical results and I will conclude by mentioning problems currently under study 
and experimental results on noise-induced transitions. More d~tai1s on most of the 
aspects of noise-induced phenomena discussed here can be found in the recent mono­
graph [5]. 

2. Modeling Systems with EXternal Noise 

For the sake of clarity I will discuss the effect of external noise in as simple a 
case as possible. I will therefore assume that the system has the following three 
properties: i) It is spatially homogeneous. This corresponds to the limit of fast 
transport. ii) The system is macroscopic and can be described by intensive varia­
bles. This corresponds to the thermodynamic limit and implies that any finite size 
effects, such as internal fluctuations, can be neglected. iii) The state of the 
system can be described by one variable. This is only a point of mathematical con­
venience; explicit analytical results can be obtained for one variable systems. 
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These three properties imply that the evolution of the system can be modeled by 
the following kinetic equation: 

i(t) = f(x,A) = hex) + Ag(X) (1) 

Here x denotes the state of the system at time t, for instance the concentration of 
a chemical species in the reactor. A is the external parameter which we will let fluc­
tuate later on. The other external constraints are not explicitly written in (1). 
In most applications f is nonlinear in x but linear in A. This is the only case I 
will consider in the following. Nonlinear external parameters can be treated as is 
shown in [5]. Associated with (1) is a typical time scale, Tmacro' which is char­
acteristic of the macroscopic evolution of the system. 

In order to take into account the influence of external noise, we will take (1) 
as our starting point and replace A by a random process. In other words, (1) de­
scribes the system for a deterministic environment and is obtained as the amplitude 
of the external noise is made to vanish. The fact that the external ~arameter be­
comes a stochastic process implies that the state of the system at a given instant 
of time is a random variable. The state is no longer characterized by a simple num­
ber but by a probability distribution. To model the external noise, we assume that 
the environment has the following three properties: i) It is stationary, i.e. in 
particular 

(2) 

Here < > denotes the mathematical expectation or average. Stationarity is assumed 
in order to assess the effects of noise separately from any effects due to a sys­
tematic evolution of the environment. Furthermore, this assumption is fulfilled in 
most applications to a good degree of approximation. We write the external noise as 

(3) 

where Zt is now a process with mean value zero. ii)a) If the noise is not deliber­
ately put on the system by an experimenter, we will assume that Zt is Gaussian dis­
tributed. This is justified by the Central Limit Theorem: The external parameter 
represents the cumulative effect of a large number of small, additive contributions, 
which are at most weakly coupled. b) If the experimenter wishes to study the ef­
fects of external noise by deliberately randomizing an external constraint, then the 
so-called dichotomous noise is often used. In this case, Zt takes on only two val­
ues, 

(4) 

Such a noise is easy to generate electronically. iii) Since we are interested in 
macroscopic systems, we will observe the system usually only on macroscopic time 
scales. It is then reasonable to assume that Zt is a Markov process. Furthermore, 
it has been argued that a non-Markovian noise will not introduoe any essentially 
new physics into the problem [5]. Properties i) - iii) uniquely specify the noise 
process. In the case of ii)a) we find, in light of DOOB's theorem [6] ,<that Zt is 
given by a stationary Ornstein-Uhlenbeck process, i.e. it obeys.the following Lan­
gevin equation: 

(5) 

This equation was originally introduced to model the velocity of a Brownian parti­
cle. ~t is Gaussian white noise, 

(6) 

It is a very irregular process with no memory at all. As indicated by the fact that 
its correlation function is a Dirac delta function, i.e. a generalized function, 
Gaussian white noise is a generalized stochastic process. The use of generalized 
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random processes can be avoided and we can work entirely in the framework of ordi­
nary stochastic processes by exploiting the fact 

t 
f !; ds = Wt (7) o s 

Here Wt is the Wiener process, which describes the position of a Brownian particle, 
and which is characterized by 

0, 

and 

p(w,tlu,s) = [2TI(t-s)]-t exp{- 1 (W_U)2} 
2 t-s 

(8) 

(9) 

p(w,tlu,s) is the probability density to find a value w for Wt knowing that Ws = u. 

Multiplying (5) formally by dt and using (7), we obtain the stochastic differen­
tial equation (SDE) 

The probability density of Zt obeys the following evolution equation: 

dtp(Z,t]zo,O) = -dz(-yz)p(z,tlzo,O) + ~ dzzcr2p(z,tlz o'0) 

(10) 

(11) 

This type of equation is known as a Fokker-Planck equation. The stationary solution 
of (11) is given by 

ps(z) = [2TI(cr2 /2Y)]-! exp{- ~ (cri;2Y) } (12) 

If the Ornstein-Uhlenbeck process is started with this probability density, then it 
is a stationary process and 

<Zt> = 0, <ZtZt+T> = ~~ e-Y1T1 = CiT) (13) 

The correlation time, which characterizes the memory of the environment, is given by 

-1 
Tcor = Y 

The power spectrum of Zt is 

1 f -ivT S(v) = ~ e C(T)dT 

Thus in case ii)a) we have 

or multiplying by dt: 

[h(Xt ) + ~g(Xt)]dt + Ztg(Xt)dt 

-Ztdt + crdWt 

(14) 

(15) 

(16) 

(17) 

(18) 

Here time has been rescaled, so that Y=l. (The case ii)b) will be discussed later.) 
The joint probability density p(x,z,t) for the system and its environment obeys the 
following Fokker-Planck equation: 

- cr2 
dtp(X,z,t) = -dx[h(x) + Ag(X) + zg(x)]p(x,z,t) - dZ(-Z)p(x,z,t) +"2 dZZp(X,z,t) 

(19) 
After the system has been coupled to the environment for a sufficiently long time, 
it will, in general, settle down to a steady state. To describe this state, we have 
to find the stationary solution, Le. dtP=O, of (19). It turns out that this is, 
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in most cases, an intractable problem. However, headway can be made by realizing 
that often the external noise is very rapid, i.e. 

T < < T 
cor macro 

(20) 

It is then tempting to pass to the idealization of T cor = o. In other words, we would 
like to approximate the real system and environment by an approximate one in which 
the external noise has no memory. Obviously, such an approximation would only be 
any good if the essential features of the real system are preserved. This requires 
some circumspection. Similaxly to taking the thermodynamic limit of a macroscopic 
system, we have to replace the real system and environment by a series of equivalent 
systems and environments in which Tcor goes to zero. As shown by BLANKENSHIP and 
PAPANICOLAOU [7], this can be done by speeding up the noise, namely considering it 
on the faster time scale t/E2, Zt .... Zt/E 2 , with 10 .... 0 and by scaling up the amplitude 
of the noise by a factor liE. This amounts to replacing (17) and (18) by 

1 
[h(Xt ) + Ag(Xt)]dt + 10 Ztg(Xt)dt (21) 

(22) 

The Fokker-Planck equation (19) reads then: 

- 10 
-dx[h(x) + Ag(X)]p (x,z,t) 

1 10 
-"E dxzg(X)p (x,z,t) 

1 0 2 10 
+'E:!" [dzZ +2 dzz]p (x,z,t) (23) 

The limit 10 .... 0 is known a:':lthe Gaussian white noise limit, since we have for the 
power spectrum SE(V) of 10 Zt/€2: 

S€(V) _ 0 2 1 .... 0 2 (24) 
- 2')[ €4V 2 + 1 2')[ 

The form of (23) suggests that we try the following perturbation expansion: 

(25) 

This perturbation expansion is known as the wide band perturbation expansion [8,5]. 
I will skip the technical details here and just present the main results. It turns 
out that to lowest order the joint probability density factorizes 

(26) 

as it should, since the system and environment are independent at the same instant 
of time in the white noise case. Ps(z) is given by (12) and p(x,t) obeys the Fokker­
Planck equation 

(27) 

(Prime denotes derivative with respect to x.) The stationary solution of (27) is 
given by 

X 

-1 {2 fh(Y)+Ag(y) } 
Ps(X)=Ng (x)exP02 g2(y) dy (28) 

Here N is a normalization constant and Ps(x) exists if N is finite. 

3. Noise-Induced Transitions 

The phenomenon of nonequilibrium transitions for non fluctuating environmental con­
ditions is by now a familiar one and well understood [9,10]. A transition corre­
sponds to a qualitative change in the state of the system. For instance, a steady 
state may lose stability for a certain value of the external parameter and new bran­
ches of stable states bifurcate. In direct analogy we will say that a nonequilibrium 
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transition occurs in a system with noise, if the state of the system changes quali­
tatively. As discussed above, the state of the system is a random variable and can 
thus be characterized by a probability distribution. In order to determine when a 
transition occurs, we need to monitor ps(x) for qualitative changes. To do so, we 
need to find a suitable indicator. As we deal with a probability distribution, mo­
ments come to mind. Consider however the simple Landau equation 

x = AX - x 3 = f(x,A) (29) 

Here X £ [0,00) and A £ (_00,+"'). This equation is frequently encountered in modeling 
equilibrium and nonequilibrium critical phenomena. In the deterministic case we 
have for the steady states x 

f(x,A) = 0 x = 0, and x = ±/\ if 1->0. 

A stability analysis shows that x = 0 is stable for A < 0 and loses its stability at 
AC = 0, where two new stable branches x = ±v1" bifurcate. Let us now take into account 
other rapid degrees of freedom in the system by adding a white noise term 

(30) 

We have 

ps(x) = N exp{~ (A x2
2 _ ~4)} (31) 

It is easily verified that for A < AC = 0, p (x) consists of a single peak centered on 
x = 0, whereas for A > 0, Ps (x) consists of ~wo peaks centered on +/A and -/\. This 
transition is however not reflected in the moments of p (x). We have - s 

for all A (32) 

and <x2n> are infinitely often differentiable with respect to the bifurcation para­
meter A. Clearly, the transition of the system cannot be detected by monitoring the 
moments. Moments are na~ a reliable indicator of nonequilibrium transitions. Fur­
thermore, moments are a bad choice also on general theoretical grounds, since moments 
often do not characterize a probability distribution uniquely [11]. It is obvious 
from the above example that the appropriate indicator of a transition are the extrema 
of the probability density: i) They reflect the qualitative features of ps(x), for 
instance if ps(x) ~s single-humped or multi-humped. ii) It can be shown that xm 
converges towards x as the noise is turned off; see below. iii) The maxima are the 
most probable values and are preferentially observed in an experiment; they corre­
spond, so to speak, to the "phases" of the system. 

In the white noise limit the extrema of the system are given by 

(J2 ~ 
[h(xm) + ~g(xm)] -:r g (xm)g(xm) = 0 (33) 

We have to distinguish two types of noise: i) additive noise, g (x) '= const. In this 
case the effect of the external noise does not depend on the state of the system. 
Since g~ = 0, (33) reduces to the equation for the deterministic steady states x. 
Thus 

x '= x 
m 

for all (J2 

This gives further support to our identification of xm with the "phases" of the sys­
tem. ii) mUltiplicative noise, g(x) ~ const. In this case the effect of the ex­
ternal noise is modulated by the state of the system. For small noise intensities 
(J2 the term g~g in (33) may be neglected and we find that xm % x. However, if (J2 

becomes larger and if g~g is sufficiently nonlinear compared to hand g, then the 
extrema xm can be very different, in number and location, from the deterministic 
steady states. Since this change in the behavior of the system arises without any 
changes in the systemic parameters but simply by varying the noise intensity, we 
have called this phenomenon a noise-induced transition. 
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Noise-induced transitions have been studied theoretically in quite a few physical 
and chemical systems, namely the optical bistability [12,13,5], the Freedricksz tran­
sition in nematics [14,15,16,5], the super fluid turbulence in helium II [17], the 
dye laser [18,19], in photochemical reactions [20], the van der Po1-Duffing oscilla­
tor [21] and other nonlinear oscillators [22]. Here I will present a very simple 
model which exhibits a noise-induced critical point. The so-called genetic model 
was first discussed in [4]. I will not describe its application to population ge­
netics in this paper, see [5] for this aspect, but use a chemical model reaction 
scheme: 

* A + X + Y t 2Y + A 

* B + X + Y t 2X + B 

* * 

(34) 

where A, B, A , and B are assumed to be in large excess. The total number N of X 
and Y particles remains constant in the scheme (34) and we find for the fraction of 
X particles in the system the following kinetic equation 

1 
x = 2 - x + Ax(l-x) (35) 

with x E [0 ,1] and A E (-00,+00). The steady states of (35) are 

x = -A [A-I + v'l+12] (36) 

In other words, for each value of the external parameter A, which is a combination 
of the concentrations of the major reactants and the kinetic constants, there is ex­
actly one steady state; this state is globally stable. Thus the genetic model (35) 
does not display any transition for deterministic external constraints. Assume now 
that the concentrations of A and B fluctuate rapidly, which in turn implies that A 
fluctuates. In the Gaussian white noise idealization, we obtain from (33) the fol­
lowing equation for the extrema of the stationary probability density: 

1 0 2 
2 - xm + AXm (1 - xm) - T xm (1 - xm) (1 - 2xm) = a 

Consider the case that A = O. Then in the deterministic situation x 
we find for the system with external noise that 

1 
2' and 

1 2 [1 ± 11 - (4/0 2 ) ] for 0 2 > 0 2 = 4 - c 

1 
2· 

(37) 

From (37) 

(38) 

The system with external white noise has a noise-induced critical point at Ac = 0, 
0 c 2 = 4, Xc = 1/2. For 0 2 < 4, the stationary probability density has a single peak 
centered on xmo = 1/2. At (}2 = 4, this maximum becomes a doublle maximum and for 0 2 >4 
it splits in two; the probability density becomes double-humped. The external noise 
has induced bistable behavior, which does not exist for deterministic external con-
straints. Like equilibrium critical 
characterized by critical exponents. 
parameter is given by 

m = x - x m 
+ 

We have 

m"-' 102 - 0 C 

m"-' A1 / 3 

and 

2 for A = A = a 
c 

for 0 2 = 0 2 = 4 
c 

behavior, the noise-induced critical point is 
According to our discussion above, the order 

Le. B 

Le. cS 

1 
2 

3 

(39) 

(40) 

(41) 

Le. y y 1 (42) 

We find the classical or Landau values for the critical exponents, which is expected, 
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since our model excludes any spatial inhomogeneities. To characterize the dynamics 
near the noise-induced critical point, define a time tc at which an initially single­
humped probability density develops a double maximum and becomes double-humped. It 
has been shown [5] that 

for 0 2 > 0 2 
C 

i.e. tc diverges logarithmic.ally as the critical point is approached. 

4. Dichotomous Noise and Poisson White Noise 

Let us now consider the case ii)b), i.e. the two-state noise case. This noise is 
also known as the random telegraph signal. It is characterized by the following, 
so-called, Master equation 

(43) 

a is the average frequency of transitions from ~+ to ~_ and S is the average frequen­
cy of transitions from ~_ to ~+. Let T~+ and T~_ denote the random waiting times in 
state ~+ and ~_, respectively. These random times are exponentially distributed, 
i.e. 

PT (t) = ae -at 

~+ 
(t) 

The stationary solution of (43) is 

Ps (~+) = ~ 
with 

y a + S 

p (~ ) =::. 
s - y 

-St 
Se (44) 

(45) 

(46) 

If the dichotomous noise is started with the probability (45), then it is stationary 
and 

<Z > = ! (a~ + S~+) 
t y 

C(T) = as (~ _ ~ )2 exp(-yITI) 
y2 + 

Since we have to impose <Zt> = 0, according to (3), we find that 

(47) 

(48) 

(49) 

has to hold. In [5] the equation for the probability density of a system subjected 
to dichotomous Markov noise has been derived: 

-d f(x,X)p(x,t) + aSy-2(~ _6+)2 d g(x) 
x x 

1 dt~exp{-[y + dx(f(x,;\) + Ig(X»](t-e)} (50) 

-1 --
where I=y (S~_+a~+) and recall that f(x,)..)=h(x)+)..g(x). Further, the operator 
dX acts on everything to the right of it. The memory kernel in (50) indicates that 
the system is described by a non-Markovian process Xt • In fact, it holds that Xt is 
Markov if and only if Zt is white. Contrary to the case of ornstein-Uhlenbeck noise, 
(19), the stationary solution of (50) can be found in an exact explicit way: 

(X -N g(x) ex {_ T f(y) d} (51) 
Ps ) - (f(x)+~+g(x» (f(x)+~_g(x» p y) (f(g)+~+g(y» (f(Y)+~3(Y» y 

forxEUwithU=[x(5;+~ ),x(ji+~+)] andp (x)=O forx¢U. - s 
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The white noise limit can be discussed directly in this case. The speeding up of 
the noise corresponds to letting y go to infinity and the scaling up of the amplitude 
to letting ~+ go to infinity. If the noise is symmetric, i.e. 

~+ - ~ (52) 

then the Gaussian white noise limit, already discussed in section 2, is obtained if 
~2/y const = cr2/2. In the asymmetric case, Poisson white noise is obtained if 
~++oo, a+ oo such that ~+/a = const = w [23]. The requirement (49) implies that ~_ 
= -Sw. Note that the area of a ~+ pulse, ~+ • T~+, is exponentially distributed, ac­
cording to (44). Thus in the white noise limit, we have the following picture: The 
noise spends essentially all the time in the state ~_ = -Sw. With an average fre­
quency of S, this state is interrupted by a Dirac delta spike with a weight that is 
a random variable. The weights are exponentially distributed with mean value w. 
The Poisson white noise limit of (50) is 

d~.p(X,t) = -dxf(x,\)p(x,t) + SW2 d g(x) [l+wd g(x)]-ld g(x)p(x,t) , x x x--

whose stationary solution is given by 

ps(x) = N[f(x,\) - Swg(x)]-l exp{- ~ j g(y) [f~~1"!~Wg(y)] dY} 

for x E: U. The equation for the extrema of (54) reads 

[hex )+\g(x )]-Sw2g~(X )g(x) +w[h~(x )+:>::g~(x )]g(x) = 0 m m m m m m m 

(53} 

(54) 

(55) 

since Poisson white noise is bounded from below by -Sw, contrary to Gaussian white 
noise, it is particularly useful in modeling situations where the parameter should 
remain positive for physical reasons. This can be achieved by imposing that X> Sw. 
To illustrate the application of Poisson white noise, consider the simple photochem­
ical model 

A + X -:t. 2X 
(56) 

X + hv -->- C 

Here again A is in large excess and C is immediately removed from the reactor. With 
suitable scaling, the kinetic €quation for the concentration of X reads 

x = Ax - x 2 - kI(I_e-ax) (57) 

I is the incident light intensity and a is the absorption coefficient times the sam­
ple thickness. Let us briefly discuss t~e steady states of (57) for nonfluctuating 
light intensity. x = 0 is a solution of x = 0 for all values of I. For large enough 
I, x = 0 is stable. This is the expected result, since X is photochemically degra­
ded. As I is decreased, x = 0 becomes unstable and the intermediate can accumulate 
in the reactor. x = 0 loses stability at 

Id = 1:... 
o ka (58) 

At this point a new branch of nontrivial steady states bifurcates. A bifurcation 
analysis shows that this new branch can emerge s~critically or supercritically, de­
pending on the value of A. For A> Ag with 

(59) 

the bifurcation is s~critical, i.e. the new branch exists for values of I greater 
than I~. These states are unstable till the branch turns around at some Iu and be­
~omes stable. We have thu~ for I~ < I < Iu bistability; a nonzero stable steady state 
x coexists with the state x = O. For A < Ag the bifurcation is supercritical; i.e. 
the new branch exists for values of I smaller than I~. This branch is stable. Let 
us now study the effect of light intensity fluctuations on the loss of stability of 
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the trivial branch x ~ 0 and on the point where the bifurcation changes from subcri­
tical to supercritical behavior. Obviously, I should always be a positive quantity. 
Thus, Poisson white noise is more adequate than Gaussian white noise to model rapid 
fluctuations in the incident light intensity. Let I denote the mean value. Then 
to guarantee positivity, we require 

Sw < I 

Applying (55) to our model (57), we find that xm ~ 0 ceases to be a maximum at 

The transition changes from subcritical to supercritical at 

A ~ 3. [1 - 3kwa - Sw2 k 2 a 2 + 2k2 w2a 3] [1 - kwa]-l [1 - 2kwa]-1 
c a 

~ Ad _ 2Sw2k 2a 2 - 36k2 w2a + O(w3 ) 
c 

(60) 

(61) 

(62) 

(63) 

It is interesting to compare these results to those we obtain if we use the, in this 
case "unphysical", Gaussian white noise: 

d (}2 
10 -""2 ka 

(64) 
A 

c 

We see, as was to be expected from the form of (55), that qualitatively the same re­
sult is obtained, as long as the noise intensities are small. (We expect that at 
large noise intensities the particularities of the nature of the noise will be more 
pronounced.) In fact, Gaussian white noise underestimates the shift in 10 and A • 
It follows easily from the above expressions that in general Poisson white noisec 

converges to Gaussian white noise, as S ->- 00, w->- 0 such that Sw 2 ~ const ~ (}2 /2. 

5. Conclusions 

So far we have discussed noise-induced transitions only in the white noise limit. 
Naturally, the question arises if these noise-induced phenomena are robust. In other 
words, are essentially the same phenomena observed for Tcor small, but nonvanishing? 
The answer is positive. Noise-induced transitions are no~ an artifact of white 
noise; they occur also for colored noise, i.e. for environments with nonzero corre­
lation times. This has been established by various techniques, namely the wide band 
perturbation expansion [8,5], the approximate Fokker-P1anck operator techniques [24], 
and approximate renormalized equations of evolution for Gaussian noise [25]. These 
methods are perturbation expansions and are limited to small Tcor . In order to ex­
plore the dependence of noise-induced phenomena on the correlation time for a wider 
range the dichotomous Markov noise has been used [26,27,5], since the stationary 
probability density can be calculated exactly for any value of the correlation time 
and any value of the noise intensity. Not surprisingly, the transition behavior is 
even richer under colored noise than under white noise. Besides studies on the 
influence of colored noise, the following problems are currently investigated: 
i) the dynamics of the system [28-33], ii) systems with two or more variables [34-
38], iii) the interaction between internal and external fluctuations [39,40], iv) the 
influence of fluctuations and stirring in a CSTR [41,42], v) the influence of exter­
nal noise in spatially distributed systems [43,44], vi) the effect of periodic ver­
sus random variations [45,46], and vii) the effects of noise on deterministic chaos 
[47] • 

Let me conclude by listing the experimental studies on noise-induced transitions 
and by expressing the hope that their number will increase in the future. At 
present the theoretical part of the field of noise-induced transitions is more de­
veloped than its experimental side. There is a clear need for more experimental 
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work. The first experiment in which a noise-induced transition was observed, was 
carried out by KABASHlMA, KAWAKUBO and coworkers [48]. They studied a nonlinear 
electrical circuit. The influence of fluctuating illumination on photochemical re­
actions was investigated experimentally by P. DEKEPPER and W. HORSTHEMKE [49] and by 
J. C. MICHEAU et al. [50]. Experiments on the effect of fluctuating electric fields 
on electrohydrodynamic instabilities in nematics have been conducted by various 
groups [51-53]. The experimental findings on the dye laser [54] were interpreted 
as noise-induced effects [18,19]. The first measurement of the critical exponents 
of a noise-induced critical point were carried out by MOSS and coworkers on a non­
linear electronic circuit [55]. 
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1. Introducti on 

Stochastically driven systems exhibit a variety of interesting nonequilibrium ef­
fects. These have been recently reviewed by HORSTHEMKE and LEFEVER [lJ and also 
addressed by other authors in this workshop. In this contribution we focus our 
attention on the role played by the internal fluctuations of a system driven by an 
external noise [2,3,4J. External noise effects are usually studied in the thermo­
dynamic limit in which internal fluctuations become negligible. This procedure 
assumes that the external driving noise completely dominates the fluctuations in 
the system. Nevertheless, a framework in which internal and external fluctuations 
are simultaneously considered is necessary to calculate finite size effects. With­
in such a framework a better understanding of the physical contents of "noise in­
duced transition" phenomena [lJ is obtained by investigating how changes in a sta­
tionary distribution induced by external noise are smoothed out by internal fluc­
tuations. A major novel outcome of the unified theory of internal and external 
fluctuations presented here is the existence of "crossed-fluctuation" contributions 
which couple the two independent sources of randomness in the system. 

2. External Noise in Master Equations 

We consider a homogeneous system with internal fluctuations modeled by a one­
step Markovian master equation. 

~p~~,t) '" [(E- -1) W+(N) + (E+ -1)WJN)JP(N,t):; r (.;e>N,N)P(N,t) (2.1) 

where E: = exp ~ ~N' We assume extensive transition probabilities W+(N) '" Vr+(x), 
W (N) '" Vr (x) with x '" N/V and V the volume of the system. In the thermodynamic 
limit a deterministic description emerges 

(2.2) 

External noise is usually modeled by considering the existence of random para­
meters in (2.2). In a more detailed description we model external noise by random 
parameters in the transition probabilities of (2.1): 

W+(N) '" W+~bN) + c( (t)W+,l(N) '" W+,o(N) + ;+(t)W+,l(N) (2.3) 

WJN) = W_~~N) + ~ (t)W_,l(N) = W_,o(N) "" ; Jt)W_,l(N) (2.4) 

where 0( (t) = ~ + ~+(t), ~ (t) = ~ + ,Jt) and ;~(t), t(t) are specified random 
processes. Eq. (2.1) with (2.3)-(2.4) is well defined as a master equation with 
stochastic transition probabilities as long as W+(N) and W_(N) are positive for 
all realizations of r+(t) and iJt). This positivity requirement ono«t), ~ (t) re­
stricts the possible choices of ; (t). In particular, Gaussian white noise cannot 
be consistently considered. A consistent choice for ;+(t)(j (t)) is a dichotomic 
Markov process [3J with amplitudeA+(AJ and inverse relaxation timeA+()..J. The 

* Permanant address. 
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positivity ofo«t) (S(t)) is guaranteed wheneverO(~A. (~~A.l. Another possible 
choice [4J is given oy a Poisson white noise of zero mean: ~(t) = 'i!."'(t) -AW. 
The Poisson white noise ZW(t) consists of a sequence of delfa peaks at random 
points in time. The average time difference between two peaks is controlled by ~ 
and the amplitude w of the peaks is distributed according to a probability den- _ 
sity 'p(w) with mean value W. The process ~(t) is bounded from below, ;(t)~ A w. 
When j (t) (r (t)) is given by a zero mean Poisson white noise characterized by 
). w t\ iiI)- the stochastic master equation is meaningful forc<;::,)..+w+,i:l: ~A_W_ +J + 1\-.1 - r 

With the substitutions (2.3) (2.4) in (2.1), P(N,t) becomes a_functional of r(t). 
A unified description of fluctuations is given by a probability.P(N,t) .de~ined as 
!he average of P(N,t) over the realizations of r(t). ~he equ~tlon satlsfled by 
P(N,t) is obtained averaging (2.1). In the case of a dlchotoml~ Markov process )+(t) 
(with y_(t)=O) we obtain an integrodifferential equation for P(N,t) [3J 

t _ 
;)t P(N,t)=~P(N,t) + ~+r.:.i lexP[-(A++ r: )(t-t')JI:;:1 P(N,t') dt' (2.5) 

where Po is defined as r in (2.1) but with W+(N) ,WJN) replaced by W+ o(N) ,W_ o(N) 
respectiveley and l1.i = (E -1)W+ 1 (N). In the thermodynamic limit ro -l>l Cl,,(r '\x)­
r (x)), r:,i~- dxr+ l(x) and (2.~J reduces to the standard description of exte~nal 
dlchotomic n~ise ' [1]. When considering white Poisson noise processes for 5+(t) 
and· }_(t), P(N,t) still satisfies a Markovian master equation [4J 

J t P(N,t) = r.. P(N,t) + A.[ \ eW"r+,itav -W .. ~.1 -lJ P(N,t) 

+ A_ [\ eW - r..,i1av - W-f-,1 -1] P(N,t) 
(2.6) 

where ro ,£:.1 are defined as above and r_,I= (E+-1) W_ (N). The average ~ ... \ av is 
over the realizations of the amplitudes vv+_. An important difference between (2.6) 
and (2.1) is that as a result of the consideration of external noise, (2.6) includes 
nonvanishing effective transition probabilities W(N ---. N± n) for any step size n. 
For example, for a multiplicative linear noise of the form W:t ,1(N) = a:l: N we find[4J 

W(N ± 1 - N) Wi-(N ± 1) +A:;:[ l±e-w:;tl+N(l-e+w+Q+)Jav (N±1)-w .. Q;(N±1)J (2.7) 

W(N ± n - N) A:d~(±j"e-W:;Cl;N (l-e+w:;)"J av (N±1) ... (N±n)/ nl J, n)l (2.8) 

The effect of white external noise in the master equation is then twofold: First, a 
modification of the one-step transition probabilities (2.7), and second the introduc­
tion of new transition probabil ities for n > 1. In the thermodynamic 1 imit, (2.6) be­
comes a partial differential equation for p(x,t) which involves derivatives of all 
orders with respect to x. It has the same form than (2.6) with the replacements r:- -'J,.(r+(x)-r_(x)), 1";,1 - -?, • .r+ ] (X)'r..,1 -~)\r_ l(x) [4J. An expansion a­
round this limit permits a systematic calculation of finite size effects. Alternative 
for~ulations of (2.5) and (2.6) can be given in terms of the generating function 
and Poisson representation associated with (2.1). 

A most interesting consequence of the unified description of fluctuations given 
by (2.6) shows up explicitly when considering the equations satisfied by the moments 
of P(N,t). For the sake of clarity, and although such equation's can be written quite 
generally, here we restrict ourselves to the two first moments for the example con­
sidered in (2.7)-(2.8) and with A+=O. Inclusion of a fluctuating parameter in W+ 
gives similar results. In terms of the variable x=N/V we find[4J 

dt <x) = <r+,o(x) - r_,o(x) + A_( l e-w_a-Iav -W_<A_- 1) <x> 

dt<i>= 2<x(r+ (x) - r (x))> +). (Je-<W-'L~ -2w..o._-1)<x2> 
,0 -,0 - 1 J av 

+v-l<r+ (x) + r (x) -A_V- l ( ~e-lW-o.- _e-w-tl-~ +w-ti-) <x,> 
,0 -,0 Jav 

(2.9) 

(2.10) 

Eq. (2.9) is the same that one obtains in the thermodynamic limit and it contains 
no contributions from internal fluctuations. The first term corresponds to the de-
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terministic limit and the second one is the external noise contribution. The first 
two terms in the r.h.s. of (2.10) have the same origin than in (2.9) bUt there are 
additional contributions from internal fluctuations which scale with V- . The third 
term exists in the absence of external noise. The fourth term is a "crossed-fluctua­
tion"contribution which couples external noise to the internal fluctuations of the 
system. This coupling effect is of special relevance for small systems and can only 
be obtained through a unified description of fluctuations. It can be seen that in 
general "crossed-fluctuations" contributions exist in the equation for <x) ~hen­
ever r+,l(x) or r_l(x) are nonlinear functions of x. In the equation for <x> 
in general "crossed-fluctuations" contributions only vanish for additive external 
noise. In this sense such contributions are a consequence of multiplicative (state 
dependent) external noise in a finite system. We note that this coupling effect also 
exists for external dichotomic Markov noise [3J and in the white noise limit of the 
theory [2J. It seems to be a consequence of any reasonable unified theory of fluc­
tuations. We finally remark that this effect is not obtained by simply adding a new 
noise term to the stochastic differential equation which describes external noise 
i·n the thermodynami c 1 i mit. 

3. Creation and Annihilation Process with Source 

As.an illustrative example of the general theory we consider a model of a nonequili­
brlum process with creation and annihilation of particles and a source term. Mathe­
matical details are given elsewhere [4J. The model is defined by the chemical reac­
tions [5J 

A + X C B + X - 2X (3.1) 

The chemical process is described by (2.1) with W+(N) = II( Vt 'I N, W_(N) ~ N. The 
same mathematical model has also been used in the context of maser amplification [6J 
and nuclear reactor modeling [7J. We consider random fluctuations of the annihila­
tion ~arameter ~ as given by (2.4) with y_(t) being a Poisson white noise. 

The stationary distribution of the model is shown in Fig. 1 in several circum­
stances. In the absence of external noise one has a smooth function defined for all 
values of N~O. This is rather different of the situation with external noise in the 
thermodynamic limit: We first consider the case ~ - y- AW) 0 for which the stochas­
tic damping coefficient ~ + !-(t)- ~ is always pQ.sitive. The stationary distribution 
is then defined in the interval (O,xo), Xo = 0(/( ~ - ~ -).w ), and it exhibits a tran­
sition at ~ = >.~= ~ - ~ -}.\iii . At this point in parameter space, the stationary dis­
tribution PstlXo) changes its value from 0 to 00 (Fig. 1). This transition is modi­
fied by internal fluctuations in a system of volume V. The distribution is then de­
fined for all valus of x ~O and no sharp changes of psdx) are found. For any fini­
te value of V the distribution goes smoothly to zero as x ~ co irrespective of the 
value ~f A . However, for a fixed and large value of V a smooth but important chan­
ge of Pst(x) still exists for A~~G . The height of the distribution at its maxi­
mu~ becomes significantly smaller when ~ becomes larger than A~ . If the value of 
V is decreased, internal fluctuations become dominant and destroy any remnant of 
the transition. For small values of V the stationary distribution is practically in­
dependent of the value of ).. . 

Hhen the parameters of the system are such that i- ~- AW'::O, a stationary distri­
bution only exists for ~ -~ > o. This condition is the same in the thermodynamic li­
mit than for a finite system. Also in both cases the stationary distribution is de­
fined in the interval (0,00) and no transition is found. Although the system reaches 
a.steady state the fact that the damping coefficient has negative realizations ma­
nifests itself in the divergence of the stationary moments <xm> st for m) mo= 
(l-~)/w(~-~+).w). Again, the value of mo is independent of the system size. 
The formal expressions for <xm) ( any m) are the same for~ - ~-).w~ O. The mean 
value and relative fluctuations are given by 

(x) st = 0( /[~ - '6 -}. W + AW/(l+ w)J (3.1 ) 
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c) V=lOOO, d) V=oo. Above ).=0.05 (V-~->.w>,,). Below >.=0.2 (~-~-).w 
< h). 

~ = - t otv (l+w)[(l+2wHl- ~ } - 2).w2] 

<2Xw4 _>'w2[(l+2w)~ - 2Cl+w)~] 
+ ----------------~----------

(3.2) 

<i< V(l+w)[(l+2w)( 1- ~) - 2>.w2] 

The mean value is independent of V. The first and second terms in the r.h.s. of (3.2) 
are the contributions from internal and external fluctuations respectively. The third 
term is the "crossed-fluctuation" contribution discussed earlier in general. 

We finally note that similar conclusions about the interplay of internal and ex­
terna 1 fl uctuations are obtained when consi deri ng fl uctuati ons in the source (0() or 
creation (~) parameters. Also in these cases a transition is smeared out by inter­
nal fluctuations. In these two cases the probability distribution in the thermodyna­
mic limit is defined for values of x larger than a boundary value. A change of behav­
ior at this boundary is found for a critical value of>' . Fluctuations of eland '6 turn 
out to have qualitatively the same effects. They are qualitatively different from the 
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previous case of ~-f1uctuations in which Pst(x) was defined for x <xo' It is interes­
ting to note that if one considers external gaussian white noise the situation is ve­
ry different. Because the realizations of gaussian noise are unbounded it is not po­
ssible to distinguish fluctuations of ~ from those of t in the thermodynamic limit. 
The only difference then is between additive (0() or multip1 icative (~.~) noise. We 
also remark that none of the transitions described above exists in the gaussian white 
noise case. Nevertheless, we expect that the white noise limit of the theory accounts 
for the main finite size effects in the calculation of averaged quantities like mean 
values and relative fluctuations. 
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1. I ntroducti on 

The influence of external noise on nonequilibrium systems can advance or delay the 
onset of oscillatory behaviour. Without drawing much attention, this phenomenon 
was apparently first described in the field of radio engineering [1-3] . KUTZNETSOV 
et al. [1] in a paper on the valve oscillator remark that the amplitude of the 
oscillations tends to zero if the intensity of the noise exceeds a certain threshold. 
Conversely, studying numerically the effect of substrate input noise on an oscilla­
tory enzymatic reaction, HAHN et al. [4] found that it may induce quasi-periodic 
behaviour under conditions where oscillations do not occur according to the deter­
ministic equations. 

More recently, while the interest in noise induced transitions is increasing 
(see e.g. [5-7] and the references cited therein), similar observations have been 
made by KABASHIMA et al. [8,~ and by DE KEPPER. In the first 
case, the system studied is an electrical parametric oscillator, the oscillations of 
which can be suppressed by turning on a random pumping current; in the second case, 
it is a light sensitive chemical oscillator (Brigg-Rauscher reaction) in which the 
light intensity fluctuations advance the occurrence of the oscillatory regime. 

On the theoretical side, the influence of external multiplicative noise·on a 
Hopf bifurcation has been investigated by EBELING and ENGEL-HERBERT [11] on various 
abstract model systems. These authors have shown that the direction in which the 
bifurcation is shifted by the noise depends on the model considered or on the para­
meter which is perturbed. The dynamics of fluctuations near a Hopf bifurcation with 
fluctuating control parameter has been analyzed by GRAHAM [12]. In this work, the 
external noise is added to the dimensionless parameters which appear in the univer­
sal normal form equation describing near a Hopf bifurcation, the deterministic 
dynamics on a long time scale. In that case, regarding the amplitude of the oscilla­
tions, it decreases with the intensity of the noise. 

The results we summarize in this short note demonstrate, for a given chemical 
model (Brusselator) and a given fluctuating control parameter, that the direction 
of shift of a Hopf bifurcation induced by external noise can be changed by acting 
on the speed of the noise relative to the speed of rotation of the system on its 
deterministic limit cycle. We use for this purpose the perturbation scheme,which as 
indicated recently [13] provides a method for solving in a systematic way the 
Fokker-Planck equation describing the kind of problem at hand. We conclude the note 
by commenting, in the light of the results mentioned above, on the conditions under 
which pure noise induced transitions (ripples) occur in this system. 

2. Influence of external noise speed on the direction of shift of a Hopf bifurcation 

We consider the Brusselator chemical reaction scheme 

A __ X, 2X+Y __ 3X, B+X __ Y+D, X -.. E. ( 1) 

Its evolution equations read 
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i< A-X+X2Y-BX 

Y BX_X2y 

and admit the unique steady state solution 

Xs = A, Ys B/A 

which undergoes a Hopf bifurcation at 

B = Bc = 1+A2. 

At the bifurcation point, the linear period of oscillation is equal to 

T = A-1. 

(2) 

(3) 

We now examine the behaviour of this system when the parameter B fluctuates. Let us 
assume that 

2 2 Zt 
Bt Bc+(: A (1+ A1/ 2K) (4) 

where € is a smallness parameter expressing the distance of the average <B> with 
respect to the deterministic bifurcation point, i.e. 

<B>-B c = €2A 2 I (5 ) 

with I = 1, 0, -1 according to whether Bt is on the average above, at or below the 
deterministic Hopf bifurcation point. Zt is a colored noise with zero mean value. 
We take it to be the Ornstein-Uhlenbeck process given by the stochastic differential 
equation 

YZt C5 
dZ t = - --z + iclWt· (6) 

K 

The correlation time and variance of the noise Zt are respectively 
2 2 'cor = K /Y and Var = C5 /(2y). (7) 

The scaling by the smallness parameter K in (4,6) is the appropriate procedure for 
taking the white noise limit of the noise or for studying its neighbourhood [5,14] . 
In the following we shall work in this limit, i.e. K _0, and without loss of 
generality let y = 1. Introducing the time scale 

, = At 

in which the unit time corresponds for B = B to one period of 
deterministic system and introducing polar c&ordinates through 

1/2 1/2 . X =A+€Au1/ 2cose, Y = <B>/A+€U 1/ 2(slne-Acose) 
=A+€Au c = <B>/A+€u (s-Ac), 

(2,3,6) can be rewritten as 

the rotation in the 
the transformation 

(9 ) 

d,u 2{€[ c3(j -A)u3/2+2c2su3/2]+€2(c2IAu_c4Au2+c3su2)+€3(c3IAu3/2)_ 

Z 1/2 2 2 - ~(€cAu +€ c Au) } 
A K 

2 3 1/2 -1 2 €f1+€ f2+€ f3-z(A K) (€gl+€ g2) 

f_z(A1/ 2K)-l g (10) 

dee -1+€[ C2S(A_j)u1/2_2cs2u1/2] +€2( -cSIA+c3sAu-c2s2u)+€3( -c2SIAu 1/ 2)+ 

Z (sA 2 + ~ €~2+€ csA) 
A K u 
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-1+Eh1+E2h2+E3h3+ ~(Eg1+E2g2) 
A K 

h+z(A1/2Kf1g 

dz = -z /(AK2)dT+o/(A1/ 2K)dW . T T T 

(11) 

(12) 

The Fokker-Planck equation giving the probability density of the triple (u,e,z) is 

aTP(u,e,z) = [-au(f- ~)-ae(h+ ~)+ -i(azz+ .z2 azz )] p(u,e,z), n = A1/2K (13) 
n 

In the following we shall analyze the stationary properties of (13) under conditions 
where the time scale corresponding to the relaxation towards the limit cycle is 
longer than the other two characteristic time scales of the system, i.e. 

2 2 -1 
Tmacro = (E A) »Tcor and T. 

We shall more particularly be interested in the effect of the speed of the external 
noise on the noise-induced Hopf bifurcation. We consider successively the two cases 
where the correlation time of the noise is shorter than the period of oscillation T 
or longer. 

2.1 The correlation time of the noise is shorter than the period of oscillation 

In this case 
T »T»T or (E2A2)-1»~»K2 

macro cor H 

so that 

n = A1/2K = (T /T)1/2«1 
cor 

(14) 

(15) 

is a smallness parameter. We write the stationary equation of (13) in term of the 
powers of n 

2 
~(azz+oL3zz)Ps(u,e,z) = [~(-aug+aeg)+auf+aeh] ps(u,e,z) (16) 
n 

and expand the solution of (16) as 

ps(u,e,z) = p~(u,e,z)+npi(u,e,z)+ .... (17) 

The perturbation scheme set up in this manner is exactly the wide band perturbation 
method described elsewhere [5,14]. To the lowest order in n, the solution of (16) 
can straightforwardly be written as 

(lb) 

where p (z) is the stationary probability density of the Ornstein-Uhlenbeck pro­
cess ana p~(u,e) is the solution of 

2 2 2 a a 2 a- a-
{;-(auug -2aeugg+ae~-aJ f+ ;-((aG)g-(a§)g)]-a e[ h+ ;-( (a§)g-(aG)g] }p~ = O. (19) 

(18,19) are intuitively evident: the limit n ~O amounts to replacing Zt by 
white noise in (10,11). 

To solve (19) we now make use of the smallness parameter which remains at our 
disposal and expresses the slowness of the radial motion towards the limit cycle. 
We thus write (19) and its solution in the form of an expansion in E: 

(20) 
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p~(u,8) = p~(u,8)+ EP1(u,8)+... . (21) 

After solving (20421) up to the order E2 (calculations therefore must be pushed 
up to the order E ), one conclydes that the reduced stationary probability 

br 
po(u) = 1 p~(u,8)d8 (22) 

o 
is given by (for A = 1) 

po(u) {l+E2[ 2C+Q(u)J }¢(u) (23) 

where 

¢(u) (24) 

Q(u) (25) 

and 

C 
1 00 

- 21 Q(u)¢(u)du. 
o 

(26) 

In the limit 0 2«1 and with 1, (23) admits a maximum urn' located at 
4 760 2 0 2 77 2 

urn ~ j - sr-E + Z-(jbE ). (27) 

Accordingly, under the conditions (14) the external noise on B advances the onset 
of the oscillatory regime as compared to the deterministic situation. 

2.2 The correlation time of the noise is longer than the period of oscillation 

Inequalities (14) are now replaced by 

(2(5) 

The appropriate parameter for expanding the Fokker-Planck equation and its solution 
is now 

n' = EA. 

At the lowest order in n', the solution is circularly uniform, i.e. one has 
p~(u,z) 

ps(u, ,z) = 2TT 

where p'(u,z) is the solution 
o 2 

3 f2E(Iu- ~ - ~ u)]p'(u,z) u ., n 0 

of 

Since 
lIT E«- and - = -- «1, 
n n T cor 

2 
- ~(3zZ+ ~ 3zz)p~(u,z) 

n 
= O. 

(29) 

(30) 

we look for a solution of (30) in the form of an expansion in powers of n. This 
yields at the lowest order 

p~(u,z) = ps(z)¢(u) (31) 

where ¢(u) is simply the solution of the Fokker-Planck equation of the one variable 
Verhulst model, namely 
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· 2 i 3u2 
.[ €TdUUdUU - du(Iu- --zr-)]¢(u) = O. 

It is well known that in that case the bifurcation is delayed by a shift proportio­
nal to the intensity of the noise. 

3. Comment on noise induced ripples 

We have shown using a Galerkin type of resolution scheme,that when the kinetic 
constant of the trimolecular step in (1) fluctuates, new pure noise induced transi­
tions become possible. For the sake of clarity let us recall for example that when 
A = 2, the extrema of the probab~lity density behave as represented in figure 1. 
um is plotted as a function of 0 and for the 
values of c indicated. The curves labelled 
1 correspond to the situation typical above 
the Hopf bifurcation. For small intensities 
(curve in the lower left corner) one sees 
that the noise suppresses the extremum cor­
responding to the usual limit cycle; this is 
the same behavior as in 2.2. Its amplitude 
which is equal to one (in normalizing with 
respect to 2he deterministic limit cycle, i.e. 
4~3) when 0 = 0, rapidly drops to zero for 
o = 0.1. Between 021 and ~0.6, no other extre­
mum is found. For 0 > 0.6, a new branch of 
physically acceptable extrema appears. The 
probability density exhibits a ripple sugges­
ting that a new kind of sustained periodic 
regime sets in. This 2branch of solutions does 
not disappear when € is equal to zero or even 
negative £but in absolute value smaller than 
B ). As € diminishes this pure noise induced2 
bfanch of extrema shifts to lower values of 0 , 

reaches the abscissa and finally the direction 
of the bifurcation reverses. 

It would be possible to verify these 
predictions using the perturbation expansions 
of the preceding section. Owing to their 
length, such calculations however are hardly 
feasible when the trimolecular constant fluc­
tuates. Nevertheless the results above indica­
te conditions for which the Galerkin procedure 

-Q2S 

- ____ 0 

----~f 
---

0.5 1.5 

Figure 1: extrema of the probabi~ 
lity density when the trimolecu­
lar const~nt fl~ct~ates. The va­
lues of €- are lndlcated on the 
curves. 

employed in [1 ~ can be expected to converge rapidly towards the exact solution. 
Indeed, this procedure is based on the assumption that to lowest order the statio­
nary probability density is nearly circularly uniform. We saw in 2.2 that this is 
the case when A » 1 and when the correlation time of the noise is longer than the 
period of the deterministic limit cycle. 
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Bistability 

J. Boissonade, J.e. Roux, H. Saadaoui, and P. De Kepper 

Centre de Recherche Paul Pascal, Domaine Universitaire 
F-33405 Talence Cedex, France 

1. Introduction 

During the past ten years the C.S.T.R. has been considered as the fundamental tool 
to study temporal behaviour of isothermal homogeneous chemical reactions maintened 
far from equilibrium. The control parameters generally are the concentrations in 
the input feed and the pumping rate kE = 1 , where T is the residence time of the 
reactor. The steady states are characterized by the concentrations of all species 
in the reactor. Bistability [1} and various types of oscillations l2] have been the 
basic phenomena explored by this technique. A system is bistable when there are two 
different steady states for the same set of control parameter values. The bistabi­
lity range extends necessarily on a finite range of kE values since at very large 
flows T is short with respect to the reaction time and the only steady state has 
the concentrations of the feed. The set of steady states which extends to kE = 00 

will be refered as the "flow branch", and the other one as the "thermodynamic branch" 
(we include exotic cases [3J). Figure 1 displays a typical bistability in the ran­
ge ki < k < ks (S or Z shape as well as positive or negative slopes of both branch 
are possible according to the specific system and the species chosen to characterize 
the steady state). Recent experiments [4,5,6J have shown that, even at stirring ra­
te usually considered as sufficient to guarantee homogeneity the bistability of the 
chlorite iodide reaction is very sensitive to this stirring rate. The two main 
outcome of these experiments are: i) When the stirring rate is decreased the cri­
tical switching value ks from the thermodynamic branch to the flow branch is drama­
tically shifted to lower values of the flow and the thermodynamic branch moves to­
wards the flow branch as shown on Fig.1 of ref. [6] ii) When performing the super­
critical perturbation the transition does not occur immediately, but the system 
remains on the initial branch during a time statistically distributed and long com­
pared to the residence time. This could suggest that the initial state is metastable. 
Various interpretations have been proposed to this effect of imperfect mixing. At 
first, it was suggested [4J that, if one considers turbulent mixing as an enhanced 
diffusion, these results are an experimental evidence for a nucleation process, in 
agreement with stochastic theories initially developed by PRIGOGINE and NICOLlS 
[7] and NITZAN et a 1. [8J (for more references see ref. [4J and [5J). In thi s theo­
retical frame, transition occurs when a fluctuation has a sufficient size to drive 
the whole system out of the initial state. Large diffusion rates favour damping of 
spontaneous fluctuations, increasing the required critical size. These theories 

2 

ki 
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predict a decrease of the effective bistability range when diffusion decreases and 
a metastability related to the time for a critical fluctuation to form. Such inter­
pretations could be supported by recent experiments by MENZINGER [9J but do not 
account for the shift of the thermodynamic branch and other experimental features 
reported in ref. [5J. HORSTHEMKE and HANNON [10, 11J interpret the results with a 
different stochastic theory, based on the dynamics of turbulent eddies in the 
reactor. 

Besides these stochastic interpretations, deterministic interpretations are pre­
sently developed: GRAY [12J, KUMPINSKY and EPSTEIN [13J ' propose systemic appro­
aches, commonly used in chemical engineering: several ideal reactors are coupled 
by conservative flows with expandable coefficients, so that by-passes or dead zones 
may be taken into account. NICOllS and FRISCH [141 use a quasi-Semenov equation in 
the limit of large diffusion coefficients and obtain a renormalization of kE. DEWEL 
et al. O~ use a phenomenological theory of turbulent mixing to study surface ef­
fects produced by the feed of the reactor. 

With the exception of nucleation theory, all the interpretations are related to 
inhomogeneous perturbations by the feed. We propose a very simple interpretation of 
the feed effect supported by numerical simulations. 

2. General Scheme 

We shall consider that the velocity field can be described as the superposition of 
a convective velocity field and a diffusion expressing the rate of turbulent mixing. 
For perfect mixing the diffusion coefficient D goes to infinity,so that the system 
is homogeneous. The injection has generally a small diameter di. Except for small 
flow rates.the velocity field is extremely large in the vicinity of the inlet,so 
that the convective transport is large in regard to the diffusive part. If we con­
sider a small volume, typically of size di, localized around the port, the concen­
tration inside are those of the feed or at least this small volume can be conside­
red as a small reactor with very large flow rates. In both cases, the stationary 
state of this volume belongs to the flow branch. In some respect it plays the role 
of a fluctuation in the nucleation theory. If the turbulent diffusion is not two 
large, this small "nucleus" tends to expand (or equivalently di is longer than the 
critical size) and drive the bulk into the stationary state on the flow branch. 
When the stirring rate is decreased, the flow branch is favoured. One could speak of 
a "forced nucleation" but this term is somehow misleading since the process is pu­
rely deterministic and the local perturbation due to the feed is permanent. The va­
lidity of the conclusions implies that the input flow is large enough to define the 
small volume above. This is certainly the case close to ks, where the flow becomes 
dominant compared to the reaction processes on a macroscopic scale. The transition 
is shifted to lower values of the flow rate. For the reverse transition at ki' whe­
re the flow is often very small and where the reaction process becomes dominant no 
definite conclusion can be drawn. We shall now develop these ideas on simple models 
and show that localized injection of reactants induces effects in qualitative agre­
ement with the experiments. 

3. The Model 

We use a three variables model, proposed previously [16J to account for a competi­
tion between an autocatalytic step an a non autocatalytic one: 

Kl 
B + X ->- 2X 

k2 
D + X ->- Products 

(M.1 ) 

If B,D,X are the concentrations inside the reactor, Bo ' Do, Xo the concentrations 
in the feed, and using mass action kinetics, the homogeneous evolution equations 
written: 

173 



dX 
dt = (k1 B - k2 D) X + kE (X o - X) 

dB 
dt = - k1 B X + kE (Bo B) (1) 

It was shown [16J that there are two stable stationary solutions for a proper choi­
ce of the control parameter values. With Xo = 20, Bo = 62.5, Do = 750, the system 
is bistable for ° ~ kE < 1.681 • These values are used in the rest of the work. One 
and two dimensional model-reactors were used. In a one dimensional reactor of length 
£, the convection velocity is all along equal to~. If the space is dis-
cretized into N identical cells, the equation for species CTin cell i is : 

dC' I ( ) .':'.::J.t = R. + D(C. 1 + C. 1 - 2C.) - kE C. - C. 1 + source terms dt 1 1- 1 + 1 1 1 + (2) 

where Ri is the reaction term for an homogeneous system, D a renormalized diffusion 
coefficient, and k[ = N kE' To take into account the local character of the feed 
the source terms are also localized and equal to i) k[ Co in cell 1 (input cell), 
ii) - k[ CN in cell N (output cell), iii) 0 elsewhere (Fig. 2a). In our numerical 
experiments N 16. In a multidimensional reactor, the convection velocity depends 
on the geometry of the reactor and on the stirring process. In order to produce a 
qualitative description of the turbulent mixing, we represent convection and turbu­
lent diffusion by a generalized non-uniform diffusion process. The two dimensional 
model-reactor is represented by a square array of N cells, with periodic boundary 
conditions (N = 16 in the computations) and source terms defined as previously wi­
thin the input and output cells according to Fig. 2b. Equation (1) becomes here 

dCi - R' D C 4D C S (3) CIT - 1 + j 3 j - i i + ource terms 

where the j are the indexes of the first neighbouring cells and the Di are the ge­
neralized diffusion coefficients deduced from the linear conservation equations: 

4D' - l: 
1 j 

Dj = Flow source terms (4) 

They take 
cell and d 

the form Di = d + ai kE where ai are constants depending only on the 
is an expandable parameter giving the rate of turbulent diffusion. 

1 0 N 

'
~£~I -------~..,.....,;.;-,.I··~Q t:K> ."::::0: - - - - - - - ---,---,,-:' 

kE 
KE kE 

Fig. 2a Model of 1-D reactor Fig. 2b Model of 2-D reactor 

The dynamical equations of both reactors were solved on a computer for various 
mixing rates and the stationary states carefully determined. The states of the 
system were characterized by the concentrations averaged over all the cells. 

1Due to absence of reverse reactions and absorbing boundary limit at X = 0, bista­
bility extends to kE = O. 
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4. Results 

For the one-dimensional reactor,the computed bistability range as a function of kE 
is displayed on figure 3 for several values of the diffusion coefficient O. The re­
sults are in perfect qualitative agreement with the experiments: the transition 
point ks is shifted to lower flow values when 0 decreases. Moreover, close to the 
transition point, stationary states on the thermodynamic branch deviates from the 
homogeneous case values, a behaviour not predicted by nucleation theory. 

4 

2 

Fig . 3 Stationary state . Model M. l · 
TXCQricentration - 1-0 reactor) 

----
0 = co 

+ 0 500 

tJ. 0 250 

0 0 100 

X 0 50 

o·b====b=====~======~~;, ==~~. 0.5 1,5 kE 

x 
Fig. 4 Stationary states.Model M.l 
~ 0 concentration - 2-D reactor) 

-0- d = 00 

0 d 20 

tJ. d 5 .... -' 4 \ -. '0
0 . ~ 

1 1 1 1 
+ d 0 

On figure 4 analog results are obtained for the two dimensional reactor where d is 
varied from 0 to "' . As could be expected the feed effect is found less dramatic 
than in the one dimensional reactor,since the introduced perturbation is more easi­
ly damped with increasing dimensionality. Computations have also been performed in 
the one-dimensional reactor for the reaction 

A + 2X 1;. 3X (M .2 ) 

where A and was supposed to be in large excess. The homogeneous equation is a cubic 
rate law : 

(5) 

With k+ = k_ = 9 and Xo 0.03 this system is bistable for 0.98 < kE < 2.42 .The 
stationary states for 0 = 00 and 0 = 100 are represented on figure 5. Similar re­
sults to those of model N.l were obtained. Moreover the reverse transition at ki 
was also found shifted to lower flow values. 
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A major argument in favour of a stochastic nucleation theory was the experimen­
tal observation of metastable states. DEWEL et al. [17J have shown that, due to 
critical slowing down,after a slightly supercritical perturbation the concentrations 
values first decay very slowly and present a long plateau close to the values of 
the initial state before switching rapidly to the final stable state. This type of 
relaxation has also been observed in our simulations: we present on Fig. 6 examples 
of the response to two supercritical perturbation obtained for model M;1 with d=20. 
For these conditionsthe transition point is ks = 1.542 .The initial state was 
kE = 1.53, starting on the thermodynamic branch. A jump to kE = 1.543 at t = 0 in­
duces a plateau (curve II) longer than 30 T before switching. Such long relaxation 
times have been also observed experimentally by PIFER et al. [18J. If the flow 
jump is slightly larger i.e. to kE = 1.55, the plateau disappears and the s.vstem 
switches rapidly (curve I ). Thus, less than 1 % change in the values of the flow 
may induce dramatic variations in the relaxation times,. Since, typically, in stir­
ring experiments [4-6J, the pumping rate is not more reliable,a rather large dis­
tribution is produced in these relaxation times in repeated experiments but thisap­
parent "metastability" does not imply any nucleation or stochastic process. 

x 

2 

0~--~-'1~O--~--'2~0--~--'~~~I~im.--

5. Conclusion 

Fig. 6 Relaxation to a supercriti­
cal perturbation 
(X concentration; 2-D reactor) 

II kE + 1.543 
kE + 1.55. 

We have shown that the effect of stirring on bistable chemical systems in a C.S.T.R. 
can be understood without any fluctuation process. Inhomogeneities originate in 
the local character of the feed. Even a simple reaction-diffusion scheme can quali­
tatively account for the main experimental facts, in particular the shift of the 
transition point ks to lower values of flow when the stirring rate is decreased. 

We have mentioned that the argument for a "forced nucleation" process falls at 
low flows, in particular for the reverse transition at ki and that no general con-
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clusion can be drawn without the complete kinetical equations. Recent experiments 
D3] support this statement: a shift of the reverse transition point ki to larger 
flows was found in the minimal bromate oscillator. 

All these results show that the non ideality of real flow reactors has to be 
considered carefully in experimental work on "homogeneous" reactions. The "mixing 
rate" cannot be simply dismissed as a small side-effect but has sometimes to be re­
tained as a control parameter. 

This work has been supported by grant 831332 of the Direction des Recherches, 
Etudes et Techniques. 
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Turbulent Mixing and Nonequilibrium Chemical Instabilities: 
The Effect of Reactant Streams in a CSTR 

W. Horsthemke and L. Hannon 

Center for Studies in Statistical Mechanics, Department of Physics 
University of Texas, Austin, TX 78712, USA 

1. Introduction 

We use a phenomenological model to study the effects of imperfect mixing in the con­
tinuous flow stirred tank reactor (CSTR). In the limit of an infinitely fast stir­
ring rate (perfect mixing) , macroscopic spatial homogeneity is achieved throughout 
the reactor. Of course, realistic stirring rates are necessarily finite, in which 
case, various mechanisms can give rise to spatial inhomogeneities which may not be 
completely eliminated by stirring (imperfect mixing). In this paper, we examine re­
actant streams in the role of breaking stirring·induced homogeneity, and, the con­
sequent effects on the state of the chemical reaction. We find results similar to 
those presented in our earlier paper [1] where we considered a different mechanism 
in this role, namely fluctuations. 

We consider behaviour in the Schlogl model [2] as a function of flow rate (inverse 
residence time). This result is in better agreement with experimental findings [3] 
than that presented in our previous paper [1]. We conclude that the interaction be­
tween reactant streams and finite stirring is the dominant mechanism underlying the 
phenomena observed in experiment [3]. 

2. The N-Variable CSTR Model 

The N-variable model for chemical reactions in a CSTR is [1,4] 

(1) 

where x is an N-dimensional vector, the elements of which are ,concentrations of the 
individual chemical species, x , and p(x,t) is the N-variable probability density 
for species concentrations. THe first term on the right hand side describes chemi­
cal kinetics according to the deterministic rate equations 

n=l, ..• ,N (2) 

The next term reflects the existence of fluctuations in the system ((52 is the fluc­
tuation strength, hnm (x) are elements of the N x N diffusion matrix). The third term 
uses a coalescence-dispersion mechanism (for details, see [1,4]) to model turbulent 
mixing (26 is the inverse characteristic mixing time). The last term describes the 
flow of reactants into and out of the CSTR (a is the inverse residence time; po(~,t) 
is the probability density for input reactant stream concentrations) • 
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Again we find it advantageous to work with the characteristic function, q(~) 
<exp(i~'x», which, in steady state, is governed by the equation 

N 1 d 0 2 ~ N 1 d 
- ~(-ik )f (7 ~k)q(k) + --2 L ~ (-ik ) (-ik)h (7~k)q(k) n n]. a - n m nm]. dK -
n=l - n=l m=l -

2 1 
- 28[q(~) -q (2" ~)l - CI.[q(~) -qo(~)l = 0 

The solution to (3) in the infinitely fast stirring limit, 8+ 00 , is 

q(~) = exp(i~'~) or p(x) = <5 (x-x) 
- --8 

where ~s is determined by the condition 

x = Jdx x P (x) , on - no- n = 1, ••• ,N 

(3) 

(4) 

(5) 

We expand about this solution in the smallness parameter, 8-1 , to obtain solutions 
for rapid stirring (8 large but finite) 

(6) 

We substitute (6) into (3) and equate terms of like order in the smallness parameter 
to obtain 

(7a) 

(7b) 

We next expand the functions, CP£(~), as power series in the variables (-ikn ). 

,!, (k) ~ t ' , ( 'k )j1 ('k)jN 'f'£_ = L ••• L Y£']l'···']N-]. 1 '" -].-~ 
j1=O jN=O 

(8) 

We substitute (8) into (7a) and (7b) , equate terms of like order in (-ikn); and solve 
for the unknowns, y Q"j1, ••• ,jN' These coefficients enter into the moments of the 
finite stirring prooabi1ity density via the relationship 

(9) 

For example, finite stirring will lead to a shift in the mean concentration of the 
jth chemical species away from the steady state, Xsj' of the global rate equation 
(5) 

00 

<x>=x - I.l..y 
j sj £=1 8£ £,0, ••• ,1, ••• ,0 

where Y£,O( ••• ,l, ••• ,Q is the coefficient of the term in the power series for CP£(~) 
which is f].rst order ].n k j and zeroth order in all other components of ~. 
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In the remainder of this paper, we make the following assumptions for simplicity. 
First, we assume that the chemical reactions under consideration can be adequately 
described using one intermediate species, the remaining chemical species being in 
excess. Second, we assume that fluctuations in the reactant feed stream are negli­
gible. This allows us to represent the probability density for feed concentrations 
by a delta function. Finally, since we wish to specifically study the effects of 
reactant streams in breaking homogeneity, we omit the term reflecting fluctuations. 

3. The SchIegl Model 

The SchIegl Model [2] is a generic model for bistability in a chemical reaction de­
scribed by the evolution of one intermediate species. The reaction scheme 

A 

leads to the kinetic rate equation 

For this model, we assume the feed concentration probability density to be 

Po (x) = o(x -xo ) 

Substituting (11) and (12) into (7a,b), we obtain to first order 

Y10 = 0 

f(2) (x )Y 
s 12 

- f(3) (x )Y 
s 13 

f (1) (x ) _ a 
s 

(x - x )n 
s 0 

-k;X~ + klax! - (a+ k2~)XS + axo - k 2b = 0 

(10) 

(11) 

(12) 

(13) 

We compare these results to the first order results presented in our previous paper 
[1] where we analyzed the effects of a different mechanism, fluctuations, for break­
ing homogeneity 

Y10 = 0 

f(2) (x )Y 
s 12 

YIn = 0 n ;:: 2 

-k ~ x 3 + kl ax2 - k ~ x + k 2b = 0 
1 S S 2 S 

(14) 

The two sets of results (13) and (14) are similar in that they both predict a de­
crease in the area of the bistable region as well as a downward shift and finite 
variance for states on the upper branch as a function of the stirring rate. 
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In Fig. 1, we plot the mean and variance (calculated to fifth order) 

<x> = x 
s 

«x - <x» 2 > (15) 
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Fig. 1. Sch1ag1 Model: Stationary state mean and variance vs. flow rate (ki = 1, 
k1a = 3, k~ = 2.5, k 2b = 0.636, Xo = 0.602) S=oo, 50, 25, 10, 5 

of the stationary states as a function of the flow rate, a, for several values of 
the mixing rate, 2S. The reactant stream model (11) exhibits features which are 
closer to experimental findings [3] than the fluctuation model (1). Model II shows 
no stirring-related changes on the lower (flow) branch,whereas Model I shows small 
upward shifts and variance. Model II predicts that the variance for states on the 
upper (thermodynamic) branch will increase as the transition point is approached 
whereas Model I predicts that the variance will show a small decrease as the transi­
tion point is approached. 

4. Conclusions 

The Schlag1 model [2] yields results that are closer to experimental findings [3] 
when the homogeneity breaking mechanism is reactant flows than when it is fluctua­
tions. We conclude that the observed phenomena are essentially the effects of re­
actant streams and finite stirring rates in the CSTR. 
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Stochastic Aspects of Nonequilibrium Transitions in Chemical Systems 

G. Nicolis, F. Baras, and M. Malek Mansour 
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B-1050 Bruxelles, Belgium 

1. I ntroduct ion 

One of the principal preoccupations of the present meeting is the 
study of the transitions occurring in nonl inear chemical systems 
far from equilibrium. Experimental evidence provides us with an 
impressive number of examples, and brings out clearly the diversi­
ty of these phenomena, from bistability and sustained oscillations 
to c h a 0 tic dy n ami c san d the for mat ion 0 f spa t i alp a t t ern sin an 
initially uniform system. 

The theory of dynamical systems, which was marked by spectacu-
1 ar developments si nce the 1960' s, establ i shes that there exi st 
large classes of nonlinear equations whose solutions show preci­
sely this kind of behavior. Whence a growing feeling about the 
inevitability of complex transition phenomena in physical chemis­
try, and about the suitability of macroscopic physics - of which 
the theory of dynamical systems is the principal tool - to handle 
them. 

Now, bifurcation or any other transition implies that, at some 
stage of its development, a macroscopic system becomes capable of 
generating, propagating and sustaining reproducible relationships 
between its constitutive parts, extending over its entire dimen­
sions. How can this extraordinary coherence arise? Certainly 
not by the random collisions of the molecules of reacting species, 
which is the usual picture afforded by classical chemical kinetics 
in the presence of short-range forces. Nor can phase. transition 
related phenomena be invoked since, as a rule, the systems of in­
terest are in a well-defined, thermodynamically stable phase of 
matter. The theory of dynamical systems is unable to handle this 
major question. An enlarged description of nonequilibrium transi­
tions is thus needed, in which the molecular aspects of these phe­
nomena are taken into account. Th1S 1S precisely the purpose of 
the theory of fluctuations in nonequilibrium systems, different 
aspects of which will be discussed in the present paper. 

Essentially, fluctuation theory provides us with the microsco­
pic counterpart of the phenomena of instability and bifurcation. 
We discuss the static aspects of this problem in section 3, after 
surveying in section 2 the problems related to the modelling of 
the fluctuations. Section 4 is devoted to the origin of coherent 
behavior in nonequilibrium systems. Specifically, we study the 
spatial correlation function and show that, as soon as a system 
deviates from thermodynamic equilibrium, it generates spatial cor­
relations of macroscopic range. This phenomenon, which has no de­
terministic analog, 1S further accentuated near bifurcation by the 
fact that the correlation length tends to infinity and order en­
compasses the entire system. In section 5 we survey the time-
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dependent aspects of fluctuations with special emphasis on the ki­
netics of eXDlosive reactions. A summary of the results and a 
short discussion of some open questions is given in the final sec­
tion 6. 

We want to emphasi ze that the need to study the mol ecul ar as­
pects of nonequilibrium transitions stems from a deep conceptual 
question which cannot be overlooked in the name of pragmatism. 
True, in most cases of practical interest the effect of thermody­
namic fluctuations, whose size is necessarily small, is masked by 
the effect of external disturbances of macroscopic size. A com­
pletely analogous situation occurs in connection with ordinary 
phase -transitions where external fields, finite size effects, or 
even deliberate intervention like the seeding in crystal growth, 
turn out to be more efficient than the internally generated fluc­
tuations. In both cases,however,one may regard these macroscopic 
effects as probes of what the system woul d be capabl e of doi ng 
anyway, albelt on a much longer time scale. We are therefore con­
vinced that, having mastered to some extent the phenomenology of 
nonequilibrium transitions, physical chemists will discover 
growing evidence about the importance of the fluctuations. Sign 
posts in this direction are the recent intriguing results on the 
role of incomplete stirring [1] , which reveal the importance of 
inhomogeneous disturbances even for transitions between homoge­
neous states. This is very much like the theoretical predlctlon 
concerning the role of the inhomogeneous fluctuations in the cri­
tical behavior around a bifurcation point as well as in the tran­
sition between the simultaneously stable states arising beyond bi­
furcation. 

2. Some comments on the modelling of the fluctuations 

Space and time-correlation functions of macrovariables around non­
equilibrium steady states have recently been calculated from non­
equilibrium statistical mechanics [2]. Despite this progress, 
fluctuation theory for nonequilibrium states remains based, in its 
essential aspects, on stochastic theory. Specifically, it is as­
sumed that one can define an appropriate set of discrete variables 
X = {X a } ,generally localized in space, which constitute a Mar-
kov process. The following gain-loss balance equation, usually re­
ferred to as multivariate master equation, can then be written 8] : 

~ P(X;t) 
dt 

I [Wp (X -~ p ->- X) P (X -~ p ; t) 
p 

( 1 ) 

Here Wp(X ->- X+~p) is the transition probability per unit time 
for the occurrence of an elementary process which changes the sta­
te of the system from X to X+~p Its specific structure has to 
be derived from the available information on the nature of the 
processes that take place in the system and from the constraints 
imposed by equilibrium and other limiting laws. A chemical reac­
ti on is thus modell ed as a bi rth or as a death process, whereas 
transfer of energy or matter across neighboring space cells is mo­
delled as a random walk. 

We have invoked so far Markov processes in discrete state space 
as the natural model of fluctuations, since the latter are the 
consequence of the discrete nature of the microscopic processes 
underlying the macroscopic evolution laws, 
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d - -) - x = [(X,A 
dt (2 ) 

where [ is the (generally nonlinear and dissipative) evolution 
operator, and A a set of control parameters. Nevertheless, consi­
derable success has been achieved by describing fluctuations as a 
continuous Markov process [4,51. In this approach it is assumed 
that a general i zed Langevi n equati on descri pti ve of a di ffusi on 
process can be written, 

~ X = F(X,A) + f(t) 
dt (3 ) 

where f is a random force obeying a fluctuation-dissipation li­
ke theorem, s1ml1ar to the one established near the state of equi­
librium. Some powerful theorems ensuring the equivalence of both 
descriptions for finite time are available [6,71. However, in ge­
neral, this equivalence does not extend for all times. We discuss 
this problem briefly again in sections 3 and 5. 

3. Stochastic analog of instability and bifurcation 

Let \ be a set of parameter val ues for whi ch a sol uti on Xs of 
eqs. (2), referred to as reference state, loses its stabi 1 i ty and 
gi ves ri se to new branches of sol utl ons by a bi furcati on mecha­
nism. We want to see how the solution of the master equation, 
eq. (1), behaves under these conditions, and how this behavior de­
pends on small changes of the parameters A around \. The answer 
to this question depends on the kind of bifurcation considered, on 
the nature of the reference state, and on the number of variables 
involved in the dynamics. The simplest case is, by far, the 
pitchfork bifurcation occurring as a first transition from a pre­
viously stable spatially uniform stationary state. This transi­
tion is characterized by a remarkable universality. First, what­
ever the number of variables present initially, it is always pos­
sible to cast the stochastic dynamics in terms of a single, "cri­
tical" variable. This is the probabilistic analog of adiabatic 
elimination or, in more modern terms, of the center manifold theo­
rem [4,8-101. Second, the stationary probability distribution of 
the critical variable can be cast in the form (we set oXr = Xr-Xs ' 
rstands for the spatial coordinates) : -

P "" exp-U({oX }) r (4 ) 

where the stochastic potential U is an extensive quantity similar 
to the Landau-Glnzburg type of potential familar from equilibrium 
phase transitions [4,5,9,121. For a cubic nonlinearity one obtains 
the following simple form, up to a mutiplicative constant ( Dis 
the Fick's diffusion coefficient) : 

U "" f{ - (A-A C ) (0:r)2 + (0:r)4 

Many important properties, such as critical dimensionality and 
critical exponents describing the divergence of correlation length 
and other quantities can thus be obtained from renormalization 
group analysi s. It is worth noti ng that for A well below Ar only 
the quadratic terms of the potential contribute to the asymptotic 
properties of P, which reduces therefore to a multigaussian dis­
tribution in accordance with the central limit theorem [t31 
There exists,however,a (frequently very narrow) vicinity of \ 
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such that the quarti c part of U pl ays a rol e, owi ng to the cou­
pling between different spatial modes of fluctuations. We are 
therefore witnessing a breakdown of the central limit theorem in 
the present problem. This reflects the coherence associated with 
bifurcation: the system can no longer be partitioned into a col­
lection of weakly correlated subsystems. 

The above results can be derived from both the master equation 
and the general i zed Langevi n equati on as starti ng poi nt. As a 
matter of fact one can show that, in some well-defined asymptotic 
sense, the di screte Markov process descri bed by the master equa­
tion reduces to a Markovian process with continuous realizations 
equivalent to eq. (3) wherein i(t) represents a state-independent 
white noise in time [12l. This implies, in turn, that the sto­
chastic potential U is identical up to a multiplicative constant 
to the deterministic potential for the critical variable. The si­
tuation however changes considerably in the region of multiple si­
multaneously stable states beyond bifurcation. Fig. 1 represents 
schematically the probabilistic analog of multistability. The do­
minance of a particular state is measured by the peak of the pro­
bability distribution. Because the extensive character of the 
stochastic potential selection is very sharp, in the sense that 
the non-dominant state occurs with a very low probability. There 
exists, however, a set of values of the control parameters for 
which both states are equally dominant (Fig. 1e). We refer to it 
as the "coexistence" case: the two macroscopic states X_ and X+ 
occur with an equal a priori probability. Now, the study of sol­
vab1 e model s shows that the determi ni stic and the stochastic po­
tenti al obtained from the master equation are di fferent near the 
coexistence region [14-15l. As a consequence certain observable 
quantities such as the mean first passage time from L to X+, 
differ by several orders of magnitude according to the description 
we adopt. In other words, we can no longer model the stochastic 
dynamics as a diffusion process in state space with a constant 
diffusion coefficient. On inspecting Fig. 1e one can convince 
oneself that this conclusion was to be expected. Indeed, we deal 
here with a composite stochastic process: a small scale motion 
around each of the maxima at X_ and X+ , whi ch may well be a 
diffusion process albeit with a state-dependent diffusion 
coefficient; and a large scale transition between X+ and X_ , 
which should be similar to a random telegraph signal. There is 
thus no reason that the overall process be a Markovian process of 
the diffusion type. One may speculate that if the process was 
still to admit continuous realizations, it would have to be a 
non-Markovian process. We are witnessing here a breakdown of the 
uni versa1 i ty that was characteri zi ng the behavi or of the 
probability distribution up to the bifurcation point. 

P P PLL P~P 
~ 

I ~ 
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I 
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I I 
I I I 

A.J1\: I I 
I I 
I I 

~:, I I 
I I 

x x x 
+ 

(a) (b) (c) (d) (e) 

Fig. 1. Probabilistic counterpart of multistabi1ity (Figs 1c-1e) 
following a bifurcation from an initially stable unique state 
(Figs 1a-1b) 
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Symmetry-breaki ng bi furcati ons 1 eadi ng to spati ally i nhomoge­
neous steady states, and Hopf bifurcation leading to spatially 
uniform time-periodic states of the limit cycle type, are the next 
two simplest examples of transitions in nonequilibrium systems. 
The master equation can be solved asymptotically in both cases, 
and the corresponding stochastic potential can be constructed ex­
plicitly [17,18]. Agreement with the generalized Langevin des­
cription [5,19] is found in the vicinity of the bifurcation 
point. In both cases, a most remarkable phenomenon is the forma­
tion of defects of various kinds, and their propagation within the 
system. Phase fluctuations play here a very important role and 
tend, at least in two-dimensional systems, to desynchronize the 
homogeneous 1 imi t-cycl e osci 11 ati on by i ni ti ati ng wave patterns. 
We refer to the lecture by D. Walgraef for a detailed presentation 
of this phenomenon, which may well turn out to provide the first 
satisfactory explanation of the intrinsic origin of propagating 
waves in chemical systems. 

Implicit in the analysis of the bifurcations discussed so far 
was the assumption that they constituted the first transition from 
an i ni ti ally stabl e reference state. In many instances a whol e 
cascade of bifurcations is observed, especially when several con­
trol parameters are varied simultaneously [20]. For instance, the 
branch of solutions arising from one of the above mentioned prima­
ry bifurcations can in turn lose its stability and give rise to a 
secondary or even a higher order bifurcation. Quasi-periodic os­
cl11atlons, homoclinlc orblts and chaos are some of the typical 
states that can be reached through these transitions. Again, we 
can raise the question of the stochastic counterpart of these phe­
nomena. One can suspect that fluctuations may play here an even 
more interesting role, in view of the sensitivity of these regimes 
to variations of parameter values and, especially, to initial con­
ditions, as a result of which thermal noise should be amplified 
tremendously. We refer to the lecture by H. Lemarchand and A. 
Fraikin and to the poster by A. Fraikin for some results on this 
new class of stochastic problems. 

4. Spatial correlations 

In the preceding section it was tacitly assumed that macroscopic 
systems functioning away from phase transition points and domina­
ted by short range intermolecular forces are, nevertheless, capa­
bl e of pre senti nq coherent behavi or on a supermol ecul ar space 
and time scale. In this section we comment on the origin of this 
co her e n c e and, i n par tic u 1 a r ,on the r ole 0 f the non 1 i n ear i ty and 
of the nonequilibrium constraints. Essentially, we want to under­
stand how the system may deviate spontaneously from the completely 
random distribution of chemical species within the reaction volume 
described by Poissonian statistics. To this end we need to compu­
te the spatial correlation function between two different spatial 
regions of volume t:,V centered on points.c and.c' 

kr 
or r' 

= <oX oX ,> - <X > ~ 
.c.c .c t:,V (6 ) 

where <OX.C0X.C'> is the second moment of the multivariate probabi­
lity distribution, eq. (4). We limit ourselves, for simplicity, 
to systems involving only one variable. 

Let us first present some intuitive arguments. Suppose that 
the system is described by linear chemical kinetics. Particles 
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will then be created (A -+ X) or destroyed (X -+ A) at random places 
in space. However, in the case of nonlinear chemical kinetics, 
particles will either be created in clusters (for instance A -+ 2X 
gives pairs of particles in the same spatial region) or particles 
close to each will be destroyed reactively (the reaction 2X -+ A 
depletes the system from pairs of particles). In equilibrium, the 
property of detailed balance ensures that any reaction, such as 
A -+ 2X, will be, in average, as frequent as its inverse, 2X -+ A, 
and we recover the Poissonian behavior. In non-equilibrium how­
ever, this balance is disturbed and deviations from the Poisson 
1 aware thus generated. How can one rel ate these devi ati ons to 
the existence of spatial correlations? Let us consider again the 
reaction step A -+ 2X. When such a reaction occurs, the two X-par­
ticles are obviously correlated, being created together. Due to 
diffusion this correlation extends in space until one of the par­
ticles again undergoes a reaction. This will happen in average at 
a certain well-defined rate k. The resulting correlation length is 
thus given by : 

\ "" Il57k (7) 

where D is the Fickian diffusion coefficient of the chemical spe­
cies considered. 

To go beyond these qualitative arguments, we turn to the Multi­
variate Master Equation, eq. (1). We may easily derive an equa­
tion for the spatial correlation function, eq. (6) by neglecting 
third and higher order moments. This Gaussian type of approxima­
ti on is expected to be val i d well before bi furcati on, as poi nted 
out in the previous section. One obtains 

(8 ) 

Xs is the homogeneous macr?scopi c steady state of the system, F 
and Q being the macroscoplC chemical rate and chemical noise 
strength respecti vely, and the sum over 1 runs over all nearest 
neighbors. The last term in the l.h.s. of (8) is a source term 
for spatial correlations. Explicit calculations [21] show that it 
is proportional to the net material flux, J s ' through the system 
at the steady state that is, ultimately, to the nonequilibrium 
constraint acting on the system. 

The equation for g in the continuum limit takes thus the form 

D vi _ x:' g (x: -x: ') + F' ( X s) g (x: -x:') = - 2 J s <5 (x: -x:' ) ( 9 ) 

Its solution reads 

g(£-1:' ) 
J s 1 --=---
211D 11:-£'1 

iF'(X )J1 / 2 
exp { - L-D-S-J Ix:-x:' 1 } (10 ) 

The exponential in the r.h.s. of (10) features a correlation 
length of the form of eq. (7) with k = F'(X s )' 

In short, nonl inear chemical systems are characterized by an 
intrinsic correlation length 10 of macroscopic range. This quan­
ti ty is a smooth functi on of the di stance from equi 1 i bri urn (see 
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Fig. 2b). As expected from the discussion of section 3, in the 
vicinity of a bifurcation point it diverges (F'(X s ) -+- 0), as cor­
relations invade the entire system. On the other hand, the ampli­
tude of the correlation function and, concomitantly, the deviation 
from the Poi s.son 1 aw, can be consi dered as an "order parameter" 
characterizing the "transition" from equilibrium to nonequilibrium 
(see fig. 2a). Although the correlation length is an intrinsic 
property of the chemical system, it will not be perceived in the 
equilibrium state where direct and inverse elementary processes 
cancel out exactly due to detailed balance. Therefore the transi­
tion to nonequilibrium witnesses the sudden arousal of long range 
spatial correlations. 

Amplitude 
of g 

~------------~-~ 
~,. 

(a) 

Range 
of g 

[ IJ 1'12 fI't 
equil 

(b) 

Fig. 2. Amplitude of spatial correlation function (a) and range 
(b) in a nonlinear chemical system, plotted against the nonequili­
brium constraints 

The chemical system discussed above is subject to a scalar non­
equilibrium constant, namely the nonequilibrium concentrations of 
appropriate reservoir variables A, B, .•.. This allows to consi­
der an infinite system, for which no parameter related to the sys­
tem size enters into the problem. Let us now briefly discuss the 
case of a nonequilibrium constraint which breaks the translational 
symmetry of the system. An example is provided by the diffusion 
of heat through a one-dimensional system of length L, parallel to 
the z-axis, whose end points a and b are maintained at different 
temperatures T a and Tb' If one supposes that heat conducti on 
foll owi ng Fou ri er' slaw is the only transport mechani sm tak i ng 
place in the system, one verifies that the correlation function 

~ r; 
g(z,z') = <oT(z) OT(z'» - -- o(z-z') (11) 

Cv 
obeys the following equation [21] 

2 
- 2 ~ l o(z-z') 

Cv 
( 12) 

Here K is the thermal diffusivity coefficient (supposed constant), 
Cv the specific heat of the system, Y = Tb-T a/(zb-za) the tempe­
rature gradient and Tz = Ta + Y (z-za) the average temperature at 
the position z. As in the case of the reaction-diffusion system, 
the source term of the spatial correlations is related to the non­
equilibrium flux (in the present case the heat flux) through the 
system. However, no intrinsic length scale lc appears in the pre-
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sent problem. Therefore, it is not surprising that the correla­
tion length is determined by the total length L = zb - za' i.e. it 
encompasses the entire system. Indeed, the solution of eq. (12) 
reads : 

g(z,z') g(z' ,z) = 
ks i 
-- z'(L-z) z' .;; z ( 13 ) 
L Cv 

to be compared with the result of eq. (10) for chemical systems. 

Similar results can 
equation approach [23]. 
te the main qualitative 
tation of these aspects 

be obtained from the generalized Langevin 
Molecular dynamics simulations corrobora­

predictions [24]. For a detailed presen­
we refer to the 1 ecture by M. Mareschal. 

In short, the occurrence of spatial correlations of macroscopic 
range is a general feature for nonequilibrium systems, even inde­
pendently of bifurcation phenomena. The correlation length may be 
either intrinsic or determined by the system size, but the ampli­
tude of the correlation function is always related to the strength 
of the nonequilibrium constraint, e.g. the material or energy flux 
through the system. At equilibrium, this amplitude is zero mas­
king the presence of the inherent long-range coherence in the sys­
tem. 

5. Time-dependent properties of the fluctuations 

A transition between states involves, perforce, a stage during 
which the variables evolve in time. If the transition is to be 
attri buted sol ely to the fl uctuati ons, because of the local i zed 
character of the latter it will necessarily start in a volume ele­
ment {:,V of the system, whose size is much smaller than the size 
of the system as a whole: {:,V/V C 1 • As time grows this locali­
zed fluctuation may decay or, on the contrary, may grow and invade 
the whole system. The details of the kinetics and, in particular, 
the time scales involved in the transition will depend crucially 
on the nature of the initial and final states but al so, surpri­
singly, on intermediate unstable states that may exist between 
them. In this section we discuss certain characteristic features 
of this phenomenon. 

A first approximation to the description of the full process is 
to assume that, by some mechanism independent of the fluctuations, 
the system remains uniform in space. In this "zero-dimensional" 
description, considerable attention was focussed on the decay from 
an initial unstable state, and on the passage times between simul­
taneously stable states [25-29]. Two characteristic scales emerge 
from this analysis. For the evolution around the unstable state, 
the time needed for the probability distribution to forget the 
initial condition and begin to develop peaks toward the stable at­
tractors is 

L U 'V ln 
1 

E: + {:, ( 14) 

where E: = V-I is the inverse of the size of the system and {:, 
measures the width of the initial probability distribution around 
the unstable state. If on the other hand the initial condition is 
centered on a stable state in the range of parameter values for 
which this state coexists with other attractors, then the transi­
tion occurs on the much longer time scale 
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'V exp l t,U 's e: (is) 

The "potential barrier" t,U is a positive number whose value de­
pends on the properti es of both the i ni ti al stabl e state and the 
(homogeneous) unstable steady states via which the transition is 
taking place. A very interesting question concerns the statistics 
of these "passage times", whose average values are given by eqs. 
(14) and (15). This problem requires the computation of "level 
crossing" probabilities and has been investigated recently by 
Arecchi and coworkers [281. It is worth pointing out that the 
master equation and the generalized Langevin equation description 
give different predictions for this class of problems, for the 
reasons invoked already in Section 3. 

A more satisfactory analysis of transitions between states is 
to incorporate in the description the spatially inhomogeneous cha­
racter of the fl uctuati ons. The full probl em has not yet been 
solved in a consistent way, but interesting results have been ob­
tained for a two-box model, both by analytic solution of the mas­
ter equation and by Monte Carlo simulations [30-321. Specifical­
ly, if the diffusion constant coupling ~he two boxes has an i~te~­
mediate strength compared to the chem1cal rate constants, 1t 1S 
found that the transition between two homogeneous steady states 
occurs via an inhomogeneous transient state. This is reminiscent 
of nucleation, familiar from phase transitions. We refer to the 
lecture by M. Moreau and D. Borgis and to the poster by M. Fran­
kowicz for a detailed description of this mechanism. 

In the remaining part of this section we shall concentrate on a 
class of transient phenomena characterized by an initial induction 
regime, involving a very small rate of change of the pertinent va­
riable, interrupted suddenly by a violent explosive behavior igni­
ted at some characteristic time ti' Eventually the system is sta­
bilized at some state, which for simplicity is assumed to be the 
only stable state available in the range of interest of the para­
meter values (see fig. 3). A typical example in which these con­
ditions are realized is explosion. In previous work [33-351 we 
analyzed the stochastic aspects of this phenomenon for adiabatic 
thermal explosion and for chemical explosion in an open system. A 
similar analysis was reported for the problem o~ switching in op­
tical bistability [361, which bears many similarities with explo­
sion. Here we describe some new results pertaining to thermal ex-

variable 
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plosion in a system which is in contact with a thermal reservoir. 
This problem is of central interest in the whole field of combus­
tion [37). Its modelling goes back to the classic work of Seme­
nov, and has recently been reexami ned by Lermant and Yi p [38]. 
Let us outline the main steps of this analysis, in which fluctua­
tions are neglected. 

We consi der a fi ni te reacti on vessel of vol ume V and surface 
area S whi ch allows for thermal contact of the reactants wi th a 
reservoir at temperature TO at the boundary of the vessel but 
which does not allow for mass flow of the reactants across the 
boundaries. An exothermic reaction is supposed to occur in the 
vessel. We assume for simplicity that the constants are distribu­
ted homogeneously, for instance, by an efficient stirring mecha­
nism. It should be realized, however, that the rate of stirring 
may have some highly nontrivial consequences on the observed beha­
vior [1,391. 

We denote by c the concentrati on of the reactant and by T the 
internal temperature. In the limit in which the thermal relaxa­
tion time is much faster than the chemical one, one may neglect 
the reactant consumption and identify c to its initial value, cO. 
Assuming a single mth order reaction one obtains then the follo­
wing equation of evolution for T : 

d - m -E/RT -
p Cp ctt T = Q Co ku e - y (T - TO) ( 16) 

Here p and Cp are, respectively, the mass density and specifiC 
heat of the system; Q is the heat of reaction; E is the activa­
tion energy ; R the gas constant; and y = as/V a being the 
Newton cooling coefficient. 

It is well-known that there exists a range of parameter values 
for which eq. (16) admits two simultaneously stable states separa­
ted by an intermediate unstable state [37,381. However, in the 
limit of high activation energy which is the usual situation in 
combustion, 

RTO 
E'=--~l 

E 

the high temperature "combustion" branch 
tically high values of temperature. On 
temperature "extinction" branch as well 
stable branch are well described. Fig. 
1 at t e r s tea dy s tat e s , T s ' a s a fun c t ion 

<5 
y 

Q cam ku 

( 17 a) 

corresponds to unrealis­
the other hand the low 
as the i ntermedi ate un-
4 gi ves a plot of these 
of the scaled parameter 

( 17 b) 

Let now the system be started in the region of parameter values 
left to the ignition_point <5 c ' and at a value of temperature clo­
se to the val ue of T on the turni ng poi nt of the lower branch of 
Fig. 4. One will observe then a thermal explosion, whereby after 
an i nducti on peri od temperature increases suddenly and tends to 
the combustion branch of the steady state diagram, in a way simi­
lar to Fig. 3. Because of the unrealistically high value of the 
latter, we discard the part of the evolution referring to the fi­
nal saturation, since for that stage the assumption of no consump­
tion of the reactant breaks down. Fig. 5 describes the induction 
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Fig. 4. Steady-state diagram for the exothermic reaction model of 
eq. (16). Parameter value: E' = 0.08 

Fig. 5. Time-dependent behavior of the solutions of eq. (16) in 
the domain of thermal explosion. Parameter value: E' = 0.08. Time 

reduced in units of rko~ _Q_]-1 
L p Cp TO 

period and the first stages of explosion for which the theory 
provides a satisfactory description. As cS comes closer to cS 

ignition becomes sharper in the sense that the initial p,cateau 
becomes increasingly longer or, in other words, ignition time ti 
tends to infinity. A straightforward computation yields [401 

t. '\, 
1 

1 

which is analogous to the phenomenon of "critical slowing down" 
familiar from phase transitions. 

We now turn to the stochastic aspects of the problem. Since we 
are deal i ng wi th the time-dependent properti es that are i ndepen­
dent of the combustion branch we expect, on the grounds of the 
discussion of section 3, that a diffusion process described by a 
generalized Langevin equation (eq. (3)) should provide a satisfac­
tory description. We thus replace eq. (16) by the stochastic dif­
ferential equation, 

_d T = Q c~ ko e-E/RT _y_ - (T-TO ) + f(t) 
dt p Cp Cp p ( 18 ) 

where f(t) is a Gaussian white noise whose strength is allowed to 
depend on the deterministic solution (cf. eq. (16)) : 

<f(t» = 0 

< f ( t) f ( t ' ) > = E Qr cS ( t - t ' ) 
(19 ) 

E being the inverse of the system size (cf. eqs. (14)-(15)). The 
preci se form of Q r can be determi ned by requi ri ng agreement wi th 

the equilibrium and detailed balance conditions. One thus finds 
[411 : 
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+ (20 ) 

All desired properties of the fluctuations can be computed from 
eqs. (18)-(20) or from the Fokker-P-lanck equation for the under­
lying probability distribution 

i P(T;t) = - i (i2 P(T;t)) + -2E Qr ~T22 P(T;t) 
at 3T3T a 

(21a) 

The drift term of this equation features the deterministic poten­
tial, u, 

T 

U = - J dT' - -Y- (T' - TO ) ] 
p Cp 

(21 b) 

which is represented in Fig. 6. for parameter values belonging to 
the explosion region. 

r----..:...-. _. -'-' _.- 0.10'5 

-.5 

1.1 1.2 1.3 1.4 15 
rempernture 

Fig. 6. Deterministic potential in 
the region of thermal explo­
si on. Noti ce the occur rence 
of a flat part, associated 
with the induction region of 
Fig. 5. Parameter values 
E' = 0.08; <5 = 1.1 10- 4 

We first consider the region of parameter values between the 
ignition and extinction points ~ and ~'(Fig. 4)~ We assume that 
the system is initially on the lower branch and inquire about the 
average time needed to undergo a spontaneous explosion in the form 
of a jump across the unstable state branch. A straightforward ap­
plication of expression (15) in which the specific structure of 
the potential, eq. (21b), is taken into account, leads to the re­
sults summarized in Fig. 7. As expected, the transition time 
tends to zero as the system approaches the ignition point. Other­
wise, the transition times are extraordinarily large, unless one 
deals with a small size system or, alternatively, with localized 
flu c t u a t ion sin a s u ff i c i en t 1 y small vol u me. It seems therefore 

, 
I 
I 

:V300 : 200 
: 100 
I 0 

°e ° 

Fig. 7. Mean passage time for jum­
ping across the unstable 
branch of Fig. 4 starting 
from the low-temperature 
steady-state, as a function 
of the control parameter <5. 
Parameter values: E' = 0.08; 
E = 10- 3 ; 
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that, in the region of bistability, stochastic effects can inter­
fere with the behavior of the system only through a nucleation me­
chanism of the kind described earlier in this section. This re­
quires however a finer analysis taking into account spatially in­
homogeneous fluctuations. 

The situation becomes very different when the system functions 
in the spontaneous explosion region, that is, for values of 0 less 
than the ignition limit ~ Fig. S reports the results of numerical 
solution of the Langevin equation (eqs. (lS}-(20}) for different 
E'S and initial conditions. In each case, the stochastic trajec­
tory is followed and the times at which it crosses a preassi gned 
level of temperature value representative of explosion are deter­
mined. This allows one to compute the probability distribution of 
ignition times. We see that far from the 19n1t10n p01nt th1S d1S­
tr1but10n 1S narrow, and its peak coincides with the deterministic 
explosion time. However, as 0 approaches the ignition value 0 
the distribution becomes very broad, and the position of itsc ma­
ximum is substantially different from the deterministic time. The 
latter belongs, in fact, to the tail of the ignition time distri-
bution. In other words, ignition becomes essentially a random 
event. 

T 
c 
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~ 
i5 .5 

£ 
:0 
" .0 e 
a. 

1. 

0 .25 .50 .75 1. 1.25 1.50 105 
0 

Tim. 
TI 1 TI 1.STI 
Ignition Tim. 

.5 

Fig. S. Numerical solution of the Langevin equation (eq. (IS}) in 
the region of thermal explosion. Left part: Individual realiza­
tions of the process of explosion featuring the considerable dis­
persion of ignition times. Right part: Probability distribution 
of ignition times, illustrating further the random character of 
explosion 

The pronounced randomness suggested by the above results is to 
be rel ated to the phenomenon of transi ent bimodal i ty di scovered 
earlier for adiabatic thermal explosion [33,35 I as well as for 
chemical explosion [34]and for optical bistability [36]: initially 
the system is started by a sharply peaked distribution centered on 
a state belonging to the induction (flat) part of Fig. 5. One 
observes subsequently that, while one of the maxima of the proba­
bility distribution remains centered close to the initial state, a 
second maximum is formed near the state of explosion. Eventually 
the first peak disappears, and the system is driven to its unique 
stable state. We have therefore a "bifurcation behavior in time" 
during the transient evolution of the system. 

Let us outline a qualitative explanation of these unexpected 
phenomena. Remember that we are dealing with a process involving 

196 



two widely separated time scales, and that our system is initially 
prepared in a state in which the deterministic rate is very 
small. The maximum of the underlying probability distribution, 
whose motion roughly follows the deterministic one, will therefore 
move very slowly toward the region of higher values of T. Mean­
while, because of the fluctuations, the probability will develop a 
wi dth proporti onal to the 1 ength of the i nducti on peri od and i n­
versely proportional to the square root of the size V. If the 
length of the induction period is large, the size effect will be 
counteracted and the wi dth wi 11 be appreci abl e. As a resul t, a 
substanti al part of the probabil i ty mass will reach the i gni ti on 
point well before the maximum does so. At this moment it will be 
quickly entrained by the fast motion toward the region of high va­
l ues of T, a phenomenon that wi 11 be interpreted by the observer 
as a precocious ignition. This leak of probability will go on 
continuously, but since the system cannot reach infinite values of 
temperature a "traffic jam" will arise as a result of which a new 
probability peak will emerge in the region of high T. Eventually 
the primary peak, by then considerably diminished, will reach the 
i gni ti on poi nt and thi s wi 11 mark the end of transi ent bimodal i­
ty. The same argument suggests also that the deterministic igni­
tion time should belong to the tail of the ignition probability 
distribution, in agreement with the numerical results of Fig. 8. 

6. Concluding remarks 

The theory of fluctuations allows us to understand how an instabi­
lity and a transition between different macroscopic states is 
switched on at the molecular level. Many open questions subsist 
in this study. The microscopic foundations of the Markovian des­
cription are poorly understood. Progress in this direction is li­
kely to occur through the analysis of simple, solvable models 
[42]. The incorporation of spatially inhomogeneous fluctuations 
in the description of the nucleation of an instability has so far 
been carried out either in an oversimpl ified or in a completely 
phenomenological way. In addition, most of the stochastic analy­
ses of transient phenomena like thermal explosion are limited to 
the idealized model of perfectly well-stirred reactors. The un­
derstanding of the role of incomplete stirring and of inhomogene­
ous fluctuations is thus likely to bring new insights in this 
class of problems. For instance, it would allow one to understand 
how a "flame front" or a "hot spot" emerge spontaneously in a sys­
tem. Molecular dynamics studies could provide a useful way of 
checking the validity of the various physical conjectures. 

In this lecture we have not invoked the second general mecha­
ni sm of i ntri nsi c stochasti ci ty in nature, namely chaoti c dyna­
mics. It has been shown [43] that the dynamics of certain chaotic 
maps can be cast in the form of a probabilistic descr~ption asso­
ciated to a diffusion process. It would be very interesting to 
extend this analysis to wider classes of systems. 

Experimental studies are, undoubtedly, what is needed mostly in 
the field of stochastic phenomena in Chemistry at the present ti­
me. Chemical systems constitute in this respect an ideal substra­
tum, thanks to the possibility to control their characteristlc pa­
rameters over wide ranges of values, and to excite a large number 
of closely-packed macroscopic modes (which is much more difficult 
in 1 aser Physi cs where, neverthel ess, there is ampl e evi dence 
about the importance of fluctuations). We are convinced that in 
the coming years we will witness important developments in this 
fi el d. 

197 



Acknowledgments 

We are grateful to J.W. Turner for pertinent comments and fruitful 
discussions. This work is supported in part by U.S. Department of 
Energy under Contract No. DE-AS05-81 ER10947 and by the Bel gi an 
Government: A.R.C., Convention No. 76/81.11.3. 

References 

1. J.C. Roux, P. De Kepper and J. Boissonnade : Phys. Letters 
97A, 168 (1983) 

2. ~. Kirpatrick, E.G.D. Cohen and J.R. Dorfman: Phys. Rev. 
Lett. 42, 862 (1979); 44, 472 (1980); Phys. Rev. A 26, 972 
(1982);26, 995 (1982)- -

3. G. NicolTS and I. Prigogine : Self Or9anization in Nonequili­
brium Systems (Wiley, New York, 1977) 

4. R. Raken : Advanced Synergetics : Instability Hierarchies of 
Self-Organizlng Systems and DeVlces (Sprlnger-Verlag, Berlln, 
1983) 

5. D. Walgraef, G. Dewel and P. Borckmans : Phys. Rev. A 21,397 
(1980); Adv. Chern. Phys. 49, 311 (1982) -

6. T. Kurtz: Stoch. Proc. Applic. 6, 223 (1978) 
7. P. Kotelenez : Report No. 81 (Unlversitat Bremen, December 

1982) 
8. C. Van den Broeck, M. Malek Mansour and F. Baras J. Stat. 

Phys. 28, 557 (1982) 
9. F. Baras, M. Malek Mansour and C. Van den Broeck J. Stat. 

Phys. 28, 577 (1982) 
10. H. Lemarchand : Bull. Acad. R. Belgique 67, 343 (1981) 
11. E. Knobloch and K.A. Wiesenfeld : J. Sta~ Phys. 33, 611 

(1983) -
12. M. Malek Mansour, C. Van den Broeck, G. Nicolis and 

J. W. Turner: Ann. Phys. (New York) 131, 283 (1981) 
13. W. Feller: An Introduction to ProbabTTTty Theory and Its 

Applications (Wlley, New York, 1967) 
14. G. NlcollS and R. Lefever: Phys. Lett. 62A, 469 (1977) 
15. G. Nicolis and J.W. Turner: Ann. N.Y. Acao. Sci. 316, 251 

(1979) 
16. H. Lemarchand : Physica lOlA, 518 (1980) 
17. H. Lemarchand and G. NicOTTS J. Stat. Phys. (in press, 

1984) 
18. A. Fraikin and H. Lemarchand : J. Stat. Phys. (submitted, 

1984) 
19. D. Walgraef, G. Dewel and P. Borckmans : J. Chern. Phys. ~, 

3043 (1983) 
20. See, for instance, J. Guckenheimer and P. Holmes: Nonlinear 

Oscillations, Dynamical Systems and Bifurcations of Vector 
flelds (Sprlnger-Verlag, Berlln 1983) 

21. G. Nlcolis and M. Malek Mansour: Phys. Rev. A29, 2845 
(1984) -

22. C.W. Gardiner, K.J. McNeil, D.F. Walls and I.S. Matheson 
J. Stat. Phys. 14,307 (1976) 

23. A.M. Tremblay, M. Arai and E.D. Siggia : Phys. Rev. A Q, 
1451 (1981) 

24. M. Mareschal and E. Kestemont : Phys. Rev. A 30, 1158 (1984) 
25. M. Suzuki: in Proc. XVIlth Solvay Conf. Phys~(Wiley, New 

York, 1981) 
26. B. Caroli, C. Caroli and B. Roulet : J. Stat. Phys. ~, 415 

(1979); Physica lOlA, 581 (1980) 
27. N.G. Van Kampen -:--J:" Stat. Phys. 17,71 (1977) 
28. F. T. Arecchi, A. Pol iti and L. Ullvi : Il Nuovo Cirn. 71B, 119 

(1982) 

198 



29. B. Matkowsky, Z. Schuss, C. Knessel, C. Tier and M. Mangel, 
Techn. Rep. No. 8307, Applied Math. Department (Northwestern 
University, December 1983) 

30. W. Ebeling and L. Shimansky-Geier : Physica 98A, 587 (1979) 
31. M. Frankowicz and E. Gudowska-Nowak : Physica-T16A, 331 

(1982) --
32. D. Borgis and M. Moreau: J. Stat. Phys. (in press, 1984) 
33. F. Baras, G. Nicolis, M. Malek Mansour and J.W. Turner: J. 

Stat. Phys. 32, 1 (1983) 
34. M. FrankowicZ-and G. Nicolis : J. Stat. Phys. 33, 595 (1983) 
35. G. Nicolis, F. Baras and M. Malek Mansour: in-rhemical 

Instabilities: Applications in Chemistry, Engineering, 
Geology and Materlal SClence (G. NlcollS and F. Baras Eds., 
Reldel, Dordrecht, 1984) 

36. G. Broggi and L.A. Lugiato : preprint (1984) 
37. D.A. Frank-Kamenetskii : Diffusion and heat Transfer in 

Chemical Kinetics (Plenum, New York 1969) 
38. J.t. Lermant and S. Yip: Combustion and Flame (submitted, 

1984) 
39. G. Nicolis and H. Frisch: Phys. Rev. A (in press, 1984) 
40. 1. Boddington, P. Gray and S.K. Scott, J. Chern. Soc. Faraday 

Trans. 2 78, 1721 and 1731 (1982) 
41. F. Baras :-(to be published, 1984) 
42. Y. Elskens, H. Frisch and G. Nicolis : J. Stat. Phys. E, 

317 (1983) 
43. T. Geisel: Phys. Rev. Lett. 48, 7 (1982) 

199 



Stochastic Theory of a'Bistable Chemical Reaction in 
Non-Homogeneous Liquids 

M. Moreau and D. Borgis 

Laboratoire de Physique Theorique des Liquides, T. 16, Universite Pierre et 
Marie Curie, 4, Place Jussieu, F-75230 Paris Cedex 05, France 

1 • INTRODUCTION 

Bistable chemical reactions are the object of increasing interest from the experimen­
tal and theoretical points of view. The simplest abstract example is the Schlagl 
model ; well known experimental cases of bistability are the chlorite-iodide reaction 
or the iodate oxydation of the arsenous acid. 

The theoretical study of a bistable reaction in an inhomogeneous medium is a 
complex but exciting problem because of the large variety of possible behaviours, 
leading for instance to nucleation processes. The macroscopic analysis is not quite 
easy, and it does not account for the chemical relaxation between the stable sates. 
As for the stochastic kinetics of the reaction, it is described by a multivariate 
Master Equation which cannot be solved exactly : even its stationary solution is 
unknown. The continuous approximations only yield local information on the probabi­
lity distribution, which are not sufficient to study the relaxation between the ma­
croscopic stationary states, at least far from the threshold of bistability. 

However we will see that the multivariate M.E. may be studied approximately if 
the diffusion coefficient is large or small. In the first case, quasihomogeneity is 

rapidly established, and a Chapman-Enskog method applies. In the case of a small 
diffusion coefficient a quite different approximation is obtained by supposing that 
the probability distribution is quasistationary in the neighbourhood of the macros­

copic stable states: when applied to "the simplest example, a Schlagl reaction in 
two homogeneous cells coupled by diffusion, this method leads to non.intuitive re­
sults which agree with Monte-Carlo simulations. They are expected to hold for reac­
tions in two macroscopic cells which could perhaps be realized experimentally. On a 
smaller scale it seems possible to extend the method to a succession of homogeneous 
cells and to treat simple models of nucleation. 

2. HOMOGENEOUS SYSTEMS 

2.1. Deterministic description of a closed system 

Let us take as an example the Schlagl model [1 ] 

k1 

A+ 2 X :t: 
k 

2 

3 X X (1) 

We suppose that these reactions take place in a box of volume V which is closed for 
the molecules X, hut not necessarily for the other ones, so that the concentrations 
cA, cB of A and B remain constant. If net) is the number of molecules X at time t, 
the kinetics of this system is given by the deterministic equations : 
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d 
- n dt 
wen) wen) 

(2) 

(3) 



It is easily seen that in some conditions (2) admits three stationary solutions 
(l <" 13 < Y : (l and yare stable whereas 13 is unstable. (Clearly the same analysis 
applies to other systems with one free variable concentration implied in trimole­
cular reactions). It is well known that a deterministic equation such as (2) does 
not allow the system to pass from one stable state to the other. To take this 
effect into account a stochastic description is necessary. 

2.2 StochastIc theory 

In the birth and death formalism the probability p(n,t) to have n particles at 
time t in the homogeneous reactive system obeys the Master Equation 

dd pen) = W 1 p(n-l) - (W + W ) pen) + W +1 p(n+l) = R (p(n)) (4) t n- n n n 
where the birth and death rates Wand Ware, with the notations of (3) 

n _ n 2 
Wn = k 1cA n(n-O/V + k3 cBV Wn = k2 n(n-1) (n-2)/V + k4 n (5) 

The stationary solution p(n,oo) 

Wnqn = Wn+l qn+l ' so that 

qn satisfies the detailed balance condition 

(6) 

W ) (6' ) 
n 

It may be shown that q has two sharp maxima at the deterministic stationary 
states (l and y and a mini~um at 13. The spectral analysis of (5) shows that, satr­
ting from an initial distribution concentrated around some state no # 13, p(n,t) at 

first evolves towards a quasistationary distribution with one peak on the nearest 
stationary state, (l or y ; at long times a second peak appears on the other sta­
tionary state. The final evolution does not change the shape of these two peaks, 
but only their probability weight, until the stationary distribution qn is realized; 
if p and P' are the total probabilities of the peaks (l and y respectively, they 

(l y 
satisfy the very simple approximate equations [2 ] 

d d 
dt pC}. = - at Py 

with, if x CI. or y 

(8) 

~ qk and qy = ~ qk are the stationary values of p and p respective-
k<13 k>y (l y 

ly,m and M are the limits of an intermediary region around the unstable state y 
(a<m<13<m<y). On an other hand, continuous approximations of (4) are obtained by 

taking as a variable the concentration n/V, and ex~anding the equations in powers 
of I/V [3]. The method of stochastic potentials L 4 ] for instance, consists in 

supposing p(n,t) to be of the form 

p(n,t) ~ exp {- V ~ (n/V,t)} 

and in studying the successive approximations of ~. In this way it is possible to 
find the stationary probability, and time-dependent evolution of p near its extrema. 
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2.3. Homogeneous cell with diffusion through the walls 

If now the same system is allowed to exchange molecules X with the exterior by diffu­
sion through the walls, we have to add a diffusion term to (2) and (4). Assuming that 
the X molecules can freely cross the walls of the cell and that their external concen­
tration Co is kept constant, this diffusion term id D(coV - n) in the deterministic 
equation (2) and 

DcoV p(n-l) - D(coV + n) pen) + D(n+l) p(n+l) 

in the stochastic formalism of (4). The diffusion coefficient D is related to Fick's 
coefficient d by 

D = d/(H (8) 

where A is the mean free path of the X molecules and t the cell length. Then it is 
easily seen that all the results of 2.2. hold if Wk and Wk are replaced by Wk+ Dc V 
and Wk+ Dk respectively. It turns out that bistability is lost if D is superior t8 a 
critical value Dc ; if D < Dc and if Co corresponds toone of the steady states a or 
y, the diffusion increases the stability of this steady state in the cell. 

3. TWO-CELLS MODEL 

3.1. Deterministic analysis 

We now consider a system consisting of two identical, homogeneous cells coupled by 
diffusion. In each cell takes place the Schlogl reaction (l)~ with the same constant 
values of cA and cB' The equations for the numbers nl and n2 of molecules X in each 
cell are 

(9) 

where wand ware given by (3) and D by (8). The stationary solutions of (9) can be 
found exactly for the Schlogl reaction [5 ] or allY trimoleeular reactive scheme. 
When the chemical equation (2) has three possible solutions a.~~y'. the system (9) 
can have up to 9 stationary solutions. Two critical values Dc l and De2 of D exiSt. 
For D < Dcl' both homogeneous and inhomogeneous solutions occur: among the homoge­
neous ones~ (a,a) and (y.y) are stable nodes and (~,~) is an unstable point; the 
inhomogeneous solutions include two stable nodes near (a~.y) and (y,a) and four saddle 
points. For Dcl < D < Dc2, .the two inhomogeneous stable nodes alld two of the inhomo­
geneous saddle points disappear. For D > Dc2 ' only the h9mogeneous solutions exist; 
(a,a) and (y ~ y) are stable nodes, (~, 13) is a saddle point. 

3.2. Stochastic description; the multivariant Master Equation 

According to the multivariate Master Equation formalism the probability p(nl,n2;t) 
of having nl molecules in cell 1 and n2 molecules in cell 2 at time t satisfies the 
equation 

where R. is the reaction operator defined by (4), operating on ri .• No detailed ba­
lance pfevails in (10), and the stationary solution cannot be fo~nd. As for the 
method of probability potentials, it yields a non.linear partial differential equa­
tion which cannot be solved exactly even in the stationary case • the time-dependent 
evolution may only be known locally, and the long time evolution cannot be found in 
this way beyond the threshold of bistability. However,approximations of the discrete 
Master Equation (10) may be used if D is large or small. We will only study the last 
case~ since for large D the system becomes rapidly homogeneous. 
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3.3. Small diffusion coefficient (D < Dc1 ) 

It has been shown by Monte-Carlo simulation [6 J that the stationary distribution 
presents two peaks on the homogeneous steady states (a,a), (y,y) and two peaks on 
the inhomogeneous steady states (a',y') and (y',a'). If D = 0, a'= a and y'= y ; if 
D increases, a' and y' are slightly shifted towards y and a respectively. Thus in 
the plane (n1,n2) there are only four regions, around these peaks, where the proba­
bility differs significantly from 0 at long times; they are denoted (aa) , (ay) , 
(ya), (yy), for instance (n1,n2) E (ay) if n1 < m and n2 > M, where m and M are the 
limits of an intermediary region around the unstable homogeneous state S. We assume 
that during the final evolution the shape of p(n1,n2;t) does not change appreciably 
in each of these four regions, whereas their total probabilities Paa, Pay' PYa' Pyy' 
evolve towards their stationary (but unknown) values ; this hypothesis is completely 
justified if D = 0 (uncoupled cells) and presumably applies if D is small. 

Then it may be shown [7] that an approximate Master Equation holds for the pro­
babilities p (where x,y = a or S) : xy 

( 11) 

(d d d . . . . ). h dt Pyy an dt Pya be~ng obta~ned by ~nterchang~ng a and y , Wlt 

M 
kX = {qX L 1/ ~~ g~}-1 

y Y k=m-1 
(12) 

( 13) 

and finally 

(14) 

where < n/j >x is the average number of particles in one cell, knowing that this 
cell is in region (x) and that the other cell is in state j. The last difficulty 
implied by the coupling between the cells consists in evaluating < n/j >x' 

The simplest approximation is to take < n/j > = x, which in fact amounts to ne­
glecting the correlation between the cells. ThenXthe eigenvalues and eigenvectors of 
(11) are easily found, and the long time evolution is completely determined and qua­
ti tati vely agrees with the results of Monte-Carlo simulations '- 6 ] for small D. In 
particular it is shown that the system passes from (aa) to (yy) via the inhomoge­
neous states (ay) and (ya). 

However, the stationary distribution obtained in this way does not reflect the 
deterministic results reported in 3.1. When D is not very small, since the corre­
lation between cells cannot been neglected then. But it is possible to show that 
the conditional average i = < n/j >x approximately satisfies the equation: 

W. + Di 

Wi - Wi + D(j+1) w~ 1+ D(j+1) 
J+ 

W. + Dj 
- D i -"J ___ _ 

Wj _1 + Di 
o ( 15) 

For a given value of j a solution of (15) is also an extremum of p(n1,j) for va­
riable n1 ; thus the extrema of p(n1,n2) are the solutions of (15) and of the 
symmetrical equation obtained by exchanging i and j. These equations may be 
treated numerically, and the results agree completely with the conclusions of the 
deterministic analysis (Fig.1). As for the mean passage times, computed from (11) 
they do not differ very much from those of the previous simple approximation. 
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nl~'~----------~--~ m~----------~--~ 

100 -!:-----------,f----...., 

so 

50 \00 nt 50 \00 nl nt 
(a) (b) (c) 

~. Maximum (---) and m~n~mum (---) of the conditional probabilities, in both 
directions, and for different values of D : (a) D < Dcl (b) Dcl < D < Dc2 
(c) Dc2 < D ; the intersection of two solid lines gives a stable node (0) ; the in­
tersection of one solid line and one dashed line gives a saddle point ( X) ; the 
intersection of two dashed lines gives an unstable point 

4. CONCLUSION: THE NUCLEATION PROBLEM 

The previous results as well as numerical simulations I: 8 J suggest that a non-equili­
brium bistable reactive system may evolve by a nucleation process, in agreement with 
t~e theory of nucleation -induced transitions [9] and with experimental observations 
L 10]' If the whole system is initially in the metastable state a, in such conditions 
that the lifetime of a is of the order of the observation time, spontaneous local 
fluctuations may form a microdroplet of the stable state y ; then the chemical reac­
tion tends to extend its volume, whereas the diffusion tends to reduce it. The deter­
ministic theory shows [11] that if the radius of the droplet happens to exceed a 
critical value it will grow until the whole system switch to state y ; but a droplet 
of smaller radius should disappear. Thus a stochastic theory is necessary to describe 
the formation of a droplet of critical size. 

A way to do it is to modelize the possible states of the droplet as a succession 
of spheres of increasing radii Rv ' v = 0,1,2, •.. The system. is in state V if the dro­
plet of (y) has a radius Rv , and it can jump from v to v ± 1, with f2rward and back­
ward rates of type (14). Only the simplest cases have been studied 1_11]. It would 
be interesting to improve these treatments, and in particular to account for the 
correlation between the different zones by extending the method exposed for the two. 
cells model. 
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When a nonlinear system evolves under far-from-equilibrium condi­

tions in the vicinity of a bifurcation point, a purely deterministic 

description often proved to be incomplete. The fluctuations of the 

dynamical variables can play an essential role and obstruct the obser­

vation of a transition expected by a deterministic analysis. In the 

framework of the deterministic approach, the stability of the different 

states according to the values of the control parameters is studied 

through a mathematical analysis of the velocity field. In particular, 

the theory of normal forms leads to the determination of the various 

kinds of attractors [1 ,2J. As far as we are concerned with the sto­

chastic approach, the mabiQ~ Qquaiion has been widely used to analyze 

bifurcations of homogeneous or spatially ordered steady states or of 

limit cycles [3,4]. Our aim in the present contribution is to insist 

on the generality of the method to analyze various kinds of bifurca­

tions in nonlinear non equilibrium systems. The general procedure pro­

posed to obtain a local description of the probability, which allows 

us to determine the system's attractors, turns out to display marked 

analogies with the theory of normal forms. 

In section 1, we recall the general formalism leading to the local 

description around a reference steady state of the stationary solution 

of the master equation. The result is expressed in terms of the first 

and the second moments of the transition probabilities. Section 2 is 

devoted to the application of the general formalism to, complex bifur­

cations which are characterized by the existence, in the spectrum of 

the linearized operator around the reference state, of two kinds of 

singularities controlled by two parameters. The first example refers 

to a reaction-diffusion system in conditions close to those giving to 

the linearized operator both a pair of pure imaginary eigenvalues and 

a zero eigenvalue. As a second application we refer to the poster pre­

sented by A. FRAIKIN the abstract of which is included in this volume. 

It is devoted to the stochastic analysis of a normal form of two vari­

ables which may display a homoclinic trajectory. 
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1. General Formalism 

Details of the method outlined below can be found i'n [5J. A stochastic 

system of several extensive variables X. is supposed tc b~ described 
J 

by a master equation which can be explicitly written when the transi-

tion probabilities per unit time W({X .}+{X!}) are known. In a reaction 
J J 

diffusion system, X. may be the number of chemical species a in a cell 
J 

located by the vector r and is denoted by X. = X . Introducing the 
J ra 

dtochadtic potential U defined by P = exp(-S - N U), where P is the 

probability, N is proportional to the total volume of the system and 

S stands for the normalization factor, we switch to the quasicontinu­

ous intensive variables x. = X ./N, where N may be the mean number of 
J J 

particles in one cell of a reaction-diffusion system. If we assume 

that for all states for which W({X.}+{X~}) are nonnegligible, x. - x~ 
J J J J 

is much smaller than 1, the equation for U can be expressed, at the 

zeroth order in 1/N, in terms of {x j } and {au/ax j }. We thus obtain a 

Hamilton Jacobi type of equation 

1 dS a u au - N dt - at = H({Xj}'{~}) 
.1 

The hamiltonian H is completly determined when the transition proba­

bilities are known. Moreover, its derivatives with respect to au/ax., 
J 

au/ax., , ••• at a point where {au/ax.} = O,are shown to represent the 
J J 

successive moments of the transition probabilities. They are denoted 

by H j' H j j' , ••• 

Looking for a local description of the stationary solution of (1) 

around a state {x.} for which {au/ax.} = 0, we write U in the form of 
J J 

a Taylor expansion in ~. = x. - x. as 
J J J 

1 .If 1 .1·203 .li 03 >4 
u = "2 u J ~ jl ~ f + 3! U J J J ~ jl ~ f ~ j3 + 41 u J J J ~ jl ~ f ~ l ~ J>4 +. •• ( 2 ) 

where all indices with numerical exponent are summed over. The equa­

tions for the coefficients of (2) are easily deduced from (1) by suc­

cessive derivations. They are expressed in terms of the moments H., 
J 

H .. , , ••• and their derivatives with respect to x.,x., , .•• , denoted by 
J J ., .,~, J J ., 

upper indices: H~ ,H~J , ••• It is easily shown that H~ is the linea-
J J J 

rized operator around the reference state {x.} which is taken to be a 
J 

uniform steady state. The point is that all the equations for the coef-

ficients of (2) can be explicitly solved in the representation which ., 
diagonalizes the linear operator H~ • Switching to this representation 

J 
and denoting by ~l the new variables (the new indices 1 label the ei­., 
genvectors of H~ ), we obtain a local expansion of U in the same form 

J 
as (2) by replacing all the indices j by 1. The expression of U is 
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then reduced by taking advantage of the simplifications arising in the 

vicinity of a bifurcation point. Note that far from such conditions, 

(2) can be truncated to its quadratic terms. Near a bifurcation, some 

eigenvalues of the linear operator, WJ" = nJ" + i 8J" , are marked by a 

vanishing real part n, • As a result, the coefficients of the quadra-
11' -'<l 

tic terms U are shown to take well-separated orders of magnitude, 

depending on whether the eigendirections 1,1' are associated to singu-

lar eigenvalues J" or nons in gular ones ~ 

; uJ"J., = O(E ) 
J" 

We find 

UW= 0(1) 

where T labels the eigenvector complex conjugate of the Ith and EJ" = 

1/U~ -2 nJ" /H~ vanishes at the bifurcation point. This allow us to 

separate the stochastic potential into two parts: a quadratic contri­

bution relating to the "noncritical" variables ~~ and a critical con­

tribution including terms of third and fourth order in the variables 

~J" We give below the resulting fourth order poly nomial Ucr 

U cr 

where the coefficients are given, at the dominant order, by 

U~ 
.wg 

S{ EJ" HJ" } 

~' .lJ6l1 -1 12.JgIg' 
U - S { U U 11]2 U } 

~+ ~+ ~+ ~I 

(3) 

(4) 

(5) 

The symmetrization symbol S, applied to a function of the indices 1,11 •. 

represents the sum of all distinct terms obtained by permutation of 

these indices. 

It is worth pointing out that (4) and (5) show that the coefficients 

of the cubic and quartic terms of Ucr are proportional to EJ" and will 

thus vanish at the bifurcation point unless the denominators, ~ +~ 

+~ or ~ +~ +~ +~" are also of order EJ". These last conditions 

are strictly equivalent to the resonance conditions which lead to the 

retention of the dominant nonlinear terms in the theory of normal forms. 

This general result, applied to a bifurcation of spatially ordered 

steady states [4J or to a Hopf bifurcation in a reaction-diffusion 

system exhibiting inhomogeneous fluctuations [8J, proves to be in 

agreement with the critical dynamics analysis carried out by WALGRAEF 

et a1. [6,7]. 
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2. Application to Complex Bifurcations 

As an example of application of the general formalism, let us consider 

a two component reaction-diffusion system of large size described by 

the variables ~. = ~ N = X - xN where {x } determines the reference 
J rU. rn u. n 

uniform steady state. In such a system, the eigenvectors of the linear 

operator are labelled with the indices 1 = mS where m plays the role 

of a wave-vector and S takes two values 1 and -1 = T. 

We consider the complex bifurcations characterized by a set of com­

plex conjugate eigenvalues with small real parts, w~ = WqS and a set 

of small eigenvalues w~ = wk1 • The characteristic wave-vectors q asso­

ciated with the first type of bifurcation have a small modulus leading 

to a quasi-uniform time periodic structure. The wave-vectors k charac­

teristic of the second bifurcation have a modulus close to k c ' speci­

fying the corresponding spatially ordered stationary state. 

Following the general results of section 1, we easily select the 

resonant terms of Ucr • At the third order, a resonance appears for 

(~ ~ m ) = (k 1 kl1 1<'1 ) or (k 1 q 1 q'T ). The latter makes no contribution 

to U because of the Kronecker delta, 6(q + ~ + k) = 0, mUltiplying cr 
the corresponding term in the case of periodic boundary conditions. 

At the fourth order the resona(;lce conditions lead to the retention of 

three kinds of terms: (~~ m Jg') = (k 1 kl1 1<'1 1<''1 ), (k 1 kl1 q 1 qlT) and 

(q 1 q'1 q'T q"T). The resulting critical part of the stochastic potential 

Ucr takes thus the following form: 

Ucr = t.q. ~q.1 ~q-T + u(q. cf ~ q4) 6(q. +cf +~ +q4) ~q.1 ~cf 1 ~~T ~q4T 

+ (t.1(- ~I(- 1 ~k'- 1 + y 6 (I(- +kl +k3 ) ~I(- 1 ~kl 1 ~k3 1 

+ v (I(- kl k3 k4) 6 (I(- + kl + k3 + k4 ) ~ I(- 1 ~ kl 1 ~ k3 1 ~ k4 1 ) 

+ w(q. cf I(- kl) 6(q. +cf +1(- +kl ) ~q. 1 ~cf T ~~ 1 ~kl1 (6) 

where the coefficients y,u,v,w, are calculable in terms of the transi­

tion probability moments. This expression contains three distinct part& 

The first one, relating to the variables (~q1 '~qT). describes the po­

tential obtained in the vicinity of a Hopf bifurcation. The second one, 

depending on the variables~k1' results from the vicinity of the bifur­

cation of a spatially ordered structure. Note that the coefficient v 

depends on the imaginary part of the eigenvalues characterizing the 

Hopf bifurcation and makes the corresponding quartic terms slightly 

different from those obtained in the case of a simple bifurcation of 

a spatially ordered structure. Finally, the third part of Ucr ' contai­

ning both the variables (~q1 '~qT) and ~k1 expresses the interaction 

between the two kinds of bifurcations. We easily deduce from (6) the 
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equation of the extrema of Ucr which admits a solution of the following 

form: 

e i<I> - i<I> i1jJ - i I/J ) 
i;q1 = P OqO ; i;qT = p e 0qO; i;k1 = 0 (e 0k~ + e 0ki<;, 

(7 ) 
where ~ is one particular wave-vector of modulus kc and the amplitudes 

p and 0 are imposed by (6). This solution, depending on the phase para­

meter ~, represents the set of states described during the time oscil­

lation of a spatially· ordered structure. The stability of this struc­

ture can be analyzed through the technique already used for the simple 

bifurcation of a limit cycle [SJ. It consists in determining the matrix 

of the second derivatives of Ucr at one state of the set given by (7) 

and in analyzing the sign of its eigenvalues. We expect that this me­

thod will allow us to evaluate the spatial correlation of the 

phase of the oscillation and to determine the conditions of destruction 

of long range order. 
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1. Introduction 

A very remarkable property exhibited by non equilibrium systems 
is the appearance of coherence and long range order [1]. Once 
subjected to a constraint which maintains a system in a nonequili­
brium steady state, fluctuations which occur in its different 
parts, are not independent. The correlation extends over the size 
of the sample [2-5]. We shall here study the origin of this beha­
viour in a simple example and describe a simulation set up in or­
der to demonstrate this property. 

The model we present here is very simple, although it contains 
all the ingredients needed for the description of long range 
order. It consists of a system obeying the Fourier law of conduc­
tion of heat and maintained out of equilibrium by appropriate 
boundary conditions. We shall use a Langevin approach in order to 
calculate the temperature fluctuations in the steady state. These 
calculated fluctuations differ from those of, even l.ocal, equili­
brium. However small the constraint is, there will appear a cor­
relation between fluctuations taking place everywhere in the sys­
tem [ 2c,5]. 

The first part of this article deals with the Langevin ap­
proach; it is very intuitive and it is, in fact, difficult to jus­
tify. One needs either experiments which confirm theoretical pre­
dictions, or simulations which validate the hypotheses that 
feed the theories. The problem is difficult. as the expected ef­
fects are very small [6]. In the second part.we describe a non­
equilibrium simulation of a dynamical system submitted to an ex­
ternal constraint we made in order to check on the system itself 
the validity of the Langevin hypotheses [6~ . 

2. The Fourier-Langevin approach 

We consider a system where the temperature 
tion, namely 

dT(t,t) = ~ ~Jq (r',t) 
it ncp 

;lq (1', t) = I< ncp ~T(~, t) 

obeys the Fourier equa-

(1 ) 

(2) 

where ~ is the thermal ~iffusivity, supposed to be independent 
of the temperature and Jq(r,t) is the heat flux in the system. 

The study of fluctuations at equilibrium is ba~¥d on the follo­
wing scheme[7]. The temperature fluctuations, 6T(r,t) ,are suppo­
sed to obey the same Fourier eq. (1), with the the add1tion of a 
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fluctuating source term. This fluctuating heat flux, ~qf(~,t), is 
varying on a time scale of the order of the relaxation time, that 
is small compared to the hydrodynamical time scale, and the corre­
lation in space is also restricted to a molecular scale. This sug­
gests the following assumptions for the mean values of the fluc­
tuating heat flux 

.. 
f" f" .. .. k <J qex (r,t)Jq13(r',t1»=A o(r-r') o(t-t') 0 r 6 

(ex, 6=x,y, &-). 
(4) 

The amplitude A is determined by the requirement that one 
should recover the thermodynamic result, derived from Einstein's 
formula, when solving the fluctuating Fourier equation, namely 

.. .. 2" .. 
<OT(r,t) oT(r',t»= k T o(r-rl) 

ncv 

where n is the particle number density, Cv is the heat capacity 
per particle, k is the Boltzmann's constant and T the average tem­
perature. One finds that A=2 KkT2, and with this value of A, eq.(4) 
is often referred to as a " Landau Lifschi tz " formula!7]. 

The basic idea in the extension of this theory toa nonequili­
brium situation is to assume that eq. (4) remains valid with the 
ampli tude A now becoming space -dependent through the nonuniform 
temperature. The procedure to calculate the averages of tempera­
ture fluctuations is then the following: 

(i)find the stationary state's solution, T(t), of eq.(1) 
(ii)assume a nonequilibrium " Landau Lifschitz " formula 

(iii)solve then the equation for 

.. 2" d1lr(r,t)= KI7 QT(r,t) -_1_ 
d t ncp 

the temperature 
.. .. 

f .. v.Jq (r,t) 

fluctuations 

(7) 

This procedure leads to the following result for the equal·time 
temperature fluctuations, 

+ + 2 + ++ ++ 
<QT(r,t) QT(r',t»=kT (r)c;(r-rl) +g(r,r') (8) 

ncv .. .. 
In three dimensions the correlation function g( r, rl) reads, 

.. .. .. 
g(;,r'i)=l<1 VT i2 f dct e-iq.(r-r') 1 (9) 

ncv ~)3 q2 
.. .. 

Actually, g(r, r') is the solution of the Poisson equation which 
determines the potential due to a charge located at r=r~ So it 
diverges in an infinite one or two-dimensional system. In a finite 
rectangle ,for e~a~ple , if we look for solutions which vanish at 
the boundary, g(r,t~ .. is the lOiarithm of the elliptic function; it 
behaves like -log(r-r') near r=r' [10] • In the one·dimensional line 
of length L , the correlation function simply reads, 

g(x,x)=kI VTi 2 {x(L-X') x> Xl (10) 
ncv x'(L-x) x<x l 
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Let us also mention that: 
a) in the chemical case [11 ,the same long range correlation 
function appears multiplied by a decreasing exponential which 
screens the effect. Only near an instability does this scree­
ning disappear. 
b) the same result was obtained by Nicolis and Malek Mansour 
using the Master Equation. This is a more deductive approach 
where energy· transi tion probabilities are deduced from the 
requirement of detailed balance at equilibrium. The advantage 
of the Master Equation with respect to the Langevin formula­
tion is that it permits to study situations where the non­
equili bri um " Landau Lifschi tz " formulas cannot be guessed 
from a intuitive argument: this is the case, for example, of 
a fluid submitted to a shear [81 . 
c) a more rigourous derivation of the form of the correlation 
function is possible through the use of kinetic theory 
[ 3,41 However, some of the hypotheses made in kinetic 

theory are not under control, like, for example the convergen­
ce of the expansion necessary to find the microscopic statio­
nary state's solution. 

3.The Molecular dynamic simulation. 

The quantities measured in a physical system are in fact averaged 
over a small volume, say ~V=~Ld, 

+ 
~T= 1 fdr+oT(r,t) 

y;;v ~v 
( 11 ) 

and if we compare equilibrium and nonequilibrium contributions to 
the fluctuations, we obtain the following ratio 

( 1 2 ) 

where ~ T/L is the imposed gradient. It is therefore not easy to 
measure directly in an experiment. Nonequilibrium effects have 
been measured in fluids but 

(i)they are of first order in the gradient, like the product 
at different times of the density and velocity fluctuations 

[ 6a1 . 
(i i)these effects are very sensi ti ve to boundary conditions 
which are not really knownl91. 

On the contrary nonequilibrium molecular dynamic simulations 
deal with systems where T/~ T may be less than 1 and L/ ~L may be 
chosen so that the nonequilibrium effects are not small. The sys­
tem that we have chosen is an assembly of a few hundreds of hard 
disks (up to 3000) enclosed in a rectangle of sides Lx and Ly; Lx 
is three times larger than Ly , periodic boundary conditions are 
imposed in the y direction and thermal reflection occurs in the 
other direction: each time a disk hits a thermal boundary, it is 
reinjected in the rectangle with a velocity chosen in an equili­
brium velocity distribution, corresponding to temperatures T1 and 
T1+~T at, respectively left and right. The choice of a two-dimen­
sional system is due to the fact that we need to have a system 
with a large hydrodynamic distance integrated during a large 
hydrodynamical time and this is easier to achieve in lower dimen­
sionali ty. The averaged density is that of a mean free path of 
approximately one disk diameter and the largest Lx were of the 
order of two hundred molecular diameters. 

We divide the rectangle in cells of approximately 50 particles 
and measure particle number density, velocity and temperature in 
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each cell, the temperature being defined as the local time avera­
ged kinetic energy per particle. We also measure averages of pro­
ducts of fluctuations in the same or different cells. As all ave­
rages are time averages the precision of the measurement depends 
strongly on how long the trajectory of the system is calculated. 
This time may conveniently be expressed in collisions number. For 
example, after a run of two million collisions for a system of 
3000 hard disks at equilibrium, the dispersion of the temperature 
over dirrerent cells was less than one percent and that of tempe­
rature fluctuations less than seven percent. That number of colli­
sions corresponds approximately to 1500 relaxation times and twen­
ty times the crossing time of a sound wave. 

(i)The stationary state reached by the system is that of 
local equilibrium. Indeed the temperature profile that is shown In 
fig.2 flts very well the theoretical straight Ilne. The pressure 
measured inside the system is constant everywhere and the density 
obtained through the hard dlsks equation of state agrees very well 
wi th the measured density (fig.1) The velod ty distrHution 
function inside each cell is much like a gaussian, as can be chec­
ked by measuring the moments of thls function. 

nix) 

• 
• 

• • • • 

N=500 
lIT=, 
T, 

DENSITE 

• • • • • 
x 

Flgure 1 density profile measured 
in a run of 1 million colllsions. 

15 

T(x) 
N=500 
liT =, 
T, 

• 

• • 
TEMPERATURE 

x 
Figure 2 : temperature 
profile In the same run. 

(H)the vaUdity of eq. (6), that j.s the nonequilibrium Landau 
Lifschitz formula, has been checked in the stationary state. Figu­
re 3 shows the evolution of the fluctuating heat flux at equili­
brium in two nelghbouring cells. The relaxation time In the sys­
tem's unlts is 2, and that should be the typical time over which 
the fluctuatlng heat flux ls self correlated. This ls lndeed the 
case as It can be seen. Flgure 4 confirming the absence of 
spatial correlations in the system. Measuring the time· averaged 
product of fluxes gives a negligible contribution unless it rerers 
to the same cell. These propertles remain the same in a nonequiU.­
brium steady state. Beside, plotting J x(i)2 as a function of the 
cell temperature ,see fig. 5, ls a direc% check of eq. (6). The slo­
pe or the log-log curve ls 2.1 and the extrapolated value of the 
thermal diffusi vl ty agrees quite well with the value measured 
directly on the system. 

(iii)looking at the long range correlations that are bullt 
into the system, we have plotted in fig.6 the points obtained for 
three different values of T!T1. They refer to a system of 3000 
hard disks and they are both time and space averages, as we avera­
ged over all cells of a same line wlth same cell distance. 

The points measured seem to obey the square of the gradlent 
dependance of the correlation function and also they decrease 
linearly with the distance. 
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Figure 3 fluctuating heat flux measured in 2 neighbouring cells. 
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Figure 4 : spatial correlations 
of the fluctuating heat flux. 

Figure 5 fluctuating heat 
flux amplitude as a function 
of the temperature . 
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Figure 6 : temperature 
fluctuations as a function 
of cell distance. 

The coherent behaviour of nonequilibrium systems can be described 
in our model by a simple generalisation to nonequilibrium state of 
the Landau Lifschi tz formula. On the other hand nonequili brium 
molecular dynamics can be used to test the range of validity of 
the hypotheses that feed the theory. A direct check on the fluc­
tuating fluxes is easier to perform from the point of view of com­
putation time but it is also of a qualitative nature. Measurements 
on the correlations are feasable but the computation time is too 
large for three-dimensional systems. Simulations of one-dtmensto­
nal systems may prove to be very useful tn this respect. 
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Analysis of Chemical Network Dynamics Using Computer Programmed 
Theory 

Bruce L. Clarke 

Department of Chemistry, University of Alberta 
Edmonton, Alberta, Canada T6G 2G2 

Code for a package of computer programs in APL that can analyze chemical 
networks on an IBM Personal Computer has appeared [1]. This poster presents 
enhancements to this package. The package is not a simulation package but a 
package of cOMputer coded theorems. It contains many new theoretical results in 
chemical network theory. 

The package is intended to allow someone to play with a mechanism and discover 
its dynamics interactively. Once the reactions are entered in the computer any 
theorem can be immediately tested to see if it applies to the chemical network. 

The initial setup of a reaction network is extremely simple and flexible. 
Ultimately one needs to have a chemical network with letters representing the 
species and with only those species whose dynamics is important appearing in the 
reactions. To get to this ultimate network from a mechanism, one can enter the 
whole mechanism using formulas and have the computer substitute letters for 
molecules, pick out the dynamically important species, and find the network. 

Most of the package consists of programs that determine the dynamics of the 
intermediates when the overall reaction is negligibly slow. Of first importance 
is the nature of the manifold of steady states of the intermediates for all rate 
constants. One program finds the complete set of steady state manifolds on the 
closed nonnegati ve orthant of concentrations dynamics. Several other programs 
determine if a steady state exists for all rate constants, if such a steady state 
is unique or if there are multiple steady states for some rate constants. 

Dynamical questions that can be answered concern stability and whether a 
steady state or region of concentration space is globally attracting. There is 
qui te a powerful technique used for finding globally attracting steady states, 
even for networks where other steady states are unstable. 

New programs in this package enable one to prove that a chemical network has a 
globally. attracting region. This is a bounded region of concentration space that 
would have to contain one or more attractors, either steady states, periodic, 
quasiperiodic, or chaotic attractors. The program can be used when the steady 
states are unstable. to prove that some kind of interesting non-steady state 
attractor must exist. It works with chaotic networks. 

The package does not do Hopf bifurcation analysis nor have any direct way to 
distinguishing between limit cycle and chaotic attractors. The package contains 
the Zero Deficiency Theorem, the "knot tree network theorem" as well as some 
older theorems that identify stable networks. The package solves the general 
reaction_ balancing problem whose solution is a convex polyhedral cone of extreme 
reactions. It handles thermodynamic properties of reactions assuming ideality. 

1. B.L. Clarke, "Qualitative Dynamics and Stability of Chemical Reactions 
Networks", in Chemical Applications of Graph Theory and Topology, Ed. R.B. 
King, (Elsevier, Amsterdam 1983) pp 322-357. 

218 



Heterogeneous Fluctuations in Chemical Oscillators 

Michael Menzinger and Peter Jankowski 

Department of Chemistry, University of Toronto, Toronto, Canada M5S lAl 

Experimental evidence is given for large-scale concentration fluctu­
ations (of the order of ± 2-100 %) in the ferroin-catalyzed BZ re­
action, observed in a stirred batch-reactor. Their essentially 
heterogeneous, spatially distributed nature is established by moni­
toring simultaneously the redox potential in a micro-volume and 
a macro-volume by using electrodes of different size. A typical 
record is shown in Fig.l. Fluctuations are absent from the large­
electrode record due to averaging over spatially distributed fluc­
tuations. This represents a direct confirmation of the nucleation 
model and demonstrates a ubiquitous tendency of the system to dif­
ferentiate spatially on a mesoscopic scale. We believe that fluc­
tuations play a fundamental role in the global self- organization of 
unstirred systems. 

13.1 Hz STIRRI GRATE 

Fig.l . Oscillation of 
redox potential in the BZ 
reaction monitored by Pt­
micro-electrode (upper 
trace) and a Pt-macro­
electrode (lower trace). 

o :. 10 
TIME (MINUTES) 

The observed fluctuations are very sensitive to stirring. The pro­
nounced decrease of the oscillation period with stirring rate is 
accompanied by a marked increase of the fluctuation amplitude. 
Figure 2 illustrates our interpretation in terms of the contraction 
of the limit cycle from its deterministic limit 1-2-3-4 to the 
stochastic limit cycle 1'-2'-3'-4'. The latter is dominated by 
noise-induced transitions. The interaction between local (stochas­
tic) and global dynamics is seen to be profound. 

4 4' 
A ---r-"!!'T= ...... ~ 

2 2 B 

Fig.2. Schematic representation 
of noise-induced contraction of 
a limit cycle 1'-2'-3'-4' from 
its deterministic limit 1-2-3-4. 
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Basins of Attraction to Oscillatory Modes in a Forced Glycolytic 
Oscillator 

Mario Markus and Benno Hess 

Max-Planck-Institut fur Ernahrungsphysiologie, Rheinlanddamm 201 
0-4600 Dortmund 1, Fed. Rep. of Germany 

A glycolytic model containing two-substrate rate laws of the enzy­

mes phosphofructokinase and pyruvate kinase was analyzed numerically 

for periodic substrate input flux l1-3]. Up to four attractors -

corresponding to different time patterns - were found to coexist in 

phase space for the same values of the bifurcation parameters. The 

system can be switched from one of the coexisting attractors into 

the other by pulses of small metabolite additions or substractions. 

By choosing the right phase and the right metabolite amount, this 

switching may drive the system directly from one attractor to the 

other, i.e. without transients. However, switching can also be accom­

plished under less strict conditions by driving the system from one 

attractor into any phase space point inside the basin of attraction 

of the other attractor. In this case, transients occur before the 

new attractor is reached by the system. 

We computed cross_sections ( = ) of the basins of attraction with 

given planes in phase space. The boundary curves of the = were 

computed by alternating between the inside and the outside of the = 
in a zigzag motion defined by equilateral triangles. Often we found 

that the = had long and narrow appendages looking like flagella. 

These appendages were computed by proceeding within a narrow region 

using linear segments of given length and having a slope determined 

by trial and error ("blindman's stick" method). 

The knowledge of the = and thus of the basins easily permits to 

determine conditions for switching between time patterns. 
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Quasiperiodic, Entrained and Chaotic Responses of Yeast Extracts 
Under Periodic Substrate Input Flux: Model and Experiments 

Mario Markus, Stefan C. Muller, and Benno Hess 

Max-Planck-Institut fUr Ernahrungsphysiologie, Rheinlanddamm 201 
D-4600 Dortmund 1, Fed. Rep. of Germany 

The numerical analysis of a two-enzyme model of glycolysis under an 

input flux given by V = V + A sin (VJt) reveals a profusion of 

oscillatory time patterns [1,2]. Scanning of the A-lU-plane leads to 

tongue-shaped regions, between which exist quasiperiodic regions for 

small A, and chaotic regions for large A and 2 Wo < W < 3 lUo ' where 

Wo is the oscillation frequency of the system at constant input, 

i.e. at V = V. 

NADrl fluorescence, as indicator of glycolysis, in extracts of 

baker's yeast (S. cerevisiae) was measured under continuous and pe­

riodic glucose injection. Previous investigations had been restricted 

to A = V [3]. We extended the measurement range by scanning the A­

LJ-plane and obtained entrainment with periods 1,2,3,4,5,7 and 9 ti­

mes the input flux period, as well as a rich variety of quasiperiodic 

and chaotic oscillations. The regions on the A-VJ-plane correspon­

ding to the different types of responses agree well with the model 

predictions. On approaching some of the boundaries of these regions, 

we observed a lengthening of the transients before obtaining a final 

time pattern. This is expected from the weak stability of the cycles 

corresponding to maximum Liapunov exponents which become zero at 

the bifurcations [4]. Furthermore, we found boundaries,the positions 

of which depend on the direction in which they are crossed, i.e. 

hysteresis effects, as had been predicted in [1]. 
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Critical Thresholds in Chemical Composition for Convective Pattern 
Formation in Protein Solutions and Cytoplasmic Media 

Stefan C. Muller, Theo Plesser, and Benno Hess 

Max-Planck-Institut fUr Ernahrungsphysiologie, Rheinlanddamm 201 
0-4600 Dortmund 1, Fed. Rep. of Germany 

The evolution of convective patterns is studied in a protein solution 
(albumin), in cytoplasma extracted from yeast cells (S.cerevisiae), 
both containing up to 60 mg/ml protein, and in related model solu­
tions. The samples are placed in a petri dish (diameter 3.2 cm) with a 
layer depth of 0.18 cm. Rod-like patterns form after about 2 minutes 
and are later transformed into a complex network of polygons. This is 
observed with a dark-field method for detection of refractive index 
gradients which reflect spatial inhomogeneities in temperature and/or 
chemical composition. Simultaneously, the appearence of horizontal 
temperature gradients up to 0.5'C/cm is measured. If a small amount of 
absorbent is mixed into the solutions before the experiment starts, 
the recording of directly transmitted light with a two-dimensional 
spectrophotometer can be used efficiently for pattern observation [1]. 
The method turns out to be very sensitive for the detection of weakly­
pronounced structures. These form when the concentrations are close to 
a limiting value below which no convection flow occurs. Such threshold 
concentrations are expected to exist since convective patterns fail to 
develop in pure water if the layer depth is below 1 cm [2,3]. The 
measured upper and lower bounds for threshold concentrations are given 
in the following table. 

Solution Absorbing Substance Threshold 

Yeast extract } Methyl Orange 0.45 - 0.54 mg/ml 
Albumin (0.005 wt. %) 0.5 - 0.75 mg/ml 
K-Phosphate buffer 20 - 30 mM 
Na-Carbonate buffer NADH (0.5 mM) < 120 mM 

The hydrodynamic instability leading to convective flow in th~bio­
chemical systems is driven by unbalanced forces (surface tension) at 
the liquid/gas interface, mainly caused by temperature gradients due 
to evaporative cooling [1,4]. Our experiments show that the chemical 
composition of the solution has to be accounted for as well. The sig­
nificant parameters for the onset of pattern formation are the thermal 
and the solutal Marangoni numbers. Both are also important for spatial 
patterning in biochemically reactive liquid layers. 
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Image Analysis in the Study of Dissipative Spatial Patterns 

Michael L. Kaganl, Shmuel Peleg 2 , A. Tchiprout 2 , and David Avnirl 

Departments of Organic Chemistryl and Computer Sciences 2 

The Hebrew University of Jerusalem, Jerusalem 91904, Israel 

The rapidly growing science of image analysis (IA) by artificial 
intelligence methods has been applied to many diverse fields such as: biology, 
geology, earth scanning by satellites, photography, and a variety of military 
uses. In chemistry IA has been used mainly for rapid analysis of spectral 
output [1] in, for instance mass spectroscopy. Recently we have applied this 
powerful tool for the analysis of real spatial structures in chemistry. One 
example is in fractal surface analysis [2] and the other is in dissipative 
spatial patterns. In the latter case, the discovery of the general phenomenon 
of spatial structure formation by chemical reactions at liquid interfaces [3] 
has led to questions previously unasked by chemists, for instance, 'How to 
measure the kinetic growth of a product not distributed evenly in space ?'; 
'What is the change in entropy as a pattern develops ?'; 'How to qualita­
tively differentiate one pattern from another ?'. 

Using both standard and original software we have been able to tackle 
these problems. The various steps are shown in the following scheme. 

AREA ABOVE THRESHOL 
(TOTAL AREA COVERED) 

SIZE OF AREAS 
ENClOSED BY LINES 

1) K. Varmuza, "Pattern Recognition in Chemistry", Springer, 1980. 
P. Jurs, T. Isenhour; "Chemical Applications of Pattern Recognition", 

Wiley, 1975. 
2) D. Avnir, D. Farin, S. Peleg, D. Yavin, in preparation. 
3) See D. Avnir and M.L. Kagan - this volume. 
4) S. Peleg, A. Rosenfeld; IEEE Trans. PAMI-3 , 208 (1981). 
5) S. Peleg, J. Naor, R. Hartly, D. Avnir: IEEE Trans. Pattern Anal. 

Machine Intel. PAMI-6, 518 (1984). 
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Dissipative Structures in a Two Cells System 

J. Breton, D. Thomas, and J.F. Hervagault 

Laboratoire de Technologie Enzymatique, ERA n° 338 du CNRS 
Universite de Compiegne, B.P. 233, F-60206 Compiegne, France 

Chloroplast thylakoids are immobilized within a calcium alginate gel layer. 
The photoassisted activity of the preparation is measured by following the 
reduction of DCPIPox, an artificial electron acceptor. Under illumination 

wavelengths ranging between 600 and 700 nm, the DCPIPox absorbs strongly. 
Thus, when traversing the acceptor solution before impinging upon the 

membrane,apart of the incident light intensity is absorbed according to 
a(decreasing)exponential law. The coupling between the light absorbance 

and the photoassisted reaction leads to an autocatalytic effect: An 

inhibition by excess DCPIPox is observed. When working under open conditions 
(CSTR) , multiple steady-states occur with respect to either the DCPIPox 

concentration or the incident light intensity, as demonstrated experimentally. 
In the present note we are dealing more precisely with the numerical 

study and the experimental evidenees on the occurence of dissipative struc­

tures in an arrangment of two CSTRs with mutual mass exchange of DCPIPox 
thr ough an inert membrane. The stable spatial structures are generated by 

creation of transient internal(1) or external(2) asymmetries: 
(1) Identical boundary conditions for both the inlet DCPIPox concentration 

and theinclient light intensity, and non-homogeneous(unstable) initial 

internal DCPIPox concentrations. 
Identical initial DCPIPox concentrations within the reactor and transient 

asymmetrical boundary conditions (inlet DCPIPox concentration or incident 

light intensities) • 
In the latter situation, a non-trivial hysteresis effect is observed. 
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Photochemical Reactions and Hydrodynamic Instabilities 

M. Gimenez, G. Dewel, and P. Borckmans 

laboratoire de Chimi-Physique II, Campus Plaine, Universite libre de Bruxelles 
B-1050 Bruxelles, Belgium 
J . C. Micheau 

laboratoire des IMRCP, ERA au CNRS n° 264, Universite Paul Sabatier 
F-31062 Toulouse, France 

Some authors have reported the a2pearance of spatial structures during the irra­
diation of an homogeneous medium (1j,[21(3). They appear when a 1-7 mm layer of sol­
ution is irradiated in a Petri dish. USlng various photochemical systems of diffe­
rent mechanistic and structural features, we have suggested that their origin seems 
to be quite independent of the mechanisms involved during the photochemical reac­
tions .• 

Using the schlieren technique we have shown that patterns were present in the 
system before irradiation, and that after irradiation the coloured structures ap­
peared where the pre-patterns had already been localized. The photochemical reac -
tions merely serve to reveal the convective pre-patterns induced by evaporative 
cooling. There exists a linear relationship between the average wavelength of the 
structures and the depth of the layer. 

Having characterized similar pre-patterns in the solutions used in most of the 
photochemical reactions described by MOCKEl [1] and AVNIR (2] we think that the 
same phenomenon is responsible for the onset of structures in these systems. 

Any o~en.surface reaction (such as photochemistry, reactions at gas-liquid in­
terface L4), vaporization and adsorption} yiading or consuming a coloured product 
will lead to the formation of spatial structures. 

The quasi-stationary mosaic-striped structures often observed in bromate or 
glycolytic oscillators must be related to convective patterns (5). Moreover the 
striations could induce the localization of center waves. 

As convective regimes give rise to slow stirring, the experimental value of 
the quantum yield of photochemical reactions in unstirred open liquid phase large­
ly depends on the layer depth. 

This work has been supported by the NATO research grant 024483. M.G. acknow­
ledges a scientific and technical grant from the European Communities Committee. 
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Toroids, Spirals and Other Chemical Waves 

Arthur E. Burgess 

Department of Chemistry, Glasgow College of Technology 
Glasgow G4 DBA, United Kingdom 

The spatial structures recorded from sealed tubes (10 mm diameter) were obtained in 
the Belousov Zhabotinskii reaction medium under similar conditions with initial con­
centrations: potassium bromate 0.09M, sulphuric acid 0.4M, malonic acid 0.3M and 
cerous nitrate 1.2mM. Sufficient ferro in dye was included for a visual colour con­
trast of pastel blue waves in pale orange background to be enhanced by black and 
whi te photography (1, 2). • 

Simple scroll waves are the most frequent early structures with wavelength of nearly 
3.5mm and each wave segment propagating vertically to the scroll length at a 
veloci ty of - O. 04mm s-l, ambient temperature , ... 22°C. Minor discontinuities and 
gas bubble punctures of the waves are smoothed as the structures evolve and show 
with time a general tendency to increased symmetry. 

Waves annihilate upon contact with each other and with the container wall. Waves 
evolving in an arc form a scroll ring (a toroidal scroll structure). As the ring 
propagates it forms a series of concentric shells revealing a disc-like and in­
creasingly spherical structure that progressively diminishes in size. The central 
structure reduces eventually to a point then vanishes. Elongated scrolls contract 
in length and may subdivide into more symmetric versions. 

Structures once established continue for several hours and are quite stable to small 
thermal and mechanical disturbance. Deliberate and moderate disturbance creates 
disorder in the propagating waves out of which spatial forms of unusual geometry 
may emerge. Events have been observed that resemble biological cell division and 
indicate a fruitful area for further investigation. A general observation is that 
identifiable patterns most frequently occur near the meniscus (3). 

Complex structures occur during the early stages of wave development shortly after 
pouring or perturbation. Some of the evolving scroll waves may appear to be twisted 
or linked. They exist in a condition of quasi-stability and undergo transition by 
division or smoothing into subsequent stages of greater symmetry. In the final 
stages of wave propagation only simple scrolls and bands remain in the tubes. 

1 B J Welsh, J Gomatam, A E Burgess 

2 A E Burgess, B J Welsh, J Gomatam 

3 B J Welsh 
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A Model for the Oscillatory Precipitations of Minerals in Chemically 
Modified Rocks: The Autocatalytic Role of Surfaces 

Bernard Guy and Jean-Jacques Gruffat 

Departement Geologie, Ecole des Mines, 158 Cours Fauriel 
F-42023 Saint-Etienne Cedex, France 

The chemical transformation of rocks by pervading aqueous solutions may 
sometimes lead to the precipitation of minerals in the form of recurrent alter­
nations of different "strata" (1). 

The model we set forth is based on the autocatalytic role of surfaces (2), 
(3) : let us consider the case where an external fluid carrying components A and 
B has dissolved a rock that contained component C, and where different minerals 

of composition AxB,.x C may precipitate; x is the molar fraction of A in the solid 
and we wi I I cal I y the corresponding fraction in the fluid phase. At the surface 
of the growing solid phase, we may write four reactions with respective rates ~ 
(precipitation of AC on AC), v~ (AC on BC), v~ (BC on BC) and v, (BC on AC), where 
the selective autocatalytic effect of each phase is expressed with exponential 
terms. 

For the steady state, V2 = v". and we obtain a law y = g(x) which may have 
two branches : Vi predominates on the first branch, Va on the second ; starting 
on the first, AC precipitates and the fluid is enriched in B till the moment when 
the second is reached; BC then precipitates and so on, provided that the trans­
port is slower than chemical kinetics and imposes the concentration of components 
around the equilibrium value of the phases defined by the two branches. 

We show semi-quantitatively that the spatial wave-length of the structures 
is related to the amplitude of the chemical change between the two minerals invol­
ved : the greater the chemical change, the greater the wave length, a result in 
good agreement with natural evidences. On another hand, if transport is efficient 
with respect to kinetics the wave length decreases and the oscillation may disap­
pear, in accordance with the situation where the oscillatory structures are found 
within chemically modified rock systems, e.g. in places where transport is opera­
ted by diffusion rather than convection. 

1. Guy B., C.R. Acad. Sc., Paris, 292, 11,413-416 (1981). 
2. Chaix J.M., these Doct. Univ. Dijon, 190 p., annexes 33 p (1983). 
3. Slin'ko M. and Slin'ko M., Catal, Rev. Sci. Eng., 17(1), 119-153 (1978). 
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Study of the Electrochemical Properties of Colloids by Means of 
Photo-Ionic Effect 

G. Cherbit, M. Poulat, B. Guillermin, and J. Chanu 

T.M.I.B.-Universite Paris VII, 2 Place Jussieu 
F-75251 Paris Cedex 05, France 

The photo-ionic detection consists in the measurement of 
the conduction modiFication of a solution, due to an optical reson­
ant interaction of a laser beam with the species of the solution (1, 
2). The optical pulse modiFies the distribution on the different el­
ectronic energy levels, and thereFore the steady-state current. 

This method is highly specific and sensitive (3,4). 

Experimental set-up 
A silver colloid solution (CAREY LEA (5)), with a parti­

cle size of about 50 (~), (S,7), Flows through two cylindrical stain­
less steel electrods, in a quartz cell, so that the electrical Field 
is uniForm and about 1 (KV/m), (Fig.1). 

Detection 

+ r Entree du fluide 

o , 

L.::.':':'::.:J---J.._--1 0 : 

Electrodes 

cuve en 
quartz 

I 0 

00 

hv 
~ 

l Sortie Fig.1 

The cell is illuminated by a pulsed dye-laser and the tuning is ach­
ieved by a rotating mirror. When the wavelength of the pulse is re­
sonant with the energy levels of the species in the solution, the 
electrical conduction is modiFied. [8) 

Results 
The results we obtained (at 337 (nm) and from 473 to 547 

(nm)) do not agree with the silver atomic lines or with the crystal 
bands of energy. This could be explained as an intermediate state of 
the aggregate colloid between the atomic state (spectral lines) and 
the crystalline state (Fermi levels), resulting From the coupling 
between the Few atoms (about 2000) of the colloid particle. 
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Diffusion-Reactions in Solid-Liquid Systems Mathematical and 
Geological Features 

F. Kalaydjian and M. Cournil 

Ecole Nationale Superieure des Mines de Saint-Etienne, 158, cours Fauriel 
F-42023 Saint-Etienne Cedex, France 

1 INTRODUCTION AND HYPOTHESES 
Many processes involving interactions between a liquid solution and a finely 
divided solid phase occur in geology, especially in the first steps of the 
metasomatic mineralisations. Growth, dissolution, diffusion and source terms 
govern mass-transfers of a component in the close or open studied systems. 
Models have been developed assuming the following hypothese. 

Evolution of grain radius R meets Nernst equation: dR/dt=k(C-Ce). 
Because of small size of grains, the equilibrium concentration Ce of the 
liquid phase is a R-function according to Ostwald-Freundlich law: 
C=Co.exp (S/R). 

Mass-balance involves Fick's diffusion and source terms written as 
Q.(Cs-C). 

The boundary conditions are : on the external system surface, a Dirichlet 
condition or a usual mass-transfer law; on the grain-solution interface, 

a mass-balance equation of dissolution-growth: D3C/ar=(1/V-C).dR/dt, 
characterizing a free-boundary problem. 

2 RESULTS 
For close systems with instantaneous diffusion, steady states are either 
stable or unstable depending on whether the solid phase consists in a single grain 
or in N grains (N)l). For open systems and uniform liquid phases, steady 
states are unstable saddle-points. For close systems with diffusion, results 
are similar to the first case ones. For open systems with diffusion, steady 
states are unstable and uniform. 
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Stochastic Analysis of a Complex Bifurcation 

A. Fraikin 

Laboratoire de Chimie Generale, Universite P. et M. Curie, Tour 55 
F-75230 Paris Cedex 05, France 

The stochastic aspect of a complex bifurcation arising in a two va­
riables chemical system is studied. The dynamics reduces, in a suitable 
region of the phase space, to a normal form for which both roots of 
the characteristic equation vanish simultaneously. In conditions close 
to this degenerate situation, the normal form can be viewed as a per­
turbation of an exactly soluble hamiltonian system, of hamiltonian h, 
which exhibits a homoclinic trajectory, h = O. BAESENS and NICOLlS [1J 
have shown that the phase portrait of the dissipative sytem displays 
two steady states that coalesce, a focus F and a saddle S. Moreover, 
as one moves in the parameter space, a limit cycle surrounding F, bi­
furcates from a homoclinic trajectory and then disappears by Hopf bi­
furcation. 

This degenerate situation allows for a local description of the 
stationary solution of the master equation. Using the general method 
presented in this volume [2J, the Taylor expansions of the stochastic 
potential U around each extremum F or S are determined up to the se­
venth derivatives, at the dominant order with respect of the small 
control parameters. In this way, U can be expressed in terms of a poly­
nomial of h, at least for the calculated terms. The extrema of U Con­
sist then of the two steady states F and S, and of a trajectory h = c, 
where c is fixed. The sign of c, depending on the parameters, deter­
mines the domain of existence of the cycle or of the homoclinic trajec­
tory. Note that the stochastic approach assigns to the dissipative 
system trajectories of the hamiltonian one. By analysing the matrix 
of the second derivatives of U on these trajectories, the latter appear 
to be attractive. On the homoclinic trajectory, the first nonvanishing 
derivatives at S are the fourth ones. Only in this case, this point 
is not a saddle of the potential surface,which is very flat. 

The two kinds of expansions of U around F and S are suitable to 
describe respectively the Hopf bifurcation and the bifurcation of the 
limit cycle from the homoclinic trajectory. The results are qualita­
tively in agreement with those obtained by BAESENS and NICOLlS but our 
approach does not lead to the exact condition of existence of ,the homo­
clinic trajectory. 
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Relaxation Processes in Spatially Distributed Bistable Chemical 
Systems: Deterministic and Stochastic Analysis 

M. Frankowicz 

Institute of Chemistry, Jagellonian University, ul. Karasia 3 
30-060 Krakow, Poland 

Two simple versions of an inhomogeneous system displaying bistabi­
lity (2- and 3-box Schlogl model with diffusion) are analysed from 
the deterministic and stochastic points of view. The deterministic 
bifurcation diagrams are constructed. The results of Monte Carlo 
simulation of the time· evolution and the stationary probability 
distributiuon function constructed by an i terati ve procedure are 
presented for the 2-box case. It is shown that certain inhomoge­
neous states which are asymptotically stable in the deterministic 
case, appear during the stochastic evolution of the system as 
transient structures. These states can facilitate the transition 
between homogeneous steady states (there exists a minimum in the 
dependence of the mean first passage time on diffusion) [1] . A 
qualitative picture of the transition mechanism for the 3-b6x case 
is advanced. The above conclusions have been recently supported by 
analytical calculations [2]. Transient inhomogeneous structures 
may be also responsible for the stabilization of the unstable sta­
te observed by Blanche [3] • It has to be mentioned that recently 
compartmental systems have been studied experimentally and various 
inhomogeneous configurations were observed [4] . 
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A Lagrangian Formulation of the Dynamics of Chemical Reaction 
Systems 

J.S. Shiner 

Institut fUr Physikalische Chemie, Universitat WUrzburg 
0-8700 WUrzburg, Fed. Rep. of Germany 

A variational formulation of the dynamics of systems of chemical reactions is 
presented which utilizes a Rayleigh dissipation function to extend the Lagrangian 
approach to conservative systems to dissipative systems [lJ. The formulation is 
valid arbitrarily far from equilibrium and is based on macroscopic, deterministic 
chemical kinetics. It thus stands in contrast to variational principles for dissi­
pative systems which are based on studies of fluctuations and are restricted to the 
near equilibrium regime [2J or, far from equilibrium, to the vicinity of stable 
stationary states [3J. 

The equations of motion are obtained in the standard manner from a Lagrangian, 
the dissipation function, and equations of constraint, which here express conser­
vation of mass. Since "inertial" effects are absent on the macroscopic level of 
deterministic kinetics, the Lagrangian (at constant temperature and pressure) is 
simply the negative of the Gibbs free energy, which is composed of two contribu­
tions. The first is the free energy of the internal species of the system; the 
second is due to external sources which control the chemical potentials of some of 
the internal species and thus allow the system to be driven away from equilibrium. 
The key to the formulation is the dissipation function, which is written in the 
standard fashion as a quadratic form in the rates of reaction ~j: 

1 ·2 
F = ~ I R·s· 

Co J J 
(1) 

The "resistances" Rj for the reactions are, however, in general not constant but 
defined by the relation 

(2) 

where the Aj are the reaction affinities, and A· and tj are expressed in the ac­
customed manner of chemical kinetics in terms of rate constants and chemical po­
tentials (or activities). Thus, Rj is also expressed in terms of these same quan­
titi es. 

A particularly important result is that the matrix of phenomenological resis­
tances (linear combinations of the Rj) which appears in the equations of motion 
relating the independent reaction rates to their conjugate thermqdynamic forces in 
the stationary state is symmetric. However, the symmetry is of an algebraic nature; 
the more stringent condition of differential symmetry does not hold in general. 

1. H.Goldstein: Classical Mechanics (Addision-Wesley, Cambridge 1950) 
2. L.Onsager: Phys. Rev. 37, 405 (1931); L.Onsager & S.Machlup: Phys. Rev. 91, 

1505 (1953); S.Machlup & L.Onsager: Phys. Rev. 91, 1512 (1953) 
3. J.Keizer: Biosystems 8, 219 (1977) 
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Relaxation Phenomena in a Bistable Chemical System 

G. Dewel, P. Borckmans, and D. Walgraef 

Chercheurs Qualifies au Fonds National Belge de la Recherche Scientifique 
Service de Chimie Physique II, Universite Libre de Bruxelles, Campus Plaine, CP 231 
B-1050 Bruxelles, Belgium 

A theoretical investigation is presented of the relaxation dynamics of a simple 

model which gives a near-quantitative description of the iodate-excess arsenous 

acid systems (I). Near the hysteresis limits (KpK I, i<IG K2, K= input flow rate) 

and near the critical point Kc an exact expression is obtained for the nonl inear 

response to a sudden change of the concentration. As a result,the critical exponents 

characterizing the lengthening of the relaxation time near KI, K2 and Kc (critical 

slowing down) and the long time tai Is at KI, K2 and Kc are derived. Long·1 ived 

unstable modes ("dynamic metastabi I ity") are also found near the bistabi I ity 

lim its ( K -6 K I' K P K2). The durati on of these concentrati on plateaus is very 

sensitive to the distance to the hysteresis limits (K I, K2). They could therefore 

explain the distribution of the lifetimes of the metastable states (2) (cf.Fig.). 

x 

(1) 

n 

t::nk~ 

~-'''----------------

Fig.: Relaxation curves sl ightly beyond hysteresis limit for the same 

initial condition but decreasing residence time ( (I): K= 1,01 K2; 

(2): K = 1,05 K2; (3): K= 1,1 K2; (4): K=I,5 K2). 
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Effect of Stirring on Chemical Bistability in CSTR 

P. Borckmans, G. Dewel, and D. Walgraef 
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The continuous flow stirred tank reactor (CSTR) offers simple 
conditions for studying one of the most characteristic features of 
chemical non-equilibrium systems: bistability [1]. Indeed,such 
open reactors may exhibit two coexisting stationary states over a 
range of pumping rates. 

It was usually assumed that the stirring is sufficiently effec­
tive to destroy any inhomogeneities in the system ("gradientless 
reactors") and thus that the transition between the steady states 
takes place at the marginal stability points. It has.however.been 
shown experimentally that a reduction of the parameters (stirring 
rate, size of stirrer •.. ) affecting the effectiveness of mixing 
reduces the width of the bistable region and also affects the 
amplitude of the steady states (2]. 

An interpretation of these results is presented in terms of the 
competition between turbulent mixing and the inhomogeneitiesge­
nerated by the feeding of the reactor. The effects are illustra­
ted (Fig. 1) on a realistic example, the simple kinetic model 
which has been used to give a near-quantitative description of the 
bistable region of the iodate-arsenous acid system [3, 4 J . 
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Figure 1 : Steady states for the iodate-arsenous acid system under 
the conditions of ref. [3] as a function of the flow 
rate (reduced units) for three stirring rates. 
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Oscillatory Combustion of Heterogeneous Flames 

L. De Luca, G. Riva, C. Zanotti, R. Donde, D. Marongiu, A. Molinari, and 
V. Lapegna 

Oipartimento di Energetica-CNPM, Politecnio di Milano, 32 Piazza Leonardo da Vinci 
1-20133 Milano, Italy 

Two different steady reacting modes can be experimentally observed in heterogeneous 
combustion, depending on the nature of the burning material and operating condi­
tions (pressure, temperature, diabaticity). The first is a steady, time-invariant 
regression rate of the burning surface (interface between the condensed and gas 
phases); the second is an oscillatory combustion with regression rate of the bur­
ning surface cyclically varying in time. For adiabatic systems, oscillatory com­
bustion regimes can be observed for a more or less wide pressure range above the 
pressure deflagration limit (POL). Experimental tests conducted on AP84/CTPB16 
composite solid rocket propellant, at 300 K of ambient temperature, revealed 
oscillatory combustion in the pressure range 0.07<p<0.3 atm. For p<O.07 atm (the 
POL), no self-sustained reacting mode was observed, while, for p>0.3 atm, the 
combustion was characterized by a time-invariant burning rate. The nature of the 
reacting mode can also be affected by adding energy to the system: an external 
energy source (C02 laser) was employed in order to drive the combustion process of 
the same AP-based solid propellant. Several tests at different pressure levels and 
radiant flux intensities were performed. In this experimental configuration, reac­
ting modes were detected even for p<0.07 atm. It was found that low values of pres­
sure and radiant flux intensity lead to pulsating combustion. By increasing pressu­
re and/or radiant flux intensity, the frequency of the oscillations increases. For 
sufficiently large pressure and/or radiant flux intensity, time invariant regres­
sion rate is obtaineu. 
These experimentally detected combustion modes were analytically predicted follo­
wing a nonlinear stability analysis of the set of equations governing the combu­
stion process (essentially the energy conservation in the condensed phase with ap­
propriate initial and boundary conditions). This nonlinear analysis accounts for 
the influence of the properties of the burning material and the ambient conditions 
(included pressure and diabaticity), allowing to predict POL and the values of 
pressure and radiant flux intensity originating oscillatory combustion. Moreover, 
several numerical checks of the analytical predictions were performed by numerical 
integration of the basic set of equations under the appropriate ambient conditions. 
Both the numerical checks and experimental results fully confirm the validity of 
the analytical predictions. 
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Mecanisme de la Reaction de Bray 

Guy Schmitz 

Universite Libre de Bruxelles, Avenue F. Roosevelt 50 
B-1050 Bruxelles, Belgium 

La reaction de Bray est la decomposition du peroxyde d'hydrogene 
catalysee par Ie couple iode-iodate. Dans certaines conditions cette 
decomposition a un caractere periodique: on observe alternativement 
la reduction de l'iodate en iode suivant la reaction (R) et l'oxy­
dation de l'iode suivant la reaction (0). 

2 - + I03 + 2 H + 5 H202 I2 + 5 02 + 6 H2O (R) 

I2 + 5 H20 2 2 I03 + 2 H + + 4 H2O (0 ) 

La somme (R)+ (0) donne la reaction globale 

2 H202 2 H2O + °2 

Nous avons etudie la cinetique de la reaction de Bray en suivant 
l'evolution au cours du temps des concentrations (H20 2 ),(I2 ) et (I-). 
En particulier nous avons montre que l'etape determlnante cre la 
reaction (R) est la m~me que celIe de la reaction iodate-iodure dans 
les m~mes conditions. 

Le mecanisme propose comporte trois groupes de reactions:Des reac­
tions faisant partie du mecanisme du systeme iodate-iodure-iode sui­
vant les travaux classiques de Bray,Skrabal et Liebhafsky: Des reac­
tions de reduction et d'oxydation des derives de l'iode par Ie peroxyde 
d'hydrogene: Des reactions probables mais n'ayant qU'une importance 
accessoire telles que l'oxydation de l'iodure par l'oxygene. Les 
etapes principales du mecanisme propose sont: 

I03 + I- + 2 H+ ~ HI02 + HIO .......--

HI02 + I - + H+ ~ I 20 + H2O 

I 20 + H2O ~ 2 HIO 

HIO + I + H+ ~ I2 + H2O 

HIO + H202 ~ I + H+ + 
°2 + H2O 

I 20 + H202 ~ HI02 + HIO 

Ce mecanisme permet d'interpreter toutes les caracteristiques de 
la reaction de Bray. L'integration numerique des equations cinetiques 
associees donne des courbes d'evolution des concentrations conformes 
aux courbes experimentales. 
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Process (E2) of the Explodator Model 

Zoltim Noszticzius 

Henrik Farkas Technical University of Budapest, Institute of Physics 
H-1521 Budapest, Hungary 
Zoltim A. Schelly 

University of Texas at Arlington, Department of Chemistry, 
Arlington, TX 76019-0065, USA 

Recently a new reaction scheme the "Explodator" core was pro­
posed by us [l,~ as a simple model for chemical oscillations. 
Limit cycle oscillators can be constructed using that explosive 
core and different limitary reactions. 

{A1 + X --- (1 + 0< ) X 
X +y---;;.. Z 

Z --!!!Io> (1 + (3 ) Y 
Y -- {B} 

Figure 1. The Explodator core 

(El) 
(E2) 
(E3) 
(E4) 

As a possible chemical realization of our theoretical scheme 
the halate-driven oscillating reactions - especially the BZ reac­
tion of oxalic acid [3] - were regarded: 

tHBr03} + HBr02 __ 2 HBr02 0(= 1 (El) 
HBr02 + Br2 ~ 3 HOBr (E2) 

3HOBr ~ 1.5 Br2 0= 0.5 (E3) 
Br2 ----- {Br 2 gas} (E4) 

Figure 2. Chemical realization of the Explodator core 
in the BZ reaction of oxalic acid. X :::HBrO, Y =Br , 
Z::: 3HOBr. (Only the important chemical com~onents a~e 
shown and no lim~ary reactions are included) 

According to the critics of the Explodator the most problema­
tic step in our new scheme is the chemical realization of process 
(E2). They suggest that (E2) in fact goes through bromine hydro­
lysis (Rl) 

Br2 
HBr02 + Br-

+ H20 ___ H+ + Br- + HOBr 
+ H+ _ 2 HOBr 

3 HOBr 

(Rl) 
(R2) 

(E2) 

and bromous acid can react directly only with bromide ions in re­
action (R2) and no direct reaction can take place between bromous 
acid and elementary bromine. They regard (R2) to be more realistic 
than (E2) because (R2) is analogous to the well-estabilished 
reaction of (R3) [4] 

(R3) 

Here an oxygen atom transfer occurs from HBr03 to HBr. However 
(E2) can also go via an oxygen atom transfer (from HBr02 to 
Br2) according to the following steps 
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HBr02 + Br2 ~ HOBr + Br20 
Br20 + H20 ---==-- 2HOBr 

(Ml) 

(M2) 

(E2) 

Other oxygen atom transfer reactions between the different 
oxidation states of bromine are also accepted like (-R3) or even 
proved experimentally as in the case of the disproportionation 
of bromous acid (5)ithus we have no reason to reject (E2) on a 
purely theoretical basis. On the other hand the explanation of no~ 
-bromide controlled oscillations [6] in the BZ reaction would be 
rather straightforward if elementary bromine can react directly 
with bromous acid. 

Unfortunately, we have no direct experimental evidence about 
the rate constants in question (71 • We could give an upper limit 
for ~R2 only [5]. (Our estimate for its lower limit is valid only 
if (MIl is a relatively slow reaction.) In our opinion both ele­
mentary Br and Br- ions can play a control role in the different 
BZ reactiofls depending on the [Br:;>]/[Br-] concentration ratio. 

In the end, however, we have to stress that the most important 
feature of the Explodator model is not the chemical identification 
of its intermediates - they are surely the different oxidation 
states of the halogens in the case of halate driven oscillators 
[5,8,9,10,11] - but its structure. That "serial" structure [2J 
contains two consecutive autocatal ic rocesses just like some 
of our prev~ous mode s l , , ,0 or e new revised Oregonator 
[11,12] • 

The authors thank Professors R.J.Field, H.D.Forsterling, 
R.M.Noyes and J.J.Tyson for a helpful correspondence. 
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Formation of CO2 in the Belousov-Zhabotinsky System 

H.D. Forsterling, H. Idstein, R. Pachl, and H. Schreiber 
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FKN-Mechanism 

2Ce4+ + MA + H.,O k1., 2Ce3+ + TA + 2H+ 

2Ce4+ + TA k2~ 2Ce3+ + GOA + CO 2 + 2H+ 

4+ k3 3+ -2Ce + BrMA + H20 --:;..; .. ~ 2Ce + GOA + CO2 + Br 

Calculation of the rate of CO 2-formation 

d [TAJ/dt k1 [Ce4+1'IMAI - k2 . [ce4+). [TA] 

d[C0 2]ldt k2 Lce4+J. [TA] + k3 . [ce4+J. [BrMA} 

Integration of the rate equations ([Ce4+J approximated by the mean value [ce4+]m' 
[MAJ by the initial value [MAJ o): 

d[~~2] = {k1 ' k2 . [ce4+J~' [MAJ o + k3 . [ce4+J . d(~~MA)}-. t 

Comparison of experimental and calculated values of the rate of formation of CO 2 

-4 4+ 4+ In a BZ system (0.1 m MA, 0.1 m HBr03, 10 m Ce ) Ce , BrMA and CO 2 are measured 
directly: [ce4+J m = 2.8'10-5 m, d[BrMAJ/dt = 1.67'10-6 m·s-1, d[C02]/dt = 2.5.10-6 

-1 . 4+ 1 d r ] d 10-8 -1· m·s . USlng the values for Ce and BrMA, the va ue LC02 I t = 2.6· m·s lS 
calculated at t = 5400 s (end of the induction period; k1 = 0.10, k2 = 0.33, k3 = 
0.045 l/mol s ). 

Result 

The experimental rate is larger than the calculated rate by 2 orders of magnitude. 

Conclusions 

The rate of CO 2 formation is strongly affected by the presence of bromate; the dis­
crepancy between theory and experiment is not due to a direct attack of bromate 
itself, but by oxybromine transients on organic radicals. 
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Experimental Study of Stirring Effects of a Bistable Chemical System in 
Flow Reactor Mode 
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The bistable chemical system [C£,O; - l-J [lJ is studied in a flow reactor with a 
controlled stirring rate [2J. The chemicals are fed into the reactor by two inlet 
portsin the vicinity of the stirrer (propeller). We show that the position of the 
transition point from the thermodynamic branch toward the flow branch is stirring­
rate dependent: the better the mixin~ the larger the bistable domain (Fig. 1,2). 
Furthermore this transition could occur in two steps: after a change in one control 
parameter the system changes only slightly, stays on this new value (still on the 
thermodynamic branch) for a while and abruptly jumps on the flow branch (Fig. 3). 
The autocorrelation time of the pretransitional fluctuations increases when we 
approach the transition point; in some cases these fluctuations seem to become pe­
riodic. 
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Fig. 1 Bistable domain ver­
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Fig. 2 Stirring effect on the 
transition point 

Fig. 3 Measured lifetime of a metastable 
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Study of Bromide Control in Bromate Oscillators 
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The control function of bromide ions in bromate oscillators has been 
questioned recently, and suggestions have been made to replace the 
Oregonator model by other ones in order to account for the occur­
rence of oscillations in silver ion containing BZ systems [l,~ . 

With the aim in mind to clarify the still existing problems we 
examined how the characteristics of chemical oscillation /e.g. per­
iod time, amplitude/ are altered by the addition of bromocomplex­
forming ions (thallium/III/, mercury/III] to the reacting systems. 
For, these ions perturb the dynamic bromide concentration conditions 
prevailing in bromate oscillators [3). 

-4 -5 At low/IO -10 M/ thallium/III/, respectively, mercury/III con-
centrations a considerable increase in the period time of oscilla­
tions, at high /O.OlM/ thallium/III/ concentration high frequency 
oscillations were recorded. Oscillations did not occur at high 
mercury/III concentrations. 

All phenomena induced by thallium/III/, respectively, mercury/III 
could be simulated by the Oregonator model if the dynamics of complex 
equilibria between bromide and the metal ion was considered: 

Mn + Br- ~k MBr/ n - l / etc. 
-1 

The rate constants of complex formation and dissociation were calcu-
lated from known relations and considering analogous ligand SUbsti­
tution reactions. The experimentally-obtained curves and those 
simulated by the Oregonator model show good agreement. 

The increase in period time at low metal ion concentrations can be 
interpreted in terms of the bromide buffering effect of the metal 
bromocomplexes. The BZ system shows limit cycle behaviour. At high 
thallium/III/ concentrations, however, the BZ system does not ex­
hibit limit cycle, it approaches rather rapidly to equilibrium. 

Our results and those of Ruoff /with Ag+/ [4] clearly demonstrate 
that even in the presence of bromide-removing ions Oregonator can si­
mulate the experimentally recorded curves, and modification neither 
in the Oregonator model nor in the skeleton of the chemical mechanism 
is necessary. This means that bromide ion should not be replaced by 
another control intermediate /e.g. HOBr, Br/ and more than one auto­
catalytic reaction should not be taken into consideration. 

1 Z. Noszticzius, J. Am. Chem. Soc., 101, 3660 /1979/ 
2 N. Ganapathisubrimanian and R. M. Noyes, J. Phys. Chem., 

86, 3217 /1982/ 
3 E. Koras and M. Varga, React. Kin. Cat. Lett. 21 521 /1982/ 
4 P. Ruoff, Z. Naturforsch., 38a, 974 /1983/ 
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Complex Wave-Forms in the Belousov-Zhabotinskii Reaction 
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The Belousov-Zhabotinskii reaction with ethyl acetoacetate (3-oxobutanoic acid, 
ethyl ester; CH3COCH2COOC2Hs ; EA) as organic substrate is of interest as the batch 
reaction has shown both h~gfi and low frequency oscillations in the same experiment, 
(1), and because no bubbles of gaseous products are formed. 

We report a preliminary investigation of the BZ-EA system in a continuously stirred 
tank reactor. 

In general, the behaviour of the BZ-EA system was found to be similar to that of 
the BZ-malonic acid system, but the absence of CO 2 bubbles in the reactor makes 
the system somewhat easier to control. The concentration of catalyst necessary 
for oscillations is considerably higher than that needed for malonic acid. 

Only a small section of the phase. space has been explored thus far. The BZ-EA 
system shows burst oscillations (also called "composite double oscillations") of 
the type found in the BZ-MA system (2). We have also found "doubled carrier wave" 
oscillations previously found in batch experiments with EA (3). 
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A natural way to construct a formal chemical reaction showing chaotic 
behaviour would be to transform an equation with chaotic solutions 
into a kinetic equation, i.e. into a differential equation that may 
be considered as the induced deterministic kinetic equation of a chem­
ical reaction. Using a necessary and sufficient condition for the form 
of kinetic equations [lJ we show the impossibility of this procedure 
for the case of the Lorenz-equation. In other words1we show, firstly, 
that no proper orthogonal transformation turns the Lorenz-equation 
into a kinetic one. Secondly, no improper orthogonal transformation 
does this either. [2] 

It is also shown that a kinetic equation remains a kinetic one if 
transformed by a positive definite diagonal transformation /change of 
scale/ and any natural transformation of time does not change the pre­
sence or absence of negative cross-effects. 

Based upon this results we strongly believe that impossibility to 
eliminate negative cross-effect from equations showing chaotic behaviour 
may prove an important, if not characteristic, property. Nevertheless, 
it should be mentioned that kinetic equations with apparent /numerically 
demonstrated/ chaotic behaviour do exist (3] , although most examples 
contain negative cross-effects [4}. 

1. Vera Heirs: "On the Inverse Problem of Reaction Kinetics", in Call. 
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Diversity and Complexity in Dynamical Behaviour of a Simple 
Autocatalytic Brusselator-Type Model 

P. Tracqui, P. Brezillon, and J.F. Staub 
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F-75571 Paris Cedex 12, France 

A simple two-variable theoretical model is proposed. It exhibits most of the 
temporal dynamical behaviours reported for nonlinear chemical systems [1] : oscilla­
tions, excitability, multistability. This autocatalytic model, part of our nonlinear 
model of calcium metabolism [2], has been associated with bone calcification proces­
ses (nucleation and crystal growth). It is described by the differential system: 

X a - kl x - (k + y2)x + k2y 
y b + (k + y2)x - (1 + k2)y 

x(to) = Xo 

y(to) = Yo 
(1 ) 

Using a and k as bifurcation parameters, bistabilities and even tristabilities 
involving lor 2 steady states and 1 periodic nonsteady state have been displayed. 
These properties are often associated with multiple limit cycles. All the situations 
we observed are similar to those reported in [3], except for topologies depicted by 
Fig. 1. According to whether there is astable limit cycleornot, twomain classes of 
behaviour can be charcterized. In the first case, two kinds of topological configura­
tions are performed, depending on whether the limit cycle surrounds all the singular 
poi nts or not. Trans iti on between these confi gurati ons ori gi nates from a secondary 
bifurcation. Associated with 1 or 3 singular points and for a critical value of the 
influx a, this bifurcation leads to a switch between two stable limit cycles with 
very different amplitude and period (period ratio> 3). This kind of behaviour, 
which could be involved in quasi-periodic or chaotic dynamics, can be related to 
experimental observations [4] and theoretical studies [5] on the Belousov-Zhabotinsky 
reaction. 

Moreover, system (1) can be connected to a Brusselator-type reaction scheme in 
wh i ch both chemi ca 1 s are i nvo 1 ved in symmetri ca 1 steps except for the autoca ta 1 yti c 
process. 

y 

1Qso 

7.72 
Fig. 1 A phase portrait example for which the 
stable limit cycle C.L+ surrounds only one of 
the three singular pOints Si . S3 is a stable 
steady state. . 4.98 

(kl 0.15, k2 3., b = O. 
k = 0.02075 , a = 2.23) 2.24 

82,3 

8.44 11.2 X 
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1. Designing reactions with prescribed linearized form 

From the investigations of HANUSSE [1] ,TYSON and LIGHT [2J and PoTA [3] it 
is known that in two-component bimolecular systems there is only one 
oscillator: the Volterra-Lotka model. The following question has arisen: 
is it also true that this model is the unique simplest one among all 
the models with the same linearized form around their own stationary 
state? The answer to this question being yes does add, something 
new to the result cited above. 

It has also been shown by the same method that there is essentially 
only a single model different from the exploda tor [4J with the same 
linearized form. This model 

X + 2Y _ 3Y A + X + Y __ 2X + Y Y _ B 
seems to be worth investigating [51 . 

Finally, a general procedure has been sketched on how to look for 
reaction models with a prescribed linearized form in a certain class: 
methods of mathematical programming are proposed to .be used. 

2. Excluding periodicity 

The theorems of Bendixon and Dulac are generalized for the case of 
n-dimensional systems with first integrals. It is shown as an illust­
ration that the classical Michaelis-Menten reaction has no oscillatory 
solution. As another illustration we show that reactions with M com­
ponents composed of M-l atoms have no oscillatory solution either[6] . 
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The Effect of Inhomogeneity of the Residence Time in a Chemical Flow 
Reactor 
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Introduction. 

Let us consider a chemical reaction of the radioactive type X.!:..A. In many experi­
mental situations. the chemical reaction rate A depends on the position of the mo­
lecule X. due to the presence of a concentration or temperature gradient or of an 
external field. The position of the molecule changes due to diffusion and convec­
tion. The question arises:what will be the effective reaction rate A*, describing 
the decrease in the concentration of X? Another way to state the problem is to 
ask for the average residence time of a molecule t:R = 1/A*. In the present contri­
bution, we will consider a one-dimensional reactor. 

2 The 2-Box Model : Exact Results. 

Consider a molecule X which can exit from a system consisting of two boxes. The 
exit rates are Al and AZ respectively and the transition rates between the boxes 
kt = kl and kz = kz • For the decoupled case (kl = kz = 0), one obviously has 
A = AIPI + AZPZ' where PI and pz are the initial probabilities to be in box 1 and 
2. Henceforth, we will assume stationary initial probabilities. For the case of 
coupled cells, one then finds (one easily verifies that A* ~1) : 

(AI).:Z + Al kz + Azkl) (kl + kz) ~ "5: 
Al kl + AZ kz + (kl + kz ) 2 

(1 ) 

3 The N-Box Model : Approximate Results. 

We consider the generalization of the above model to the case of a linear array of 
N boxes. +The transition rates from box i to i ± 1 are denoted by ki± and p. = 
]fk+ ••• ki-1.ki+1 ••• kN is the stationary probability distribution. One fInds. 
asymptotically, for small A = l: AiPi : 

N r 

N-1 l: l: (A. -Aj)PiPjP 
* i=1 j =1 J. 

A = T - l: ~1 (2) 
+ 

r=1 kr Pr 

The equality sign A* = A only holds for the homogeneous case [AI = ••• = AN =~). 
It is straightforward to obtain from [2) the result for a chemical flow reactor 
in the continuum limit. 

4 Conclusion. 

In all the cases considered, the effect of inhomogenetty is to decrease the effecti­
ve reaction rate A*, as compared to the weighted average A. 

247 



Dynamical Aspects in the Noise-Induced Freedericksz Instability 
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The role of the internal and external fluctuations in certain dynamical 
aspects associated with the so-called Freedericksz transition corres­
pondin~ to a nematic liquid crystal under twist deformation is analy­
zed L1l. The external fluctuations come from the applied magnetic field 
viewed as a random control parameter. Owing to its nonlinearity we are 
faced with very interesting features concerning the appropiate formu­
lation of the model via a Langevin or a Fokker-Planck equation C 2J .More­
over, the global (internal) fluctuations of the system are taken into 
account through a time-dependent Ginzburg-Landau approach (TDGL). 

Let us specify our system by considering a nematic layer enclosed 
between two parallel plates perpendicular to the z-axis. A magnetic 
field is applied along the y-axis. We restrict o~rselves to sufficient­
ly weak fields and deformations. The ~plitude, ~(t) , of the lowest 
Fourier mode of the deformation angle ~(z,t) obeys a stochastic diffe­
rential equation (SDE) written in terms of a reduced magnetic field h 

~-I.~lt) • -w',e) t t(t) ) l.H&). (j.,,~ a2.-\" hie Sic (1) 

in which both an internal gaussian white noise t (t) of intensity e 
and an external Ornstein-Uhlenbeck noise, "" (t) appear _I~t.' 

h:= haltW(t) j <lIIttJ>=oJ(,oJlt~hJ(\»~te ~(2) 
The dominant effect of the external noise corresponds to a systematic 
contribution obtained in a "deterministic" limit: D- 0 , e -0 , Die 
finite (1,23. The SDE is in turn expressed in terms of a modified po­
tential U(8) 

~ 9ll) • - O'I9J + tU:) . lj 1'6) JL \.1.11') &\.si. Z ell • c{'l., ~~ +0-
) 21 e e(3) 

For cl,2 L. 1 , the single-well potential U(t) is flatter at e =0 than 
the deterministic potential Ud(S). ud (9) corresponds to U(9) for 
h=hd- .This obviously implies a slowing down in the relaxacion towards e = o. 
For 201. j>o 1 the effect is the opposite one since the bistable potential 
has deeper wells than those of Ud(S) . Likewise the maximum ofu(9) 
at '=0 for 01. 2 (> 1 is more pronounced than the corresponding one of 

Ud(S) • As a consequence, the time spent by the system before leaving 
the unstable state when a field is switched on from h=O , is smaller 
than in absence of field fluctuations. 
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Variety of Evolutions to Stationary Periodical Structures 
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The system (1) with S-shaped f(u,v) =0 and bifurcations from one stationary 
state to trigger, and from trigger to another stationary state (in the subsystem 
u,v) induced by (j)(p) 

ut -Duuxx =E:1 f (u,v) 

vt - Dvvxx = E: 2(g(u,v) +(j)(p)) (1) 

gives different types of evolutions to stationary periodical structures for proper 
initial conditions and values of parameters. 
For N-shaped (j)(p) the generation of the structure occurs by induction of the next 
pulse by the former one. The structure is stabilized by the fact that at each max­
imum (minimum) of the distribution the subsystem u,v has only an attractor on the 
upper (lower) branch of f(u,v) =0, respectively [1] [2]. 
For (j)(p) with a maximum only, the generation of the structure can also occur by in­
troduction of the next pulse by the former one, but the structure is stabilized by 
the self-adjustment distribution of p which controls the threshold for excitation 
of u [3]. 
For the same type of (j)(p) but other values of parameters the structure is generated 
by a division of the pulse of u behind the front of the running wave. The structure 
is stabilized in the same way as in the previous case [4]. 
Examples of chemical models describing coupled enzymatic reactions together with 
results of numerical calculations are given in [2] [3] [4]. Amplitudes and periods 
of these structures do not depend essentially on the size of the system nor on 
initial conditions. 

References 
1. A.L. Kawczynski, A.N. Zaikin: J.Non-Equilib.Thermodyn. ~, 139 (1977) 
2. A.L. Kawczynski, J. Gorski: Pol.J.Chem. 57, (1983) 
3. J. Gorski, A.L. Kawczynski: Pol.J.Chem. to appear 
4. J. Gorski, A.L. Kawczynski: Pol.J.Chem. to appear 

249 



Transient Bimodality: A New Mechanism of Stochasticity in Explosive 
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We study the stochastic model of thermal explosion in a chemical 
system: The principal assumptions are : neglecting the consump­
tion of the reactant, Semenov boundary conditions (uniform reac­
tant temperature, Newton heat losses at the boundary), and the 
Arrhenius temperature dependence of the rate constant. We use the 
Semenov-Frank Kamenetskii approximation (large activation energy) 
[1]. The Frank-Kamenetskii parameter, 0 , is our control parame­
ter (ratio of the characteristic heat tranfer time to the adiaba­
tic induction time). There exists a critical value of 0, ~ , such 
that for 0 > Oc the temperature tends asymptotically to a finite 
stationary value (subcri tical regime). In supercri tical regime 
( 0 < Oc ) the ignition takes place. As in our simplified model 
there is no steady state corresponding to the combustion regime. 
Igni tion is manifested as a divergence of temperature in finite 
time. 

To analyse the stochastic aspects of this problem, we use Fokker­
Planck equation obtained from the master equation (whose transi­
tion probabilities were derived from thermodynamics arguments, see 
[2] ). The Fokker Planck equation was solved numerically. Also, 
a series of simulations using Langevin equation was carried out. 

The principal results are: 
1. In the supercritical region the probability distribution func­
tion displays transient bimodality. 
2. The distribution of ignition times displays long time tail. 
3. The mean ignition time calculated from the stochastic model is 
significantly shorter than the deterministic ignition time. 
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Complex Periodic and Chaotic Behavior in the Belousov-Zhabotinskii 
Reaction 

K. Coffman, W. D. McCormick, and H. L. Swinney 
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J .C. Roux 
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In recent years the authors and co-workers [1] have investigated the dynamics 
of the Belousov-Zhabotinskii (BZ) reaction in a stirred-flow reactor. The 
experiments [2] have revealed a series of alternating periodic and chaotic 
regimes as a function of flow rate . With increasing reactor residence time (~) 

the regimes are label~ed PI ,C p P2 ,C 2 ,etc. where PI indicates large amplitude 
oscillations, P2 one large followed by one small ampli tude oscillation, P3 one 
large followed by two small oscillations and so on. Detailed investigation of 
C1 has shown that it, in turn, is a complex series of chaotic states separated 
by periodic windows which may be understood in terms of an underlying one­
dimensional map. Here we wish to report very briefly on three new features that 
we have discovered in the dynamics of this system: 
1. Experiments show that the major periodic regimes P1 ,P 2 ,P 3 etc. all lose 
stability to chaos by the mechanism of period doubling; and that this happens in 
both directions, that is, towards e ither longer or shorter residence times. 
2. The periodic windows in the chaotic regimes lose stability either by period 
doubling (towards longer ~), or by a tangent bifurcation and intermittency 
(towards shorter ~). Fi gure 1 (a) shows the thi rd i te rate of the return map of 
an intermittent state , for ~ just less than a value in the period three window 
in C1 • The same behavior has been seen just outside a prominent period five 
window in C2 • 
3. The return maps describing the chaotic dynamics in C2 ,C 3 , etc. are still one 
dimensional, like those in C1 , but more complex. Figure 1(b) shows an example 
from CZ' One implica tion of the multivalued nature of this map is that it now 
takes two consecutive values of the amplitude to predict the next amplitude • 
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I 
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Fig. l(a) Third iterate of return map, showing tangency and intermittency. 
(b) Multivalued (folded) return map in C2 • 
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Periodic Operation of a Stirred Flow Reaction with Limit Cycle 
Oscillations 

W. Geiseler and T. W. Taylor 
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The oscillating flow reaction of bromate, bromide, and cerous ions, referred to as 
a minimal oscillator [1,2] and well understood in terms of elementary reaction 
steps [3], was investigated computationally in an isothermal CSTR where periodic 
perturbations were imposed on either the total flow rate or one of the reactant 
inflow concentrations. Both the perturbation amplitude and frequency were varied 
over wide ranges. The investigations were primarily conducted with sinusoidal 
perturbations; however, square pulse and saw-tooth periodic functions were also 
applied. 

The model calculations, based on the widely accepted NFT mechanism [4], predict 
a variety of interesting non-equilibrium phenomena including a) Harmonic entrain­
ment (H), b) Subharmonic entrainment (S) of order lin (n being an integer), c) 
Regular transient behavior (T), d) Chaotic oscillation~ (C), and e) Low amplitude 
harmonic entrainment (LH). These dynamic patterns, generally occurring after a 
short transient time following the switch from constant to periodic operation of 
the reactor, are not restricted to discrete perturbation frequencies, but exist 
within certain ranges or bands of frequencies. In Fig. 1 typical frequency bands 
of distinct dynamical behavior are shown for the CSTR where the inflow concentra­
tion of bromide ions was sinusoidally varied at distinct values of the perturba­
tion amplitude. Similar results were obtained when the flow rate was periodically 
perturbed or other periodic functions were applied. 
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0.1_._~ __ ,._i"t+ + 1++ I 

1 112 1ft. 1/5116 117 1181191/101/111/121/13 1114 

Fig. 1 Entrainment bands in the plane 
of perturbation amplitude ex. vs. pertur­
bation frequency u). Operating conditions: 
[BrO~]o = 0.150 M, [Ce3+J o = 0.0003 M, 
[H+J o = 0.75 M, and ko = 0.005 s-~ 
Periodic perturbation:-IBr-]o = [Br-J o 
(1 + ex. sin (J.)t) with. [Br-J o = 0.00041 M. 

0'--_____ -'--___ --'--___ -'---____ • Natural frequency Wo = 0.00548 s-l. 
a 0.05 0.1 0.15 0.2 

The model predictions are in excellent agreement with presently known experimental 
results [5] and show surprising parallels to the work of Dulos [6]. The theoretical 
behavior of the system, studied under a variety of experimental conditions, suggests 
many feasible experiments which are interesting in themselves, but may also serve 
as an additional probe of the complex NFT mechanism used. 
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