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Preface

The International Workshop on Digital-Forensics and Watermarking 2011
(IWDW11), the 10th IWDW, hosted by the New Jersey Institute of Technology
(NJIT), was held in the ACH (Atlantic City Hilton) Hotel, Atlantic City, New
Jersey, USA, during October 23–26, 2011. IWDW11, following the tradition of
IWDW, aimed to provide a technical program covering the state-of-the-art theo-
retical and practical developments in the field of digital watermarking, steganog-
raphy and steganalysis, forensics and anti-forensics, and other multimedia-related
security issues. With 59 submissions from 13 different countries and areas, the
technical committee selected 37 papers (27 oral and 10 poster presentations) for
publication, one paper for the best student paper award, and one for the best pa-
per award. Besides these papers, the workshop featured an opening talk delivered
by the Senior Vice President of NJIT Donald Sebastian; two invited lectures en-
titled “Modern Trends in Steganography and Steganalysis” and “Photo Foren-
sics – There Is More to a Picture than Meets the Eye” presented, respectively, by
Jessica Fridrich and Nasir Memon; and one two-hour open discussion among all
participants.

First of all, we would like to thank all the authors, reviewers, lecturers, and
participants for their valuable contributions to the success of IWDW11. Our
sincere gratitude also goes to all the members of the Technical Program Com-
mittee, international publicity liaisons and our local volunteers for their careful
and hard work in the wonderful organization of this workshop. We appreciate the
generous support from the New Jersey Institute of Technology, Korea Institute
of Information Security and Cryptography (KIISC), and MarkAny. Finally, we
hope that you will enjoy reading this volume and that it will provide inspiration
and opportunities for your future research.

December 2011 Yun Qing Shi
Hyoung Joong Kim

Fernando Perez-Gonzalez
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Modern Trends in Steganography and Steganalysis  

Jessica Fridrich 

Department of Electrical and Computer Engineering 
SUNY Binghamton 

Binghamton, NY, USA 

Abstract. Only recently, researchers working in steganography realized how 
much the assumptions made about the cover source and the availability of in-
formation to Alice, Bob, and the Warden influence some of the most fundamen-
tal aspects, including the way a steganographic system is built and broken and 
how much information can be securely embedded in a given object. While for 
simple artificial sources the problem of embedding messages undetectably has 
been resolved, it remains vastly open for empirical covers, examples of which 
are digital media objects, such as digital images, video, and audio. The fact that 
empirical media is fundamentally incognizable brings serious complications but 
also gives researchers plenty of opportunities to uncover very interesting and 
sometimes quite surprising results. An example is the square root law of imper-
fect steganography that states that the size of secure payload in empirical ob-
jects increases only with the square root of the cover size. Since steganographic 
methods designed to be undetectable with respect to a given model are usually 
easy to attack by going outside of the model, modern steganography works with 
complex models of covers in which the embedding distortion is minimized, 
hoping that it will be difficult for the Warden to work "outside of the model." 
The problem of cover source model is equally important in steganalysis. How-
ever, while working with complex models in steganography is feasible, learning 
a relationship between cover and stego objects in a high-dimensional model 
space can be quite challenging due to the rapidly increasing complexity of clas-
sifier training, lack of training data, and loss of robustness. In my talk, I will 
provide a retrospective view of the field, point out some of the recent achieve-
ments as well as bottlenecks of future development in source model building 
and machine learning. 
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Photo Forensics – There Is More to a Picture  
than Meets the Eye  

Nasir Memon 

Polytechnic Institute of NYU 
Six MetroTech Center, Brooklyn, NY 

Abstract. Given an image or a video clip can you tell which camera it was tak-
en from? Can you tell if it was manipulated? Given a camera or even a picture, 
can you find from the Internet all other pictures taken from the same camera? 
Forensics professionals all over the world are increasingly encountering such 
questions. Given the ease by which digital images can be created, altered, and 
manipulated with no obvious traces, digital image forensics has emerged as a 
research field with important implications for ensuring digital image credibility. 
This talk will provide an overview of recent developments in the field, focusing 
on three problems. First, collecting image evidence and reconstructing them 
from fragments, with or without missing pieces. This involves sophisticated file 
carving technology. Second, attributing the image to a source, be it a camera, a 
scanner, or a graphically generated picture. The process entails associating the 
image with a class of sources with common characteristics (device model) or 
matching the image to an individual source device, for example a specific cam-
era. Third, attesting to the integrity of image data. This involves image forgery 
detection to determine whether an image has undergone modification or 
processing after being initially captured. 



An Improved Matrix Encoding Scheme

for JPEG Steganography

Vasily Sachnev and Hyoung Joong Kim

Department of Information, Communication and Electronics Engineering,
Catholic University of Korea, Bucheon, 420-743, Korea

Graduate School of Information Security and Management,
Korea University, Seoul 136-701, Korea

bassvasys@hotmail.com, khj@korea.ac.kr

Abstract. This paper presents an efficient JPEG steganography method
based on improved matrix encoding. Compared to the original matrix
encoding (ME), the proposed improved matrix encoding uses two inter-
sected ME blocks of the DCT coefficients as a single combined block.
We propose a way to get a join solution of the two intersected ME, such
that the intersected area does not affect the result. Due to intersection
the improved matrix encoding may use a matrix encoding scheme with
higher embedding rate. In order to survive steganalysis we hides data to
DCT coefficients which cause the lowest distortion after modification. We
used the original bitmap image for computing the distortion and getting
the modified JPEG image. The proposed insert-remove strategy modifies
the input stream of the DCT coefficients by inserting or removing coeffi-
cients 1 or -1. Any insertion and removing results the different solutions
for the improved matrix encoding. Among all possible solutions the pro-
posed method chooses solution with the lowest distortion. Such method
significantly increases the number of possible solutions and, as a result,
decreases the total distortion after data hiding. The experiments include
the steganalysis of the proposed improved matrix encoding with and
without using the insert-remove strategy. The experiment results shows
that the proposed methods has lower detectability of the steganalysis
compared to the existing steganographic methods.

Keywords: Matrix encoding, steganography, undetectable data hiding.

1 Introduction

The extreme growth of the communication technologies (i.e., internet, mobile
communication) keeps attention on many aspects of information security. The
important information has to be protected from any threats and malicious ac-
tions. Hence, the steganography can be a very efficient tool for achieving high
level of security. One of the most important purposes of information security is
to hide existence of the secret information. Here, the secret message has to be
hidden to a cover signal (i.e., image, sound, or text). The modified image with
hidden data has to be statistically undetectable from unmodified images. Such

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 3–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



4 V. Sachnev and H.J. Kim

approach enables an undetectable communication by sending both unmodified
and modified images.

In our paper we will talk about JPEG steganography. One of the first steganog-
raphy method for JPEG images was JSteg [1]. This method embeds data by
changing the LSB values of the quantized DCT coefficients. However, this method
can be easily detected by estimating the shape of the histogram of the modi-
fied DCT coefficients. Provos [15] divides the DCT coefficients into two disjoint
subsets, hides data to the first subset, and compensate histagram’s change by
modifying the second subset. Methods presented in [2] and [12] used a similar
approach. On the other hand, Solanki et. al. [21] utilized the robust watermark-
ing scheme for steganography purposes. They embed data to image in the spatial
domain by using a technique robust against JPEG compression. Their scheme
provides less degradation of the features of DCT coefficients, and, as a result,
less detectability.

Another way to survive against steganalysis is reducing the number of mod-
ified coefficients. Traditionally, one DCT coefficient has been used for hiding
one bit of data. Westfeld [22] suggested to use a matrix encoding technique for
hiding data to DCT coefficients. The matrix encoding technique is based on the
Hamming code. His scheme hides more than one bit by changing at most one
coefficient in a block. As a result, the matrix encoding allows hiding data with
higher embedding rate.

Fridrich et. al [7] uses the concept of the ”minimal distortion” to improve the
security, i.e. hiding data to coefficients which cause less distortion. The proposed
Perturbed Quantization (PQ) steganography utilizes the wet paper coding for
hiding data. Note that the proposed method requires the original bitmap image
for improving the performance of data hiding.

Later Kim et. al [11] improved the performance of the matrix encoding by
modifying coefficients with less distortion impact. In fact, the proposed modi-
fied matrix encoding method (MME) changes more coefficients compared to the
matrix encoding. They show that the distortion after modifying one coefficient
can be higher than that after modifying two coefficients. Thus, the data hiding
by modifying one or two coefficients per block may have less total distortion,
that causes less detectability for steganalysis. Similar to PQ MME requires the
original bitmap image for data hiding.

Schönfeld and Winkler [20] found a way to hide data using more powerful error
correction code (ECC). They used structured BCH code [3] for data embedding.
Later Zhang et. al [24] significantly imroved the data hiding based on BCH. Their
method can easily find the flips for the BCH and acheives better detectability
compared to existing methods.

Most of the above-mentioned steganographic methods uses the non overlapped
blocks of the DCT coefficients for hiding portioned messages. In the proposed
method one block of DCT coefficients unifies two intersected standard matrix
encoding blocks. Thus, the proposed method combines the block wise embedding
and new idea based on intersection. Block wise embedding divides the stream
of the DCT coefficients and hidden message into the separate blocks and solves
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the equations for hiding data for each block individually. Using two intersected
blocks increases the embedding rate by utilizing the intersected area two times.
In the proposed method, the block of the DCT coefficients can be modified
by inserting new nonzero coefficients 1 or -1, or removing coefficients 1 or -1.
Such modification is carried out carefully and sophisticatedly in order to reduce
distortion.

This paper is organized as follows. Section 2 explains the details of the exist-
ing matrix encoding schemes. Section 3 presents the proposed improved matrix
encoding. In the Section 4 we propose the insert-remove strategy. The encoder
and decoder are presented in the section 5. Section 6 provides the experimental
results. Section 7 concludes the paper.

2 Matrix Encoding

Matrix encoding is data hiding method based on Hamming code. The (n,m, t)
matrix encoding technique can hide n bits of data into m = 2n − 1 binary
coefficients by flipping at most t coefficients. For t = 1, the matrix encoding
scheme becomes (n, 2n − 1, 1), n = 2, 3, ..., k.

Each DCT coefficients presents one binary coefficient computed as follows:

bi =

{
ci mod 2 if ci > 0,

ci − 1 mod 2 if ci < 0
(1)

where bi is the corresponding bit of the nonzero DCT coefficient ci; b =
{b1, b2, b3, ..., bN} is the stream of computed binary coefficients; N is the number
of nonzero DCT coefficients.

The computed stream of binary coefficients is divides into the blocks of n
coefficients. Matrix encoding hides binary message m (|m| = m) to each stream
v = v1, v2, v3, ..., vn by modifying one coefficient in the position j such that:

m = H · r (2)

where H is the parity-check matrix; r is the modified block of binary coefficients.
The position j is computed as follows:

j = (xor[(H · v)2,m])10, (3)

where xor[A,B] is the bitwise xor operation for the binary streams A and B
(|A| = |B|); operations (D)2 and (E)10 convert the decimal number D into
binary stream and binary stream E into decimal number, correspondingly.

Flipping the coefficient at j-th position converts the stream v to r. The flipped
coefficient C is computed as follows:

C =

⎧⎪⎨
⎪⎩
c± 1 if c ≥ 2 & c ≤ −2,

2 if c = 1,

−2 if c = −1

(4)

where, c is the original DCT coefficient.
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Note that the matrix encoding does not provides the choice for data hid-
ing and modifies the coefficient in the j-th position computed using Equation
(3). However, this coefficient may cause significant distortion after modification.
The total effect of the hiding data to the image may produce the unacceptable
distortion to survive steganalysis.

Later Kim at al. [11] presented the modified matrix encoding (MME). Pre-
sented scheme considers the distortion effect and provides a choice for data hid-
ing. Their method modifies two or three coefficients instead of one for original
matrix encoding. They found that the total distortion due to modification of two
or three coefficients may cause lower distortion compared to that of modifying a
single coefficient for original matrix encoding. Flipping two and three coefficients
increases the number of possible solutions for hiding any message m from 1 to
n/2 and (n/2)2, respectively. Such as big choice decreases the total distortion
and, as a result, decreases the detectability of the steganalysis.

The set of solutions for MME is computed as follows:

(j)2 = xor[(j21)2, (j22)2], (5)

or
(j)2 = xor[(j31)2, (j32)2, (j33)2], (6)

where J ′′ = (j21, j22), or J
′′′ = (j31, j32, j33), are the sets of solutions for modi-

fying two J ′′ and three J ′′′ coefficients.
Unlike the prior steganographic methods the MME uses the original bitmap

image to get the modified JPEG image. Here, the bitmap image is used for
computing the flipped distortion for each DCT coefficient. Thus, among the
solutions J ′′ and J ′′′ MME chooses solution with the lowest total distortion.

3 Improved Matrix Encoding

Matrix encoding and modified matrix encoding use the same standard block of
the n coefficients for hiding m bits of data. We proposed the improved matrix
encoding where two blocks of n coefficients unified into one block with intersected
area I (see the Figure 1). In the presented example (a1, a2, a3,...,a11) is the
combined block of the DCT coefficients; (v′1, v

′
2,...,v

′
7) and (v′′1 , v

′′
2 ,...,v

′′
7 ) are

the corresponding binary coefficients for the blocks n1 and n2, respectively. By
using the different I the proposed scheme enables different sizes of the combined
block. Such scheme is more flexible compared to original matrix encoding and
has higher embedding rate.

Here, one combined block hides two different messages m. In general, the
proposed method requires to find the solution for two matrix encoding blocks
n1 and n2 for hiding message m = {m1,m2} together, like.{

m1 = H · r1
m2 = H · r2

(7)
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a1 a2 a10a3 a4 a5 a6 a7 a8 a9 a11

Block n1

Block n2

1'v 2'v 3'v 4'v 5'v 6'v 7'v

1''v2''v3''v4''v5''v6''v7''v

Fig. 1. Two intersected blocks of the improved matrix encoding

where r1 and r2 are the streams of binary coefficients presented in Figure 1; H
is the parity-check matrix from Equation 2.

Note that, hiding message m1 to block n1 modifies the block n2 and vice
versa. We utilized the modification of MME to get the proper flips to solve (7).

The proposed modification of MME unifies the solutions from J ′′ and J ′′′ such
that the flip positions cover only non intersected area (i.e., j = J ′′, J ′′′ � I) for
blocks n1 and n2. Such solutions for block n1 do not affect the block n2 and vice
versa. Thus, we can get solutions for both blocks separately.

However, even if some flip positions j for the block n1 belong to the inter-
sected area I, we can consider the effect of those j to get solutions for the block
n2. Note that the matrix encoding has the following relationship between solu-
tions for flipping one, two and three coefficients as: (j)2 = xor[(j21)2, (j22)2] =
xor[(j31)2, (j32)2, (j33)2], where j is the flip position for original matrix encod-
ing. Assume jI and jII are the flip positions for the block n1 and n2 according
to the Equation (7), jI ∈ I, jII � I. Note that the modifying of coefficient jI

changes the solution for block n2. Using the Equation (5) we can get a new flip
position jIInew for the block n2 as follows:

(jIInew)2 = xor[(jII)2, (j
I)2], (8)

where jIInew � I.
The solution (jI ; jIInew) satisfies the Equation (7). According to the Equations

(5) and (6) the solution for block n1 may have one, two or three flip positions.
Thus, one, two or three flip positions may belong to the intersected area I
(JI = j ∈ I). In this case the new flip position for block n2 is computed as
follows:

for |JI | = 2
(jIInew)2 = xor[(jII )2, xor[JI(1)2, JI(2)2]], (9)

where jIInew � I,
and for |JI | = 3

(jIInew)2 = xor[(jII )2, xor[JI(1)2, xor[JI (2)2, JI(3)2]]], (10)

where jIInew � I,
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The solution for block n2 is (jIInew , JI(1), JI(2)) or (jIInew , JI(1), JI(2), JI(3))
for |JI | = 2 or |JI | = 3, respectively. The join solution for blocks n1 and
n2 are (jI , jII), (jI , jIInew), (jI21, j

I
22, j

II
new), or (jI31, j

I
32, j

I
33, j

II
new), for |JI | =

0, 1, 2, 3. Similar, the block n2 can be used for getting the join solutions
for improved matrix encoding. Here, the solution for block n2 are jII ,
(jII21 , j

II
22 ), and (jII31 ; j

II
32 ; j

II
33 ). The resulted join solutions are (jI , jII), (jII ; jInew),

(jII21 , j
II
22 , j

I
new), or (j

II
31 , j

II
32 , j

II
33 , j

I
new), for |JI | = 0, 1, 2, 3.

The proposed scheme enables different size of the intersected area I. It is
clear that the larger I frequently results situations where jIInew ∈ I or jInew ∈ I.
Such situation means that the calculated new flip position is belonged to the
intersected area I and can not be used as a flip for the new solution. Thus, the
larger I the lower number of possible solutions according to the Equations (9)
and (10). Hence, we have to find an appropriate size I to control the number of
possible solutions.
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Fig. 2. The size of the intersected area I vs. payload(bpc) for different matrix encoding
schemes

Due to intersection the proposed method hides two messages m to the block
of 2 ·n− I coefficients. However, the matrix encoding hides the same message to
the 2 · n coefficients. Note that the lower block’s size the higher embedding rate
of the method. Hence, we estimate the embedding rate of the improved matrix
encoding.

The embedding rate for the proposed method is computed as follows:

e =
2 ·m

2 · (2m − 1)− I
, (11)

where I is the size of the intersected area.
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According to the Equation (11) the larger size I the higher embedding rate e.
However, the larger I the lower the number of possible solutions for the improved
matrix encoding. Thus, we have to define the proper I such that the improved
matrix encoding provides enough solutions to survive steganalysis. We tested the
improved matrix encoding for different I and payloads. The results are presented
in Figure 2. Presented I shows the theoretical limits for the improved matrix
encoding according to the Equation (11). For example, if the necessary payload
has the size 0.1 bit per coefficient (bpc), the proper I is 6. Note that using
the proper I form Figure 2 guaranties the maximum efficiency for the improved
matrix encoding.

However, maximum embedding rate does not guarantee the low detectability
of the steganalysis. In general, steganalysis estimates the artificial changes in
the specific features of the tested images. If the feature’s degradation is large,
the steganalysis classifies the tested image as a stego. Thus, in order to survive
steganalysis the steganographic methods have to distort the image’s features as
low as possible. By using the large I the improved matrix encoding maximizes
the embedding rate (i.e., increases the number of hidden bits per one flip), but
reduces the number of possible solutions for hiding data. As a result, the pro-
posed method may fail to find the solution with low distortion and, finally, the
steganalysis may succeed to detect stego image. Thus, choosing the proper size
of the intersected area I is the trade off between high embedding rate (i.e., large
I) and large number of possible solutions (i.e., low I). We tested several I and
found that the I = �0.5 · n� is the most appropriate size of the intersected area
I. Later we used this I in our experiments.

The original matrix encoding uses only portion of the DCT coefficients for
data hiding. Hence, we present a new method which can utilize almost all DCT
coefficients for the data hiding. The proposed method is based on using two
different schemes together. Two schemes uses the different block size np

1 and np
2,

and have different payloadsmp
2 and mp

2. This method divides the stream of DCT
coefficient (c1, c2, ..., cN ) and the message M into two parts and hides data to
each part separately. The optimal number of the blocks (k1 and k2) for the both
schemes can be computed as follows:

The relation between the numbers of blocks for the scheme 1 and 2 is presented
as follows: {

np
1 · k′1 + np

2 · k′2 = N

mp
1 · k′1 +mp

2 · k′2 = |M |, (12)

where N is the number of DCT coefficients.
The computed k′1 and k′2 are the non integer. Thus, we have to choose the

nearest integers k1 = �k′1� ± 1 and k1 = �k′1� ± 1 such that:{
np
1 · k1 + np

2 · k2 ≤ N

mp
1 · k1 +mp

2 · k2 ≥ |M |, (13)
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4 Insert-Remove Strategy

The performance of the improved matrix encoding can be significantly increased
by using a new insert-remove strategy. The proposed strategy is based on fact
that the input stream of the DCT coefficients can be modified before data hiding
by inserting or removing coefficients 1 and -1. Data hiding to modified stream of
DCT coefficients may result lower distortion and, as a result, lower detectability
of the steganalysis.

The proposed insert-remove strategy uses the stream of non rounded quan-
tized DCT coefficients aq computed as follows:

a′ = DCT (B), aq =
a′

Q
, ar = round(aq), (14)

where B is the 8 by 8 block of the image pixels; a′ is the block of non-quantized
non-rounded DCT coefficients; aq is the block of quantized non-rounded DCT
coefficients; ar is the block of quantized rounded DCT coefficients; Q is the
quantization matrix according to the quality factor Qf .

According to the proposed insert-remove strategy the stream a of quantized
non rounded coefficients builded from the blocks aq is divided into the three sets:
modifiable cm = a ∈ (−∞;−1.5) ∪ (1.5;∞), removable cR = a ∈ [−1.5;−0.5) ∪
(0.5; 1.5], and insertable cI = a ∈ [−0.5;−0.25)∪(0.25; 0.5].The set c unifies mod-
ifiable, insertable and removable sets (i.e., c = cm ∪ cR ∪ cI). The set C = cm∪ cR
contains all nonzero rounded DCT coefficients. According to the Equation 1 only
nonzero rounded DCT coefficients (i.e., set C) have the corresponding informa-
tive bits and are used for data hiding. The proposed improved matrix encoding
uses the blocks of np nonzero DCT coefficients from the set C for data hiding. In
general, set C is the subset of the unified set of coefficients c. Thus, each block cb
unifies the np coefficients form the set C and some insertable coefficients from the
set c (i.e., cb = c′m ∪ c′R ∪ c′I , where C

′ = c′m ∪ c′R is the block of np non zero DCT
coefficients from the set C). Inserting or removing of any coefficients from c′I and
c′R produces a new block C′ with a new solution for data hiding. As a result, the
proposed insert-remove strategy significantly increases the number of possible so-
lutions and helps to find the most appropriate solution with the lowest distortion.

In the proposed improved matrix encoding we used the method for comput-
ing distortion similar to MME [11]. The distortion for each DCT coefficient is
computed as follows:

D = E2 ·Q2, (15)

E =

{
0.5− |C − �C�|, if C ∈ cm,

1.5− |C|, if C ∈ cR.

The distortion due to inserting or removing DIR is computed as follows:

DIR = |0.5− |C||2 ·Q2, if C ∈ cR ∪ cI . (16)

where Q is the corresponding quantization coefficient of the quantization table.
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The resulted distortion for the block of DCT coefficients is computed as
follows:

Db =

l∑
i=1

Di +DIR (17)

where l is number of flipped coefficients.

5 Encoder and Decoder

The encoder of the proposed steganographic method based on improved matrix
encoding and insert-remove strategy is organized as follows:

For the given bitmap image Im, payload P , quality factor Qf and secret key
K process:

1) Divide image Im into non-overlapped 8 by 8 blocks of pixels and process
DCT, quantization and rounding as presented in (14). Remove DC coeffi-
cients. Obtain blocks a′, aq, ar, and streams of DCT coefficients a. Permute
stream a using K and any pseudo-random generator. Obtain the stream c
from the permuted stream a.

2) Define sets: modifiable cm, insertable cI and removable cR.
3) Define the schemes 1 and 2, and the number of the blocks k1, k2 using (12)

and (13). Divide the payload P into two parts according to the guidelines in
the Section 3.

4) Define the i-th block of the DCT coefficients cbi = c′mi
∪ c′Ri

∪ c′Ii , where
c′mi

, c′Ri
, and c′Ii are the modifiable, removable and insertable subsets for

the current block. Start from the first block i = 1. If i = k1 + 1 switch to
the scheme 2.

5) Define the block of non-zero rounded DCT coefficients C′
i = c′mi

∪ c′Ri
.

6) Get the solutions for the block C ′
i using improved matrix encoding. Compute

the distortion D for each solution using Equation (17). Choose solution Jm
with the lowest distortion Dm and store it.

7) Modify the block C ′
i by inserting or removing coefficients from the sets c′Ri

,
and c′Ii . Obtain a new block: r) after removing C ′

i = c′mi
∪ c′′Ri

, where c′′Ri
=

c′Ri
− c′Ri

(j) is the modified removable set, c′Ri
(p) is the removed coefficient;

i) after inserting C ′
i = c′mi

∪ c′Ri
∪ c′Ii(q), where c′Ii(q) = ±1 is the inserted

coefficient. p and q is the current position for insertion and removing.
8) Repeat steps 5 - 6 for all insertable and removable coefficients from c′Ri

, and
c′Ii .

9) Choose solution among Jm with the lowest distortion Dm. According to the
best solution modify one, two ,three or four coefficients (see explanation in
the Section 3) and, if necessary, insert or remove coefficient in the block c′bi .

10) Process all k1 + k2 blocks using steps 4 - 9. Obtain the modified stream
c′ = {c′b1 , c′b2 , ..., c′bk1+k2

}
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11) Recover the original sequence of the DCT coefficients a′ from the modified
stream c′ using the secret key K and utilized pseudo-random generator. Add
DC coefficients, round the coefficients a′ and obtain the modified JPEG
image Im′.

The decoder of the proposed steganographic method is organized as follows:
For the given modified JPEG image Im′, quality factor Qf , secret key K, and

respected size of the payload p = |P | process:
1) Read the DCT coefficients from the JPEG file. Permute them using the secret

key K and utilized pseudo-random generator. Remove the DC coefficients.
Obtain the stream of nonzero DCT coefficients C.

2) Using the 12 and 13 define the scheme 1 and 2, and the number of blocks k1
and k2. Here, N = |C|.

3) Divide C into the blocks according to the k1 and k2.
4) Decode data from each block using (7).

The steganographic method based only on improved matrix encoding skips the
steps 7 and 8.

6 Experimental Results

The experiments included the hiding different payloads to the set of bitmap
images using the proposed improved matrix encoding with and without insert-
remove strategy. The set of modified and original compressed images was ana-
lyzed by powerful steganalysis algorithm proposed by Pevny and Fridrich [13],
[14]. Their method uses 274 different features of the DCT coefficients and deeply
investigates artificial changes in the tested images. The union of the 274 features
from the unmodified and modified images were used for making the model in
the support vector machine. The parameters of SVM are different for different
sets of tested images (in average C = 40000, and ε = 0.0004).

A set of 4000 test images (768 × 1024) distributed by CorelDraw and taken
from several different cameras was used in our experiments. Experiments were
carried out for 5 different payloads (0.05, 0.1, 0.15, 0.20 and 0.25 bits per coeffi-
cient (bpc)) and quality factor 75. We used the model adapted to quality factor
75 and tested five sets of the test images for five types of payload. Each training
set had 1500 cover and 1500 stego images. The rest 1000 images were used for
testing. The result shows the error probabilities of the steganalysis for each set
of the stego images (see Figure 3).

The error probability is computed as follows:

e =
1

2
(Pa + Pb), (18)

where Pa is the probability of misdetection (i.e., the unmodified image is classi-
fied as modified) and Pb is the probability of misclassification (i.e., the modified
image is classified as unmodified). In our experiments we tested both proposed
methods: 1) based only on improved matrix encoding; and 2) improved ma-
trix encoding combined with the proposed insert-remove strategy. The proposed
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Fig. 3. Error probability vs. payload (bpc) for quality factor 75

methods achieve high error probability for all tested payloads. For payloads up
to 10% both methods have detectability close to 50 percent. That means the
steganalysis cannot distinguish the unmodified images from modified. Note that
methods based on matrix encoding (MME, proposed improved matrix encoding
IME, and IME plus insert-remove strategy IME+IR) have slightly higher de-
tectability compared to methods based on BCH (see Figure 3). This probability
is almost equal to that of the coin tossing. For higher payloads around 15 to
20 percents the proposed methods shows much better performance compared
with MME. Significant improvement over the MME is justified on the fact of us-
ing ME schemes with higher embedding rate. Hence, the proposed method with
insert-remove strategy shows the significant improvement over the method with
improved matrix encoding only (see Figure 3). For payload of 25 percent, both
methods shows 0.11 and 0.211 of the error probability, respectively. The error
probabilities are significantly better than those of the MME [11]. BCH based
steganography [17] and [24] shows slightly better performance for capacities (up
to 0.1), and considerably lower detectability for higher capacities (except 0.25
bpc). For example, proposed IME+IR shows 0.03 lower detectability for capacity
0.2 bpc in terms of error probability points compared to [17].

7 Conclusion

In this paper we present an efficient data hiding technique for steganography.
Compared with MME, the proposed modification of matrix encoding (i.e., im-
proved matrix encoding) achieves different size of the combined block, and, as
a results, enables to choose the ME schemes with higher embedding rate. As
a result, the proposed improved matrix encoding significantly outperforms the
MME in terms of points of the error probabilities. Using two different embedding
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schemes (see Equations (12) and (13)) enables to use almost all available DCT
coefficients. The proposed strategy based on inserting and removing coefficients
1 or -1 increases the number of possible solutions and significantly decreases the
total distortion. The experimental results show that the insert-remove strategy
improves performance significantly. The combination of the IME and the pro-
posed insert-remove strategy achieves high error probability against powerful
steganalysis. This paper also shows that the idea of using two overlapped blocks
can improve the performance of steganography further.
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Korea, National Research Foundation of Korea (project 2011-0013695), ITRC
and BK21 Project, Korea University and IT R&D program (Development of
anonymity-based u-knowledge security technology, 2007-S001-01).
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Steganalysis of LSB Matching Revisited

for Consecutive Pixels Using B-Spline Functions
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Abstract. Least significant bit matching revisited steganography (LS-
BMR) is a significant improvement of the well-known least significant bit
matching algorithm. In this paper, we point out that LSBMR for con-
secutive pixels and its descendants, including the edge adaptive image
steganography based on LSBMR, introduces intrinsic statistical imbal-
ance in secret data embedding process, which results in the imbalance
of the power of the additive stegonoise. This intrinsic imbalance can be
used to construct a dimensionless discriminator using B-spline smooth-
ing. Experimental results show that the proposed steganalytic method is
a reliable detector against LSBMR for consecutive pixels and the edge
adaptive image steganography based on LSBMR when block size is 1. An
embedding rate estimator based on B-spline functions which can roughly
estimate the embedding rate is proposed as well.

Keywords: LSB matching for consecutive pixels, B-spline smoothing,
steganalysis, steganography, media security.

1 Introduction

Least significant bit matching steganography[11], also known as ±1 steganogra-
phy, is a tough target for steganalyzers. In [3], Harmsen and Pearlman pointed
out that LSB matching is equivalent to a lowpass filtering of the histogram of the
cover image, which can be quantified by a decrease in the center of mass (COM)
of the histogram characteristic function (HCF). Using this property, the authors
proposed a reliable discriminator for RGB color images. In [5], Ker indicated that
the HCF COM method in [3] is ineffective on gray-scale images and introduced
two ways of applying the HCF COM method: calibrating using a down-sampled
image and computing the adjacency histogram instead of the usual histogram.
Experiments show that Ker’s methods are reliable for gray-scale images subject
to harsh JPEG compression and can get fair results for uncompressed gray-scale
images when embedding rate is 100%. In [7], Li et al. further improved the two
detectors proposed in [5] and apply them on the difference image, which is de-
fined as the difference of the adjacent pixels of an image (Referred as Li-1D
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in this paper). The new detectors outperform Ker’s methods and achieve ac-
ceptable accuracy at an embedding rate of 50%. Other notable works include
the steganalytic method proposed by Huang et al.[4] based on the alteration
rate of the number of neighborhood pixel values whose efficiency is comparable
to Li-1D, the steganalytic method proposed by Zhang et al. for JPEG decom-
pressed images[17], and the method proposed by Wong et al.[14] for estimating
the embedding rate of ±1 steganography which has only shown success in cer-
tain image dataset. Besides the specific detectors, some universal steganalytic
algorithms such as [16] and [2] can also be used to attack LSB matching steganog-
raphy with a relatively high detecting rate. However, recent studies show that
no detectors for LSB matching have yet proven universally reliable and their
performances heavily depend on types of images[1].

The least significant bit matching revisited algorithm (LSBMR)[9] proposed
by Mielikainen is a significant improvement of the LSB matching steganography.
Using a pair of pixels as an embedding unit, the scheme reduces the expected
number of modifications per pixel from 0.5 to 0.375 when the embedding rate
is 1, which means that it can show better resistance than LSB matching for
steganalysis while the payload holds. LSBMR has triggered a great deal of fur-
ther researches on pair-wise LSB matching[15,6]. One of the recent important
achievements in this field is the edge adaptive image steganography based on
LSB matching revisited (EALSBMR for short in this paper) proposed by Luo et
al.[8]. EALSBMR selects the embedding regions according to the size of secret
message and the difference between two consecutive pixels in the cover image.
Using this way, edge regions are adaptively used to embed secret bits and thus
the security is significantly enhanced. Regardless of the progress of pair-wise
LSB matching steganography, most of the researchers only view LSBMR and its
descendants as variants of LSB matching. So according to our best knowledge,
there is still no report on target steganalysis against LSBMR and its descendants.

There are different pixel pair selection schemes for LSBMR. One of which
adopted by EALSBMR divides the cover image into non-overlapping embed-
ding units with every two consecutive pixels. In this paper, we point out that
LSBMR for consecutive pixels (LSBMRCP for short) introduces intrinsic sta-
tistical imbalance which can be used to attack it and its descendants, including
EALSBMR. The paper is organized as follows. Section 2 gives a brief overview
of LSBMRCP and EALSBMR. Section 3 shows the details of the target stegan-
alyzer proposed by the author. Section 4 presents experimental results. Finally,
concluding remarks and future work are given in Section 5.

2 Overview of LSBMR for Consecutive Pixels and
EALSBMR

LSBMRCP firstly divides a cover image of size of m × n into a serial I of non-
overlapping embedding units with every two consecutive pixels (xi, xi+1), where
i = 1, 3, . . . ,mn − 1, assuming n is an even number. The secret message is
also divided into a serial M of two consecutive message bits (mi,mi+1). After
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message embedding, an embedding unit (xi, xi+1) is modified as (x′
i, x

′
i+1) in

the stego image. The value of the ith message bit mi is equal to the LSB of x′
i,

and the value of the i + 1th message bit mi+1 is equal to the value of a binary
function of x′

i and x′
i+1:

f(x′
i, x

′
i+1) = LSB(�x′

i/2�+ x′
i+1) (1)

Eq. (1) has the following properties:

f(xi − 1, xi+1) �= f(xi + 1, xi+1), ∀xi, xi+1 ∈ Z (2)

f(xi, xi+1) �= f(xi, xi+1 + 1), ∀xi, xi+1 ∈ Z (3)

The properties (2) and (3) guarantee that both an increase and a decrease of
xi or xi+1 by one will change the value of Eq. (1). Therefore by applying ±1
operation to xi or xi+1, f(xi, xi+1) can be set to the desired value. Each bit
pair of M is embedded in a given pixel pair of I chosen in the order determined
by the same pseudo-random sequence generator as in LSB matching [11]. The
embedding algorithm for a pixel pair is presented in Fig. 1. Saturated pixels,
i.e., pixels that have either a minimal or maximal gray-scale value are bypassed
in the embedding process.

1: if mi = LSB(xi) then � xi remains untouched
2: if mi+1 �= f(xi, xi+1) then
3: x′

i+1 = xi+1 ± 1 � xi+1 is modified
4: else
5: x′

i+1 = xi+1 � xi+1 remains untouched
6: end if
7: x′

i = xi

8: else � xi is modified
9: if mi+1 = f(xi − 1, xi+1) then
10: x′

i = xi − 1
11: else
12: x′

i = xi + 1
13: end if
14: x′

i+1 = xi+1 � xi+1 remains untouched
15: end if

Fig. 1. LSBMR embedding algorithm for a pixel pair

EALSBMR is a region adaptive spatial domain LSB steganography. It uses
the absolute difference between two adjacent pixels as the criterion for region
selection, and adopt LSBMRCP as the data hiding algorithm. The threshold
T used in region selection for a given secret message M can be determined as
follows. Let V be the set of consecutive pixels, EU(t) be the set of pixel pairs
whose absolute differences are greater than or equal to a parameter t:

EU(t) = {(xi, xi+1)
∣
∣ |xi − xi+1| ≥ t, ∀(xi, xi+1) ∈ V } (4)
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Then the threshold T can be calculated by:

T = argmax
t

{2× |EU(t)| ≥ |M |} (5)

where t ∈ {0, 1, . . . , 31}. |EU(t)| denotes the number of the pixel pairs in EU(t),
and |M | denotes the number of the bits in M . Secret bits are embedded in
the pixel pairs of EU(T ) using LSBMR algorithm. In order to construct V ,
the cover image of size of m × n is first divided into non-overlapping blocks of
Bz × Bz pixels. The block size Bz is an embedding parameter and can be set
to 1, 4, 8 or 12. When Bz > 1, rotation with a random degree in the range of
{0, 90, 180, 270} is applied on each block to improve the security. The resulting
image is further divided into non-overlapping embedding units with every two
consecutive pixels via raster scanning, which compose of the set V . It can be
noted that when Bz = 1, the rotation operation is bypassed and the consecutive
pixels are directly picked up from the cover image.

3 Steganalyzing the LSBMR Algorithm for Consecutive
Pixels

3.1 Effect of LSBMRCP Embedding

Refer back to the embedding algorithm mentioned in Fig. 1. The probability
that xi, the first pixel of the pixel pair (xi, xi+1) get modified is 0.5, since it will
get altered as long as mi is not equal to the LSB of xi. However, the probability
that the second pixel xi+1 get modified is 0.25 (half of the probability that
xi is modified), since it only get altered when the two prior conditions mi =
LSB(xi) (with probability 0.5) and mi+1 �= f(xi, xi+1) (with probability 0.5)
are true, as described in lines 1- 6 of the algorithm.

An illustration of the imbalance is shown in Fig. 2. Fig. 2b shows the modifica-
tion matrix D between the cover image Fig. 2a and its corresponding LSBMRCP
stego image (embedding rate: 50%). It seems that The modified pixels are uni-
formly scattered around the pixel plane. In order to demonstrate the imbalance
introduced by LSBMRCP, the serial of the embedding units {(xi, xi+1)} is di-
vided into two non-intersect sub-serial {xi} and {xi+1}. Denote the correspond-
ing values of D for {xi} and {xi+1} by D1 and D2. Then a pseudo difference
image Fig. 2c, i.e., a re-arranged version of Fig. 2b is constructed, whose left half
part is a m× n

2 array row-wise reshaped from D1, and right half part is the one
reshaped from D2. It is clear from Fig. 2c that there are much more modified
pixels in {xi} than in {xi+1} for a given embedding rate. Fig. 2d and Fig. 2e
represent the corresponding modification matrix and its re-arranged version be-
tween fig. 2a and its EALSBMR stego image (embedding rate: 50%, T = 2,
Bz = 1). The same imbalance can also be found for this edge adaptive scheme
when Bz = 1.

Harmsen and Pearlman pointed out that secret data embedding process can
be considered as an external force which corrupts the image[3]. That is to say, the
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(a)

(b) (c)

(d) (e)

Fig. 2. (a) Cover image. (b) Modifications between the cover image and the correspond-
ing LSBMRCP stego image. The black dots denote the pixels of the cover image get
modified during the embedding process in the corresponding positions, while the white
dots denote the pixels untouched. (c) The re-arranged version of Fig. 2b. (d) Modifi-
cations between the cover image and the EALSBMR stego image. (e) The re-arranged
version of Fig. 2d.

embedding process can be modeled as the addition of additive noise (stegonoise)
to the cover image. The more pixels get modified, the more the power of the
additive stegonoise is added to the cover image. In this paper, The power of the
stegonoise is referred to as the intensity factor of the embedding process applied
to a pixel series. It can be concluded that the intensity factor in {xi} should be
larger than that in {xi+1}.

3.2 Intensity Factor Estimation Using B-Spline Functions

Let {yi}, i = 0, 1, . . . , n, yi ∈ Z be a serial of pixels in a cover image, and
{y′i}, i = 0, 1, . . . , n, y′i ∈ Z be a serial of corresponding pixels in the stego image
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generated from that cover image by LSBMRCP. From the deduction above, we
know that each pixel in {y′i} is the cover image’s pixel yi plus a stegonoise:

y′i = yi + εi, i = 0, 1, . . . , n, εi ∈ Z (6)

The intensity factor of the embedding process for a given stegonoise series {εi}
is defined as its L 2 norm:

IF � ‖{εi}‖ = (

n∑

i=0

(ε2i ))
1
2 (7)

Most of the time, what an attacker can get are some suspected stego images.
Accurate estimation of intensity factor depends on the good estimation of the
stegonoise series {εi}, and at last from (6) we can see that it depends on the
performance of the calibration process, which attempts to estimate the original
pixel series {yi} from the suspected stego one. Suppose {yi} is an equally-spaced
sample series of an unknown function y(t) on [0, 1]. Without loss of generality, let
the approximation of y(t) be a polynomial spline g(t) of order m in the Sobolev

space W
(m−1)
2 :

yi = y(ti) ≈ g(ti), i = 0, 1, . . . , n, t0 = 0, tn = 1, ti+1 − ti =
1

n
(8)

g(t) is a real-valued function with absolutely continuous m-1st derivative and
square integrable m-th derivative and can be constructed from a weighted sum
of shifted B-splines and is uniquely characterized by the discrete sequence of
spline coefficients {gk} [12]:

g(t) =
n∑

k=0

gkβ
m(x− k) (9)

Where βm(x) is the symmetrical B-spline of order m:

βm(x) =

m+1∑

j=0

(−1)j

m!

(
m+ 1

j

)

(x+
m+ 1

2
− j)mμ(x +

m+ 1

2
− j) (10)

and where μ(x) is the unit step function:

μ(x) =

{

0, x < 0
1, x ≥ 0

(11)

g(t) precisely interpolates {y′i} if the impact of {εi} is neglected. Otherwise g(ti)
can be regarded as a smoothing representation of {y′i}. The extent of smoothing
is controlled by the following two functionals:

J(g) =

∫ 1

0

(g(m)(u))2du, (12)

R(g) =
1

n

n∑

i=0

(g(ti)− y′i)
2, ti ∈ [0, 1] (13)
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The function g(t) to be constructed shall:

(A) minimize R(g) + λJ(g), for a given λ, 0 < λ < ∞,
(B) minimize J(g) with the constraint R(g) ≤ S, for a given S, 0 ≤ S < ∞
There exists a unique λ which depends on the selection of intuitive parameter S
so that the solution to (A) is also the solution to (B). When m = 2, the solution
of (A) and (B) for a given λ is a cubic B-spline [10,12]. S, being 1/n times the
apparent residual sum of squares after smoothing is performed, establishes a sort
of compromise between the desire for an approximation that is reasonably close
to the data and the requirement of a function that is sufficiently smooth. Wahba
gives a theoretical upper bound for S [13]:

S ≤ σ2{1− k[1 + o(1)]} (14)

where σ2 is the variance of {εi}, o(1) → 0 as n → ∞. k and η can be determined
using the following equations when m = 2:

k = η

(‖y(4)‖2
σ2

) 1
9

n− 8
9 (15)

η =

(
1

8π

∫ ∞

0

du

(1 + u4)2

) 8
9

· 37
3

=

(

3
√
2

128

) 8
9

· 37
3

(16)

From equations (14)- (16) we can see that the theoretical upper bound for S
depends on the variance of stegonoise σ2, the length of the pixel serial of a
suspected image n and the L2-norm of the fourth derivative of y(t):

‖y(4)‖ =
(∫ 1

0

(y(4)(u))2du
) 1

2

(17)

Unfortunately, although σ2 can be estimated for a given image, there is usually
not a computable way to get the value of ‖y(4)‖. But in the context of this paper,
the special form of the unknown function y(t) is trival and the power of the
stegonoise {εi} is relatively small. So a quartic B-spline yb(t) which interpolates
the sample series {y′i} can be used to approximately represent y(t). A quartic
B-spline is a piecewise polynomial of order 4 and after the fourth derivative it
turns to a piecewise constant function

∑n
i=1 ciχ[ti−1,ti](t) where ci is a constant,

χ[ti−1,ti](t) is an indicator function on interval [ti−1, ti]. Its L2-norm is easy to
calculate:

‖y(4)‖ ≈ ‖y(4)b ‖ =
( 1

n

n∑

i=1

c2i

) 1
2

(18)
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3.3 Steganalytic Feature and Estimation of Embedding Rate

Given a target image, let IF1 denotes the intensity factor of the sub-serial {xi} of
the embedding units, IF2 denotes the intensity factor of {xi+1}. Our observation
is that the power of the noise introduced during the image capture and post-
processing procedure is usually distributed evenly over the spatial domain. Thus
it can be concluded that IF1 ≈ IF2 is held for a normal cover image. On the
other hand, as the deduction in Sect. 3.1 indicated, IF1 > IF2 is held for a stego
image generated by LSBMRCP. In view of the variation between the magnitudes
of corresponding values, IF1/IF2 is used as a dimensionless discriminator for
the presence of LSBMRCP steganography. The following assertion is the core of
the proposed steganalytic algorithm:

IF1/IF2 ≈ 1 for a cover image, (19)

IF1/IF2 > 1 for a LSBMRCP stego image. (20)

Fig. 3 shows the values of IF1/IF2 for 200 gray-scale images randomly selected
from NJIT image dataset before and after data embedding, in which the symbols
’◦’ and ’×’ stand for that of the cover images and the stego images. The stego
images in left half and right half are generated by LSBMRCP and EALSBMR
with Bz=1 respectively. It can be seen that the values of IF1/IF2 for most
of the cover images concentrate around 1. However, the corresponding values of
IF1/IF2 for the stego images spread above the horizontal line at 1. We can
clearly distinguish a majority of the cover and stego images.

Eq. (14) shows that when calculating IF1 and IF2, the theoretical upper
bound of the intuitive parameter S monotonically increases in a linear fash-
ion with increasing variance of stegonoise, which in turns also increases along
with the increment of embedding rate. Denote the corresponding variances of
stegonoise of the suspected stego image, {xi} and {xi+1} by σ2, σ2

1 and σ2
2 ,
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Fig. 3. Steganalytic features of 200 cover images and the corresponding LSBMRCP
stego images (Left half, with 50% embedding rate), and EALSBMR stego images (Right
half, with 50% embedding rate, Bz=1).
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respectively. The monotonic relationship between them is clear and for a given
embedding rate σ2

1 > σ2 > σ2
2 . In theory, once the embedding rate of a given

LSBMRCP stego image is known, σ2, σ2
1 , σ

2
2 and the corresponding upper bound

for S, which denoted by Sc can be calculated from it respectively. Conversely, if
Sc is determined, σ2, σ2

1 and σ2
2 , and finally the embedding rate of the suspected

stego image can also be computed from it respectively.
The result smoothing cubic B-spline based on Sc represents the original cover

image. Sc acts as a critical point in the smoothing/denoising process. The result
spline based on a S less than Sc still contains stegonoise and IF1 > IF2 is
held. On the other hand, the spline based on a S larger than Sc is a smoothed
version of the recovered cover image, so that IF1 ≈ IF2. Given a LSBMR stego
image, we can calculate the value of IF1/IF2 using a progressively increasing S
which starts from 0. The critical point Sc lies in the interval in which the value
of IF1/IF2 falls from larger than 1 to approximately equal to 1. The variance
of the stegonoise σ2 can be reversely calculated from Sc using equations (14)-
(16). Then the estimation of embedding rate can be determined since there is a
monotonic relationship between σ2 and it. Fig. 4 shows the value of IF1/IF2

as a function of the intuitive parameter S for a LSBMRCP stego image Fig. 4a.
The value of Sc, the corresponding upper bound of S which is calculated using
equations (14)- (18), is 0.186. It is clear to see that in Fig. 4c the value of the
curve falls from larger than 1 to approximately equal to 1 around Sc = 0.186.

3.4 Steganalytic Algorithm

The details of the proposed steganalytic algorithm is shown as follows:

Step 1: The preprocessing procedure. The suspected stego image of size ofm×n
is firstly divided into a serial I of non-overlapping embedding units with every
two consecutive pixels (xi, xi+1). Then I is further divided into two non-intersect
sub-serial {xi} and {xi+1}.
Step 2: Estimation of the stego noise series. Assume that each pixel in {xi} and
{xi+1} is the summation of the corresponding original pixel in the unknown cover
image and a stegonoise. Using the B-spline smoothing based calibration process
mentioned in Sect. 3.2, two real-valued functions g1 and g2 are constructed for
{xi} and {xi+1}, respectively. {gi} and {gi+1} are the serials of the corresponding
sample values of g1 and g2, and they can be regarded as the reconstructed pixel
series in the unknown cover image for {xi} and {xi+1}. Then two stego noise
series {εi} and {εi+1} are finally obtained using Eq. (6).

Step 3: Removal of the potentially corrupted data. It is no doubt that g1 and g2
are just approximation of the unknown cover image. Therefore {εi} and {εi+1},
which are computed from the subtraction of corresponding pixels in the sus-
pected stego image and the approximation of the original cover image, may con-
tains some potentially corrupted data, especially for those images with highly
texture regions. In order to remove them, the items in the stego noise series are
firstly sorted by value. And then the sorted series is divided into three quartiles:
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Fig. 4. (a) LSBMRCP stego image (embedding rate: 50%). (b) Pseudo image of the
re-sampled points generated from the fourth derivative of the quartic interpolating
B-spline yb(t). (c) Value of IF1/IF2 as a function of S for the stego image Fig. 4a.

– Lower quartile (denoted by Q1), the lowest 25 percent data.
– Second quartile (denoted by Q2), the median 50 percent data.
– Upper quartile (denoted by Q3), the highest 25 percent data.

The data in Q1 and Q3 is abandoned in order to filter out the potentially cor-
rupted data from a stego noise series. The second quartile of {εi} and {εi+1} are
designated as {ε′

i} and {ε′
i+1}, respectively.

Step 4: Construction of the classifier. IF1 and IF2 are computed using Eq. (7)
from {ε′

i} and {ε′
i+1}, respectively. If IF1/IF2 > 1 + θ, then the suspicion is

correct and that target image is indeed a stego one. Otherwise the target image
is an innocent cover image. θ is a predefined positive parameter.

Step 5: Estimation of embedding rate for an already-known stego image. Set the
initial value of S to zero, and progressively increase its value by 0.001. The very
first S which makes IF1/IF2 ≤ 1+θ is the critical point Sc. Then the estimation
of the embedding rate can be calculated from Sc as mentioned in Chap. 3.3.
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Fig. 5. Sample images from the image database

4 Experimental Results

To evaluate the proposed steganalytic method in spatial domain gray-scale im-
ages, two image datasets are used: NJIT dataset including 3680 uncompressed
color images with a size of either 512 × 768 or 768 × 512, which were taken with
different kinds of camera, and our dataset including 1320 uncompressed images
with good quality. In all, there are 5000 original uncompressed color images for
testing. The image database contains all kinds of images: natural scene, archi-
tecture, animals, indoor, outdoor, etc. Fig. 5 gives some sample images. All the
images have been converted to gray-scale before the experiments. Stego images
are generated using LSBMRCP and EALSBMR with Bz = 1.

We compare our method against Li-1D[7], since the experimental results of the
previous works[7,8] show that Li-1D outperforms other LSBM steganalytic meth-
ods. In Fig. 6, receiver operating characteristic (ROC) curves of our proposed
method and Li-1D are given for the set of LSBMRCP and EALSBMR stego im-
ages. It can be seen that Li-1D can only get fair result even when embedding rate
is high for detecting LSBMRCP, while completely fails against EALSBMR with
Bz = 1. On the contrary, our proposed method obtains satisfactory results for
detecting stego images generated by LSBMRCP and EALSBMR method with
Bz = 1. For a given false positive rate, the true positive rate of EALSBMR
Bz = 1 is lower than LSBMRCP. This is because as an edge adaptive scheme,
EALSBMR is apt to hide secret bits in the image regions with high texture
which may depress the performance of the calibration process based on B-spline
smoothing mentioned in Sect. 3.2.

Furthermore, the embedding rate for an already-known stego image can be
estimated. Fig. 7 illustrated the estimated value of the embedding rate for LSBM-
RCP stego images with different embedding rates. The stego images are arranged
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Fig. 6. Comparisons of ROC curves. The different curves stand for: our proposed
method against LSBMRCP (solid), and EALSBMR (Bz = 1) (dashed); Li-1D against
LSBMRCP (dotted), and EALSBMR (Bz = 1) (dash-dot). (a) 50% embedding rate.
(b) 25% embedding rate.

Fig. 7. Estimated value of the embedding rate for LSBMRCP stego images with em-
bedding rate of 10%, 25%, 50%, 75% and 100%

according to their real embedding rate, from left to right 10%, 25%, 50%, 75%
and 100%, respectively. It can be seen that the estimated embedding rates spread
around the corresponding real embedding rates (denoted by dashed horizontal
lines). In the current stage, we can only roughly estimate the embedding rate of
a given stego image. The average estimation error is still relatively high. This
is because a quartic B-spline is used to approximately represent the real image
function y(t) in order to effectively calculate the L2-norm of its fourth derivative
as mentioned in Sect. 3.3, which unavoidably introduce additional distortion.
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5 Conclusion and Future Work

In this paper, we point out that LSBMR for consecutive pixels and its descen-
dants, including EALSBMR introduce intrinsic statistical imbalance in data em-
bedding process, which results in the imbalance of the intensity factor, i.e. the
power of the additive stegonoise, added to the pixel pairs. According to the
deduction, a dimensionless discriminator based on intensity factor estimation
using B-spline smoothing is constructed. Experimental results show that the
proposed method is a reliable detector against LSBMR for consecutive pixels
and EALSBMR with Bz=1. As an extension of the proposed method, we also
put forward an embedding rate estimator based on B-spline functions which can
roughly estimate the embedding rate. However, in the current stage, our method
can not attack EALSBMR with Bz > 1. This is because that the reliability of
the proposed method depends on the correct partition of embedding units with
two consecutive pixels, while the rotation operation of EALSBMR with Bz > 1
prevents us to do so. How to construct efficient detector for EALSBMR with
Bz > 1, it is our work for further study.
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Abstract. A novel drift compensation algorithm for robust H.264/AVC video 
watermarking scheme is proposed. The drift compensation algorithm is 
implemented to reduce the visual distortion, which includes the reduction of the 
alteration of reference blocks caused by watermarking process. In our method, 
motion vector residuals of macroblocks in P frame are used as payloads of 
watermark. Discrete Cosine Transform (DCT) is performed on the motion 
vector residual group to utilize the energy compact property so that robustness 
against lossy compression attack can be obtained. According to the 
experimental results, our algorithm can obtain excellent imperceptibility and 
can significantly diminish the distortion influence. High rate lossy compression 
attack can be resisted effectively and an average of 80% accuracy rate of 
watermark detection can be achieved.  

Keywords: Video Watermark, H.264/AVC, Drift Compensation, Motion 
Vector. 

1 Introduction 

With the rapid development of multimedia industry, digital videos are becoming 
popular in our life and on the Internet. The requirement of copyright protection 
becomes a great challenge, digital watermarking technologies have been considered 
as one of the most effective solution for this problem. Video is usually encoded in 
compressed format, so it is the more practical way to embed the watermark in 
compression domain. 

Many researchers are following this filed and a variety of H.264/AVC video 
watermarking schemes have been proposed. Langelaar and Lagendijk [1] first 
proposed the differential energy watermark algorithm which utilized DC coefficients 
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of DCT (Discrete Cosine Transform). Wu and Wang [2] presented a watermarking 
algorithm that embedded the watermark in I-frames. That scheme survived H.264 
compression attacks with more than a 40:1 compression ratio in I-frames; however, it 
requires decompressing the video in order to embed the watermark. Another H.264 
watermarking method proposed by Noorkami and Mersereau [3] embedded a readable 
watermark in the quantized AC coefficients, but its robustness against common 
watermarking attacks is not satisfactory. They also presented robust watermarking 
schemes in [4], but the original (uncompressed) video was required for calculating the 
parameter of visual model. All the algorithms above do not take the distortion drift 
into consideration, so that the optimal effect of imperceptibility can hardly be 
achieved by these algorithms all the time. 

In this paper, we propose a drift compensation algorithm as well as a robust 
watermarking method for H.264/AVC video. Experimental results indicate that the 
proposed drift compensation algorithm significantly reduces the visual distortion 
influence of watermark and the watermarking scheme is robust to lossy compression 
attack. 

The rest of this paper is organized as follows: In Section 2, some important 
features of H.264/AVC are briefly introduced. Section 3 presents our watermarking 
scheme. Section 4 shows the results and analysis. In Section 5, the conclusion and 
some future direction are presented.  

2 Relevant Features for H.264/AVC Video Compression 

In this section, two relevant features for H.264/AVC video compression will be 
introduced. Tree structured block size is the basis of macroblock selection scheme in 
our watermarking scheme and the distortion drift is one of the problems we aim to 
settle. 

2.1 Tree Structured Block Size 

H.264/AVC supports block sizes ranging from 16x16 to 4x4 luminance samples with 
many options. The luminance component of each MB (macroblock) (16x16 samples) 
may be split up in 4 ways shown as on the left of Fig. 1.  

 

Fig. 1. Macroblock partitions: 16x16, 16x8, 8x16, 8x8 and sub-partitions: 8x8, 4x8, 8x4, 4x4 

Each of the sub-divided regions is a MB partition. If the 8x8 mode is chosen, each 
of the four 8x8 MB partitions within the MB may be split in a further 4 ways as 
shown on the right of Fig. 1. 
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2.2 Distortion Drift 

In motion compensation, there are three kinds of motion vectors named MV, MVP 
and MVD. Apparently, MV is the abbreviation of motion vector, which is a two-
dimensional vector used for inter prediction that provides an offset from the 
coordinates in the decoded picture to those in a reference picture. MVP means motion 
vector prediction, which represents the motion vector in the reference picture. MVD 
stands for motion vector residual, i.e. the difference between MP and MVP. 
Relationship among these vectors is as follow: 

MVD MV MVP= −         (1) 

Altering the value of motion vector residual will make the embedded MB change, 
which means certain block in frame becomes different. In addition, this distortion is 
then propagated to the adjacent MBs and the succeeding frames due to motion 
prediction compensation, even though these MBs and frames have not been 
watermarked. This is called distortion drift and methods adopted to prevent such 
distortion happening is called distortion compensation. 

Table 1. Comparison between the original frame and the frame with distortion drift 

Original Frame Distortion Drift 

For instance, there are two 16x16 MBs named A and B. A is the reference block of 
B in the process of median prediction, which means MVPB=MVA. Increase of MVDA 
(step ① in Fig. 2) leads to MVA (step ②) and MVPB (step ③) increasing given that 
MVPA is not modified. Even with MVDB unchanged, MVB will finally increase (step 
④). Such influence will cause severe distortion drift. In such case, decrease of MVDB 
can compensate the increase of MVPB and finally ensure MVB unchanged. 

 

Fig. 2. Example of distortion drift 

In literature [5,6], drift compensation was conducted to prevent such distortion 
propagation, but this method required a partial reconstruction of some pixels. Some 
other watermarking systems [7] avoids using drift compensation by attaching the 
watermark embedder with the video encoder. This approach however increases the 
computation burden significantly. 
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3 Proposed Video Watermarking Scheme 

3.1 Watermarks Generation 

In our scheme, one binary image is taken as the content of watermark. To improve the 
security of our algorithm and the robustness of embedded watermark, pseudorandom 
permutation with a secret key is performed on the watermark image before 
embedding.  

Assume that T2 is the original watermark image with binary values. Use the given 
secret key K to perform Arnold transform on T2. Thinking of the T2 as the 2-
dimensional image space, Arnold's transform is the transformation 

2 2T TΓ →： given by: 

x 2 1
mod

1 1

x
K

y y

      
Γ =      

             

                (2) 

K is the chosen secret key, and pixel value at (x, y) is replaced by value at (x’, y’) 
calculated from the above formula.  

Finally, the binary image is converted into binary sequence with non-statistical 
properties so that it is difficult to be detected.  

3.2 Drift Compensation Algorithm 

As shown on the left of Fig. 3, the black block ‘W’ indicates the watermarked MB 
and all grey blocks are influenced by distortion drift. The number inside the block 
means the order of impact. ‘1’ blocks are impact by ‘W’ blocks and spread distortion 
to ‘2’ blocks.  For the right of Fig. 3, ‘C’ blocks are the blocks being compensated so 
that no further impact happens on the adjacent blocks. 

 

Fig. 3. Distortion drift and drift compensation 

For more general circumstance, drift compensation are performed as follow: 

Step 1: Store information (MB number and amount of modification) of previous MB 
if it has MVD changed because of watermark embedding; 

Step 2: If the reference block of current MB has been watermarked according to the 
information recorded in Step 1, then: 

i. If the current MB is not selected to embed watermark, just perform reverse 
modification which has been performed on the reference block; 

ii. If the current MB is selected to embed watermark, do the embedding 
modification and store information of current MB. However, these two 
modifications on current MB and reference MB need to be accumulated. 
Drift compensation will be conducted together next time; 
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However, the reference block can occasionally be altered once the modification of 
MVD is done, which would cause worse drift distortion. In the median prediction one 
of the three MBs with median motion vector value is selected to be reference MB. 
The reason of such change is that modification on MVD changes MV, cause impact 
on the relationship of the three MBs and make the reference MB altered. 

To solve such problem, more works need to be done before Step 2: 

• If median prediction isn’t performed, no change will happen and just go to Step 2. 
• If median prediction is performed, retrieve three MVs and increase/decrease them 

according to the modification information stored. Thus the actual median value is 
there and reference block can be determined. 

• If reference block has no change, go to Step 2; 
• If change happens, new modification is calculated by MV of new reference block 

subtracting MV of original reference block. Then go to Step 2. 
The drift compensation approach is illustrated in Fig. 4: 

Y

N

 
Fig. 4. Drift compensation approach 

3.3 Macroblock Selection 

As shown in Fig. 5, in our scheme, MBs containing 8x8 sub-MBs are selected to 
embed watermark, because only these 8x8 sub-MBs may be split into more sub-
partitions, which helps to limit the visual influence to the most extent. As a result, the 
right bottom sub-partition inside the right bottom sub-MB is used. 
 
 
 
 

 

Fig. 5. Current block and adjacent block with sub-partitions 
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Actually, we have another reason to choose the right bottom sub-MB/sub-partition 
to embed watermark. As mentioned above, changes on one MB may cause distortion 
drift once this MB is referred by other MBs. But the right bottom sub-MB/sub-
partition is the least possible one to be referred by adjacent MBs. In the media 
prediction, we suppose E is the current MB/sub-MB/sub-partition. The uppermost 
block is A, the leftmost one is B and C is on the up right side. Then the right bottom 
sub-MB/sub-partition is the least possible to be taken as reference block. 

3.4 Anti-recompression Analysis 

For those watermarking schemes based on motion vector proposed before, watermarks 
can barely survive normal video operations, such as scaling and rotation, lossy 
recompression and etc. Parity of motion vectors was usually the payload of watermark 
and the parity contains only one bit difference. Such difference will be vanished after 
being re-encoded, which means watermark cannot survive after some normal video 
operations, let alone some intentional attack. DCT domain based schemes, however, are 
usually robust to such operations due to the ‘energy compaction’ property of DCT. The 
change on one MV due to attacks spreads into several adjacent MVs so that the impact 
is weakened. Finally, the watermark can still survive. 

In our scheme, MVDs are collected and DCT are then performed. DC coefficients 
and two adjacent AC coefficients containing the ‘energy’ of these MVDs are 
modified to embed watermark. When confronted with some unintentional/intentional 
attack such as lossy compression attack, value of MVDs will undoubtedly change, but 
the distribution of ‘energy’ won’t change much so relationship between two ‘energy’ 
keep stable. That is the reason why our scheme is robust to lossy compression attack. 

3.5 Watermarking Embedding Scheme 

The watermark embedding approach is illustrated in Fig. 6: 

 

Fig. 6. Watermark embedding approach 

The watermark embedding approach is described as follow: 

1. The videos are decoded until a slice level is reached; 
2. If the I/B slice being decoded in the video sequences, skip to next slice. If the 

current slice is the P slice, decode the slice; 
3. Decode MB syntax of P slice. Only P MBs containing four 8x8 sub-MBs are 

selected. Find the right bottom sub-MB (8x8) and read motion vectors of the 
right bottom sub-partition if sub-partition exists. The horizontal motion vector 
residual of grey partition is used to embed watermark; 
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4. Take a line as a unit and start search from the right bottom corner of the slice. If 
we succeed to collect 8 P MBs, continue to search the next line until we gather 
32 MBs (4 lines are needed in all); 

5. Divide these 32 MBs into two groups(16 MBs each), modules horizontal MVDs 
of the right-bottom sub-partition in each MB with 10; 

6. Convert MVDs into 4x4 matrix and perform DCT transform; 
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3 3
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1 1
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7. According to the watermark bit to be embedded, modify the value of DC 
coefficients and AC coefficients; 

'' ''

'' ''

,  1

,  0
A B

A B

MVD MVD T if watermark

MVD MVD T if watermark

− > =
− ≤ =

{  (4) 

where ''
AMVD  and ''

BMVD  are the sum of DC coefficients and 2 AC coefficients 

adjacent to DC coefficients. T is the threshold. 

8. Conduct IDCT(inverse DCT) transform, encode current P slice and make 
change into the original MVDs; 

'''' '''mod 10 ,  k=0,...,31k kMVD MVD MVD MVD= − +  (5) 

where
 

'''
kMVD  is the result of ''

kMVD  after IDCT. MVD is original horizontal 

motion vectors residual. 

9. Loop from the step 2 until we reach the end of video. 

3.6 Watermarking Detection Scheme 

The watermark detection approach is illustrated in Fig. 7: 

 

Fig. 7. Watermark detection approach 

The watermark detection scheme is described as follow: 

1. The suspected videos are decoded until slice level is reached; 
2. If the I/B slice being decoded in the video sequences, skip to next slice. If the 

current slice is the P slice, decode the slice; 
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3. Decode MB syntax of P slice. Search for P MBs containing 8x8 sub-MBs, 
then we choose these MBs. Read motion vectors of each sub-MB. Read 
horizontal MVDs of the right bottom sub-MB. 

4. Take lines as a unit and start from the right bottom corner. If we succeed to 
collect 8 MBs, continue to search the next line until 32 MBs gathered. 

5. Divide these 32 MBs into two groups(16 MBs each), modules horizontal 
MVDs of the right-bottom sub-partition in each MB with 10. Convert them 
into 4x4 matrix and do DCT transform. 

6. Make comparison of the sum of DC & AC coefficients of two groups as 
fellow: 

'' ''

'' ''

1,  

0,  
A B

A B

watermark if MVD MVD T

watermark if MVD MVD T

= − >
= − ≤

{  (6) 

7. Loop from the step 2 until we reach the end of video. 

4 Experimental Results 

In this experiment, the H.264/AVC codec JM8.6 [8] is used to test CIF (universal 
standard test sequence, 352x288) named ‘Bus’, ‘Flower’, ‘Mobile’ and ‘Stefan’. Both 
of them are encoded with a frame rate of 20 fps. Coding type is set as IPPP. ‘Elecard 
Stream Tools’, a video quality analysis software, is used in our experiment. 

4.1 Watermark Imperceptibility 

4.1.1   Experiments Compared with Original Video  
To evaluate the impact of watermark precisely, we introduce a new objective 
evaluation indicator: SSIM (Structural Similarity). It is a new indicator measuring the 
similarity of two video frames. That the value is close to ‘1’ indicates the high 
similarity of the two videos. As shown in Table 2, most of SSIM values being more 
than 0.98 illustrates that there is almost no impact on video similarity before and after 
watermark embedded. 

Table 2. Results of video quality test under different QP (Quantization Parameter) 

SSIM QP=24 QP=26 QP=28 QP=30 QP=32 

Bus 0.9925 0.9918 0.9958 0.9833 0.9822 

Flower 0.9949 0.9934 0. 9912 0. 9921 0. 9931 

Mobile 0.9905 0.9911 0.9913 0.9926 0.9898 

Stefan 0.9873 0.9914 0.9907 0.9861 0.9889 
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In Table 3, the grey area in ‘Comparison’ row means the difference between 
original video and watermarked video. As shown below, the embedded watermark 
does not affect the subjective video quality of the reconstructed image.  

Table 3. Comparison between original video and video with watermark 

 Bus Flower Mobile Stefan 

O
riginal 

  W
aterm

ark

  C
om

parison   
 

4.1.2   Experiments Compared with No Drift Compensation Scheme 
Drift compensation algorithm is adopted to avoid drift distortion and to improve the 
quality of watermarked video. We find that SSIM value drops a lot if drift 
compensation is not carried out as shown in Fig. 8. The decline of SSIM value is 0.08 
at most, which means a great decrease in video quality. So scheme using drift 
compensation gains a better imperceptibility. 

Bus Flower Mobile Stefan

DC 0.9925 0.9949 0.9905 0.9873

No DC 0.9419 0.9141 0.9338 0.966

0
0.2
0.4
0.6
0.8

1

SSIM

 

Fig. 8. SSIM comparison between schemes with DC and without DC (DC stands for drift 
compensation) 

4.1.3   Experiments Compared with Other H.264/AVC Scheme 
To analyze the imperceptibility of our scheme, we compare our scheme with Sun’s 
algorithm in [9]. 
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Fig. 9. Comparison of imperceptibility performance 

In this experiment, we use sequence ‘Bus’ with QP ranging from 24 to 32. From 
the results shown in Fig. 9, we can conclude that our scheme has a better 
imperceptibility performance than Sun’s algorithm with QP value ranging from 26 to 
32 while Sun’s algorithm gains better video quality with QP=24. The proposed 
scheme is embedded watermarks in VLC domain so that it performs well in high bit-
rate condition while when confronted with quality descent, the influence of 
watermark becomes bigger. 

4.2 Robustness against Lossy Compression Attack 

In this experiment, all four sequences are used. After watermark being embedded, 
these videos are decoded and re-encoded with different QP value and some other 
parameters so that the recompression is performed.  

 

Fig. 10. Watermark correctness rate after lossy compression 

Fig. 10 demonstrates the robustness of our watermark scheme against lossy 
compression attack. Under a lossy compression rate less than 50%, the correctness 
rate can keep above 79% while at a low recompression rate 40%, the best correctness 
is 88%. An extreme lossy compression rate 80% is tested and the correctness of 
watermark detection can still keep above 70% under such circumstance. Conclusion 
can be drawn that our scheme has excellent robustness against lossy compression 
attack. 
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Table 4. Watermark image detected from sequence named “flower” after lossy compression attack 

QP Original 24 26 28 30 32 

Im
age 

      

 
Images shown in Table 4 are watermark images detected from one of the test 

sequence named “flower” after lossy compression attack. As illustrated by Table 4, 
the watermark image changes more or less after the attack. With the increase of QP 
value, the compression rate becomes higher and the loss of watermark information 
gets more. However, the pattern can still be easily recognized even with an error rate 
of 20%-30%. 

4.3 Watermark Capacity Analysis 

The capacity of a watermarking scheme decides the application scope of the 
algorithm. In our proposed scheme, each P frame is embedded two bits watermark 
and little visual decrease can be notice. But if we try to embed 3 bits in each frame, 
the imperceptibility of our scheme will slightly decrease occasionally.  
 

Table 5. Comparison of different watermark capacity 

Original 2 bits embedded 3 bits embedded 

   

 
As illustrated in Table 5, with two bits embedded, the video quality has no visible 

decrease compared with the original video frame while given that 3 bits are embedded 
in one frame, some distortion will be found.  

5 Conclusion 

In this paper, a novel drift compensation algorithm for robust H.264/AVC video 
watermarking scheme is proposed. The drift compensation algorithm is adopted to 
improve the imperceptibility of watermarking. MB selection scheme lowers the 
influence on video quality and reduces the possibility of drift distortion. The ’energy 
compaction’ property of DCT is utilized to embed information into motion vector 
residual and good robustness against lossy compression attack is achieved. The 
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experimental results indicate that the video quality is almost the same as that of the 
original because of the drift compensation algorithm being implemented. Even with a 
high recompression rate of 80%, the correctness of watermark detection can still reach 
78%. So this scheme has excellent robustness against lossy compression attack. Our 
future work will focus on investigating the performances of various motion vector 
residuals used as payloads so that we can determine the optimal solutions for the 
proposed scheme. 
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Abstract. In this paper, we present a new histogram shifting based
multi-layer reversible data hiding scheme. By incorporating a flexible
framework of two-step embedding (TSE), the proposed scheme can solve
the problem of communicating and adoption of optimal pairs of peak and
zero points and work in both pixel difference and predictive error domain
for high performance reversible data hiding. A modified location map,
which indicates only the actual overflow/underflow pixels, is constructed
to facilitate the compression of location map. Compared with similar
schemes, experimental results demonstrate the superior performance of
the proposed scheme in the terms of embedding capacity and stego-image
quality.

Keywords: Reversible data hiding, Multi-layer embedding, Two-step
embedding, Location map, Histogram shifting, Pixel difference.

1 Introduction

In recent years, data hiding techniques have found wide applications in copyright
protection and content authentication of digital multimedia. The inherent defect
of the conventional data hiding schemes is that they can usually not completely
recover the original image after the image has been modified for data hiding.
For some specific scenarios, such as military, medical and legal applications,
even the slight distortion in images is not tolerated. Therefore, reversible data
hiding techniques are developed, which enable the decoder to not only extract
the secret data as traditional schemes, but also perfectly reconstruct the original
cover image without any distortion.

Many reversible data hiding schemes have been reported in literatures since
Barton proposed his first reversible data hiding scheme [1] in 1997. In general,
the existing reversible data hiding schemes can be classified into three cate-
gories: i.e., lossless compression [2]-[4], difference expansion (DE) [5]-[11], and
histogram-shifting (HS) [12]-[19]. The schemes [2], [3] devised by Fridrich et al.
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belonged to the first category, which losslessly compressed the LSB planes to
create spare space for data embedding. Later, Tian developed a high capacity
reversible data hiding technique referred as difference expansion (DE) [5]. The
proposed scheme explored the relevance of coefficients in Harr wavelet trans-
form domain to implement DE operation, and then hided the secret data in the
expanded vacant bits. Tian’s scheme has been extended recently in [6]-[11].

Histogram shifting (HS) based reversible data hiding was first proposed by Ni
et al. [12] in 2006, which selected a pair of peak and zero points in histogram and
then shifted the bins between the two points by 1 towards zero point for reversible
data embedding. The HS based reversible data hiding scheme has found wide ap-
plications for its high stego-image quality. The embedding capacity, however, is
usually limited due to a flat histogram. Meanwhile, most HS related schemes are
required to transmit extra side information, e.g. pairs of peak and zero points,
therefore are non-blind in nature. By exploring the generalized Gaussian dis-
tribution of wavelet coefficients, Xuan et al. [14] and Wu [15] implemented HS
in the domain of integer digital wavelet transform (IDWT), and obtained high
embedding capacity. Tsai et al. in [17] designed a HS based scheme on the pre-
dictive errors and also obtained significant performance improvements. To meet
the blind requirements, Hwang et al. [13] utilized the highest frequency bin in
the pixel histogram as flag instead of the peak point. And Tai et al. [18] designed
a synchronization mechanism by selecting fixed pairs of peak and zero points,
which were not guaranteed to be the optimal ones. Therefore, the performance
of the scheme was somewhat scarified.

In this paper, we propose a two-step embedding (TSE) technique to improve
the HS based schemes, which not only meets the blind requirement but also
guarantees the flexible selection of optimal pairs of peak and zero points for high
performance reversible data hiding. Moreover, TSE is also utilized for location
map reduction to further increase the embedding capacity.

The rest of the paper is organized as follows. The proposed scheme and related
technical issues are described in Section II. The experiment results and analysis
are given in Section III. Finally, the conclusions are summarized in Section IV.

2 The Proposed Scheme

In this section, the two-step embedding technique and construction of improved
location map are presented first, then followed by the description of the proposed
HS based multilayer reversible data hiding scheme which includes the embedding
and extraction process.

2.1 Histogram Shifting on Pixel Differences

The HS based approach on pixel differences is employed in the paper and briefly
reviewed as follows. For an N -pixel 8-bit grayscale cover image I with a pixel
value xi, where xi denotes the grayscale value of ith pixel, 0 ≤ i ≤ N − 1.
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Scan the image I in an inverse S-order and compute the pixel difference di as
follows:

di = |xi − xi+1|, (0 ≤ i ≤ N − 2) (1)

Based on the histogram of the generated pixel differences, determine the optimal
peak point P and zero point Z. For HS based reversible data hiding, 1 bit secret
message is embedded when a peak point is encountered. Therefore the capacity
is computed by

capacity = h(P) (2)

where h(•) denotes the frequency of bin P in the histogram. It is noted that since
only the pixels with values between P and Z would generate distortion by one
during embedding, the distortion caused by the embedding process is evaluate by

MSE =
1

size

⎛
⎝ ∑

i∈U(P,Z)

h(i)× (Δi)2 +
∑

(j=P ),(b=′1′)

(Δj)2

⎞
⎠

, (Δi = 1, Δj = 1)

=
1

size

⎛
⎝ ∑

i∈U(P,Z)

h(i) +
∑

(j=P ),(b=′1′)

(1)2

⎞
⎠

(3)

where MSE is the Mean Square Error between the stego and cover image, size
and b denote the size of cover image and secret bit, respectively.

According to (2) and (3), to achieve a largest embedding capacity with a
better stego-image quality, the optimal peak and zero point pair is determined
as the highest frequency point P in the histogram and the closest zero frequency
point Z to P as mentioned in literature [20].

Based on the chosen P and Z, the single layer HS operation is then performed
on pixel difference di to generate the marked difference d′i as follows.

HS shifts the histogram bins between P and Z towards the Z direction to
create a vacant position near P. Scan the image of pixel difference in the same
inverse S-order, and 1-bit message b is embedded whenever P is encountered. If
b = 0, P keeps unchanged; otherwise, P is changed to the neighboring vacant
bin. Assume P is on the left of Z, the HS is performed as follows.

d′i =

⎧⎨
⎩

di + 1, if di ∈ U(P,Z)
di + 1, if di = P and b = ′1′;
di, otherwise

(0 ≤ i ≤ N − 2) (4)

where U(P,Z) denotes the open set between P and Z.
The stego-image yi is then generated according to the marked difference d′i, i.e.,

yi =

{
xi+1 + d′i, if xi > xi+1

xi+1 − d′i, if xi < xi+1
(0 ≤ i ≤ N − 2) (5)

At the receiving end, based on the side information P and Z, the secret data
extraction and image restoration are implemented in the inverse order as em-
bedding phase, i.e.,
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d′i = |yi − xi+1|, (0 ≤ i ≤ N − 2) (6)

b =

{
0, if d′i = P
1, if d′i = P + 1

, (0 ≤ i ≤ N − 2)

di =

{
d′i − 1, if d′i ∈ U(P,Z]
d′i, otherwise

, (0 ≤ i ≤ N − 2)

(7)

where U(P,Z] denotes the interval between values P and Z except P.
The original image can be restored via (8),

xi =

{
xi+1 + di, if yi > xi+1

xi+1 − di, if yi < xi+1
, (0 ≤ i ≤ N − 2) (8)

It is noted that the original image should be losslessly recovered pixel by pixel via
performing (6)-(8) repeatedly until all the pixels have been processed. Namely
to recover the marked pixel yi, the original pixel xi+1 should be recovered first
and then the marked difference d′i for yi could be obtained by (6). Later, yi could
be restored to xi by (7)-(8).

The process described by (1)-(8) uses only a single pair of peak and zero points
and represents a single layer embedding and extraction. When the payload of
secret data is increased, the strategy of multi-layer embedding can be employed,
which repeatedly implements the HS embedding based on the resulting marked
differences image and utilizes only one pair of optimal peak and zero points for
each embedding layer as shown in Fig.2. Namely, for kth layer embedding, the
formula (4) is implemented on the marked differences image in (k − 1)th layer,

denoted as d
(k−1)
i (0 ≤ i ≤ N − 2), to generate the marked differences image

dki (0 ≤ i ≤ N − 2) in kth layer. Based on the final marked difference dmi in mth

layer, namely d′i, the stego-image is generated via (5). Similarly, the process of
extraction and restoration for multi-layer embedding is performed pixel by pixel
in the reverse order.

The framework of HS based multi-layer embedding can simplify the selection
of optimal P and Z to a great extent in each embedding layer and thus leads to
relatively large capacity with better stego-image quality. The recipient, however,
should be given the peak and zero point pair of each level via additional channel
for secret data extraction and image restoration. To tackle the issue of transmit-
ting those extra side information, a two-step embedding scheme is developed in
subsequent subsection.

2.2 Two-Step Embedding Scheme

The proposed two-step embedding (TSE) strategy provides a synchronization
mechanism to communicate side information for HS based multi-layer embed-
ding. We describe the implementation of TSE for single layer embedding as
shown in Fig.1 and then extend to the multi-layer embedding as shown in Fig.2.
First, the original image is mapped into pixel differences according to (1) and a
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pair of optimal peak and zero points (P,Z) in difference histogram is determined
via (2)-(3). Then the differences image is partitioned into two non-overlapped
areas as shown in Fig.1, namely A1 and A2, respectively. We implement the first
step embedding to hide parts of secret data into A1 by using HS as mentioned in
section II-A, and then generate the stego-pixels in A1 via (5). Next, the peak and
zero points (P,Z) are accommodated in the least significant bits (LSBs) of the
selected marked pixels in A1, which are determined with key K, and the replaced
LSBs of the stego pixels in A1 are recorded and concatenated to the remaining
secret data. Finally, the HS based second step embedding is performed to hide
the rest secret data and generate the stego-image in A2.

At the decoder, the stego-image is identically partitioned as the embedding
side. With the same key K, the peak and zero points are extracted from their
stored LSBs of A1. Based on the retrieved side information, e.g. peak/zero points,
the pixels in A2 are iteratively restored as described in section II-A and the secret
data and the replaced LSBs hidden in A2 are extracted. After the replaced LSBs
in A1 are recovered with the extracted LSBs, the same extraction process is
performed to extract the secret data and restore the pixels in A1. Thus the
complete secret data is extracted and whole cover image is recovered.

When the payload of secret data is lager, the approach of multi-layer embed-
ding is employed as shown in Fig.2. For HS based m-layer embedding incorporat-
ing TSE, the embedding of each layer except the final mth layer is implemented
in the way as described in Section II-A. The aforementioned TSE method is
then utilized to complete the final mth layer embedding and hide all the side
information, e.g. the pairs of peak and zero points for each layer, in A1 of mth

layer. At the decoder, the extraction and restoration are iteratively performed
pixel by pixel in the reverse order as the embedding process.

Note that A1 should be large enough to accommodate the complete side
information for each layer. Consider that the absolute value of one pixel difference
for a 8-bit grayscale image is represented by only 9 bits, 18 bits are required to
represent the pair of peak and zero points for each layer. The requirement for
A1 is easily met for practical application (m ≤ 5).

2.3 Improved TSE for Location Map Reduction

HS based embedding on the pixel differences may lead to overflow and under-
flow, which means the resulting stego-pixels may be not in the range [0, 255] for a
8-bit grayscale image. To tackle the issue, histogram-narrowing technique (HN)
is usually adopted [18]. Note that each layer HS operation leads to a maximum
distortion for one pixel by one unit, the accumulated distortion between an orig-
inal pixel and the stego-pixel is not more than m units for m-layer embedding.
The HN operation is described by

x′
i =

⎧⎨
⎩

xi +m, if I(i) ∈ [0,m− 1]
xi −m, if I(i) ∈ [255−m+ 1, 255]
xi, otherwise

, (0 ≤ i ≤ N − 2) (9)

where x′
i denotes the narrowed pixel.
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Fig. 1. Framework of two-step embedding for single layer embedding

Fig. 2. Framework of two-step embedding for multi-layer embedding

To distinguish the source of the overlapping pixels after HN operation, the
location map is introduced, which equals to the size of the cover image. For a
narrowed pixel, we assign ′0′ in the location map; otherwise, we assign ′1′. The
location map is then losslessly compressed and embedded into the cover image
together with the secret data. Note that the HN operation is usually employed
as a preprocessing step and makes all the potentially overflowed/underflowed
pixels (POPs) in the range [0,m− 1]

⋃
[255−m+ 1, 255] narrowed.

In view of the fact that not all the POPs actually overflowed/underflowed dur-
ing multi-layer embedding, we proceed to exchange the order of HN operation
and multilayer embedding and identify only the actually overflowed/underflowed
pixels (AOPs) after all the POPs have been processed. For m-layer embed-
ding, we classify the pixels of cover image with gray value in the range [0,m−
1]
⋃
[255 −m + 1, 255] as POPs. The remaining pixels are denoted as R POPs.

The cover image is then converted to pixel differences and HS based embed-
ding is implemented for the first (m − 1) layers. The identification of AOPs
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Fig. 3. The sketch map of ITSE for location map reduction

and two-step embedding are performed in the mth layer as shown in Fig. 2. To
simplify the description, we take the single layer embedding (m = 1) as example
as shown in Fig.3. The secret message w is partitioned into 3 parts, i.e. w =
{w(1), w(2), w(3)}. Perform the HS among the pixel differences in the position
of POPs to embed w(1) and generate the corresponding marked pixels via (4)-
(5). With the marked pixels in POPs, the AOPs are then identified to generate
the improved location map. The histogram narrowing (HN) is also performed for
all AOPs via (9). An improved two-step embedding (ITSE) is then performed in
the position of R POPs. Let LM and SI denote the compressed location map
and side information (peak and zero points for each layer), respectively. The first
step embedding hides message w(2) into the pixel differences in the position of
R POPs in A1 and then reconstructs the corresponding marked pixels from
marked differences. With LSB replacement, the LM and SI are then embedded
into the LSBs of stego-pixels determined by key K in A1. The replaced LSBs
and the remaining message w(3) are hided into pixel differences in the position
of R POPs in A2 for the second step embedding. Thus the final stego-image is
obtained. Note that the last pixel in the original image, i.e. x(N − 1), keeps
unchanged during m layers embedding. The detailed data extraction and image
restoration process will be described in section II-E.

2.4 Embedding Process

In this subsection, for an N -pixel 8-bit grayscale cover image I with ith pixel
value denoted as xi, where 0 ≤ i ≤ N − 1, and the message w, the proposed
scheme on pixel differences is described as follows.
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1) Calculate the pixel differences according to the cover image I.
2) Determine the embedding layer m based on the message w and the histogram

of pixel differences.
3) Identify the pixels in cover image with gray value in the range [0,m −

1]
⋃
[255−m+ 1, 255] as POPs, and R POPs for the remaining pixels.

4) Partition the message w into m parts, i.e. w = {w1, w2..., wm}, Initialize
layer k = 1, and then perform HS based multi-layer embedding under the
framework of TSE.
4.1) For kth layer embedding, we select a pair of optimal peak and zero points,

denoted as Pk and Zk respectively, and then hide wk in an inverse S-
order by using HS method as described in section II-A.

4.2) If k �= m, let k = k + 1 and repeat the step 4.1 for the next layer
embedding. Otherwise, go to step 4.3.

4.3) Perform the final layer embedding with improved TSE (ITSE) consider-
ing location map reduction. Partition the message wm into three parts,
denoted as wm = {wm(1), wm(2), wm(3)}, and let SI = {(Pk, Zk)|1 ≤
k ≤ m}. Embed the message wm, compressed location map LM denot-
ing AOPs, side information SI and the total number of embedding layer
m into the mth layer using ITSE as mentioned in section II-C. Thus the
stego-image Y = {yi|0 ≤ i ≤ N − 1} is generated.

Note that the histogram narrowing and image partition operation are performed
during the ITSE period in step 4.3.

2.5 Extraction Process

In this process, we extract the embedded message and recover the marked image
Y to its original version without communicating auxiliary information.

1) Divide the stego-image into A1 and A2 as did in embedding side, and collect
the auxiliary information, e.g. LM + SI +m, from the LSBs of the marked
pixels in A1 determined with key K.

2) Decompress LM and generate the location map to indicate the actually over-
flowed/underflowed pixels (AOPs). Perform the inverse HN operation on the
AOPs.

3) For m-layer embedding, the stego-pixels in Y = {yi}i=0,...,N−1 are losslessly
recovered and secret data are extracted pixel by pixel in the inverse S-order
from the final pixel yN−1 until all the pixels are processed.
3.1) The final pixel in stego-image is kept unchanged in embedding, i.e.,

yN−1 = xN−1, and set i = N − 2.
3.2) Recover the marked pixel yi and extract the secret data hidden at posi-

tion i during m-layer embedding. With marked pixel yi, the correspond-
ing marked difference d′i in m-th layer, is obtained via (6). To recover the
difference at position i in each layer, the formula (7) and the extracted
SI are applied repeatedly until the original difference di is obtained. The
original pixel xi is then recovered via (8).
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Denote the secret data hidden in yi by m-layer embedding as Bi =
{b1i , b1i ...bmi }, where bki represents the secret bit hidden in yi during the
kth layer embedding. Note that secret bit array Bi for yi is defined for
algorithm description. In case no secret bit is embedded at position i
during kth layer embedding, bki is null and the size of Bi is decreased.

3.3) Let i = i−1. If i ≥ 0, repeat the step 3.2 and restore the next stego-pixel
yi−1 by using recovered pixel xi. Otherwise, the process of reversible data
extraction is completed and goes to step 4.

4) Reconstruction of the secret data w. With the secret array Bi(0 ≤ i ≤ N−2)
for each pixels yi, we then proceed to reconstruct the secret data embedded
during m-layer embedding, i.e., w = {w1, w2, ..., wm}. According to II-C,
the embedding for the final layer (mth layer) is quite different from those in
previous layers, therefore the secret data wm embedded in the final layer is
reconstructed individually.
4.1) Construct the secret data wk hidden in the k -th layer (k �= m) by

wk = {bki |0 ≤ i ≤ N − 2}(1 ≤ k ≤ m− 1) (10)

4.2) To construct wm, we first identify the positions of POPs and R POPs
according to the recovered xi(0 ≤ i ≤ N − 2). We then partition bmi (0 ≤
i ≤ N − 2) into three parts, i.e., wm(1), wm(2) and wm(3), which are
hidden in the position of POPs, R POPs of A1 and R POPs of A2 in
the mth layer embedding, respectively. Finally we concatenate the three
parts of secret data to form wm = {wm(1), wm(2), wm(3)}.

4.3) Combine the secret data wi(i = 1, 2, ...,m) embedded in each layer to
form the final extracted data w = {w1, w2, ..., wm}.

2.6 Extension to Prediction Errors

To take advantage of the correlation among neighboring pixels in natural images,
a good prediction model is usually applied. The resulting predictive errors usu-
ally have a much shaper histogram than that of pixel differences. By extending
the TSE framework to the domain of prediction errors, significant performance
improvement can be expected.

An efficient prediction model proposed in [11] is incorporated with improved
two-step embedding (ITSE). To implement the prediction, the image is divided
into two sets, denoted as “round” and “cross” sets, as shown in Fig.4. Then the
adjacent four pixels in different set are exploited to predict the current pixel x by

x̃ =
[x(1) + x(2) + x(3) + x(4)]

4
(11)

and the predictive error is calculated by

d = (x− x̃) (12)
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(a) (b)

Fig. 4. The sketch for the prediction

(a)

(b)

Fig. 5. The sketch for predictive error based (i+1)th layer embedding process (a) and
extraction process (b)

It is noted that the prediction scheme leads to that the embedding process is
slightly different from the previous one. The process of prediction and embedding
is performed in turn for two sets. Let Zi, diZ and (diZ)

′(Z = ′X ′ or ′O′) be
the marked pixel after ith layer embedding, the predictive error for Zi and the
marked error, respectively. And Z0 is the cover pixel.

The (i + 1)th layer embedding and extraction process is performed as shown
in Fig. 5(a), where we predict each pixel Oi in “round” set with Õi by using its
4 neighboring pixels in “cross” set and embed the secret data in the predictive
error diO through HS operation and generate (diO)

′.Thus the marked pixels in
the “round” set can be computed by Oi+1 = Õi + (dio)

′, which is denoted as
(Oi =⇒ Oi+1). Then by using marked Oi+1 in “round” set to predict the pixel
X i in “cross” set, the same process is applied for (i + 1)th layer embedding of
“cross” set, which is denoted as (X i =⇒ X i+1). Until then the (i + 1)th layer



52 J. Wang, J. Ni, and J. Pan

embedding is completed. The process of (i + 1)th layer image restoration and
data extraction for “round” set (“corss” set is the same) is implemented as shown
in Fig. 5(b). When a large payload of secret data should be embedded, multi-
layer embedding (m ≥ 2) is needed by implementing the process shown in Fig.5
alternatively for the two sets in each layer.

3 Experimental Results and Analysis

To evaluate the proposed scheme, we test six 256×256×8 -bit gray images with
different texture characteristics, i.e., Lena, Peppers, Baboon, F16, Goldhill and
Boat, and use run-length coding (RLC) to losslessly compress the location map.
In addition, we maintain the PSNR of stego-image to be greater than 38 dB in
our simulation for a high visual quality of stego-image.

3.1 The Efficiency for Location Map Reduction

To justify the efficiency of the improved location map, a parameter E Map is
introduced to evaluate the percentage of location map reduction which is defined
as follows,

E Map =
|LMt − LMi|

LMi
× 100% (13)

where LMt and LMi denote the size of traditional and improved location map,
respectively.

Table I gives a comparison between the traditional location map proposed
in [18] and our improved one as mentioned in section II-C under different em-
bedding layers, which demonstrates the feasibility of the proposed scheme for
location map reduction. It is observed that, for the images, e.g. Lena, Goldhill
and F16, the grayscale values of most of their pixels are not in the range of po-
tentially overflow/underflow (POPs) during embedding, therefore the reduction
of location map size with the improved scheme is limited. However, for other test
images, the location map size reduction is significant due to a relatively large
portion of their pixels are in the range of POPs. In addition, with the embedding
layer increasing, the potential for pixel overflow is increased and the proposed
scheme is more efficient.

3.2 Comparison between the TSE in Pixel Differences, in Predictive
Errors and Other Schemes

We implement the proposed TSE based reversible data hiding on the pixel dif-
ferences and predictive errors, which are described in section II. Fig. 6 gives
the performance comparisons between TSE with different settings and other
schemes, where TSE PD TM, TSE PD IM and TSE PE IM represent the pro-
posed TSE scheme in pixel differences with traditional and improved location
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Table 1. Location map size comparison with different embedding layers

Cover image
chosen schemes

the embedding layer m
(512×512) 1 2 3 4 5

Lena

Traditional location map [18] 20 20 20 20 20
Improved location map 20 20 20 20 20
Overflow/Underflow N N N N N

E Map – – – – –

Peppers

Traditional location map [18] 100 240 740 2160 4380
Improved location map 100 220 620 1320 2100
Overflow/Underflow Y Y Y Y Y

E Map 0% 9.1% 19.4% 63.6% 108.6%

Baboon

Traditional location map [18] 1120 1760 2480 3080 3520
Improved location map 160 240 280 360 340
Overflow/Underflow Y Y Y Y Y

E Map 600% 633.3% 785.7% 755.6% 935.3%

F16

Traditional location map [18] 20 20 20 20 20
Improved location map 20 20 20 20 20
Overflow/Underflow N N N N N

E Map – – – – –

Goldhill

Traditional location map [18] 20 20 20 20 20
Improved location map 20 20 20 20 20
Overflow/Underflow N N N N N

E Map – – – – –

Boat

Traditional location map [18] 200 480 800 1320 2980
Improved location map 180 320 460 620 780
Overflow/Underflow Y Y Y Y Y

E Map 11.1% 50% 73.9% 112.9% 282.1%

map and TSE in predictive errors, respectively. It is observed in Fig.6 that the
performance of TSE in predictive errors is significantly better than that of TSE
in pixel differences, which indicates that well utilization of the image redundancy
could lead to a better performance. Fig. 6 also shows that, for test images, e.g.
Peppers, Baboon and Boat, with relatively large portion of POPs, the perfor-
mance improvements on the location map reduction are gradually verified with
the increase of embedding layer m. In addition, for other test images, e.g. Lena,
F16 and Goldhill, the performance curves are identical due to no potentially
overflow/underflow (POPs) in the images during embedding.

We then compare our TSE based scheme with other similar schemes [13] and
[18], which adopted the HS based reversible data hiding and met the blind re-
quirements. As shown in Fig. 6, both the TSE scheme in pixel differences and
predictive errors outperforms the other two schemes with distinct margins. The
scheme in [13] is implemented on pixel domain and doesn’t take into account the
correlation between neighboring pixels. Consequently the generated histogram
is flat, which explains the inferior performance of scheme in [13]. The scheme
in [18], however, works on the pixel differences and utilizes a binary tree structure
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(a) Lena (b) Peppers

(c) Baboon (d) F16

(e) Goldhill (f) Boat

Fig. 6. Performance comparison between the proposed TSE and other schemes

to communicate the side information of pairs of peak and zero points. Although
the blind requirement is met, the adoption of fixed peak and zero point pairs
leads to relatively poor performance for the scheme. Finally, when compared
with a high performance scheme [19] reported recently which used interpolation
errors, our TSE scheme also consistently outperforms it as shown in Fig.6.
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4 Conclusion

In this paper, a new two-step embedding scheme for HS based multi-layer re-
versible data hiding is proposed.Different from the conventionalHS based scheme,
the proposed scheme exploits TSE to solve the problem of communicating side in-
formation. TheTSE framework also ensures the adoption of optimal peak and zero
point pair in each layer for high performance reversible data hiding. In addition,
an improved location map, which indicates only the actual overflow/underflow
pixels, is constructed to facilitate the compression of location map and further
increase the embedding capacity. Extensive simulations are carried out, which
demonstrates that the proposed scheme could not only meet the blind require-
ment but also achieve a high capacity with better stego-image quality.

Acknowledgments. This work is supported by National Natural Science Foun-
dation of China under contract 60970145.

References

1. Barton, J.M.: Method and Apparatus for Embedding Authentication Information
within Digital Data. U.S. Patent 5646997 (1997)

2. Fridrich, J., Goljan, M., Du, R.: Invertible Authentication. In: Proc. SPIE Security
and Watermarking of Multimedia Contents III, San Jose, CA, pp. 197–208 (2001)

3. Fridrich, J., Goljan, M., Du, R.: Lossless Data Embedding for All Image Formats.
In: Proc:SPIE Security Watermarking Multimedia Contents IV, San Jose, CA,
pp. 185–196 (2002)

4. Celik, M.U., Sharma, G., Tekalp, A.M., Saber, E.: Lossless Generalized-LSB Data
Embedding. IEEE Trans. Image Process 14(2), 253–266 (2005)

5. Tian, J.: Reversible Watermarking Using A Difference Expansion. IEEE Trans.
Circuits Syst. Video Technol. 13(8), 890–896 (2003)

6. Kamstra, L., Heijmans, A.M.: Reversible Data Embedding into Images Using
Wavelet Techniques and Sorting. IEEE Trans. Image Process 14(12), 2082–2090
(2005)

7. Kim, H.J., Sachnev, V., Shi, Y.Q., Nam, J., Choo, H.G.: A Novel Difference Ex-
pansion Transform for Reversible Data Embedding. IEEE Trans. Inf. Forensic Se-
curity 3(3), 456–465 (2008)

8. Hu, Y., Lee, H.K., Li, J.: DE-based Reversible Data Hiding with Improved Overflow
Location Map. IEEE Trans. Circuits Syst. Video Technol. 19(2), 250–260 (2009)

9. Lee, S., Yoo, C.D., Kalker, T.: Reversible Image Watermarking Based on Integer-
To-Integer Wavelet Transform. IEEE Trans. Inf. Forensics Security 2(3), 321–330
(2007)

10. Thodi, D.M., Rodriguez, J.J.: Expansion Embedding Techniques for Reversible
Watermarking. IEEE Trans. Image Process 16(3), 721–730 (2007)

11. Sachnev, V., Kim, H.J., Nam, J., Suresh, S., Shi, Y.Q.: Reversible Watermark-
ing Algorithm Using Sorting and Prediction. IEEE Trans. Circuits Syst. Video
Technol. 19(7), 989–999 (2009)

12. Ni, Z., Shi, Y.Q., Ansari, N., Su, W.: Reversible Data Hiding. IEEE Trans. Circuits
Syst. Video Technol. 16(3), 354–362 (2006)



56 J. Wang, J. Ni, and J. Pan

13. Hwang, J., Kim, J., Choi, J.: A Reversible Watermarking Based on Histogram
Shifting. In: Shi, Y.Q., Jeon, B. (eds.) IWDW 2006. LNCS, vol. 4283, pp. 348–361.
Springer, Heidelberg (2006)

14. Xuan, G., Yao, Q., Yang, C., Gao, J., Chai, P., Shi, Y.Q., Ni, Z.: Lossless Data
Hiding Using Histogram Shifting Method Based on Integer Wavelets. In: Shi, Y.Q.,
Jeon, B. (eds.) IWDW 2006. LNCS, vol. 4283, pp. 323–332. Springer, Heidelberg
(2006)

15. Wu, X.: Reversible Semi-fragile Watermarking Based on Histogram Shifting of In-
teger Wavelet Coefficients. In: Proc. Digital Ecosystems and Technologies, Cairns,
Australia, pp. 501–505 (2007)

16. Lin, C.C., Tai, W.L., Chang, C.C.: Multilevel Reversible Data Hiding Based on
Histogram Modification of Difference Images. Pattern Recognition 41(12), 2582–
3591 (2008)

17. Tsai, P., Hu, Y.C., Yeh, H.L.: Reversible Image Hiding Scheme Using Predictive
Coding and Histogram Shifting. Signal Processing 89(6), 1129–1143 (2009)

18. Tai, W.L., Yeh, C.M., Chang, C.C.: Reversible Data Hiding Based on Histogram
Modification of Pixel Differences. IEEE Trans. Circuits Syst. Video Technol. 19(6),
906–910 (2009)

19. Luo, L., Chen, Z., Chen, M., Zeng, X., Xiong, Z.: Reversible Image Watermarking
Using Interpolation Technique. IEEE Trans. Inf. Forensics Security 5(1), 187–193
(2010)

20. Yang, B., Schmucker, M., Niu, X., Busch, C., Sun, S.: Approaching Optimal Value
Expansion for Reversible Watermarking. In: Proceedings of ACM Multimedia and
Security Workshop, New York, USA, pp. 95–101 (2005)



Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 57–71, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A New Watermarking Method with Obfuscated  
Quasi-Chirp Transform  

Kazuo Ohzeki1, YuanYu Wei1, Yutaka Hirakawa1, and Kiyotsugu Sato2 

1 ISE, Shibaura Institute of Technology, 3-7-5 Toyosu, Koutouku, Tokyo 135-8548 Japan 
2 IE, College of Industrial Technology, 1-27-1 Nishikoya, Amagasaki, Hyogo, 661-0047 Japan  

{ohzeki,hirakawa}@sic.shibaura-it.ac.jp, 
m710101@shibaura-it.ac.jp, kiyo@cit.sangitan.ac.jp 

Abstract. Watermark detection software is obfuscated using a table to hide 
embedding and detection algorithms. As the table size is limited, the block size 
is also limited for watermarking. To address this situation, a new quasi-chirp 
transform is developed to improve embedding efficiency. The quasi-chirp 
transform is different from the conventional DCT or Fourier transform. It 
contains multiple frequency components in a single basis of the transform. It 
disperses image data rather than compressing it, as the DCT does. The 
dispersed data increases the range for embedding watermarks. The chirp 
transform is able to embed even on a flat area of an image. Using this chirp 
transform, embedding and detection experiments for image data with small 
block sizes were carried out. A high SNR and robust watermark with an 
evaluated obfuscation were obtained.  

Keywords: orthogonal transform, quantization, obfuscation, embedding, 
detection. 

1 Introduction 

Obfuscation of watermarking embedding software and detection software is important 
to improve security. Even for private watermarking, it is necessary to disclose 
detection software outside the owner’s management area when needed for copyright 
detection events, such as copyright dispute problems. By hiding detection software at 
all times using obfuscation, analysis of the detection software is prevented. This 
watermarking system can also be as changeable as fingerprinting, since there are 
many parameters to the construction of our transform. By realizing the obfuscation of 
watermark embedding and detection software, we can use the watermarking system 
for a long time without making any changes to the framework system, the only 
requirement being to set parameters for individual users. These effects are still valid 
for a private watermarking system.  

There are several different methods of software obfuscation, such as Collberg’s 
basic and many other methods [1], the recent Drape’s summary [2], and Barak’s 
impossibility proof [3-4]. Many of Collberg’s examples make software programs 
difficult to read for humans, but the converted programs can be analyzed and can be 
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recognized with some degree of effort because the methods are not theoretically 
guaranteed. On the other hand, Barak et al. proved the impossibility of obfuscation, 
and presented their findings in a paper [3]. Barak’s method of proving impossibility is 
very difficult and we will not discuss how to relate the proof to our obfuscation 
method here. However, we will present several different points in the assumptions 
between Barak’s method [3] and our proposed obfuscation method.  

Our obfuscation method is realized using a table function with only an input and an 
output interface. This method ultimately hides all clues and traces of program 
execution. The method collects all calculated results in advance and stores them in a 
Read Only Memory (ROM) or constant array in a software program. In our system, in 
the obfuscation fields, an array method is implemented that uses an array variable to 
make the software more complicated, instead of using a single variable [2]. Therefore, 
we would like to call this a ROM method [5] in this paper instead of an array method. 
One of the differences between the proof of the impossibility of obfuscation and our 
method is that the proof is carried out on a continuous domain and utilizes infinite 
elements available in real numbers, while our method is carried out on a discrete 
domain with only a finite number of elements available. A second difference is that 
the proof states that the obfuscation is a compiler and the obfuscated program is still a 
program to calculate something, while our method is not a language-based compiler 
but a dictionary, and it collects all the results. Another point is that the proof is based 
on a virtual black-box compiler forming an oracle machine, while our method is 
based on an actual white-box ROM.  

Chow et al. presented a white-box obfuscation method using a kind of table 
function [6]. This was for the obfuscation of encryption/decryption in the Data 
Encryption Standard (DES) method. The method converted part of an affine 
transform in processing key data into a table. It was reported that, as the obfuscated 
part was limited to the affine transform, there were still many other parts left that 
were not obfuscated. Also, the calculation workload was huge and the program was 
slow [6]. Our method is fast in implementation because accessing ROM or array 
data can be done in a single step as a minimum, and at most in several steps in the 
case of a multi-stage ROM construction. In both cases, the execution time is nearly 
zero, and thus is different from Chow’s method. We will continue to use the word 
“function” for multiple output data, though it should really be called mapping. This 
is because a function produces only a single value, not a set of values. However, 
what we are talking about is multi-valued functions or vector functions. Chow’s 
method was extended by Wyseur to become more like white-box cryptography. He 
classified the obfuscation methods into strong deterministic ones or weak 
probabilistic ones. The problem with conventional obfuscation definitions is that 
they have a number of infinite operations such as polynomial, non-polynomial, or a 
point function on continuous variables. Our policy is to treat the definition of 
obfuscation in a finite space. 

This paper develops a new orthogonal transform, which has a special frequency 
characteristic. The paper also reports on experiments on watermark embedding and 
detection under JPEG attacks. The results outperform conventional DCT methods. 
Related work concerning obfuscation and watermarking with orthogonal transforms is 
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described in Ch. 2. In Ch. 3., new quasi-chirp transform with block sizes of four and 
eight blocks are constructed for watermarking with obfuscation. Experiments and 
evaluation are carried out in Ch. 4. Finally, conclusions and further studies are 
described in Ch. 5. 

2 Obfuscation Method 

Objects of obfuscation are separated into two categories, these being data and 
programs. For data obfuscation, encryption keys, passwords, personal information and 
secret constants are listed [7]. For software program obfuscation, it is difficult to treat 
all kinds of software in a single framework [2][5] with any degree of generality. 
Recent papers on obfuscation concern analyses to discover malware and viruses that 
are obfuscated to hide themselves [8]. The papers describe sound practical 
applications using classical obfuscation methods [9]. Approaches to software 
obfuscation can be divided into two ways of thinking: the general all-purpose and the 
specific restricted types.  

Obfuscation methods for general all-purpose software include many kinds of 
functions, from a simple constant or a linear with a single variable, to complex 
functions, such as the Bessel function with modifications. For a simple function, any 
obfuscation can be disabled through simple analysis. For example, a linear function 
with a single variable, such as y=ax+b, can be estimated by testing two pairs of inputs 
and outputs if we know that it is a linear function. However, if we are not aware that it 
is really a linear function in advance, analysis usually starts from a lower dimensional 
polynomial, moving to a higher one, beginning with a single variable and going on to 
multi-variables within an allowable time. Relatively speaking, we can easily hit the 
linear function “y=ax+b” in the process of a full search. Considering the above, 
obfuscation of a simple function is meaningless because it is understood by inspecting 
input and output relations in a short time period. Therefore, target functions for 
obfuscation should be restricted to a subset with more complexity than the 
contemporary numerical calculation technology. 

A point function is used as an example of the target function for obfuscation [2]. 
However, the point function is not an appropriate for obfuscation because the function 
is a kind of constant function on a continuous domain. It is easy to break an 
obfuscated constant function. There are several differences between our obfuscation 
type and Barak’s type. One is that we are targeting complex functions with nonlinear 
quantizing operations. The second is that our type does not have a compiling process, 
while Barak’s type is defined as a compiler, and the converted program still works to 
process input data to produce output data. The third difference is that our type is a 
discrete finite procedure, while Barak’s is a proof of a continuous function on a 
continuous variable domain utilizing an infinite number of elements.  

3 Watermarking with an Obfuscated Chirp Transform 

We propose to obfuscate watermarking detection software. Because it contains one of 
the orthogonal transforms and a non-linear quantization, an analysis of this obfuscated 
table requires a set of multi-dimensional non-linear equations of unknown variables. 
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The basic proposed system is shown in Fig.1. From original image G, the owner of 
the image produces embedded image Gw in a secret region. Detection software is 
obfuscated and disclosed to the open public region when needed to detect the 
watermark. The obfuscated detector is only disclosed when an authentication inquiry 
occurs. The proof of authentication of an embedded watermark is still difficult, but these 
watermarks will contribute to finding the proportion of misused or tampered media from 
socially distributed images. A social observer monitors the distributed media and reports 
the ratios of correctly watermarked and tampered images to the owner.   
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The basic proposed watermarking system. 

There are several types of watermarking system. These include the Private 
Watermarking (Non-Blind) system, which requires the original image and a key, and 
the Semi-Private (Semi-Blind) system, which requires a key and secret information 
[10][11][12]. The proposed method uses information from the original image and is 
classified as the Semi-Blind type. A Non-Blind method has been described in recent 
papers. This uses an orthogonal transform of the Naturalness Preserving Transform 
(NPT) [13]. This NPT is rather close to the conventional symmetrical Hadamard, 
DCT or Fourier transform, and is quite different from our proposed asymmetrical 
quasi-chirp transform. 

The basic watermarking embedding that we are proposing is composed of 
processing methods to transform image block data and to quantize it with a specified 
width, as shown in Fig. 2. An orthonormal chirp transform is used. The most 
important parts of the operations are the transformation and quantization. The 
operations of the orthogonal transforms are carried out by first multiplying the 
coefficient values and input image luminance values, and then by summing them. To 
convert all calculation operations to corresponding rules in the data of a table, the size 
of the linear transform is restricted to 4 or 8. These chirp transform coefficient values 
have an appropriate width to perform similar kinds of embedding. Changing the 
coefficient values enables this watermark to act as a type of a fingerprint to use 
different coefficients for individual users. An example of the fourth case will be used 
in the following paragraphs.   

Four pixels of the luminance components of the input image data are transformed. 
The first transformed component is the same class as the so-called direct current 
(DC). The second transformed component is quantized by a prescribed step-size for 
watermark embedding. Then, applying an inverse transform to the quantized data,  
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Fig. 2. A basic watermarking embedding structure with a transform of image block data and 
quantization 

we obtain embedded image luminance data. The watermark is detected by inspecting 
the quantized patterns. If the transformed value is in a range of an interval that is 
quarter the prescribed step-size, we decide that this is the watermark.  

Fig.3 shows the table function structure for 4 pixels of image data, each with 8- bit 
inputs and 16-bit outputs, with intermediate tables of 24-bit inputs and 16-bit outputs. 
X,Y,Z and W represent 8-bit input luminance data. To reduce the size of the table, we 
divide the table into three small tables. This structure corresponds to a single 
transformed output. Four sets of this structure complete the total four pixel transform.    

The intermediate outputs with 16 bits are permutated randomly before being output. 
They are re-sequenced at the first stage in the next ROM. The inverse transform after 
quantization can be constructed with the same kind of structure. An evaluation of the 
table sizes is listed in Table 1. The size of the ROM1 is 128KB, and the ROM2 and the 
ROM3 are 32MB. The quantization can be included in the final part of the ROM3. 
Also, the ROM1 can be included in the ROM2. The total size of the ROMs is 64MB for 
a single output. The inverse transform, whose inputs are rounded to 8 bits after 
quantization, can be constructed with 32MB for each single output, as in Fig. 3. As 
mentioned above, the size of the embedding table is (64MB+64MB)x4=512MB, and 
the size of the detection table is 64MBx4=256MB.  

When we carry out watermark embedding by using the ROM method of 
obfuscation, the size of the image block is practically restricted to about 4 to 8 pixels 
using present technology. For a larger size of transform, there are many candidate 
 

 
Fig. 3. A table function structure for 4 pixels of image data. X,Y,Z and W represent 8-bit input 
luminance data. Intermediate tables have 24-bit inputs and 16-bit outputs. 
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Table 1. Table size estimation 

 ROM1 ROM2 ROM3 

Input 
Address 

16 24 24 

Output 16 16 16 

Amount 
(bits) 1048576=

×16216
 

68435456

162

2

24

=
×  

68435456

162

2

24

=
×  

Capacity 128KB 32MB 32MB 

 
positions to be embedded, except for the DC component [14]. However, for the case 
of a transform with a block size of 4, only the second or the third components are 
candidates for embedding. We will fix the position of the component to the second in 
this paper. The DCT has symmetrical coefficients in the sense that the sum of positive 
and negative coefficients, excluding the DC, is zero. The luminance values in a 
smaller block size of 4 tend to be almost the same value. 

The Slant transform [14] could be one of asymmetrical transforms. The Slant 
transform could have a set of slanted coefficients, as its name suggests. Though the 
conventional Slant transform has very slanted coefficients, it is still symmetrical, and 
is similar to DCT.  

To observe the embedding problem for a transform with a block size of 4, a 
preliminary examination was carried out using test images. Data transformed by the DCT 
with a block size of 4 is shown in Fig. 4. These kinds of distribution are well-known and 
many examples are also reported for the case of 8 [15]. The distribution varies depending 
on the image region. For a flat region, image energy concentrates on the first component 
(DC) and the second component becomes nearly zero. In this situation, embedding is 
usually skipped [16]. The reason the second component becomes nearly zero is that the 
coefficients of the DCT are symmetrical. For an even number block size, an 
asymmetrical transform solves this problem. Or, for an odd number block size, for 
example if we take a block size of 5, DCT coefficients can be asymmetrical. Here, we 
use even numbers of 4 and 8 to allow direct comparison with the DCT.  

A skew transform, which did not use orthogonal coordinates but skew coordinates, 
was attempted by Yamane et al [14] for picture coding in order to adapt slanted lines. 
Yamane et al produced the skew transform by projecting the DCT to the skew 
coordinates. There were many varieties of the skew transform, depending on the local 
shapes. Therfore, we hope to integrate the skew features into a single transform. To 
increase the chances of embedding in the transformed components, it is important that 
the absolute value of the transformed data is large enough for quantization. For this 
requirement, the transform coefficients should be unbalanced, not in ways of DCT or 
Fourier transform. Therefore, to obtain a more effective transform for embedding, one 
consideration is to have a design that causes conflict with the image data, and another 
is to include various frequency components in the design. Considering the above 
views, a chirp signal whose frequency increases as time passes on the horizontal axis 
is introduced. The chirp signal is described as in the analogue formula, 
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Fig. 4. The second component of data transformed by the DCT with a block size of 4 are 
displayed as amplitude in the horizontal direction. The original image has a height of 300. 

)t)t(f2cos(A)t(C ϕ+⋅π⋅= .                               (1) 

The function f(t) generates characteristic. Discrete examples are shown in a caption in 
Fig.5. The conventional DCT or Fourier transform consists of a single frequency for a 
single basis and is symmetrical. However, the chirp signal has multiple frequency 
components and can be asymmetrical when cut out at fractional positions.  

Differences to the so-called spread-spectrum methods are listed in table 2. In the 
chirp method, signal components of low and middle frequency are transformed into a 
single value, while the spread spectrum transforms a signal to many high components. 
To embed is to quantize a single component for the chirp, while the spread spectrum 
uses many distributed components.  

The proposed transform aims to preserve the lower frequencies that images usually 
have, and to include multiple frequency components. Below, we will show the 4th 
and 8th chirp transforms. We will make use of the second transformed component 
for watermark embedding. This means that we are not greatly concerned about the 
moment with other transformed components, i.e. the third and fourth components. 
Higher frequency components are not necessary for the second coefficient. After 
manually deciding the second coefficient, other coefficients are supplemented using 
conventional DCT bases. As the second coefficient is asymmetrical, the first 
coefficient is not made flat like the DC because of the orthogonal condition. The 4th 

and 8th chirp transforms are shown in Fig. 5.     

Table 2. Comparison between spread-spectrum and chirp methods 

items spread spectrum chirp 
transform signal to frequency n:n n:1 

frequency range high low, middle 

embedding 
statistically distributed 

frequency values 
quantization of a non-zero 

value at fixed position 

detection 
summing up distributed 

values 
decision on a quantized 

value 
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Fig. 5. The second component of the 4th chirp transform (left) and the 8th chirp transform 
(right). The generating functions are,  
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The first basis is made after the second basis, using orthonormal conditions. As an 
orthonormal transform, it does not need to be flat as in the case of the DCT. In fact, 
the Karhunen Loeve (KL) transform, which is the optimum transform in the squared 
error criteria, generated from each set of image data, does not have a flat basis for the 
first component. Also, as the second basis is asymmetrical, the first basis cannot be 
flat, by the orthogonal condition. The first basis is defined by manipulating a flat basis 
to be orthogonal to the second basis. After that, the third and fourth bases are 
determined. Only the transformed second component is processed for embedding. 
Other components are not processed for embedding, but they are necessary for the 
inverse transform. Thus, it is not important to be concerned about the characteristics 
of the third and fourth bases. Here, we utilize the third and fourth bases of the DCT as 
seeds to obtain them. For the DCT bases, using Gram-Schmidt orthogonalization, 
orthonormal bases are produced one after another. The complete chirp transforms are 
shown in Fig. 6. During the generating process, since absolute values of coefficients 
near to zero are less contributive to transformation, larger sets of coefficients are 
selected through iterative trials by adjusting the seed data. Transformed data 
distributions are shown in Fig.7. These are widely spread and are different from Fig.4. 
Through this divergence of the transformed data, the number of non-zero components 
increases and the area in which we can embed watermarks expands.  
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Fig. 6. Eighth chirp transform. The upper shows transform matrix coefficients. The lower 
shows the waveform of eight vectors. 

 

Fig. 7. The second components of transformed data by the chirp transform with a block size of 
4 are displayed as amplitude in the horizontal direction. The original image has a height of 300. 
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4 Experiments and Considerations 

Experiments are carried out according to Fig. 8. R,G and B elements of colour image 
data are first adjusted on the histogram distribution as a pre-process to avoid overflow 
in the embedding process. R,G B are converted to Y,I,Q, which represent a luminance 
and two colour difference signals in the formula (2).  
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Only the luminance value Y is modified in watermark embedding. The inverse colour 
conversion formula is shown in (3). Usually, three digits are sufficient to keep LSB 
invariant after inverse conversion. As embedding quantization is a non-linear 
operation, it is very important that the figures are precise. Colour differences I and Q 
are held without any change during the embedding process. Blocks with a size of 4 or 
8 in the Y signal are transformed by the chirp transform. Also, DCT is used as a 
reference. The second components of the transformed data are quantized for 
watermark embedding (QIM). The quantization step sizes used in these experiments 
are fixed values of 4, 8, 16, 32, and 64. This quantization acts as watermark 
embedding. The numbers of embedded blocks are from 2 to 24, depending on the size 
of the images. After embedding, the inverse orthogonal transforms (chirp or DCT) are 
applied, which results in obtaining embedded luminance data, Yw. Together with the 
saved I and Q signals, the embedded colour image data, Rw, Gw, and Bw are 
recovered using inverse colour conversion (3).  
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           (3) 

The precision of the values should be as great as possible. The conversion from YIQ 
to RGB is a regular linear transform, which has an inverse transform that is reversible. 
However, the watermark embedding process is not reversible in general. If a point in 
the YIQ-space is caused to move outside this space by the embedding process, the 
reconstructed RGB data will exceed the proper range of 255B,G,R0 ≤≤ . There are 
two possible ways of coping with this problem: 

[Y1]: After reconstruction of RGB, all data outside the range of 255B,G,R0 ≤≤ are 
moved to the nearest end, 0 or 255.  

[Y2]: Depending on the Y value, I or Q values are moved in the direction of the 
smaller value in an absolute value sense within a two-dimensional space of I and Q, 
without any change of the Y value. 

In these experiments, the method [Y2] is used under the condition that the 
maximum movement is limited to 20. If the quantization step size during embedding 
is large, the [Y1] clipping process is applied after [Y2]. This is the post-processing 
shown in Fig. 8. Finally, the ICC mentioned above is carried out.  
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Fig. 8. Experimental Embedding 

For the embedded image without any change of attack, all watermarks are detected. 
At first, detection experiments for the original images without any watermarks are 
tried. The detection ratios are shown in Fig.9. As embedding is quantization, a 
detection probability of 1/2 is obtained on average for a random signal. For an image 
with the size of 720x480, there are 24 embedded blocks in our experiment. Then the 
false detection ratio is, 

242
1

                                   (4) 

Robustness is shown in Fig.10. The robustness for the chirp transform is superior to 
the result of the conventional DCT in the case of a wave attack. The performance is 
nearly the same in the case of a JPEG attack. 

In the next paragraphs, some considerations are described.  

[C1]: The Number of Parameters and Attacks  

For the fingerprinting applications in watermarking, we can change the coefficient 
values and quantization step sizes for individual types of embedding usage. In the 
transforming process, inversion of the DC component provides the maximum effect. 
For example, for a coefficient whose value is 0.5, the transformed DC value for an 
average image level of 128 is 256. The error sensitivity that is deduced by the excess 
of the reconstructed LSB level is about 1/128. Any coefficient change below this 
value does not usually affect reconstruction. On the contrary, if we change the 
transform coefficient by 1/128, the resultant LBS will usually change. For a 
coefficient whose value is 0.5, if we determine an allowable range with an interval  
from 0.4 to 0.6, then there are 51 varieties of coefficients, 0.400, 0.4004, 
0.4008,..,0.600 for the error criteria 1/100. For the 4th transform, which has 16 

coefficients, we can obtain 1651  varieties of transforms. These changed transforms 
deviate from the primary orthonormal transform, but it is not necessary that  
the transform should be strictly orthogonal or normal. It is only necessary that the 
transform have an inverse. During this deviation processing, the reliability of the 
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deviated transform being a regular matrix should be high because the deviation is very 
small. For the eighth transform, there are 64 coefficients for variation. As for 
quantization in the experiments in this paper, the step sizes are fixed at a value from 4 
to 64. To maintain robustness, the step sizes should preferably be from 16 to 64. 
Arbitrary step sizes can be used in this range. One step size value which is a multiple 
of the another causes the inclusion of the one case with the other case during 
detection. To make this situation clear, we should use prime numbers as the step size 
values. There are 11 prime numbers between 16 and 64, so the number of embedding 
variations increases by more than ten times through the quantization. We must solve 
simultaneous equations for 64 unknown coefficients even if we know the embedded 
positions of the image data.  

 

Fig. 9. Detection Ratio for original images without watermarks. The horizontal axis shows the 
number of images. The total number of blocks is 2214789. For the image “1”, varieties of 
quantization step-sizes of 2,4,8,16,32,64,128 and 256 are tested and 32 for other images. 

 

Fig. 10. Comparative view of robustness. Horizontal axis shows step-size of 4,8,16,32,64 and 
128. Abbreviations are as follows; D=DCT, C=Chirp. Numbers 1,5,10 after C or D are JPEG 
compression ratios. CA is a wave attack. The wave attack adds wave components to embedded 
blocks.  
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The degree of freedom of parameters for the linear chirp transform with 
quantization is described in Fig.11. To find out all coefficients is an adversary’s task. 
The structure of Fig.11 has the same structure as the three-layer Perceptron in a neural 
network. It cannot be solved when the middle layer of quantization exists, according 
to the theory of neural network studies [17]. The number of iterations to find a 
matched solution by a full search is estimated in Table 3. The calculation time for the 
block size of 2000 is 7.97 sec [18]. The time is divided by 7, the size decreasing by 
half each time, down to 16. For the sizes of 8 and 4, the division ratios are 6 and 5.  
 
      
       
     
    
    
    
    

Fig. 11. Degree of freedom of parameters for watermarking embedding 

A calculation time estimation for embedding using measured data is listed in Table 4. 
For the embedding, the calculation time is more than a billion years. The signal to noise 
ratio for the original image and an embedded image is 69.3dB as shown in Table 5. 

The proposed obfuscation method satisfies the basic obfuscation conditions [2]. 
The execution speed of the obfuscated version by the ROM method is much faster 
than that of a non-obfuscated version. The output from the obfuscated version by the 
ROM method is exactly the same as that of a non-obfuscated version. As for the level 
of difficulty of embedding, it is considered that the proposed method achieves the 
maximum level because all clues are removed, and the input and output are the only 
data to be observed. One problem for the proposed ROM method is that it requires a 
large amount of memory. This places a restriction on realization of the obfuscation 
conversion, necessitating specific devices for individual cases. 

Table 3. Estimation time for matrix multiplication. From a measured value 7.97 sec at the size 
2000, empirical division rules by 7 to 5 are applied. values from [35] are averaged. 

    
    
    
    
    
    
    
    
    
     
     

 
image                                                                 embedded 
 G                                                                         Gw 
 
 

4-th or 8-th 
 Linear Tr 

Quant 4-th or 8-th
  Linear Tr 

 4-th:16 real 
 8-th: 64 real 

 11 step sizes

Size Time [sec]  
4 3.2259E-07 divided by 5 
8 1.61295E-06 divided by 6 
16 9.6777E-06 divided by 7 
32 6.77439E-05 divided by 7 
65 0.000474207 divided by 7 

125 0.00331945 divided by 7 
250 0.023236152 divided by 7 
500 0.162653061 divided by 7 

1000 1.138571429 divided by 7 
2000 7.97 measured average [18] 
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As for detection, the total difficulty of discovering the coefficients was not 
established because of the small of the number of computations.    

Table 4. Estimated calculation time for embedding using measured data, Core2Duo, 2.66GHz 
(E6700) 21.28GFLOPS and Table 3 

size  
Matrix 

Multiplication 
 

Linear 
Equation

 Coefficients  
Full 

Search[sec] 
4 ( 3.2E-7 x2+ 4.9E-7 )x 51^16 = 1.1E20 
8 ( 1.6E-2 x2+ 2.4E-6 )x 70^64 = 5.6E112 

Table 5. S/N evaluation data 

Image name (size) Quantization 
step-size 

Block 
size 

Number 
of blocks 

MSE S/N 

01_c20(car) (400,300) 64 8 4 0.077 69.3dB 

5 Conclusions and Further Study 

A new watermark method is proposed using an obfuscated embedding and detection 
algorithm. To protect this algorithm is effective when a detection event is called. The 
obfuscation, called the ROM method, hides all calculation and quantization clues and 
only exposes input and output data. To realize the ROM method, a small orthonormal 
transform, the chirp transform, which is preferable to watermarking, is developed. 
The chirp transform outperforms the conventional DCT with regard to position-free 
embedding and robustness. The chirp transform has multiple frequency components, 
and thus provides a larger absolute value of transformed coefficients and distributes 
the transformed coefficients over a larger range. It is different from the spread 
spectrum method in the form and the method of embedding. The degradation of this 
watermark is evaluated by S/N. As the S/N is high, we can increase the number of 
embedding blocks. Evaluations of robustness take into account JPEG attacks. The 
robustness of the proposed watermark is nearly the same as conventional methods for 
JPEG attacks. The proposed obfuscation completely hides the embedding algorithm 
because, to analyze this watermark, non-linear simultaneous equations for 64 
unknown coefficients must be solved even if the embedded positions of the image 
data are known. 

This watermark will contribute to finding the proportion of misused or tampered 
media from socially distributed images.  

We can improve the robustness of the watermark because degradation is small with 
this construction. As the obfuscation of the detection part is not sufficient at present, a 
non-linear element should be incorporated in the transform in the future. 
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Abstract. In the past few years, semi-fragile watermarking has be-
come increasingly important to verify the content of images and localise
the tampered areas, while tolerating some non-malicious manipulations.
Moreover, some researchers proposed self-restoration schemes to recover
the tampered area in semi-fragile watermarking schemes. In this pa-
per, we propose a novel fast self-restoration scheme resisting to JPEG
compression for semi-fragile watermarking. In the watermark embedding
process, we embed ten watermarks (six for authentication and four for
self-restoration) into each 8 × 8 block of the original image. We then
utilise four (4×4) sub-blocks’ mean pixel values (extracted watermarks)
to restore its corresponding (8 × 8) block’s first four DCT coefficients
for image content recovering. We compare our results with Li et al. and
Chamlawi et al. DCT related schemes. The PSNR results indicate that
the imperceptibility of our watermarked image is high at 37.61 dB and
approximately 4 dB greater than the other two schemes. Moreover, the
restored image is at 24.71 dB, approximately 2 dB higher than other two
methods on average. Our restored image also achieves 24.39 dB, 22.98
dB 21.18 dB and 19.98 dB after JPEG compression QF =95, 85, 75 and
65, respectively, which are approximately 2.5 dB higher than other two
self-restoration methods.

Keywords: Semi-fragile Watermarking, Image Content Authentication,
Self-restoration, JPEG compression, Linear Regression.

1 Introduction

With the rapid development of multimedia technology, digital image evidence
has been used in a variety of applications, such as crime scene investigation,
traffic enforcement application, news reporting, medical imaging and electronic
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commerce. However, the popularity and affordability of advanced digital image
editing tools, allow users to manipulate images relatively easily and profession-
ally. Fragile and semi-fragile digital watermarking techniques are often utilised
for image content authentication applications to verify or authenticate the in-
tegrity of the digital media content. Fragile watermarking schemes are designed
to detect any possible manipulations that affect the watermarked image pixel
values [1,2,3]. In comparison, while fragile watermarking is aptly named be-
cause of its sensitivity to any form of attack, semi-fragile watermarking is more
robust against attack, and can be used to verify tampered content within im-
ages for both malicious and non-malicious manipulations [4,5,6,7]. In addition,
semi-fragile schemes make it possible to verify the content of the original image,
as well as permitting alterations caused by non-malicious (unintentional) mod-
ifications such as system processes. During the image transmission, the mild
signal processing errors caused by signal reconstruction and storage, such as
transmission noise or JPEG compression, are permissible. However, the image
content tampering such as copy and paste attack will be identified as a malicious
attack.

Recently, some researchers proposed self-restoration schemes that the con-
tent of tampered areas could be recovered after the authentication process
[4,8,9,10,11]. Fridrich and Goljan [8] proposed a Least Significant Bit (LSB)
based self-correcting scheme and further adopted by Ho et al. [4] and Xi et al.
[9] for semi-fragile watermarking. In these LSB based schemes, the original image
is first watermarked. Simultaneously, the original image is also divided into 8×8
sub-blocks, each sub-block is then compressed by discarding the high frequency
coefficients. Accordingly, 64 bits for each block are acquired after compression
and then encrypted by utilizing a key. Obtained blocks are then shuffled, e.g.
the value of block 1 moves to block 50, the value of block 35 moves to block
10. Finally, the LSBs of the watermarked image are replaced with these 64 bits
for each block that were compressed from the original image. Therefore, the
tampered areas of the image could be restored by decompressing the correlated
LSBs of the watermarked image. However, these LSB based recovery schemes
could be distorted if the watermarked image has undergone a JPEG compression
process.

In order to overcome this drawback, in this paper, we propose a novel fast self-
restoration scheme resisting to JPEG compression for semi-fragile watermarking.
The rest of this paper is organized as follows: in Section 2, the literature of
self-recovery semi-fragile watermarking schemes that could tolerate to JPEG
compression is reviewed. Section 3 presents our proposed watermark embedding
process, and the detection, authentication and restoration processes are discussed
in Section 4. Section 5 illustrates the feasibility of our proposed recovery method
in comparing with Discrete Cosine Transform (DCT) coefficients. By comparing
with Li et al. [12] and Chamlawi et al. [13] schemes, the experimental results are
compared and analysed in Section 6. This is followed by conclusion and future
work in Section 7.
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2 Literature Review

As mentioned in Section 1, the LSB based recovery schemes could be distorted
after JPEG compression. One of the first recovery methods for semi-fragile wa-
termarking that could resist JPEG compression was proposed by Lin and Chang
[14]. In their recovery scheme, the original image was first resized to its half size
(e.g. from 512 × 512 to 256 × 256), then divided into 8 × 8 sub-blocks. Each
block was applied with DCT and quantilised, and quantisation table was ap-
plied to obtain QF=25. The quantilised DCT coefficients were encoded by using
Huffman coding. Accordingly, 24 bits information for each block were obtained,
and embedded into four 8 × 8 blocks (six bits for each block) of original im-
age for content recovery after the authentication process. However, the quality
of recovered image was relatively low. Hasan [10] and Cruz et al. [11] proposed
schemes based on the concept of region of interest (ROI) and region of embedding
(ROE). The ROI (e.g. car registration number) was first selected and encoded
to generate watermark sequence, then embedded into ROE (e.g. the rest of the
car). Therefore, the ROI could be authenticated and restored by extracting the
information from ROE. The results showed that their schemes could restore the
tampered regions under JPEG compression. However, their method could only
restore the ROI of image and the size of ROI was limited.

Mendoza-Noriega et al. [15] proposed a semi-fragile content recovery scheme
by utilising a halftoning technique. The original image was converted into a
half-tone image as watermarks, then embedded into middle-frequency of DCT
coefficient blocks of the image. The Multilayer Perception neural network (MLP)
was used to inverse the halftoning process for restoring the tampered areas. Their
experimental results showed that the tampered areas could be recovered under
mild JPEG compression such as QF=80. However, the quality of restored images
was relatively low, and the computational complexity was also high.

Li et al. [12] proposed a scheme based on a relationship function of correspond-
ing inter-blocks DCT coefficient of the image. In their scheme, the original image
was first divided into 8×8 blocks, DCT was then applied to each block and quan-
tised with a standard JPEG quantization table. These quantised DCT blocks of
the image were first assigned into the exclusive precursor block and successor
block for each block as pairs. The difference of one DC coefficient and two AC
coefficients between these blocks were generated as watermarks, and then em-
bedded into middle-frequency of a successor block. To authenticate the image,
each block was analysed by detecting whether its DCT coefficients of neigh-
bouring blocks satisfied the Relationship Function, and utilised the Relationship
Vector Recovery (RVR) and the Adjacent Blocks Smooth Estimate Recovery
(ABSER) method for content restoration. Furthermore, Chamlawi et al. [13] pro-
posed a self-recovering algorithm based on the integer wavelet transform (IWT)
and DCT. The original image was first applied with a 1-level IWT and applied
DCT to its LL1 sub-band. Then, these DCT coefficients were quantised, zigzag
ordered and further scaled into 8192 coefficients. The LH1 and HL1 sub-bands
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were then decomposed with IWT to obtain the LH2 and HL2 sub-bands, which
were used to embed with the 8192 coefficients for the self-restoration process.
Our proposed method for self-restoration process is also DCT coefficients based.
In Section 6, we will compare our experimental results with Li et al. [12] and
Chamlawi et al. [13] schemes in detail.

3 Proposed Watermark Embedding Method

In this section, we discuss our proposed watermark embedding method, as shown
in Figure 1. The original image is divided into non-overlapping 8 × 8 blocks, DCT
is then applied to each block. The first set of watermarks is embedded by modi-
fying these DCT coefficients, that are randomly selected from the low frequency
band of each 8 × 8 block by using a secret key. The watermark embedding al-
gorithm is adapted and further improved from the QIM method [16], and given
as follows:

y =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

x, r ∈ [T2 − αT, T
2 + αT ) ∧ w = 1

x− r + T
2 , r ∈ [0, T

2 − αT )
⋃
[T2 + αT, 3T2 ) ∧ w = 1

x− r + 5T
2 , r ∈ [ 3T2 , 2T ) ∧ w = 1

x, r ∈ [ 3T2 − αT, 3T
2 + αT ) ∧w = 0

x− r + 3T
2 , r ∈ [T2 ,

3T
2 − αT )

⋃
[T2 + αT, 2T ) ∧ w = 0

x− r − T
2 , r ∈ [0, T

2 ) ∧w = 0

(1)

where w denotes six watermarks for authentication of each block are pseudo-
random binary sequence generated by using the key as a seed, and are em-
bedded into the low-mid frequency band of each 8 × 8 block. x is the DCT
coefficient of the host, y is the modified DCT coefficient, T > 0 determines the
perceptual quality of the watermarked image, α ∈ (0, 1

2 ) control the scope, and
r = mod(x, 2T ).

As shown in Figure 1, the original image is also divided into non-overlapping
8 × 8 blocks. Each block is further divided into four non-overlapping 4 × 4
sub-blocks. Four mean pixel values of each sub-blocks are calculated, and then
normalised by multiplying a scaling factor. Figure 2 illustrates the four nor-
malised mean pixel values, calculated from four 4 × 4 sub-blocks of a 8 × 8
block. These normalised mean values belong to the second set of watermarks,
which are embedded into their corresponding 8 × 8 blocks by replacing the DCT
coefficients, randomly selected from the low-mid frequency band of each block
by using the key. To determine the location of corresponding blocks, we adopt
the method proposed by Li et al. [12], since it provided a circle link that could
accurately determine the neighbouring blocks in diagonal location. After the two
sets of watermarks have been embedded, each block is applied with an inverse
DCT and the watermarked image is then obtained.
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Fig. 1. Our proposed semi-fragile watermark embedding process

61 61 73 85 90 103121134

60 59 69 75 88 110123134

59 61 66 80 88 105118127

59 58 65 79 91 103120133

57 57 68 77 98 108123133

53 54 64 77 97 116123126

59 59 67 79 92 107121130

54 57 63 77 93 107122129
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=8.69375

111.75*0.13
=14.5275

63.875*0.13
=8.30375

 114.063*0.13
=14.82819

m1 m2

m3 m4

Fig. 2. Example of four normalised mean pixel values that are calculated from a 8× 8
block

4 Proposed Watermark Detection, Authentication and
Restoration Method

Figure 3 illustrates the proposedwatermarkdetection, authentication and restora-
tion processes. The test image is divided into non-overlapping 8 × 8 blocks, DCT
is then applied to each block. According to the watermark locations that are de-
termined through the key, six watermarks of each block for authentication are first
extracted as follows:

w′ =

{
1, r ≥ T

0, r < T
(2)

where w′ denotes the extracted watermark. The retrieved watermarks of each
block are then compared with the original watermarks w (generated from the
key) to authenticate the block. If the total number of different watermarks is
greater than a pre-determined threshold, then this would indicate that the block
has been tampered with. The pre-determined threshold is a tolerance margin
that controls the trade-off between false alarm and miss detection rate.

Once the tampered block has been identified, the restoration process is ini-
tialised. The second set of watermarks is extracted and denormalised for recov-
ering the tampered blocks by using a secret key. Four extracted watermarks of
each block are then restored into one DC and three AC coefficients by using the
linear function as follows:
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Fig. 3. Our proposed semi-fragile watermark detection, authentication and restoration
process

DC(1,1) = a1 × (m1 +m2 +m3 +m4) + b1
AC(1,2) = a2 × (m1 −m2 +m3 −m4) + b2
AC(2,1) = a3 × (m1 +m2 −m3 −m4) + b3
AC(2,2) = a4 × (m1 −m2 −m3 +m4) + b4

(3)

where DC(1,1), AC(1,2), AC(2,1) and AC(2,1) are restored DCT coefficients,
a1 = 2, a2 = 2.2, a3 = 2.2 and a1 = 2.1. These coefficients are determined
through linear regressive analysis and will be discussed in more detail in the
next section. m1,2,3,4 are the four extracted watermarks. The values of b1,2,3,4
are ignored in our scheme, as their values have negligible influence to the overall
results. Finally, the recovered block is applied with an inverse DCT and the re-
stored image is obtained. Figure 4 illustrates an example of four extracted and
denormalised watermarks recovered from the first four DCT coefficients by using
Equation 3. The remaining 60 coefficients were set to zero in a 8× 8 block, and
then transformed back into spatial domain that approximates the original block,
as shown in Figure 2.

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

Inverse
DCT

66.875 111.75

63.875 114.0625

56 61 70 83 96 109118123

55 61 70 83 96 109118123

55 60 70 82 96 109119124

54 59 69 82 96 110120125

52 58 68 82 97 110120126

51 57 68 82 97 110120127

50 56 67 81 97 111 122128

50 56 57 81 97 111 122128

AC(1,2)DCm1

m3

m2

m4

AC(2,1) AC(2,2)

Fig. 4. Example of a 8 × 8 block restored from four mean pixel values

5 Feasibility Study of Proposed Recovery Method

In Sections 3 and 4, we discussed our self-restoration algorithm for semi-fragile
watermarking. We utilised four (4 × 4) sub-blocks’ mean pixel values to ap-
proximately restore its corresponding (8× 8) block’s first four DCT coefficients.
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In this section, we will analyse the relationship between the four mean pixel
values and their original DCT coefficients by using the linear regression and
probability distribution.

5.1 Proposed Recovery Method in Linear Regression Approach

In Figure 5, the four scatter plots demonstrate the relationship between 8 × 8
DCT coefficients and the values calculated from their 4×4 sub-block’s mean pixel
values. These include the DC coefficients (DC(1,1)) which correspond to the sum
of their four mean pixel values as shown in Figure 5(a). The first AC coefficients
(AC(1,2)) correspond to m1−m2+m3−m4 as shown in Figure 5(b). The second
AC coefficients (AC(2,1)) correspond to m1+m2−m3−m4 as shown in Figure
5(c). Finally, the third AC coefficients (AC(2,2)) correspond tom1−m2−m3+m4
as shown in Figure 5(d). The linear fitting function (y = a × x + b) is used for
the linear regression analysis. We found that the cluster points are varying, but
mainly closely fit along the diagonal line. Figures 5(a) illustrates the most fitted,
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Fig. 5. Linear linear regression analysis for image ‘Lena’, where m1,2,3,4 are the mean
pixel values: (a) DC coefficients of each block vs. m1 + m2 + m3 + m4 (b) 1st AC
coefficients of each block vs. m1−m2+m3−m4 (c) 2nd AC coefficients of each block
vs. m1+m2−m3−m4 (d) 3rd AC coefficients of each block vs. m1−m2−m3+m4
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whereas Figure 5(d) shows the least fitted into the linear function. Therefore, we
conclude that there is a good approximate linear relationship between the first
four DCT coefficients and its corresponding sub-block’s mean pixel values. This
further demonstrates that the four mean pixel values of each 4× 4 sub-block are
indeed feasible for restoring their corresponding first four DCT coefficients for
our proposed self-restoration semi-fragile watermarking algorithm. We analysed
30 standard grayscale test images (512 × 512) to find the most fitted values
during the recovery of the DCT coefficients, as given in Equation 3. The average
fitting values used for our self-restoration scheme are a1 = 2 for recovering
DC(1,1), a2 = 2.2 for recovering AC(1,2), a3 = 2.2 for recovering AC(2,1) and
a1 = 2.1 for recovering AC(2,2), respectively. As a result, our self-restoration
method could perform faster due to the simplicity in performing adding and
subtracting operations for DCT coefficients during the recovering process.

5.2 Proposed Recovery Method in Probability Distribution
Approach

In our experiment, we analysed the probability distributions for mean pixel val-
ues and first three AC coefficients, as shown in Figure 6. Figure 6(a) illustrates
the histogram of 16384 mean pixel values calculated from all the 4×4 sub-blocks.
We found that these mean pixel values were relatively uniformly distributed, with
the range between 0 and 255 and the probability just below 0.025. However, the
histogram of 12288 coefficients from the first three absolute AC coefficients of
each 8 × 8 block were positively skewed distributed, as shown in Figure 6(b).
The absolute values of these AC coefficients ranged from 0 to 700, and most of
them concentrated between 0 and 100. By analysing the probability distribution,
the AC coefficients were relatively difficult to normalise by using only one scal-
ing factor. However, the mean pixel values could be easily scaled with a scaling
factor. Therefore, the AC coefficients are less suitable than mean pixel values
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Fig. 6. (a) Probability distribution of all 4×4 sub-blocks’ mean values for image ‘Lena’
(b) Probability distribution of all 8 × 8 blocks’ first three absolute AC coefficients of
each block for image ‘Lena’
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for use as watermarks for embedding in our proposed restoration scheme. As a
results, our algorithm does not embed the DCT coefficients directly. In addi-
tion, we also analysed 30 standard grayscale test images and the results showed
similar characteristics.

6 Experimental Results and Analysis

In this section, a number of experiments have been performed to evaluate the
performance of the proposed watermarking scheme. Six grayscale images ‘Lena’,
‘Baboon’, ‘Couple’, ‘Peppers’, ‘Boat’ and ‘Watch’ (each of size 512 × 512) are
used for our experiments. Figures 7(a)-7(f), show the original, watermarked, tam-
pered, authenticated, restored and restored after JPEG compression QF=75 im-
ages for the image ‘Watch’, respectively. Figure 7(f) illustrates that our proposed
semi-fragile watermarking and self-restoration scheme can still authenticate the
image, localised and recover the tampered area approximately at JPEG com-
pression QF=75. The quality of watermarked, restored and restored after JPEG
compression images of proposed watermarking scheme are also compared with Li
et al.’s [12] and Chamlawi et al.’s [13] watermarking and self-restoration schemes.
To measure the quality of the watermarked and restored images objectively, the
Peak Signal-to-Noise Ratio (PSNR) is used for comparison.

(a) Original (b) Watermarked (c) Tampered

(d) Authenticated (e) Restored (f) Restored after JPEG
QF75

Fig. 7. Demonstration of the image Watch in proposed scheme
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6.1 Watermarked Images Comparison

In Table 1, the imperceptibility between original image and watermarked images
are compared with Li et al.’s [12] and Chamlawi et al.’s [13] methods. The
watermarked image based on our proposed method achieved the highest at 39.12
dB for the higher texture image ‘Baboon’, while the other two methods’ PSNR
were just below 30 dB. Our lowest PSNR achieved to 36.55 dB for image ‘Watch’,
which was still 3 dB higher than the other two methods. On average, images
watermarked with our proposed method achieved approximately 4 dB higher
than other two methods.

Table 1. PSNR (dB) comparison of the watermarked images

Li’s Method [12] Chamlawi’s Method [13] Our method

Lena 36.37 36.23 37.13
Baboon 28.99 27.87 39.12
Couple 33.32 31.42 37.91
Peppers 34.96 34.20 37.07
Boats 34.45 32.35 37.88
Watch 33.30 33.66 36.55

Average 33.57 32.62 37.61

6.2 Recovered Images Comparison

In Table 2, we compared the restored images with their corresponding original
images. The highest PSNR achieved 27.09 dB for image ‘Lena’, which was higher
than Li’s and Chamlawi’s methods at 25.07 dB and 26.63 dB, respectively. On
average, the performance of our method achieved 24.71 dB, which was approxi-
mately 2 dB higher than the other two methods. As shown in Figures 8-10, we
compared the restored images, such as ‘Lena’, ‘Peppers’ and ‘Boats’ with Li et
al.’s [12] and Chamlawi et al.’s [13] methods. The results also showed the quality
of our restored images are higher, smoother and less blockness artifact than Li
et al.’s and Chamlawi et al.’s methods.

Table 2. PSNR (dB) comparison of the restored images

Li’s Method [12] Chamlawi’s Method [13] Our method

Lena 25.07 26.63 27.09
Baboon 20.40 20.54 20.78
Couple 22.59 23.97 24.46
Peppers 23.71 25.23 26.48
Boats 23.14 24.54 24.49
Watch 23.57 12.82 24.96

Average 23.08 22.29 24.71
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(a) Li’s [12] (b) Chamlawi’s [13] (c) Our method

Fig. 8. Comparison of restored image Lena

(a) Li’s [12] (b) Chamlawi’s [13] (c) Our method

Fig. 9. Comparison of restored image Peppers

(a) Li’s [12] (b) Chamlawi’s [13] (c) Our method

Fig. 10. Comparison of restored image Boats

6.3 Recovered Images Robustness Comparison

As discussed in Section 2, semi-fragile watermarking for image authentication
can tolerate some mild signal processing, such as JPEG compression. The ability
to self-restore the tampered areas would definitely be an advantage. Thus, in this
section, we analyse the performance between original images and the restored
images after the watermarked images have been JPEG compressed.
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Table 3. PSNR (dB) comparison of restored images after JPEG compression

QF95 QF85 QF75 QF65
M1 M2 P M1 M2 P M1 M2 P M1 M2 P

Lena 23.25 25.86 26.62 19.71 22.94 24.67 14.30 20.93 22.82 14.43 19.21 21.00
Baboon 19.99 20.32 20.68 17.87 19.10 20.15 13.46 17.64 19.35 13.37 16.58 18.61
Couple 21.51 23.50 24.20 18.50 21.55 23.03 13.86 19.95 21.38 13.95 18.64 19.97
Peppers 22.19 24.61 26.09 18.38 22.16 24.24 14.29 20.33 22.08 14.27 19.00 20.92
Boats 21.80 24.05 24.24 19.02 21.99 23.06 14.87 20.04 21.25 14.42 18.70 19.92
Watch 22.50 12.79 24.50 18.88 12.54 22.72 13.77 12.30 20.17 15.30 12.14 19.45

Average 21.87 21.86 24.39 18.73 20.05 22.98 14.09 18.53 21.18 14.29 17.38 19.98
where M1, M2 and P represent the results of Li et al.’s [12], Chamlawi et al.’s [13] and our proposed

recovery methods, respectively.

(a) Li’s [12] (QF95) (b) Li’s [12] (QF85) (c) Li’s [12] (QF75)

(d) Chamlawi’s [13] (QF95) (e) Chamlawi’s [13] (QF85) (f) Chamlawi’s [13] (QF75)

(g) Our method (QF95) (h) Our method (QF85) (i) Our method (QF75)

Fig. 11. Comparison of restored image Lena after JPEG compression
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In Table 3, we compare the PSNR results between original images and re-
covered images after applying JPEG compression at different QFs at 95, 85, 75
and 65 with Li et al.’s [12] and Chamlawi et al.’s [13] methods. When the JPEG
compression QF=95 was applied, the results showed that our method performed
on average 2.5 dB better than the two methods. When higher JPEG compres-
sions were applied, the PSNR of our results decreased to 22.98 dB for QF=85,
21.18 dB for QF=75 and 19.98 dB for QF=65, respectively. However, our results
were still on average 2.6 dB higher than other two methods. Table 3 shows that
the lower texture images ‘Lena’ and ‘Peppers’ achieved approximate 2 dB higher
than other images, when JPEG compression has been applied.

Figure 11 illustrates the restored image ‘Lena’ after JPEG compressionQF=95,
85 and 75, by comparing our method with Li et al.’s [12] and Chamlawi et al.’s [13]
methods. As shown in Figure 11(i), our proposed method could still recover the
image content with some distortion after JPEG compression at QF=75, whereas
the other two methods were distorted significantly as shown in Figures 11(c) and
11(f). Overall, the results indicate that our semi-fragile watermarking and self-
restoration scheme perform better as compared with the other two schemes.

7 Conclusion and Future Work

In this paper, we presented a novel semi-fragile watermarking scheme for im-
age content authentication, tampered area localisation and self-restoration that
could tolerate JPEG compression. We also utilised linear regression and proba-
bility distribution approaches to analyse the feasibility of our proposed recovery
method. We found that the mean pixel values (as the watermarks) could be
restored to DCT coefficients approximately, and were easier to normalise for
embedding than DCT coefficients. We compared our results with Li et al.’s and
Chamlawi et al.’s schemes. The results indicated that the imperceptibility of our
watermarked image was of high quality at 37.61 dB, and on average achieved
a restored image at 24.71 dB. Our restored images also achieved on average at
24.39 dB, 22.98 dB 21.18 dB and 19.98 dB after JPEG compression of QF95,
85, 75 and 65, respectively, which were about 2.5 dB higher than other two
self-restoration methods.

For future work, we plan to analyse the quality of restored image when the
image has undergone other mild signal processing, such as noise and spatial
filtering for semi-fragile watermarking images. We also plan to investigate the
merging of watermarks for authentication and self-restoration together to reduce
the number of watermarks for each block. This could lead to further improvement
in imperceptibility for both watermarked and restored images.
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Abstract. In this paper, a new and robust audio watermarking scheme based on 
lifting wavelet transform (LWT) and singular value decomposition (SVD) is 
proposed. Specifically, the watermark data is inserted in the LWT coefficients 
of the low frequency subband taking advantage of SVD and quantization index 
modulation (QIM). The use of QIM renders our scheme blind in nature. 
Furthermore, the synchronization code technique is also integrated with hybrid 
LWT-SVD audio watermarking. Experimental results demonstrate that the 
proposed LWT-SVD method is not only robust to both general signal 
processing and desynchronization attacks but also outperform the selected 
previous studies.  

Keywords: Audio Watermarking, Lifting Wavelet Transform, Robust 
Watermarking, Singular Value Decomposition, Quantization Index Modulation. 

1 Introduction 

Recently, audio watermarking is a very hot research topic and attracted a lot of 
interests as one of the most popular approaches for providing copyright protection. As 
a result, there are great amounts of state-of-the-art publications in the literature 
concerning this topic. The required properties and characteristics of the audio 
watermarking scheme is stated in the International Federation of the Phonographic 
Industry (IFPI) [1]. 

In recent years, for robust audio watermarking, the widely used transform domain 
forms are discrete wavelet transform (DWT) [2], discrete cosine transform (DCT) [3], 
discrete sine transform (DST) and Fourier transform. Besides, some other transforms 
such as LWT [4, 5] and SVD [6-8] are also becoming more and more popular and 
attracted a lot of interest in the audio watermarking field. It is found that the 
conventional wavelet transform has very good performance because of its multi-
resolution property and perfect reconstruction. However, the classic wavelet 
transform is mainly computed by convolution which results in high computation. 
Besides, the generated floating numbers increase storage requirements. As a result, a 
new wavelet is designed and developed to increase the efficiency. First proposed by 
Sweldens [9], LWT is the second generation wavelet and based on the traditional 
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wavelet. In the recent year, LWT is widely used in the audio watermarking field [4, 
5]. For example, in [4], Tao et al. proposed a robust audio watermarking scheme in 
the LWT frequency domain based on the statistical characteristics of sub-band 
coefficients. This invariant watermarking technique in this scheme improves the 
implementation efficiency with the adoption of the LWT. 

Currently, in the perspective of linear algebra, SVD is extensively applied in the 
robust watermarking to withstand attacks due to its unique and special characteristics 
[6, 7]. As a factorization of a real matrix and desirable transform, SVD transform [10] 
has been applied widely in the image watermarking [11] first for ownership protection 
and extended to audio watermarking quickly [6-8]. Moreover, QIM [12] is also a very 
popular method for watermark embedding and data hiding. If LWT is combined with 
QIM method and SVD, it can reduce the operation times, and robust results for 
copyright protection can be achieved. The organization of this paper is as follows. 
Section 2 discusses embedding method. Watermark extraction is described in Section 
3. Section 4 discusses the experimental results. Finally, Section 5 concludes the paper.  

2 Embedding Method 

2.1 Watermark Preprocessing 

Watermark should be first preprocessed in order to improve the robustness and 
enhance the confidentiality. Binary image as watermark is scrambled by a chaotic 
map which is reproduced in a permuted matrix. This paper uses a Skew tent map to 
enhance the confidentiality of the watermarking method. The skew tent map is 
defined as follows: 

1
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1 1

( ) , ( ) 1
1 1

x n x n
x n

x n x n

α
α

α
α α

 ≤ <+ = 
 + ≤ ≤
 − −

                       (1) 

where (0,1)α ∈ can be used as the watermark key.  

Then the binary image logo or signature b(n) is scrambled by x(n) with the 
following rule: 

( ) ( ) ( )w n b n x n= ⊕                                     (2) 

where ⊕ is the exclusive or (XOR) operator. After this random chaotic sequence 
encryption, the watermark is permuted and cannot be guessed by random search. 

2.2 Synchronization Code  

The watermark will have dislocation of the watermark regions due to the 
desynchronization attacks such as time scale modification (TSM), shifting and 
cropping. In the proposed method, we exploit a pseudo random sequence generated 
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by chaotic signal as the synchronization code to increase the security of the 
synchronization code. By using generators of a strongly chaotic nature we can ensure 
that the system is cryptographically secure. The synchronization code is generated by 
thresholding the Bernoulli shift map. The Bernoulli shift map is one of the simple 
deterministic chaotic maps which contain many chaotic characteristics. A binary shift 
Bernoulli Map can be defined as: 
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where (0) [0,1]x ∈ (map's initial condition) and must be specified. x(k) is mapped into 

the synchronization sequence { ( ),1 Lsyn}C c k k= ≤ ≤ with the following rule: 

1 ( )
( )
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c k
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τ>
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                                (4)             

τ is a predefined threshold for synchronization code. Time domain embedding has the 
strength that it is less computational intensive and low cost in finding the 
synchronization code. The synchronization code insertion part is cut into Lsyn audio 
segments and each audio segment has P samples denoted as: 

  ( ) ( ),1 ,1SA k A k P u k Lsyn u P= • + ≤ ≤ ≤ ≤                      (5) 

Then each bit of the synchronization code is embedded into each ( )SA k as follow: 
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where Δ  denotes the embedding strength, ( )round •  means rounding to the nearest 

integer, ( )floor • is rounding to the minus infinity.  

After embedding, the embedded and attacked signal ''( )SA k  is also split into Lsyn 

segments, and then the synchronization code is extracted by the following rule:  
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where mod( )• denotes modulus after division. 
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2.3 Watermark Embedding  

Fig.1 presents the diagram of our watermark embedding algorithm. In our 
watermarking technique, we choose the popular QIM method in the embedding 
process because of its good robustness and blind nature. As a result, our method is 
blind and does not need the original audio for the data extraction. The second part of 
the host audio, SB, signal is used to embed the watermark.  

 

Fig. 1. Diagram of watermark embedding process 

Specifically, the embedding process is described by the following steps: 

Step 1: Perform LWT on the audio segment, SB, of the host audio signal. 

                              ( )I LWT SB=                                   (8) 

Step 2: The approximate coefficient after the LWT transform are divided into non-
overlapping blocks. The length of audio blocks depends on the amount of data that 
need to be embedded and the number of LWT decomposition levels. The watermark 
sequence is embedded successively into the low-frequency subband of blocks.                                     

Step 3: Scrambling the watermarking image with the method mentioned in Section 
2.1.  

Step 4: For each block, perform SVD transform to obtain the singular values and first 
singular value, S(1,1). 

    TI USV=                                     (9) 

Step 5: Embedding the watermark into singular values with the QIM method. The 
encrypted watermark ( )w i is added to the first singular values, S(1,1),  of each block. 

Our watermark embedding method is based on the popular odd and even parity rule.  
Let ( (1,1) / )Q round S β= , mod( ,2)D Q= ,where β is the quantization step. A 

small value of β  will lead to good imperceptibility of the watermarking scheme but 

bad robustness to the attacks. Thus we choose an optimal β to tradeoff between 

inaudibility and robustness of the watermark. The embedding rule is that:  
If D is 0 and ( )w i is 1, then 1Q Q= + ; if D is 1 and ( )w i is 0, then 1Q Q= + .  
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Step 6: The first singular values is further modified by the updated Q as follows: 

(1,1) ( )wS round Qβ= ×                             (10) 

Step 7: (1,1)wS is used to build the watermarked block wI by applying inverse SVD: 

T
w wI US V=                                       (11) 

Step 8: Inverse LWT is conducted to reconstruct the watermarked signal. 

1( )w wSB LWT I−=                                 (12) 

3 Watermark Extraction 

The main step of watermark extraction is as follows: 

Step 1:  Perform LWT on the watermarked signal. 

( )e wI LWT SB=                                 (13) 

Step 2: For the obtained wavelet approximation coefficient, block based method is 
also used, that is, we divide the LWT approximate coefficients into different blocks. 

Step 3: SVD is performed in each block. 

T
e e e eI U S V=                                     (14) 

Step 4: Let ( (1,1) / )e eQ round S β= , mod( ,2)e eD Q= , then the extraction rule is:       
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e

e

D
w n

D
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=  =

                                 (15) 

Step 5: Perform the decryption with the same chaotic sequence to get the hidden 
binary image or signature. 

'( ) '( ) ( )b n w n x n= ⊕                                 (16)         

4 Experimental Results 

In this section, several experiments are conducted to demonstrate the performance of the 
proposed LWT-SVD based audio watermarking approach. The performance of our 
scheme is assessed in terms of robustness and imperceptibility. The test audio signal in 
our scheme is 44.1 kHz sampled, with 16bits/sample. 32×32 binary image logo is used 
in our scheme to conduct performance evaluation. LWT decomposition level is 3. In our 
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experiment, SNR and Segmental SNR (SegSNR) are used for the evaluation of the 
quality of the watermarked audio signals. BER is used for evaluating the reliability of 
the extracted watermarks. BER, SNR, SegSNR are defined as follows: 
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where ( )S i and '( )S i correspond to the original and watermarked signal respectively, 

( )w n and '( )w n are original and extracted watermarks.      

4.1 Imperceptibility Test 

Fig.2 presents the waveforms of the original, watermarked, and residual signal 
respectively. Fig. 3 shows the spectrum of the original and watermarked signals 
respectively. SNR and SegSNR results versus different quantization steps are shown 
in Fig.4. From the waveforms and spectrums, it can be observed that there is not 
much distinguishing difference between the original and watermarked audio, which is 
also verified by the SNR results in Fig. 4 as SNR and SegSNR results are above 20dB 
even when the quantization step is 1. The SNR, SegSNR results can totally satisfy the 
IFPI requirements.      
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Fig. 2. Waveform of original, watermarked and residual signal 
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Fig. 4. SNR, SegSNR results versus quantization step 

4.2 Robustness to Common Signal Processing  

In our experiment, common audio signal processing include re-quantization, re-
sampling, noise addition, low-pass filtering, echo addition, equalization, MPEG 
compression etc, and desynchronization attacks include random cropping, amplitude 
variation, pitch shifting, jittering etc. The parameters of these common signal 
processing manipulations are given as follows: 

Additive Noise: White Gaussian noise with 1% of the power of the audio signal is 
added.  

Amplitude Variation: The watermarked signal was attenuated up to 120% and down 
to 80%.  
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Cropping: 10% samples of each testing signal are cropped out of 5 random positions.  

Denoising: The watermarked audio signal is denoised by using the Hiss removal 
function of GoldWave. 

Echo Addition: An echo signal with a delay of 98 ms and a decay of 10% was added 
to the original audio signal. 

Expanding: Expand the watermarked signal with increment of 1 dB and -1dB 
respectively. 

Jittering: Jittering is a form of random cropping and performed uniformly. One 
sample out of every 100000 samples is removed in our jittering experiment.   

Low-Pass Filtering (LPF): Low-pass filtering using a second order Butterworth 
filter with cut-off frequency of 40 kHz is performed to the watermarked audio signals.  

MP3 Compression: The robustness against the low-rate codec was tested by using 
MPEG 1 Layer III compression (MP3) with compression rates of 56, 64, 96, and 128 
kbps.  

Pitch Shifting: Tempo-preserved pitch shifting is a difficult attack for audio 
watermarking algorithms, because it causes frequency fluctuation. In our experiment, 
the pitch is shifted one degree higher and one degree lower.  

Re-quantization: We tested the process of re-quantization of a 16-bit watermarked 
audio signal to 8-bit and back to 16-bit. 

Resampling: Watermarked audio signals with original sampling rate 44.1 kHz have 
been subsampled down to 22.05kHz, 11.025kHz, and upsampled back to 44.1kHz.  

TSM: TSM processing is done in the watermarked audio signal to change the time 
scale to an extent of ±1% while preserving the pitch. 

The robustness test is evaluated in terms of the above mentioned attacks. BER 
results and extracted watermarks after attacks are used to show the robustness results 
as the robustness is of great significance to the robust watermarking. Table 1 
demonstrates the robustness results of our proposed scheme. It is obvious that the 
robustness results of our method are very satisfactory as the BER values after various 
attacks are very low. 
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Table 1. Robustness results of various attacks 

Attacks No attack Additive noise Amplitude variation 

Extract 
WMs 

  
BER 0 0 0 

Attacks Cropping Denoising Echo addition 

Extract 
WMs 

  

BER 0 0.005 0.002 

Attacks Expanding Jittering LPF 

Extract 
WMs 

  
BER 0 0 0 

Attacks MP3 (128kbps) MP3 (96kbps) MP3 (64kbps) 

Extract 
WMs 

  
BER 0 0 0 

Attacks MP3 (56kbps) Pitch shifting Re-quantization 

Extract 
WMs 

  
BER 0 0 0 

Attacks 
Re-sampling 

44.1-22.05-44.1 
Re-sampling 

44.1-11.025-44.1 
TSM 

Extract 
WMs 

  
BER 0 0 0 
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4.3 Robustness to Stirmark Attacks 

The robustness of our scheme is also benchmarked by Stirmark for audio software 
which is a very popular benchmark tool for audio watermarking. The parameters of 
these standardized attacks are default which is contained in the software 
configuration. The detailed benchmark attack results are summarized in Table 2. We 
also compare our method with the selected state-of-the-art watermarking method in 
literature [3] and literature [7], from this comparison results, it is noted that our 
method is slightly better than the watermarking scheme in [7] but very much better 
than [3] regarding the Stirmark attacks.  

Table 2. Robustness of the Stirmark attacks 

Attacks 

DCT 
based 

method in 
[3] 

SVD 
based 

method 
in [7] 

Ours Attacks 

DCT 
based 

method 
in [3] 

SVD 
based 

method 
in [7] 

Ours 

Addbrumm 1.25 0 0 Fft_stat1 19.84 19.84 0.5 

AddDynNoise 1.56 0 0 Fft_test 19.80 19.80 0.4 

AddFFTNoise 51.25 0 0 Flipsample 21.66 21.66 0.75 

Addnoise 0.78 0 0 Invert 52.42 52.42 0 

Addsinus 0.77 0 0 Lsbzero 0 0 0 

Amplify 52.32 0.75 0 Normalize 0 0 0 

Bassboost 0 0 0 Nothing 0 0 0 

Compressor 0 0 0 Rc_highpass 2.03 2.03 0 

Copysample 100 0.5 0.2 Rc_lowpass 0 0 0 

Cutsamples 100 0 0 Smooth 0 0 0 

Echo 23.43 0 0 Stat1 0 0 0 

Exchange 0 0 0 Stat2 0 0 0 

Extrastereo 0 0 0 Voiceremove 52.1 52.1 0 

Fft_hlpass 0.31 0 0 Zerocross 0 0 0 

Fft_invert 52.6 0 0 Zerolength 60.5 60.5 0 

Fft_real_reverse 0.78 0 0 Zeroremove 100 100 0 
Average 

all attacks 22.2937 0.0906 0.012  
 

  

5 Conclusions 

In this paper, a very robust and blind audio watermarking scheme based on SVD-
LWT is proposed in this paper as we make good use of features of SVD, LWT, 
synchronization code technique and QIM. The robustness of our scheme is validated 
by common signal processing and stirmark attacks. The performance and comparison 
results demonstrate that our scheme is not only inaudible, but also robust to attacks.   
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Abstract. The main stream in audio watermarking, namely spread spectrum 
(SS) based methods, embeds the watermark into a fixed range in the low-
frequency band of the audio in order to correctly match the spectrum 
coefficients of the tested signal with the watermark pattern during the 
correlation operation at the detector. However, a watermark that is always 
inserted to low frequencies could be lost during the coding of the audio files 
with high frequency content. In this paper, in contrary to the fixed embedding 
locations, we first propose to adaptively select the watermark embedding 
locations with respect to the maximum energy region in the frequency spectrum 
of the cover signal. The proposed method achieves to find the same watermark 
embedding and extraction locations with over 95 % detection rates down to the 
coding bitrates of 32 kbps. Then, the proposed adaptive selection is compared 
to the fixed selection of embedding locations for spread spectrum watermarking 
of coded audio. The experimental results on watermark bit error rates (BER) 
have indicated the superiority of the adaptive approach over fixed embedding 
against the audio coding (32-128 kbps), additive noise (10 dB-45 dB) and low 
pass filtering (1.4 kHz-12.4kHz). In particular, very high performance of the 
proposed method for high frequency audio content has demonstrated the better 
applicability of the scheme for large databases of audio files with various 
characteristics in exchange networks.  

Keywords: Adaptive embedding, Audio Watermarking, Spread Spectrum, 
Audio Coding. 

1 Introduction 

Spreading the spectrum of a signal into a band wider than the required minimum for 
transmission has been verified as a robust and secure way of sending information in 
communication research [1]. This strategy has formed the basic inspiration for spread 
spectrum watermarking [2] where a narrow band message is spread over the spectrum 
of the cover signal such that the energy in any frequency bin is very small and 
undetectable [2] . In the last decade, the proposed spread spectrum (SS) approach has 
found a significant attention in the watermarking of audio signals [3]-[9] as in 
previous studies for image [10] and video [11]-[12].       
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Table 1. Watermark embedding locations and payloads in some of the SS-based watermarking 
methods (Sampling Rate: 44.1 kHz; int-MDCT: Integer Modified Discrete Cosine Transform; 
MCLT: Modulated Complex Lap Transform) 

Method 
Utilized 
Transform 

Watermarked 
coefficients 

Frequency 
Range (~ Hz) 

Payload 
(bits/sec) 

Li et al. [5] 
1024 point 
int-MDCT 

1- 40 0- 1700 2-13 bits 

Kirovski et al. [6] 
2048 point 
 MCLT 

8 -83 200-2000 0.5-1 bit 

 
The success of SS methods lies in a number of advantages over the preceding 

methods which mostly embed the watermark directly on the time samples of the audio 
signals by changing the energy relations of the subframes [13], by introducing 
inaudible delays on the audio signal [14]-[15] or by adding a noise-like signal 
weighted according to Human Auditory System (HAS) [16]. Compared to these 
methods, SS approach first provides a high robustness as the removal of a watermark 
that is spread to the spectrum would require a noise of high amplitude to be added to 
all frequencies [2]. Such an attack against the watermark would not be preferable as it 
would also produce a severe degradation on the original data. Second, the perceptual 
characteristics of HAS are better represented in the frequency spectrum to properly 
determine the significant and insignificant part of an audio signal to embed the 
watermark. Finally, the utilization of frequency domain offers a suitable framework 
consistent with the coding standards to embed and extract the watermark without 
needing a full decoding of the audio files.  

However, a major limitation in SS approach is to correctly determine the 
embedding locations of the watermark in order to properly match the spectrum 
coefficients with the watermark pattern during the correlation at the detector [5]-[6]. 
The existing methods solve this problem by fixing the embedding locations in the low 
frequency band of the spectrum assuming that the significant part of the audio files 
are mostly located at the low-band. Table 1 shows the watermarked coefficients in 
each frame of the audio file, the corresponding low-frequency range to these 
coefficients, and the payload (in bits/sec) of the watermark in some of the state-of-the 
art methods [5]-[6]. The selected frequency range for watermarking is fixed to about 
0-2 kHz range in these methods and the payload is a few bits (1-13 bits) for every 
second of the utilized audio files. 

Although low frequency band represent the significant part of the most audio files, 
this assumption is not valid for the audio files, or for some frames of the audio files, 
with high frequency content. A watermark that is directly embedded to low 
frequencies for these frames and files would be audible or would be lost during the 
lossy compression. Therefore, a better option for watermarking would be to 
adaptively select the most significant coefficients that will remain after the typical 
processing of audio files. The positions of these coefficients should also be correctly 
determined both during the embedding and extraction stages in order to achieve the 
synchronization during the correlation operation in the detector.  

In this work, we handle this problem, namely the selection of the most significant 
coefficients for watermarking with the mentioned constraint for the matching of 
embedding and extraction locations. We first point out that a direct solution, just 
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taking the greatest fixed number of spectrum coefficients, would also produce a 
synchronization problem during the extraction as the order of the coefficients is very 
sensitive to the lossy compression. Then, a grouping strategy is proposed to increase 
the robustness of the selected coefficients against the audio coding. The proposed 
strategy mainly solves the basic trade-off in selection between the matching rates of 
embedding and extraction locations, and the total amount of signal energy contained 
in the selected coefficients. Finally, the superiority of the proposed adaptive scheme 
over the traditional approach using fixed watermark locations [5]-[8] is verified with 
detailed imperceptibility and robustness tests.   

Our focus in this paper would be a compressed domain watermarking approach for 
the audio downloading applications in exchange networks. As the audio files are 
stored in the coded form at the server side, a watermarking approach directly working 
on the spectrum coefficients without needing the full decoding would increase the 
efficiency of the system during streaming. The common distortions that might occur 
in the transmission chain of a watermarked audio file such as coding at different bit 
rates, noise addition and low pass filtering are taken into account in the comparisons 
to reveal the benefit of the adaptive selection. 

The desynchronozation attacks are out of the core point of the paper and can be 
solved by implementing the existing solutions to the top of the proposed SS methods 
regardless of the selection scheme being adaptive or fixed. These solutions can 
involve seeking for the best correlation with an exhaustive search on the possible 
scales of time and frequency fluctuations [17], repetitive pattern embedding [18]-[19] 
and using salient points that are invariant under the common audio processings [20]-
[21]. Without loss of generality, the proposed selection of embedding locations can 
also be applied to the other basic schemes in audio watermarking such as quantization 
index modulation (QIM) [4], [19], [22].  

The next section gives the details of the proposed selection method and the 
experimental results on its performance. Section 3 gives and compares the 
experimental results for the robustness and imperceptibility of the watermark for the 
adaptive and fixed selection approaches. Then, the paper is concluded in section 4.  

2 Proposed Adaptive Selection 

In SS based watermarking of compressed audio (Fig. 1), a pseudo sequence of length 
(L) is generated to embed one bit of watermark [5]-[8]. After being modulated with 
the HAS thresholds and the sign of the watermark bit, this sequence is added to the 
spectrum coefficients of N  frames of the coded audio file in accordance with the 
targeted payload (in bits) and total number of frames in one second. Then, the 
resulting coefficients are quantized and entropy coded. Such a procedure results in M 
(i.e. L/N ) spectrum coefficients in each audio frame to be used for watermarking. 
These M coefficients are selected as the coefficients from 1 to M as illustrated with 
the fixed selection block in Figure 1 [5]-[6]. 

During the detection stage, the coded stream of the audio frame is first entropy 
decoded and dequantized. The first M spectrum coefficients are then used in the 
correlation operation to detect the watermark. As the indices of the selected coefficients 
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Fig. 1. A generic structure for SS based watermarking of coded audio and the location of the 
proposed adaptive selection in the structure as an alternative to fixed selection. The generated 
sequence for one bit of message is embedded to N audio frames. (Q: Quantization; C: Entropy 
Coding) 

do not change during the embedding and detection, such a procedure do not yield any 
synchronization problem with the watermark pattern. However, performance of such 
a scheme can be severely degraded, if the content mainly consists of high frequency 
components outside the selected region.       

Our proposal in this paper is to replace the fixed embedding block during 
watermark embedding and detection with the adaptive selection block illustrated in  
Figure 1. 

2.1 Adaptive Selection of Spectrum Coefficients  

The problem of selection is to determine the same M spectrum coefficients both 
during the embedding and extraction after the audio coding, while representing at the 
same time the highest possible energy.  

A direct approach for such a selection is to use the highest M coefficients for 
watermarking. Table 2 gives the average ratio of the coefficients among M=16 
highest coefficients in 512-point audio frames (MPEG-1) whose locations found 
correctly after the coding at different bitrates for Madonna-Music file. The ratio of the 
coefficients whose locations are found correctly is about 35 % for a typical bitrate of 
64 kbps, which indicates the very poor performance of such an individual selection of 
 



 Adaptive Selection of Embedding Locations for Spread Spectrum Watermarking 101 

Table 2. Ratio of the correctly found coefficients among M highest coefficients after bit rate 
coding (File: Madonna-Music, M=16) 

Bitrate (kbps) 128 96 64 32 

Ratio (%) 44.8 39.2 34.8 29.2 
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Fig. 2. Selection of the watermarking coefficients with a grouping of G elements 

the highest coefficients for watermarking. As the order of the coefficients in such an 
approach is sensitive to bitrate coding, an error in the location of one coefficient in the 
order changes all the locations after that coefficient. 
 Our proposed solution is to select the M coefficients not individually but in groups 
to provide robustness against coding. The proposed algorithm is as follows: 

• For each frame of the audio file, group each G number of consecutive 
coefficients with a shift of S between the groups (Fig. 2). 

• Calculate the signal energy for each group and order the groups with respect to 
their energy. 

• Select (M/G) number of groups with highest energy for watermarking.   
 
The performance of the proposed algorithm is evaluated by testing the invariance of 
the selected embedding regions against the coding at different bit rates for different 
values of G and S. The performance measure is selected as the ratio of the number of 
frames with correctly found embedding regions to the total number of frames in the 
audio files.  

2.2 Experimental Results for the Invariance of Selected Region 

The performance of the algorithm is tested over a database of about 600 audio songs 
with various characteristics. Table 3 presents the durations, bitrates and the number of 
frames for the ten songs from our database. The total frequency range for 
watermarking is taken about 1.4 kHz, which corresponds to M=16 coefficients (2 
subbands) of 512 (32 subbands) point FFT of audio frames. This range corresponds to 
a comparable band range that is utilized in the two SS domain methods [5]-[6].   
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Table 3. Utilized Songs in the experiments 

Name Duration 
(min:sec) 

Smp. Rate 
(KHz) 

Bitrate 
(kbps) 

# of 
Frames 

1. Madonna 
Music 

3:47 44.1 128 26070 

2. L. Fabian 
I am who I am 

3:47 44.1 96 26070 

3.Ace of Base 
Unspeakable 

3:14 22.05 192 11140 

4. M. Jackson 
Speechless 

3:18 44.1 128 22739 

5. Sugarland 
Stay 

4:43 44.1 224 32501 

6. C. Aguleria 
Hurt 

4:03 44.1 181 27907 

7. Dj mhd 
Ya Zina Club 

4:30 44.1 256 31008 

8. Greg Cerrone 
Pilling me 

5:51 44.1 320 40310 

9. Gwen Stefani 
The sweet escape 

4:06 44.1 128 28252 

10. The police 
Roxanne 

3:12 44.1 192 22050 

 
For this fixed value of M=16, the ratio of correctly detected embedding regions are 

determined for  different G values after the test songs are passed from a bitrate coding 
at 64 kbps, as a lower bitrate than the originals. The shift (S) during the grouping is 
kept equal to G (i.e. non-overlapping groups). Figure 3 indicates very rapid increases 
in detection rates for increasing values of G. As the grouping has mainly low pass 
filtering characteristics, the group of coefficients is becoming more robust against the 
compression noise. After G=8, the detection rates is exceeding 90 % while the 
increase is getting more saturated.    

On the other hand, the trade-off for using larger values of G is the decreased 
amount of energy in the selected embedded region as the resolution of the algorithm 
for finding the maximum energy region decreases with higher G values. Figure 3 
shows also this decrease in the amount of energy. However, the decrease has a slow 
characteristics and the selected embedded region for watermarking contains the 
significant part of the content with more than 76 % signal energies for the worst case 
(G=16). Considering the highest detection rate and the comparable signal energy with 
respect to other values, we select the G value as 16.   

In our second experiment, we examine the effect of parameter S to the detection 
rates after a coding of 64 kbps by fixing G to 16. Figure 4 indicates an increasing 
detection rate for increasing values of S. As the distance between the consecutive 
groups are becoming larger with larger values of S, the probability of detecting the 
neighbor group instead of the original is getting lower. Similar to the previous case, 
the trade-off is the decreased amount of energy in the selected regions due to the 
lower number of groups generated for selection with higher S values. However, the 
difference of the signal energy between the maximum and minimum cases is only 
about 2 %. Accordingly, we choose the S value as 16.  
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Figure 5 shows the decrease in the detection w.r.t decreasing bit rates for fixed 
values of G=16 and S=16 in our last experiment.  Although the bit rate is decreased 
down to 32 kbps, the algorithm still finds the correct embedding regions with more 
than 95 % detection rates. This indicates that the energy of the group of coefficients is 
highly robust to the changes in coding bit rate. 
 

 

Fig. 3. Average Detection Rate (%) of correct embedding regions and Average Signal Energy 
in the embedding regions vs. Grouping Number (G) after a coding at 64 kbps 

 

Fig. 4. Average Detection Rate (%) of correct embedding regions and Average Signal Energy 
in the embedding regions vs. Shift (S) after a coding at 64 kbps 
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Fig. 5. Average Detection Rate (%) of Correct Embedding Regions vs. Coding Bitrate (kbps), 
S=16, G=16 

3 Comparison of the Adaptive Approach to Fixed Embedding 

In order to compare the two embedding approaches, we implement the SS method 
proposed in [5] for the coded audio files. In the fixed approach, an m-sequence of 
length 511 is generated to embed one bit of watermark. This sequence is added to the 
fixed range of 512 point frequency spectrum of 32 audio frames as in [5] as follows: 

  ),)1(16()()()( kiWkHbkXkX iii +−+=       (1) 

 1..15.k ,32ifor  ; 1..16k 1..31,ifor ====  
 Xi(k) and Hi(k) denote the k’th spectrum coefficient of i’th frame and the 

corresponding HAS threshold for that coefficient; W is the generated m-sequence and 
b corresponds to watermark bit of  +1 or -1. Psychoacoustic model I in ISO standard 
[23] is utilized for the calculation of HAS thresholds.  

The same operation is repeated for every 32 frames to embed one bit of 
information. Such a scheme changes about M=16 coefficients for each audio frame 
and achieves a payload of about 3.6 bits/sec similar to the given payloads in Table 1. 
The detection is performed by means of correlating the generated m-sequence with 
the spectrum coefficients of the 32 audio frames of tested audio in the same fixed 
embedding range. Then, the sign of the correlation is accepted as the embedded 
watermark bit [5]. 

In the adaptive approach, the same procedure is followed by selecting the 
embedding regions in each audio frame as described in section 2 during the 
embedding and detection (Fig. 2). G and S values are selected as 16. 

Table 4 shows the resulting SNR due to watermarking in the tested audio files and 
the number of the embedded bits for each audio file in accordance with their 
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durations. The table also gives the number of high frequency watermark blocks in 
each audio file. If the most repetitive selected embedding region among 32 audio 
frames is not the first window, then that block of 32 frames is assumed as a high 
frequency (HF) watermark block. The resulted SNR values in the table are smaller for 
the adaptive approach as the HAS threshold values are greater when the selected 
embedding region is in high frequency regions. The ratio of the HF watermark blocks 
to the total number of watermark blocks is in the range of 5-21 % in the tested songs. 

Table 4. The resulting SNR values, # of embedded bits and # of HF watermark blocks 

Song 
SNR (dB) 

Fixed 
SNR (dB) 
Adaptive 

Embedded 
Bits 

HF 
Blocks 

1. Madonna 
Music 

18.94 18.67 800 85 

2. L. Fabian 
I am who I am 

21.56 20.58 341 35 

3.Ace of Base 
Unspeakable 

19.40 19.30 695 27 

4. M. Jackson 
Speechless 

19.80 19.67 798 27 

5. Sugarland 
Stay 

24.17 22.47 1006 108 

6. C. Aguleria 
Hurt 

21.82 21.37 864 29 

7. Dj mhd 
Ya Zina Club 

18.86 18.49 968 212 

8. Greg Cerrone 
Pilling me 

18.81 18.55 1253 206 

9. Gwen Stefani 
The sweet escape 

19.52 19.23 880 66 

10. The police 
Roxanne 

20.79 20.56 664 48 

3.1 Imperceptibility Tests 

The two alternative two choice test is utilized to test the transparency of the 
watermarked audio files [8]. For every item, we generate a set of 10 pairs each of 
which is selected randomly from the pairs {(O,O), (O,W), (W,O), (W,W)}, where 
“O” denotes the original and “W” the watermarked file. The subject is asked whether 
both items are equal or not. Each correct decision about items being equal or different 
is assumed a “hit”. As the subjects are mostly graduate students and researchers 
familiar with audio processing, the probability to detect any distortions is assumed as 
greater than 0.7 as in [8]. The level of significance is taken as 0.05 as common in 
hypothesis testing. With these settings, if the number of the hits is {8,9,10} out of 10 
pairs, we assume this item to be non-transparent with 95 % probability [8]. If the 
number of hits is less than or equal to 6 hits, we assume this item to be transparent 
with a 95 % probability.  

Table 5 (a) and (b) shows the number of hits and the concluded decision as being 
transparent or non-transparent for each item and subject for the fixed approach and 
adaptive approach, respectively. The results have indicated that watermarked audio  
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Table 5. Results of the listening tests, for the fixed embedding (a) and adaptive embedding (b). 
H: “Number of Hits”, D: “Concluded Decision”, T : “Transparent” (T), NT:“Non-transparent”, 
X: “Not transparent nor non-transparent”. 

(a)         (b) 

 

files are transparent for the subjects almost in all cases although the scaling of the 
thresholds is equal to unity in the tests. Note that the utilized model [23] only takes 
the frequency masking inside the audio frames into account to compute the HAS 
thresholds while ignoring the temporal masking between the audio frames. The only 
exception in the results is in song 2 for subject 2 and 3.  The perceptual quality of this 
song is however regarded as perceptible, but not annoying by the subjects both for the 
fixed and adaptive approaches. Ultimately, as both the approaches adjust the strength 
of the watermark w.r.t. HAS thresholds, there is no significant difference in the 
transparency of the watermark. 

3.2 Robustness Tests 

The watermarked audio files are passed from coding at different bitrates as the first 
and most relevant attack for the comparison of two embedding approaches in the 
compressed domain. Figure 6 (a) shows a decrease of about 1.5 % in the average 
watermark BER rates of 10 utilized audio files for the adaptive embedding compared 
to the fixed embedding for the same coding bitrates down to 32 kbps. For the same 
watermark BERs in the graph, the gap between the adaptive and fixed embedding is at  
least 64 kbps. In other words, the adaptive approach requires at least two times more 
compression than the one in fixed approach in order to observe the same watermark 
BERs. The results have indicated that a watermark that is adaptively inserted to a high 
energy region of the content persists better against the audio coding than the one 
which is always embedded to the low frequency region.  

In order to put more contrast to this conclusion, the watermark BER for only high 
frequency watermark blocks are shown  in  Figure 6 (b) for  different  coding  bitrates.  
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(a)      (b) 

Fig. 6.   Average Bit Error Rate for the watermark (%) vs. Coding Bitrate (kbps) for the fixed 
embedding [5] and adaptive embedding, (a) for all the utilized files, (b) for only high frequency 
watermark blocks. 

BER values are mostly greater than 8 % for the fixed approach. The adaptive 
approach provides a gain more than 6 % compared to the fixed case. Considering the 
automation of the watermarking process in a large database of compressed audio files 
with different characteristics, selecting the watermarking locations with respect to 
their energies offers a more coherent solution with MPEG coding.  

Figure 7 (a) shows the average watermark BER against additive white Gaussian 
noise in different strengths in our second experiment. The adaptive approach gives 1-
1.5 % lower watermark BERs than the fixed approach. For the same watermark BERs 
in the graph, the gain in the adaptive approach against the noise attack is almost more 
than 10 dB for all BER values in the given range. The gain of the adaptive approach 
for high frequency watermark blocks is much apparent with the decrease of 4-5 % in 
BER values, as illustrated in Figure 7 (b). As the white noise affects all the 
frequencies equivalently, the adaptive approach has a better robustness due to the 
more watermark energy embedded to high frequencies with larger HAS thresholds.  

Figure 8 (a) and (b) indicates the average watermark BER against low pass filtering 
for all the utilized files and for only high frequency watermark blocks, respectively, in 
our last experiment. Watermark BERs are computed for each case after a low pass 
filter with a different cut-off frequency is applied to the signal. As the watermark is 
always embedded to the first two subbands of the coded audio in the fixed approach 
[5]-[6], the watermarked components are not much affected by low pass filtering and 
a steady behavior is observed in both graphs. Down to the cutoff frequency of 2.8 
kHz, the adaptive approach is giving better performance for both figures. As 
expected, the gain in BER rates for the high frequency blocks is higher again. 
However, after the point of 2.8 kHz there is a sudden increase in watermark BER of 
adaptive approach.  
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(a)      (b) 

Fig. 7. Average Bit Error Rate for the watermark (%) vs. Additive Noise (dB) for the fixed 
embedding [5] and adaptive embedding, (a) for all the utilized files, (b) for only high frequency 
watermark blocks 

 
(a) 

 
(b) 

Fig. 8. Average Bit Error Rate for the watermark (%) vs. Cutoff Frequency of the Low-pass 
filter (kHz) for the fixed [5] and adaptive embedding, (a) for all the utilized files, (b) for only 
high frequency watermark blocks 

In order to explain this situation, we give the distribution of the highest energy 
subband in each frame for all the utilized audio files in Figure 9. After a low pass 
filtering with a cutoff frequency of 1.4 kHz. (corresponding to the first 2 subbands of 
32 channels), about 10 % of the highest energy subbands including the watermark is 
being blocked, which cause a sudden increase in BER. However, after such a filtering 
SNR values have fall down to the 7-10 dBs and very annoying distortions in the high 
frequency regions have been experienced in the utilized songs. 
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Fig. 9. Distribution (%) of the index of highest energy subbands for the utilized audio files 

4 Conclusions 

We investigate the selection of the watermark embedding locations in SS based audio 
watermarking methods in this paper. The results have indicated the weaknesses of 
fixing the embedding locations always in the low frequency band in the previous 
methods. The proposed adaptive method has solved the problem for the audio files 
with high frequency content by adaptively selecting the watermark locations 
according to the highest energy region in the frequency spectrum. Such a method 
enables the automation of watermarking process for large databases, in particular for 
the applications in exchange networks. The proposed method can also form a base for 
the selection of embedding locations for the other schemes in the literature. Future 
work will focus on the modeling of the proposed selection algorithm with respect to 
the bitrate coding to optimize the parameters of the proposed method.   
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Abstract. We previously proposed using infrared (IR) LEDs to corrupt 
recorded content to prevent the re-recording of images displayed on a screen. 
This method is based on the difference in sensory perception between humans 
and devices and prevents re-recording by adding IR noise to the images 
displayed on the screen without it being detected by the human eye. However, it 
cannot prevent re-recording using digital camcorders equipped with a short 
wavelength pass filter to eliminate the noise. We have now improved our 
method by adding a simple countermeasure against such attacks. It detects IR 
light reflected off the filter by using the IR specular reflection properties of the 
filter, and thereby detects re-recording using digital camcorders equipped with a 
short wavelength pass filter. We implemented this countermeasure by adding 
one of two types of IR LEDs (bullet type and chip type with lens) to our 
prototype re-recording prevention system, which is installed on a B3-size 
screen. Testing showed that this enhanced system can detect camcorders with 
an attached short wavelength pass filter. 

Keywords: short wavelength pass filter, infrared cut filter, infrared absorption 
filter, specular reflection, infrared camcorder. 

1 Introduction 

Today’s small and highly functional digital camcorders can easily be carried into 
movie theaters and used to secretly record the displayed images with vivid color and 
high resolution. This has led in recent years to a growing problem of illegal recording 
of movies when they are shown in movie theaters. Moreover, the recording media is 
now digital, often in the form of a memory card. Data recorded on such media can 
easily be copied, written to other media, such as DVDs, and uploaded to the Internet, 
without degradation in the image or sound. This makes it possible to distribute the 
data worldwide immediately. The Motion Picture Association of America (MPAA) 
[1] estimates the damage caused by bootleg film recording to be three billion dollars 
per year [2]. This has contributed to the reduction in the number of people paying to 
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view movies in a movie theater, buying movies through legal channels, and renting 
movies for home viewing, resulting in serious financial losses by the movie industry. 

Preventing the re-recording of movies being shown in a movie theater so as to 
protect the owner’s copyright has thus become an even more urgent problem. One 
approach to solving it is to embed digital watermarks so that copyrighted materials 
can be detected. Unique information, such as ID number, are embedded in each image 
or each voice segment using digital watermarking technology. Information such as the 
movie theater in which the re-recorded movie was shown and the time it was re-
recorded can be obtained by detecting the embedded watermarks [3–6]. Although 
such methods are effective in terms of obtaining such information, they are ineffective 
in identifying the person responsible for the re-recording unless the theater was 
equipped with an audience monitoring system. Moreover, they do nothing to prevent 
the re-recording act itself. 

We previously proposed a different approach: using a re-recording prevention 
system based on the difference in sensory perception between humans and devices 
that prevents re-recording by adding infrared (IR) noise to the images displayed on 
the screen without it being detected by the human eye [7]. However, a prototype 
implementing such a method was unable to prevent re-recording using digital 
camcorders equipped with a short wavelength pass filter (SWPF) to eliminate the 
noise. We have now improved our method by adding a simple countermeasure against 
such attacks: the IR light reflected off the filter is detected using the IR specular 
reflection properties of the filter, and thereby detects re-recording using digital 
camcorders equipped with a short wavelength pass filter.  

Section 2 briefly describes how an SWPF mounted on a camcorder eliminates 
infrared noise. Section 3 describes our countermeasure based on IR specular 
reflection. Section 4 describes its addition to our prototype system. Section 5 explains 
how we evaluated the enhanced prototype system, presents the results, and discusses 
the effectiveness of our countermeasure. Section 6 briefly summarizes the key points 
and mentions future work. 

2 Elimination of IR Noise Using SWPF 

According to the International Commission on Illumination (CIE), the wavelengths of 
visible light range from 380 to 780 nm [8]. However, the image sensor devices, such 
as CCDs and CMOSs, used in digital cameras and camcorders can generally detect 
light between 200 and 1100 nm, which gives them the high level of luminous 
sensitivity needed for shooting in the dark [9]. Our previously proposed re-recording 
prevention method [7] uses IR light of 870 nm to add noise to images displayed on a 
screen without it being detected by the human eye. It is, however, ineffective when a 
SWPF is used to filter out the IR light. Such a filter allows short wavelength light to 
pass and blocks long wavelength light, i.e., IR light. 

SWPFs can be classified as either IR cut or IR absorption. An IR cut filter is a 
planar object with a dielectric multilayer. It reflects the IR light received from a single 
direction back in a single outgoing direction (specular reflection). An IR absorption 
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filter is also a planar object that reflects the incoming IR light back in only one 
direction. However, since the most of IR light penetrates through the surface then is 
absorbed into the absorber mixed into the glass, the IR reflection is lower than that of 
an IR cut filter, and the reflectance can be almost the same as that of a glass surface. 

In contrast, non-specular reflectors, such as scatter plates, have various shapes and 
surface treatments, so they reflect the incident IR light back in various directions 
(diffuse reflection). The filter detection algorithm can thus detect the use of an SWPF 
by analyzing the reflection images picked up by the IR camcorder. Establishing a 
countermeasure against the use of an SWPF is essential for making this method 
practical. The simple countermeasure we developed uses the IR specular reflection 
properties of the SWPF. 

3 Countermeasure 

3.1 Principle 

Re-recording is basically done by pointing a camcorder towards the screen and 
pressing the record button. Therefore, as illustrated in Fig. 1, an SWPF attached to the 
lens of a camcorder would be parallel to the screen.  
 

IR emission units
(for noise creation)

Screen

IR camcorder

Camcorder

SWPF

Visible range
cut filter

IR emission units
(for filter detection)

 

Fig. 1. Principle of SWPF detection 

In our proposed countermeasure, as illustrated in Fig. 1, IR emission units for filter 
detection and for noise creation are attached at regular intervals on the backside of the 
screen. An IR camcorder with a visible range cut filter and placed behind the screen 
captures the IR light reflected by various objects, and an algorithm running on a PC 
analyzes the reflected light. The SWPF on a camcorder in front of the screen is a 
planar filter with a dielectric multilayer. As described above, it reflects IR light from a 
single incoming direction in a single outgoing direction (specular reflection). An IR 
absorption filter also reflects incoming IR light in only one direction. However, since 
it is a planar object, the wavelengths that it transmits depend on the quality of the 
absorber used in its glass plates. As mentioned above, its IR reflection is low 
compared with that of an IR cut filter. 

The non-specular reflective objects, which have various shapes and surface 
treatments, reflect the incident IR light in various directions (diffuse reflection).  
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The filter detection algorithm thus detects the use of an SWPF by analyzing the images 
picked up by the IR camcorder and identifying the specular reflections. In the following 
section, we describe the requirements for the countermeasure in more detail. 

3.2 Reflections Off Object Surfaces  

The key to our countermeasure is distinguishing the reflections from an SWPF from 
those from other objects. The algorithm we use to do this is based on the Phong 
shading model [10]. In this model, there is a light source, an object, and a camcorder, 
and the spectral radiance LQ(λ) for one pixel is expressed as follows. 
 

LQ(λ) = Ie(λ)Kd(λ)cosθ/ r2 + Ie(λ)Ks(λ)(cosφ)n + Ia(λ)Ka(λ). (1) 

 

r: distance from light source 
θ: angle between light source and normal vector of object surface 
φ: angle between camcorder and regular reflection 
Ie(λ): radian intensity of light source 
Ia(λ): radian intensity of ambient light source 
Kd(λ): diffuse reflectance of light source 
Ks(λ): specular reflectance of light source 
Ka(λ): reflectance of ambient light 

)1)(),(),( ≤≤ λλλ asd KKK(0  

 
The first term in Eq. (1) is called the diffuse reflection element, and it shows that the 
light reflects randomly and diffuses equally. The second term is called the specular 
reflection element, and it shows that the light reflects more strongly on object 
surfaces. The n is the decrease in reflection intensity; when the value is large, the 
object has properties of specular reflection, and when it is small, the object has those 
of diffuse reflection. The third term is called the ambient light element, and it shows 
the brightness of the light on the object surface that is not directly from a light source. 
Here, the light source is the IR emission units for filter detection, the object is the 
SWPF, and the camcorder is the IR camcorder. In the enhanced method, a short 
wavelength cut filter is attached to the IR camcorder to remove the effects of visible 
range light, thereby excluding the effects of visible light. From the information 
presented above, Kd, Ka, and φ are 

0,0)(,0)( ≅≅≅ ϕλλ ad KK , (2) 

and Equation (1) becomes 

)()()( λλλ esQ IKL ×= . (3) 

Here, the reflection of the IR cut filter coefficient to Ks(λ), and the reflection of the IR 
absorption filter to Ks’(λ) have the relationship 
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1)(')(0 ≤<≤ λλ ss KK . (4) 

If the object surface is curved one or is a diffused one, the specular reflection is 
lower, and the diffuse reflection is higher. Since the increment in the diffuse reflection 
element is inversely proportional to the square of the object’s distance from the light 
source, the diffuse reflection is smaller than the spectral radiance when the object is 
an SWPF. We can express these characteristics using the following relationships. 

(a) spectral radiance LQ(λ) of IR cut filter: 

)()( λλ eQ IL ≅  

(b) spectral radiance L’Q(λ) of IR absorption filter: 

)()(' λλ eQ IL ≤  

(c) spectral radiance L”Q(λ) of curved shape that is not a mirror: 

)(')('' λλ QQ LL ≤  

 

(5) 

 

(6) 

 

(7) 

From these relationships, we can order the spectral radiances: 

)()(')('' λλλ QQQ LLL ≤≤ . (8) 

This makes it possible to identify an SWPF and other reflecting objects. 
Equality holds in two cases. 

(a) specular reflective objects such as a mirror with almost the same reflectance as 
an IR cut filter 

(b) specular reflective objects such as a glass with almost the same reflectance as an 
IR absorption filter 

 

Both types of reflective objects are unlikely to be in fixed position “facing” the screen 
during a certain period of time. Even if they did happen to be facing the screen, they 
would be automatically excluded as candidates by the motion estimation algorithm as 
soon as they were moved. In the unlikely event that a reflective object remained in a 
fixed state during a certain period of time, a size-and-shape algorithm would 
determine whether it was an SWPF. 

3.3 Filter Detection Method 

As shown in Fig. 1, the relationship between the positions of the IR emission units for 
filter detection and of the IR camcorder behind the screen is essential because the 
camcorder must be able to capture the emitted and reflected IR light source. The 
following section describes their arrangement. 
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Arrangement of IR Emission Units for Detection 
Since the IR camcorder can stably detect the specular reflection from a SWPF with 
which the digital camcorders equipped, the IR emission units for detection should be 
arranged as shown in Fig. 1. The interval between them is derived as follows. 

O
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|

|

IR camcorder2d

H

Screen

 

Fig. 2. Relationship between screen and SWPF 

(a) Square lattice (b) Triangular lattice

dd3
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Fig. 3. Arrangement of IR emission units for filter detection and interval calculation 

Figure 2 illustrates the physical relationship between the screen and the SWPF. 
The IR reflection from the SWPF is detected along segment QP (length d) using the 
IR camcorder (point O). Since the IR light incident angle and reflection angle are 
equal to segment QP (from the property of specular reflection), we must place one or 
more IR emission units along segment SR (length of 2d). Since a screen is generally 
flat, the units should be placed on the detection plane. 

The detection plane generally has a square lattice or a triangular lattice 
arrangement, as shown in Fig. 3. Since the position interval of the IR emission units 
depends on the size of the SWPF and on the filter form (generally square or circular), 
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if the length of one side of a square filter and the diameter of a circle filter are set to d, 
we derive position interval ls for a square lattice and lt for a triangular lattice. Given 
the two types of lattice, it is necessary to determine the position interval of a square 
lattice and a triangular lattice in a square area with a side length of 2d and in a circular 
area with a diameter of 2d so that at least one IR emission unit is positioned to cover 
that area. A circle with a diameter of 2d is inscribed in a square with a side length of 
2d. We thus need to determine the position interval on the basis of a circular area with 
a diameter of 2d. Since we have to make the intervals of a square lattice and triangular 
lattice (ls and lt) shorter than the length of one side of the square and triangle that are 
inscribed in a circle 2d in diameter, as shown in Fig. 3, we can derive 

dl

dl

t

s

3

2

≤

≤
. 

(9) 

(10) 

Position of IR Camcorder 
Someone attempting to illegally record the images displayed on a screen usually tries 
to capture the entire displayed image in the camcorder’s viewfinder so as to reduce 
distortion of the recorded images. As a result, the normal vector of the surface of the 
SWPF attached to the camcorder is generally fixed and facing the center of the screen 
for a certain period of time. Thus, we can efficiently detect the reflection of IR light 
by placing the IR camcorder at the center of the screen. There are many tiny holes in 
the screen for sound transmission, and an IR camcorder behind the screen can capture 
the video image through them1. To determine the locations of the IR light sources, 
which depend on the screen size (number of IR emission units) and/or the theater size, 
we performed a preliminary assessment using our prototype SWPF detection system. 

3.4 Filter Detection Algorithm 

The video images recorded as described above are analyzed using an algorithm that 
detects specular reflection. It uses two sets of video images. 

Video (a): shot in a room without an audience 
Video (b): shot in the same room with an audience 

By comparing the images between the two, the algorithm can eliminate the reflections 
from objects already in the room. The detection steps are listed below, and the flow is 
illustrated in Fig. 4. 

Filter Detection Procedure 

Step 1. 
Input image frames of video (a) and eliminate effect of flashing noise (from IR emission 

units). 

Step 2. Average processed image frames and generate one averaged image frame. 

Step 3. Do steps 4 through 8 for each series of image frames of video (b). 

                                                           
1 The camcorder is positioned as close to the screen as possible, and the focus is set to infinity. 

As a result, the screen is blurred and the image recorded through the screen holes is 
sufficiently clear. 
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Step 4. Input image frames of video (b) and eliminate effect of flashing noise. 

Step 5. 
Subtract pixel values of averaged image frame of video (a) generated in step 2 from those of 

each image frame of video (b) processed in step 4. 

Step 6. Estimate motion areas for video (b) from image frames processed in step 4. 

Step 7. 
Eliminate motion areas for video (b) using results of motion estimation (step 6) and eliminate 

diffuse reflective objects for video (b). 

Step 8. 
Calculate areas for each reflection area, S, for video (b) and compare them with threshold T. 

Do the next step if the area is larger than the threshold. 

Step 9. 
The object for detection is recognized by a labeling. Do the next step if detected camcorder 

faces screen for a certain period of time. 

Step 10. 
If reflective object shape is circle or square, detect attack and display position of SWPF-

equipped camcorder to PC display for analyzing. 
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Fig. 4. Filter detection algorithm 

4 Implementation 

4.1 Description 

We added the proposed countermeasure to our re-recording prevention prototype 
system. This system consists of 3 IR emission units for noise creation, 24 or 48 IR 
emission units for filter detection, and an IR camcorder for recording images of the 
reflected IR light. The IR emission units for noise creation comprise 18 reflection-
type IR LEDs, a short wavelength cut filter (cut-on wavelength of 870 nm) attached to 
the front, a cooling fan attached to the rear, and three IR emission units on the back of 
the screen are arranged horizontally. We used one of two types of IR-emitting LEDs 
(bullet type and chip type with lens) as the IR emission units for filter detection, 
thereby creating two prototypes for evaluation. Their specifications are summarized in 
Table 1, an overview of the bullet-type system is shown in Fig. 5, and one of the chip-
type-with-lens system is shown in Fig. 6. The strength of the IR LED radiation can be 
compared by using a value representing the radiation intensity IQ, which is the 
strength of the intensity of a point radiation source. The radiant intensity, which 
represents the amount of radiant energy Q per unit time t as the radiant flux φ radiates 
per unit solid angle Ω, is defined as 

IQ = dφ/ dΩ . (11) 
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The perceived intensity of the light source depends on the wavelength of the light 
source, the viewer’s visual sensitivity, and the spectral sensitivity of the camcorder, 
and it is highly dependent on the system configuration. Moreover, the radiation angle 
of each IR LED is shown at the half power angle, which is the range in which the 
radiant intensity of an IR LED becomes half. 

The bullet-type system uses bullet-type IR LEDs as the IR light sources for filter 
detection. As shown in Table 1, they have a radiation angle of ±7° and a 
wavelength of 940 nm. They are arranged behind the screen in a rectangular lattice. 
The chip-type-with-lens system uses chip-type IR LEDs as the IR light sources for 
detection. They have a narrower radiation angle (±4°) and a wavelength of 940 nm as 
well. They are also arranged behind the screen in a rectangular lattice. 

The radiation angle is narrower in the chip-type-with lens system because a lens is 
placed in front of each LED. As a result, this system also has a detection range at far 
distance than the bullet-type system. The IR camcorder used for detection has high 
sensitivity in the IR wavelength range and is placed behind the screen at the center. 
 

 

(a) Front                   (b) Back 

Fig. 5. Bullet-type system overview 

 

 

(a) Front                    (b) Back 

Fig. 6. Chip-type-with-lens system overview 
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Table 1. Specifications of IR-emitting LEDs 

 Wavelength Radiation angle Radiant intensity 
Bullet type 940 nm ±7° 0.16 W/sr 

Chip type with lens 940 nm ±4° 5.20 W/sr 

4.2 Arrangement of IR Emitting Units 

In our evaluation, the detection targets were square SWPFs with a side length of 50 
mm and circular SWPFs with a diameter of 50 mm. In accordance with Eq. (9), the 
distance between the IR LEDs for filter detection was set to 70 mm. The preliminary 
assessment mentioned above for determining the locations of the IR light sources was 
done using the following procedure. 

1. An IR absorption filter with lower IR reflectance than an IR cut filter was 
attached to a camcorder.  

2. The camcorder was sequentially placed in five locations in a dark room, and the 
arrangement of the IR LEDs was adjusted each time so that the IR camcorder 
could detect the specular reflection from the IR absorption filter. The camcorder 
was positioned in each case so that it could capture the entire image on the screen. 

On the basis of the results of this preliminary assessment, we arranged the bullet-type IR 
LEDs in a rectangular lattice of eight columns and six rows (Fig. 7 (a)) and the chip-type 
IR LEDs in a rectangular lattice with six columns and four rows (Fig. 7 (b)). 

IR LEDs for filter detection

d2mm70sl ≤=

Screen (B3 size)

IR camcorder

IR LEDs for noise creation

Visible range cut filter

Visible range cut filter

IR LEDs for filter detection

Screen (B3 size)

IR LEDs for noise creationd2mm70sl ≤=

IR camcorder

 

(a) Bullet-type system                  (b) Chip-type-with-lens system 

Fig. 7. Arrangement of IR-emitting LEDs for two prototype systems 

5 Evaluation 

5.1 Method 

We used a dark room in our laboratory instead of an actual movie theater and the 
reflective objects shown in Fig. 8.  
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Fig. 8. Experimental setup 

As shown in Table 2, the objects can be divided into four groups. They were placed 
anywhere from 2 to 14 m from the screen, except for the three camcorders. They were 
positioned so that each one could capture the complete image on the screen. We set the 
comparison threshold at six pixels so that the IR absorption filter, which was placed at a 
distance of 14 m, could be detected. Using the results of the detection algorithm 
described in section 3.4, we evaluated the detection ability of each prototype.  

Table 2. Reflective objects used 

Group Object Type Objects 
A Theater facilities (1) Beam projector (2) Chair  

B 
Audiences’ belongings 
(moving) 

(3) Eyeglasses 
(6) Plastic bottle 
(9) Tie clip 

(4) Mobile phone 
(7) Hand mirror 
(10) Pen 

(5) Snack package 
(8) Watch 
(11) ID card 

C 
Things audience carry 
into theaters (static) 

(12) Nylon bag 
(15) Drinking glass 

(13) Watch 
(16) Plastic bottle 

(14) Eyeglasses 

D 
Things pirates carry 
into theaters 

(17) Camcorder with attached IR cut filter 
(18) Camcorder with attached IR absorption filter 
(19) Camcorder (without filter) 

5.2 Results 

An example evaluation image when detecting at a distance of 2 m is shown in Fig. 9 
for each prototype. The red circles indicate areas with a threshold of six pixels or 
more. They were detected as an IR cut filter (object 17) and an IR absorption filter 
(object 18). These areas correctly correspond to the two camcorders with a filter, as 
shown Fig. 8. 

The light source of the beam projector (object 1) was eliminated by the background 
difference step in the detection algorithm, and the moving objects (3–11) were 
eliminated by the movement detection algorithm; so only the two filters were 
detected. Filter detection takes about one second, so it is virtually done in real time. 
The proposed countermeasure is thus effective against attacks using an SWPF. 
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         (a) Bullet-type system.               (b) Chip-type-with-lens system. 

Fig. 9. Evaluation images for two prototype systems 

5.3 Comparison between Prototype Systems 

Considering that the target use is in a movie theater, we evaluated the two prototype 
systems under various conditions. These conditions include lighting, background, size 
and direction of filter, type and condition of reflective objects, and detection distance. 
However, the use of a visible cut filter on the IR camcorder makes lighting a moot 
point. Moreover, the use of the background difference step in the detection algorithm 
eliminates the effect of the background. And because the SWPF is attached to the 
camcorder, it is probably about the same size as the camcorder lens. Furthermore, 
given the aim of the pirate, the SWPF attached to the camcorder is most likely parallel 
to the screen. 

We thus placed the 19 reflective objects listed in Table 2 at various distances from 
2 to 14 m from the screen and measured the detection rate. The detection algorithm 
can independently detect an SWPF attack from three consecutive image frames, 
which means that an SWPF can be detected ten times per second, assuming a video 
frame rate of 30 fps. For each measurement of the detection rate, we used a 20-second 
video clip, so the total number of detections, n, was 200 (= 20 seconds × 10). The 
detection rate, r, is thus given by r = nc/n × 100, where nc is the number of detections 
in which the SWPF was correctly detected. 

5.4 Results of Comparison 

The detection rates are summarized in Table 2 for various distances from the front or 
the diagonal (5°). They are plotted in Figs. 10 and 11. The detection rate dropped at 
distances greater than 4 m with the bullet-type system (Fig. 10) and dropped at 
distances greater than 12 m with the chip-type-with-lens system. This is because IR 
light sufficiently strong for detection did not reach the filters on the camcorders. In 
general, LED radiation was centered at zero degrees (peak) and was distributed in a 
bell shape to the right and left. Therefore, a larger angle between the camcorder and 
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an IR reflective object makes it more difficult to detect the reflected IR light. With 
both systems, the detection rates were higher when a reflective object was placed 
directly in front of the system. 

In marketing, it is generally said that the accuracy of a number count by a person is 
about 90% [11]. Therefore, we evaluated the detection rate for near distance, middle 
distance, and far distance for four grades (Excellent, Good, Fair, Poor), as 
summarized in Table 3. The results show that the chip-type-with-lens system was 
marginally better at far distances than the bullet-type system, meaning that it is better 
for large places, such as a movie theater. In the diagonal case for the chip-type-with-
lens system, the grades were “Poor.” This can be resolved by widening the radiation 
angle of the chip-type IR LEDs while maintaining the radiant intensity and by 
attaching the IR LEDs at different angles. 

Table 3. Detection grades* for two prototype systems 

 

Bullet type Chip type with lens 

IR cut filter 
IR absorption 

filter 
IR cut filter 

IR absorption 
filter 

Front 

Near distance 
(2, 4 m) 

Excellent Fair Excellent Excellent 

Middle distance 
(6, 8 m) 

Excellent Poor Excellent Excellent 

Far distance 
(10,12,14 m) 

Excellent Poor Excellent Excellent 

Diagonal 
(5°) 

Near distance 
(2, 4 m) 

Excellent Poor Excellent Excellent 

Middle distance 
(6, 8 m) 

Excellent Poor Excellent Poor 

Far distance 
(10,12,14 m) 

Fair Poor Excellent Poor 

*The four grades are defined every 2 m in accordance with the average of the detection rate for 
the measurement point: detection rate over 95%= “Excellent,” more than 90 to less than 95% 
= “Good,” more than 50 to less than 90% = “Fair,” and less than 50% = “Poor.” 
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Fig. 10. Detection rates for bullet-type system 
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(a) Front                       (b) Diagonal (5°) 

Fig. 11. Detection rates for chip-type-with-lens system 

6 Conclusion 

The re-recording of images shown in a movie theater has become a social problem. Even 
though existing technical countermeasures using digital watermarking might create a 
mental deterrence, they are unable to prevent it. Therefore, we developed a method to 
prevent re-recording that actually prevents re-recording. However, it could be thwarted 
by attaching a short wavelength pass filter to the camcorder to cut or absorb the IR light 
used to create noise in the image. We have now developed a countermeasure against such 
attacks that uses the specular reflection properties of the filter. The results of an 
evaluation showed that its implementation using chip-type LEDs with a lens system 
works better than one using bullet-type LEDs in large places, such as a movie theater.  

Digitization of images is progressing and sound facilities are growing rapidly, 
resulting in environments where contents other than movies can be shown at low cost. 
Realistic and powerful images, such as 3D images of a sporting event, are growing in 
popularity. The number of people who enjoy viewing sporting events and music 
concerts in a cinema complex is increasing. Consequently, the re-recording of images 
displayed on various types of devices in various environments will continue to 
proliferate. We thus plan to apply our re-recording detection method to various types 
of display equipment, such as CRTs and LCDs.  
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Abstract. We present a novel, Image Retrieval based Image Water-
mark (IRIW) framework to identify copyright-violated images in both
efficient and accurate manner for large-scale image databases. We first
perform SIFT-based image retrieval to identify similar images given a
query image and store them as an output list. Then we extract water-
mark patterns and check watermark similarity only for images stored in
the list. As a final step, we re-rank images by considering various infor-
mation available between each image in the list and the query image and
by utilizing information even among images in the list. Also, in order to
reduce any negative impacts on image retrieval by embedding watermark
patterns on images, we propose to use a SIFT-aware image watermark
detection method. Compared with the exhaustive method that checks
all the images stored in an image database that consists of 10 K images,
our method achieves more than two orders of magnitude performance im-
provement. More importantly, by identifying similar images given a query
image and focusing on checking watermark similarities among those sim-
ilar images, we are able to reduce false positive and false negative cases
by a factor of up to two over the exhaustive method.

1 Introduction

Thanks to rapid advances of digital camera and various image processing tools,
we can easily create new pictures and images for various purposes. This in turn
results in a huge amount of images in the internet and even in personal com-
puters. For example, flickr, an image hosting website, contains more than five
billion images and flickr members update more than three thousand image every
minute1.

These huge image databases pose numerous technical challenges in terms of
image processing, searching, storing, etc. One of the many challenging problems
caused by easy image processing and modification technologies is the security
problem. By the nature of digital data, it is very easy to copy, modify, redis-
tribute the original image data. In order to address the security problem related
to images, image watermark techniques have been studied actively in the last
decade [21].

1 http://blog.flickr.net/en/2010/09/19/5000000000/

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 126–141, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



IRIW: Image Retrieval Based Image Watermarking 127

The main concept of image watermarking is to embed visually impercepti-
ble patterns on images so that a copyright holder of images can claim his or
her ownership by extracting those patterns. Therefore, most image watermark
techniques focus on extracting the embedded watermark patterns in a highly
accurate manner against many different image attack scenarios (e.g., geometric
transformation, cropping, and noise addition).

Even with drastic advances on image watermarking, the state-of-the-art image
watermark techniques have certain false negative and false positive probabilities.
As a result, a high number of false negative and false positive cases can occur,
if we attempt to identify copyright-violated images solely based on image wa-
termark techniques for web-scale image databases such as flickr. Furthermore,
extracting watermark patterns and matching those patterns against the water-
mark pattern of the input query image can take prohibitive time for a large-scale
image database consisting of millions of images or more.

Main Contributions: In order to efficiently and accurately identify images
that are modified or are the exactly same images from a query image in large-
scale image databases, we present a novel, Image Retrieval based Image Wa-
termark (IRIW) framework. Instead of exhaustively scanning and extracting
watermark patterns from all the images in the image database, we first iden-
tify similar images given a query image by using a SIFT-based image retrieval
method (Sec. 4.1). Then we extract watermark patterns only from those simi-
lar images and measure watermark pattern similarities against the query image.
Finally, we re-rank images by considering both image and watermark pattern
similarities against the query image, in order to place images that are more
likely to be copyright-violated in higher ranks in a final image list (Sec. 4.2).
We propose to use a SIFT-aware image watermark method (Sec. 4.3) that does
not embed watermark patterns on image regions where we get SIFT features, in
order to minimize negative effects on our SIFT-based image retrieval method.

In order to verify the benefits of our method, we test our method in an im-
age database that consists of 10 K images (Sec. 5). We found that our method
improves the performance of searching copyright-violated images given a query
image by more than two orders of magnitude over the exhaustive method that
searches those copyright-violated images by accessing all the images in the
database. More importantly, our method improves the accuracy of search re-
sults by reducing ratios of false negative and false positive cases up to two times
over the exhaustive method. The performance and accuracy improvements of our
method is mainly caused by identifying similar images based on image retrieval
and by checking watermark similarities only for those images.

2 Related Work

In this section we review prior work on content-based image retrieval (CBIR),
image watermarking, and their combinations.
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2.1 Image Retrieval

CBIR has been drawing significant attention in recent years, and an excellent
survey [7] is available. One of the most successful classes of CBIR techniques is
based on using Scale Invariant Feature Transform (SIFT) [11] and the concept
of visual words [17]. A visual word is a clustered set of similar SIFT features.
An input query image is decomposed into a number (e.g., a few thousands) of
SIFT features. Then, each SIFT feature of the query image is assigned to one or
multiple visual words, which are precomputed with images stored in a database.
Once we represent the query image with a set of visual words, then we find
similar images from the database; the image similarity is defined in terms of the
associated visual words for each image.

Since it can take a huge amount of time to identify similar images among a
large number of images, hierarchical computation for visual words [13] or approx-
imate computation [15] for similar images have been proposed. Our technique
is based on one [13] of recent techniques that shows high runtime query per-
formance and accuracy. However, our approach can be integrated with other
SIFT-based image retrieval techniques.

A few CBIR techniques have been used to identify copyright-violated im-
ages by relying only on image features [4,8]. These techniques can be classified
as CBIR methods designed for near-duplicate (or near-identical) image detec-
tion [5,20]. Since they do not use any watermarking techniques, it is unclear how
robustly they can handle differently attacked images. Moreover, even though we
identify copyright-violated images based on these near-duplicate image detection
methods, these results provide limited legal claims over identifying copyright-
violated images based on watermark techniques.

2.2 Image Watermarking

Image watermark algorithms have been extensively studied, and major image
watermark techniques are well explained in a recent survey [21]. Most image wa-
termark techniques are classified as spatial and transform/spectral domain tech-
niques. Spatial domain techniques are easier to implement, but transform/spectral
domain techniques [6] have been proven to be more robust for various image
editing attacks.

In recent years, research on image watermark algorithms targets on achieving
a higher robustness against to various geometrical distortions including RST
(Rotation, Scaling, and Translation) attacks. Different approaches [21, p.26] have
been proposed for these RST attacks. One class of techniques that are robust
for RST attacks relies on using salient image features such as corners and edges
of images. Utilizing such image features is useful, since the problem of geometric
synchronization necessary for watermark extraction can be addressed by aligning
those image features that are invariant to such geometric transformations.

Among image watermark techniques utilizing image features, Bas et al. [2] pro-
posed a content-based synchronization algorithm by using image corners. They
perform Delaunay triangulation [3] with the computed image corner points. Wa-
termark patterns are embedded into each triangle of the constructed Delaunay
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triangulation. Also, Tang and Hang [18] use feature points computed by the
Mexican Hat wavelet scale interaction that considers the intensity changes in
images. Lee et al. [10] utilize SIFT features, the well-known image feature for
image retrieval, for image watermarking. We propose to use this kind of tech-
niques within our IRIW framework, in order to minimize any negative effects on
the accuracy of our image retrieval component.

2.3 Image Retrieval with Watermarking

CBIR and image watermark techniques have been developed in separate fields.
Recently there have been a few approaches that combine these two techniques.

Lu et al. [12] introduced a multipurpose watermarking scheme that embeds
robust and fragile watermarks simultaneously in images. They also use image
features that can be used for image retrieval as watermark patterns for images.
Xu et al. [19] proposed an image retrieval technique that utilizes watermark
patterns as features for image retrieval, and showed its retrieval performance
in a small number of image data consisting of only eight different images. This
method can allow users to identify images that have the exactly same watermark
patterns. However, if watermark patterns of images are broken, this technique
cannot identify similar images, since the method relies solely on watermark pat-
terns for image retrieval. Furthermore, these two prior methods do not use image
retrieval to improve the performance and accuracy of image watermark meth-
ods. In other words, results computed only based on watermark patterns may not
include severely attacked images if their watermark patterns are broken. Also,
this approach may report completely different images especially in large-scale
image databases, because of certain false positive ratios of any watermarking
techniques.

Unlike prior approaches that use image features or watermark patterns either
for image retrieval or for image watermarking, we propose a novel, holistic frame-
work that combines image watermark and retrieval techniques together such that
it can improve both the performance and accuracy of image watermarking for
large-scale image databases.

3 Overview

In this section we summarize issues with large-scale image databases and present
the overview of our approach.

3.1 Issues with Large-Scale Image Databases

Suppose that a copyright holder wants to identify illegal usages (e.g., using the ex-
act or modified images) of his/her images among images available on the internet.
Even though addressing this kind of scenario is necessary because of the rapid ad-
vances of the internet, effective ways of handling large-scale image databases have
not been actively studied in the context of image watermarking [21].
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Fig. 1. This figure shows an overview of our IRIW framework

The most simple, but general approach for dealing with large-scale image
databases is to exhaustively scan and extract watermark patterns from all the
images in the database. More specifically, for each image on the internet, we can
attempt to extract a watermark pattern and perform a watermark similarity test
that measures a watermark similarity value by comparing the extracted pattern
against the watermark pattern of the copyright holder. Then the exhaustive
method reports a list of k images that have top k watermark similarity values
in the image database.

In the list, however, we may fail to include copyright-violated images (e.g.,
the exact or modified images) given the query image or may incorrectly include
irrelevant images, given an image watermark method, since any image watermark
method has certain probabilities for false negative and false positive. Moreover,
it is prohibitively expensive to search copyright-violated images by exhaustively
scanning images in the image database and performing the watermark similarity
tests.

One may want to accelerate the performance of identifying images that have
top k watermark similarity values in the database, by transforming the problem
of identifying such images into the problem of finding k nearest neighbors [1].
Then we can borrow well-established acceleration techniques for the nearest
neighbor problem. One of the main acceleration techniques is to use a hierarchy
(e.g., kd-trees) computed from image watermark patterns that are pre-extracted
from images of the database, and to perform the nearest neighbor search given
the watermark pattern of the query image.

This hierarchical approach, however, has a major limitation that makes the
approach impractical. Since most image watermark techniques require a private
key of the copyright holder to extract watermark patterns from images [21],
it is impossible to even pre-extract watermark patterns until query images are
available.

In this paper we aim to improve both the performance and accuracy of the
exhaustive by adopting an image-retrieval technique as a culling step that does
not need to pre-extract watermark patterns and still handles large-scale image
databases.
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Fig. 2. The ground-truth images, I , that are modified from a query image, and a result
set, R, computed by an image watermark method

3.2 Overview of Our Approach and Expected Benefits

As a pre-computation step of our IRIW approach, we construct a vocabulary tree
with image features (e.g., SIFTs) of images in the database. Then, we perform
our runtime algorithm that consists of three phases (Fig. 1): 1) image retrieval,
2) on-demand watermark extraction, and 3) re-ranking phases. Given a query
image, we first identify similar images by performing our SIFT-based image re-
trieval method and store them in an output list, called IR output list. Then we
extract a watermark pattern on demand for each image in the IR output list,
followed by performing the watermark similarity tests between images in the out-
put list and the query image. As a final step, we re-rank images in the output
list by considering the computed similarity values and other additional informa-
tion (e.g., similarity values among images in the output list), and provide our
final output list to users. Also, we use a SIFT-aware image watermark technique
that does not interfere with our SIFT-based image retrieval with watermarked
images.

Our proposed method has the following benefits:

– Higher Performance: By identifying similar images given a query image
and then performing the watermark similarity tests only against those similar
images, we can drastically reduce the number of images that we need to
consider for image watermarking, leading to fast runtime performance for
large-scale image databases. Note that the image retrieval component serves
as a culling step for an image watermark method employed in our IRIW
framework.

– Higher Accuracy: By excluding dissimilar images based on our image
retrieval component from the IR output list and by measuring watermark
similarities against images stored only in the list, we can reduce the number
of false positive cases in the final output list. This is because that it is
likely that strongly dissimilar images are not modified from the query image
and thus they are not copyright-violated with respect to the query image.
Moreover, we also reduce the number of false negative cases by identifying
similar images and placing them in the final output list, even though they
may have low watermark similarity values caused by severe image editing
attacks.
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4 Our Approach

In this section we describe different steps of our approach in a detailed manner.

4.1 Image Retrieval Phase

As the first step of our method, we perform our image retrieval method to identify
images that are similar to the given query image.

Suppose that given a query image, Iq, we have a set, I, of images modified
from the query image Iq in an image database (Fig. 2); I serves as ground-
truth results that are modified from the query image. Any image watermark
methods aim to produce a set, R, of result images that contains all of those
modified images. However, because of inaccuracy of image watermark methods,
we may get a set, FP , of false positive images, which are irrelevant images (i.e.
FP ∩ I = φ) given the query image, but are included in R. Moreover, we may
fail to identify a subset, FN , of those modified images as false negative images;
therefore, FN ⊆ I, but FN ∩R = φ.

The goal of our image retrieval phase is to compute an image output list such
that the list reduces the cardinalities of two sets FP and FN . To achieve our
goal, we propose to use a SIFT-based image retrieval method, since it has been
studied extensively recently and reported to perform well in terms of identifying
images that have similar image features [7]. By performing our SIFT-based image
retrieval method, we compute an output list, called IR output list, of images
sorted in terms of image similarity, which will be explained later.

Note that we identify images that are similar to the query image and report
them in the IR output list. Dissimilar images cannot be in the IR output list
and thus will be excluded in the final output list (Fig. 1), even when some of
dissimilar images happen to have relatively high watermark similarity values
against the query image. As a result, we can reduce false positive cases. Also,
severely modified or attacked images may have low watermark similarity values
against the query image. It is possible that they may not be included in the
final output list, if the list is computed from the exhaustive method that reports
images sorted only in terms of watermark similarity values. Nonetheless, those
severely attacked images may still have similar image features and thus can be
included in the IR output list computed from our SIFT-based image retrieval
method. Since our final output list contains all the images of the IR output list
with different ranks in the list, those severely attacked image can be included in
the final output list.

Pre-Computation: We perform our retrieval method based on the concept of
visual words [17]. For all the images in the image database, we extract SIFT
features and cluster them into visual words. In order to accelerate the clustering
process, we adopt a hierarchical clustering method [13]. Starting from the root
cluster that contains all the SIFT features, we recursively partition it into t
different child clusters. We stop the recursive process if the depth of a cluster
reaches a pre-defined threshold. Then we make those clusters leaf clusters that
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serve as visual words. For each leaf cluster, we compute a representative SIFT
feature by averaging SIFT features assigned to the cluster and record images
that are related to those contained SIFT features. This hierarchical construction
method creates a t-ary tree that serves as a vocabulary tree.

Runtime Process: Once a user provides a query image at runtime, we extract
SIFT features from the query image. Then for each SIFT feature, we traverse
the vocabulary tree and find a leaf cluster whose representative SIFT feature
is closest to the SIFT feature. We also add the images associated with the leaf
cluster into a similar image list. Once we represent the query image with a set
of visual words, then we compute the image similarity value based on the visual
words of the query image and those of images stored in the similar image list [13].
As the final step, we sort images in the similar image list based on the computed
image similarity values and store top r images in the IR output list, which is fed
to the next phase.

4.2 Watermark Detection and Re-ranking Phases

After computing the IR output list, we measure watermark similarity values
between the query image and images in the list; we will explain our image wa-
termark method in the later section. Then, we re-rank images in the list by
considering both image and watermark similarity values and store them in the
final output list.

One can return the final output list, whose images are sorted only by the
watermark similarity values. Note that it is highly likely that we get a very
low watermark similarity values for severely modified or attacked images, even
though our image retrieval method identifies them in the IR output list. As a
result, these images are likely to be located near the bottom of the list and thus
it hinders users to identify those modified images in an efficient manner. It is
desirable to locate them higher in the list, even though they have low watermark
similarity values.

In order to address this problem, we propose to re-rank images by utilizing
information among the images stored in the list. Moreover, we re-rank images
based on a weighted sum of image and watermark similarity values, instead of
reporting images only according to the watermark similarity values for the final
output list.

As an initial step, we associate a score value with each image in the IR output
list, where the score value is initialized with the sum of image and watermark
similarity values computed against the query image. According to the current
score values, we sort images and store them in the list.

Then we perform our re-ranking by utilizing information available among
images in the list. In each iteration of our re-ranking phase, we compute image
similarity values between the first-ranked image and other images in the list.
We accumulate the similarity value computed with each image in the list to
the score associated with the image. As the final step of the iteration, we sort
images in the list according to the current scores of those images. We iterate this
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(a) (b) (c) 

Fig. 3. This figure shows (a) the original Lena image with its SIFT features shown as
circles, (b) watermark patterns that will be embedded around the SIFT features, and
(c) watermarked image and its extracted SIFT features shown as rectangles with SIFT
features of the original image shown in circles. We show only five SIFT features that
have the top-five highest strength values.

process again with the next ranked image in the list. We found that running two
iterations works well in our experiments.

4.3 SIFT-Aware Image Watermarking

Our image retrieval phase works by considering SIFT image features. If the image
regions that contain SIFT image features are affected by embedded watermark
patterns, results of image retrieval with watermarked images would be different
from those before embedding watermark patterns on images. At the worst case,
certain image features may not be extracted from the watermarked images. As
a result, image retrieval may fail to identify similar images. This can deteriorate
the accuracy of our framework, since our method performs image watermarking
only with the IR output list computed from the image retrieval phase.

In order to prevent this problem, we propose to use an image watermark
technique that takes advantage of SIFT features of images, inspired by image
watermark techniques that utilize invariant image features [10]. We generate a
donut-shaped watermark pattern (Fig. 3) and identify SIFT image features for
each image. Then we embed the donut-shaped watermark pattern whose position
is at the center of each extracted SIFT image feature.

Since a SIFT image feature is extracted from a 16 by 16 image region, the inner
circle of each donut-shaped watermark pattern is computed to have a radius
such that the inner circle can contain its associated 16 by 16 image region.
For each image, about one thousand SIFT features are extracted. A strength
variable for each SIFT feature is defined as the difference of Gaussians in two
varying resolutions that contain the scale of the feature. Note that as a SIFT
feature has a higher strength value, it is more likely that the SIFT feature
survives with various attacks. As a result, we choose SIFT features that have high
strength values and embed the donut-shaped watermark pattern at those SIFT
features. More specifically, we choose SIFT features in the order of decreasing
strength values, while avoiding any overlaps among the patterns associated with
the SIFT features that are considered currently and were chosen previously.
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Also, we found that in this configuration, the chosen SIFT features are well
distributed across the image and thus our technique can be robust for attacks
such as image cropping.

Since we embed the donut-shaped watermark pattern on the SIFT image
features, local gradient values around the center point of each SIFT image feature
is not changed. As a result, even after embedding watermark patterns, we can
extract most of the same SIFT image features and thus achieve a similar result
with image retrieval even after embedding watermark patterns.

5 Results and Discussions

We have implemented our IRIW method and performed various tests with a
32 bit machine that consists of 2 GB memory and 3 GHz CPU.

Image Benchmark: In order to test our method, we prepare an image bench-
mark that consists of 10 K images. The benchmark includes the well known
images (e.g., Lena, Mandrill, and Goldhill) and images from the CalTech 101
and UKBench image datasets. In our image benchmark, 100 different categories
(e.g., airplanes, cups, cars, etc.) are defined. Also, each category has ten dif-
ferent, but similar images. In each category, we select two images among ten
similar images and embed two different watermarks into them. We leave the
original un-watermarked images in our image benchmark. Since these original
un-watermarked images do not have any watermark patterns, they can serve as
images that could have been generated with ideal attacks, when we use water-
marked query images. Also, to represent various attack scenarios, we attack each
of watermarked images in eight different ways; we use the standard image attack
generation tool, called Stirmark [14]. More precisely, these different attack sce-
narios include addictive noise (2% of the average pixel value), median filtering
(3×3 box filter), center-cropping (75%), JPEG compression (lossy 70%), scaling
(75%), rotation (45◦ and 90◦), and shearing (1% extension along X and Y direc-
tions). Note that both JPEG compression and median filtering cause blurring
that can affect SIFT features of images.

Vocabulary Tree Construction: Our image retrieval method is based on
SIFT image features and uses the concept of vocabulary trees [13]. We perform
the hierarchical k-means construction with SIFT features in order to construct
a vocabulary tree. Our vocabulary tree has a depth of four with ten branches for
each intermediate node; therefore, the tree has 10 K leaf nodes. From our image
benchmark, we extract 4.5 million SIFT features, and it takes about 56 min to
construct the vocabulary tree for the benchmark.

Comparison Setting: In order to show the benefits of our method, we com-
pare the runtime performance and accuracy of our method against those of the
exhaustive method that checks all the images in the image database. In both
methods, we set them to report 30 different images as their results given a query
image. The image retrieval component of our method also computes the IR
output list that contains 30 different images. In all the tests, we perform 100



136 J.Y. Jun et al.

different search queries to identify copyright-violated images, and compare the
average performance and accuracy between these two different methods.

5.1 Runtime Performance

Achieving a higher runtime performance for identifying copyright-violated im-
ages is very important to support search queries in large-scale image databases
for a more number of users. Therefore, we compare the runtime performance of
our method against the exhaustive method.

The exhaustive method computes the watermark similarity value for each
image in our database, and spends about 19 min. to compute top-30 images
sorted according to only watermark similarity values. The exhaustive method
spends most of its running time of extracting and comparing watermark patterns.
On the other hand, our method spends 5.9 sec. to compute the top-30 images
according to the sum of image and watermark similarity values. Since our image
retrieval component identifies a small subset (e.g., 30 images) of images that
serve as candidates for potentially modified images from the query image and
we perform our image watermark extraction for only those images, our method
achieves a much higher runtime performance, more than two orders of magnitude
performance improvement, over the exhaustive method.

Within the average running time, 5.9 sec. of our method, our method spends
0.34 sec. and 0.71 sec. to extract SIFT features from the query image and iden-
tify top-30 similar images. The rest of the running time, 4.9 sec., is spent on
performing watermark extraction and watermark similarity tests.

One may think that we can pre-compute watermark patterns for images stored
in the database and construct a hierarchical acceleration structure to improve
the performance of the exhaustive method. However, as highlighted in Sec. 3.1, it
is impossible in practice to pre-extract watermark patterns from images because
many watermark methods can be used and some of them can use private keys
associated with query images that disallow the pre-extraction. Therefore, we
decide to compare our method against the exhaustive method that does not
have such problems and works in a wide variety of usage scenarios for detecting
copyright-violated images.

5.2 Accuracy

We measure the accuracy of two methods in terms of ratios of false negative and
false positive results given the ground-truth results of query images. Inspired by
notions of precision and recall used for image retrieval, we also connect ratios of
false positive and false negative results with precision and recall respectively for
image watermark methods.

We define the ratio, FPr, of false positive results to be a ratio of the number
of irrelevant images that are not in the ground-truth result of the query image,
but are in the final output list, to the size of the final output list; therefore,
1− FPr can be interpreted as precision. We also define the ratio, FNr, of false
negative results to be a ratio of the number of ground-truth images given a query
image that are not in the final output list, to the size of the final output list.
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Fig. 4. The left and middle graphs show precision and recall curves of our method and
the exhaustive method. The right graph shows precision curves w/ and w/o re-ranking
images.

As a result, 1−FNr can be thought of as recall. Since the concepts of recall and
precision are more intuitive, we represent the accuracy of different techniques in
terms of those two concepts.

Fig. 4 shows the precision and recall curves of our and the exhaustive methods.
Note that in our image benchmark there are ten ground-truth images (i.e. one
original image, its watermarked image, and eight differently attacked images
from the watermarked image) given a (watermarked) query image; ground-truth
images for query images used in Fig. 5 are shown in Fig. 1 in the supplementary
report, which is available at http://sglab.kaist.ac.kr/IRIW. As can be seen
in the recall curve, our method achieves a near-linear recall curve up to the
top-8 image in the final output list and reaches a recall value close to 1 around
the top-12 and the top-13 images in the list. On the other hand, the exhaustive
method does not achieve a recall value of more than 0.5, even though we allow
up to top-30 images in the list. This is because many irrelevant images have
more higher watermark similarity values than those of ground-truth images in
the exhaustive method. Similarly, our method achieves up to two times higher
precision results over the exhaustive method as we vary the size of the final
output list. Improvement achieved by our re-ranking method is shown in the
right graph of Fig. 4. Results before and after re-ranking are available in Fig. 2
of the supplementary report.

Examples of our results given two different query images are shown in Fig. 5.
The exhaustive method achieves comparable results over our method for the
Mandrill image up to top seven images. However, its result deteriorates after the
top-7 images, while our method achieves accurate results up to top ten images;
see Fig. 3 of the supplementary report for top-6 to top-10 images. In the Mona
Lisa image, the exhaustive method reports an irrelevant image (Fig. 5-(p)) at the
top-5 place, while our method reports one of ground-truth images, the original
image, at the top-5 place. Since the original image does not have any watermark
in it, it serves as one of images attacked by ideal image editing scenarios and–
thus is very hard to be identified by prior image watermark methods. This result
supports that our approach can detect copyright violated images even if their
watermark patterns has been removed.
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Fig. 5. This figure shows returned results in the top-5 images of our and exhaustive
methods given the watermarked query images shown in the top row. We do not show
the top-1 images since the query images are returned at the top-1 images in all the cases.
Sub-captions from (a) to (p) represent image attack used to create the corresponding
images. Top-6 to top-10 images are available at the supplementary report.

5.3 Discussions

Our Approach with Other Image Watermark Methods: To show benefits
of our IRIW approach even with other image watermark methods, we combine
our approach with a DCT-based image watermark method [16]. This DCT-
based image watermark method works in the frequency domain, while our SIFT-
aware image watermark method works in the spatial domain. Compared with
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the exhaustive method that uses the DCT-based image watermark method, our
IRIW approach with the DCT-based method still achieves 233:1 performance
improvement. Moreover, our IRIW approach with the DCT-based one achieves
up to 2:1 accuracy (i.e. precision and recall) improvements in a similar manner
shown in Fig. 4.

Effects on the Accuracy of Image Retrieval: To further verify the amount
of effects of our SIFT-aware image watermark method on the accuracy of our
SIFT-based image retrieval, we measure the mean Average Precision (mAP)
of our SIFT-based image retrieval method. Our image retrieval method shows
0.99 mAP with images that do not have any watermarks. We also measure the
mAP after embedding watermarks on all the images and mAP is changed only a
bit (e.g., less than 1% changes). This result verifies that our SIFT-based image
watermark method does not have major effects on the image retrieval accuracy
even after embedding watermark patterns on images.

Limitations: Our IRIW approach employs an image retrieval component to cull
most of irrelevant images given a query image. If our image retrieval component
fails to identify similar images that are copyright-violated, our method cannot
report such images in the final output list. However, we found that our SIFT-
based image retrieval method works quite well in our tested image benchmark.
Also, there may be attack scenarios, where our IRIW method may not work
well. For example, one can apply severe blurring on images to affect most SIFT
features and then deblur the blurred images based on recent advanced deblurring
techniques. We expect that our method may not work well in such extreme cases,
while the exhaustive method is also expected not to work well. Also, we can
improve the accuracy of the exhaustive method by adopting simple geometric
verifications [15] and culling irrelevant images based on simple image information
(e.g., color histrom) given a query image. However, we can also adopt the same
approach to our IRIW approach to further improve its accuracy.

6 Conclusion

We have presented a novel, Image Retrieval based Image Watermark (IRIW)
approach that uses a SIFT-based image retrieval component to efficiently and
accurately identify similar images from a query image. Our method extracts
watermark patterns and measures watermark similarity values against images
only in similar images identified from our image retrieval component. We have
also proposed a re-ranking method to place severely attacked images even in
higher positions in the final output list. Finally, we have proposed to use a
SIFT-aware image watermark method that does not have negative effects on the
image retrieval component. As a result, we were able to show more than two
orders of magnitude performance improvement and up to two times accuracy
improvement over the exhaustive method that scans all the images in an image
database.

There are many interesting future research directions. In addition to address-
ing current limitations of our system, we would like to design an interactive
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IRIW system for web-scale image databases based on a recent large-scale image
retrieval method [9]. It would require massive parallelization on all the compo-
nents of our current system. Also, we would like to investigate efficient watermark
extraction methods by utilizing GPUs. Also, we found that sometimes users can
provide additional information about similarities among images. Therefore, we
would like to design effective visualization and browsing tools for large-scale
image databases. Finally, we would like to design a frequency-domain image
watermark method that maintains SIFT image features even after embedding
watermark patterns.
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Abstract. To take into account security, invisibility and recovery quality, this 
work proposes a variable-payload self-recovery fragile watermarking scheme. 
For each block, the watermarks include the total-watermark with variable 
number of bits and the basic-watermark of length 24 bits. The two watermark 
versions of each block are embedded into the less significant bit planes of the 
different blocks based on the secret key, respectively. They not only can partially 
resolve the coincidence tampering problem, but also improve the performance of 
tamper detection. The variable watermark payload preserves the adequate 
information of image block to as few bits as possible. Simulation results 
demonstrate that the proposed scheme not only provides a better invisibility and 
security against the known counterfeiting attacks, but also allows image recovery 
with an acceptable visual quality up to 60% tampering.  

Keywords: fragile watermarking, self-recovery, variable watermark payload. 

1 Introduction 

The purpose of fragile watermarking is to achieve multimedia content authentication by 
imperceptibly embedding additional information into the host media [1, 2]. Many 
fragile watermarking schemes have been developed for digital images to detect 
accurately the tampered areas [3]. To further provide the tampering proofing, some 
fragile watermarking can recover approximately the original content in the tampered 
areas, which is also called as self-recovery watermarking [4]. 

Self-recovery watermarking techniques for image authentication usually partition 
the image into blocks with the same size. The watermark, or a part of it, is a compressed 
version of an image block (block-coding) so that the original content in the tampered 
regions can be reconstructed. For example, the important quantized DCT coefficients 
of image block of size 8×8 pixels [4-5], the average intensity of image block with size 
of 2×2 pixels [6-7] and the VQ indexing of block with size of 4×4 pixels [8]. In their 
methods, the length of block-coding are the same for different blocks, no matter the 
block is smooth or rough. As pointed in [9], the block-coding with fixed length is 
overmuch for smooth blocks, but is inadequate for a rough block. Therefore, Qian et al 
[9] proposed an algorithm of multilevel encoding, in which the blocks of size 8×8 
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pixels are dynamically classified into six types. For different types, the corresponding 
blocks are encoded to different number of bits so that the rougher blocks have more bits 
and the smoother blocks have fewer bits. This may improve the restoration quality of 
the tampered rough blocks and the security against the constant-feature attack [10]. 
Nevertheless, the average code-length of all blocks in host image must be fixed due to 
the limitation of watermark embedding method in Qian's scheme [9]. As a result, the 
block-coding may be overmuch for some smooth blocks in the smooth image and be 
inadequate for some rough blocks in the rough image. The overmuch code of image 
blocks decreases the invisibility due to the increasing watermark payload, and the 
inadequate code of image blocks would be impair the quality of reconstructed image. 

In most self-embedding schemes, the watermark payload is more than the average 
length of the block codes in a host image. The reason of which lies in the following two 
aspects. First, the redundant information were introduced to resolve the tampering 
coincidence problem [2]. The content of a tampered block will fail to reconstruct if both 
the block and its hidden watermark in the other block are tampered. To address this 
problem, Lee and Lin [7] proposed a dual watermarking method. This scheme 
maintains two watermark copies of the whole image and provides a second chance for 
block recovery in case one copy is destroyed. Yang and Shen [8] maintained four 
watermark copies of the whole image to provide the many chances for block recovery. 
Qian et al [9] enlarged the compressed features from 64 bits to 160 bits, which bring 
redundancy to the initial block-coding for error correction. Second, the authentication 
data of each block were added to resolve the tamper detection problem. In most of the 
mentioned self-embedding schemes [2, 6-9], the watermark payload consists of 
authentication data and recovery data. The authentication data of a block were 
embedded in the block itself and used to determine the validity of itself. Additional 
authentication data increase watermark payload of the self-recovery system. Moreover, 
the block-wise independence of authentication data makes these self-embedding 
schemes vulnerable to the collage attack [11]. 

To address the aforementioned problems, this study proposes a self-recovery fragile 
watermarking scheme with variable watermark payload for image authentication. The 
block of 8×8 pixels is classified into six types according to the roughness of the blocks. 
The codes of a block includes the basic-code of length 24 bits and the total-code with 
different number of bits for different types of blocks. For each block, the watermarks 
are generated by encrypting the total-code and the basic-code and inserted into the less 
significant bit (LSB) planes of the different blocks based on the secret key, 
respectively. The embedded watermarks contribute to the tamper detection and content 
recovery. The watermark payload is variable due to the variable number of bits of 
total-code. The flexible watermark payload preserves the adequate information of 
image block with as few bits as possible, while taking into consideration the 
invisibility, security and recovery quality. Experimental results show that the proposed 
scheme provides a better invisibility and security against the known forgery attack such 
as the collage attack and the constant-feature attack. Moreover, the proposed scheme 
allows image recovery with an acceptable visual quality up to 60% tampering. 

The remainder of this paper is organized as follows. In Section 2 the watermarked 
image generation procedure is described. Section 3 presents the tamper detection and 
recovery. Experimental results are given in Section 4 and conclusions are given in 
Section 5.  
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2 Watermarked Image Generation 

The procedure of a watermarked image generation is described in two phases: 
variable-length block coding and variable-payload watermark insertion.  

2.1 Variable-Length Block Coding 

In this work, a host image X is divided into blocks X={Xi|i=1,2,…,N}, where N is a 
number of blocks in the host image. For a block of 8×8 pixels ௜ܺ ൌ ሺݔ௜ଵ, …  ௜଺ସሻ, theݔ
corresponding quantized vector Qi=(qi1,...,qi64) (Zigzag scanning the 8×8 coefficient 
matrix) is computed by, 

௜ܳ ൌ ቈ஽೎೟ቀସൈቔ೉೔ర ቕቁொ೅ ቉                                  (1) 

where ۂܽہ denotes the largest integer less than or equal to a, [a] denotes the nearest 
integer of a, DCT(.) represents the DCT transformation, QT is the typical JPEG 
quantization table corresponding to the quality factor 50 [9]. Let ߙ௜ be the index of 
the last non-zero coefficient in the Qi. If all coefficients in Qi are zero, the value of α୧ 
would be assigned to zero. Thus the value of ߙ௜ is an integer ranging from 0 to 64. 
For the sake of comparison, this work directly adopt the method of block classification 
in Qian [9]. The indexes [0, 64] are divided into 6 parts, {[0, 3], [4, 6], [7, 9], [10, 12], 
[13, 16], [17, 64]}, denoted as [Lk , Uk ] (k=1,2,...,6). The type of the block is set to 
the k if the value of ߙ௜ belongs to interval [Lk , Uk].  

The codes of a block Xi have two parts: the total-code and the basic-code, denoted as ܥ௜்  and ܥ௜஻ , respectively. The length of total-code is variable and the length of 
basic-code is fixed to 24 bits for the different types of blocks. For an image block Xi, the 
proposed block coding procedure consists of two steps. 

(1) Basic-code generation: the basic-code of a block Xi is formed by encoding the first 
three coefficients in Qi. That is,  ܥ௜஻ ൌ ௌۥ௜ଷݍۤ||ௌۥ௜ଶݍۤ ||௎ۥ௜ଵݍۤ ൌ ሺܿ௜ଵ஻ , ܿ௜ଶ஻ , … , ܿ௜ଶସ஻ ሻ                 (2) 

where || denotes the concatenation operator, ۤܽۥU and ۤܽۥS are the unsigned and 
signed binary code of an integer a, respectively. The code length of qi1, qi2 and qi3 is 8 
bits, thus the length of the basic-code ܥ௜஻is 24 bits. 

(2) Total-code generation: the total-code of a block Xi is formed by encoding the  
block type and the chosen coefficients in the corresponding quantized vector Qi. 
That is, ܥ௜் ൌ ||ௌۥ௜ଶݍۤ ||௎ۥ௜ଵݍۤ ||௎ۥ݇ۤ … ||൳ݍ௟೔൷ௌ ൌ ሺܿ௜ଵ், ܿ௜ଶ், … , ܿ௜௩೔் ሻ        (3) 

where li is the number of the encoded coefficients and vi is the length of total-code of  
block Xi. For the sake of comparison, the number of the encoded coefficients and its 
corresponding code length for each type of blocks are the same as that of Qian’s 
method [9]. Table 1. shows the code-length of the chosen coefficients for blocks 
corresponding to different types. From Table 1, the number of the encoded coefficients 
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and length of the total-code are different for different types of blocks. Table 2 
summarizes the number of  the encoded coefficients and the length of total-code for 
six types of blocks.  

Table 1. Code-length of the chosen coefficients for blocks corresponding to different types 

Types   
Code-length of the chosen coefficients 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17~21 
1 8 8 8               
2 8 7 7 6 6 6            
3 8 7 7 6 6 6 5 5 5         
4 8 7 7 6 6 6 5 5 5 5 4 3      
5 8 7 7 6 6 6 5 5 5 5 4 4 4 4 4 2  
6 8 7 7 6 6 6 5 5 5 5 4 4 4 4 4 3 3 

Table 2. Total-code information for different types of blocks 

Type s Type-code  
Number of the chosen 

coefficients li 
Code length vi 

(bits)  
1 001 3 27 
2 010 6 43 
3 011 9 58 
4 100 12 70 
5 101 16 85 
6 110 21 101 

 
Fig.1 is a instance of a block Xi and its quantized vector Qi. Since the first three 

coefficients in Qi are 54, 0 and -2 respectively, the basic-code of the block Xi is 
{00110110 0000000 10000010} according to (2). The type of the block Xi is 4 because 
the index of the last non-zero coefficient in the Qi is 11. From Table 1 and Table 2, the 
twelve coefficients chosen for encoding are 54, 0, -2, 0, 0, 1, 0, 0, 0, -1, -1 and 0 in turn. 
According to (3), the total-code of the block Xi is {100 00110110 0000000 1000010 
000000 000000 000001 00000 00000 00000 10001 1001 000}, whose length is 70 bits.  
 

100 10 101 101 100 100 102 103
109 110 110 109 108 109 111 112
109 109 108 108 107 109 11 112
108 109 109 109 107 108 111 111
108 108 108 108 109 110 111 111
110 111 111 111 111 110 112 112
113 113 112 112 111 111 112 113
113 113 112 112 111 111 112 113    

                (a) Block Xi                   (b) Quantized vector Qi 

Fig. 1. A block and its corresponding quantized vector 

2.2 Variable-Payload Watermark Insertion 

To reduce the distortion caused by watermark insertion, the length of watermark data  
of each block should equal to that of block-coding of it. This requires that the 
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watermark embedding method may differ for the watermark data with different length. 
Moreover, the basic-code and total-code of a block are encrypted and hidden in the 
different blocks based on secret key to improve the performance of detection and 
recovery. The embedding process consists of four operations. 

Step 1: Partitioning and Block-Mapping. The host image X is partitioned into N blocks 
Xi (i=1,2,...,N) of 8×8 pixels. From two key-based pseudo-random permutation,  two 
block-mapping sequences ߖ ൌ ሺφଵ, … , φNሻ  and ߉ ൌ  ሺσଵ, … , σNሻ of the integer 
interval [1, N] are obtained. The detailed procedure of generating block-mapping 
sequence refers to Ref. [5].  

Step 2: Watermarks Generation. For each block Xi , the basic-code ܥ௜஻ ൌ ሺܿ௜ଵ஻ , … , ܿ௜ଶସ஻ ሻ and the total-code ܥ௜் ൌ ሺܿ௜ଵ், … , ܿ௜௩೔் ሻ  are generated from (2) and 

(3). They are encrypted with a secret key to construct the basic-watermark ௜ܹ஻ ൌሺݓ௜ଵ஻ , … , ௜ଶସ஻ݓ ሻ and the total-watermark ௜்ܹ ൌ ൫ݓ௜ଵ், … , ௜௩೔்ݓ ൯, respectively.  ቊ ௜௝஻ݓ ൌ ܿ௜௝஻ ْ ݆      ,௜௝ݎ ൌ 1, … ௜௝்ݓ 24, ൌ ܿ௜௝் ْ ௜ሺ௝ାଶସሻݎ ݆ ൌ 1, … , ௜ݒ                         (4) 

where {ri1,ri2,...ri128} is a key-generated random bit pattern, different for each block Xi. 

Step 3: Basic-watermark embedding. For each block Xi, the basic-watermark ௜ܹ஻ ൌሺݓ௜ଵ஻ , … , ௜ଶସ஻ݓ ሻ is hidden in the second LSB of the last 24 pixels in the mapping block 
Xp, where pൌ ߮௜ . That is, the intensity of last 24 pixels in Xp are updated,  ݔ௣ሺ௝ାସ଴ሻ ൌ 4උݔ௣ሺ௝ାସ଴ሻ/4ඏ ൅ ௜௝஻ݓ2 ൅ , ௣ሺ௝ାସ଴ሻݔ൫݀݋݉ 2൯, ݆ ൌ 1,2, … ,24    (5) 

where ۂܽہ denotes the largest integer less than or equal to a, and mod( , ) is the modulo 
operation. 

Step 4: Total-Watermark Embedding. Setting q ൌ ௜ߪ , the total-watermark ௜்ܹ ൌ൫ݓ௜ଵ், … , ௜௩೔்ݓ ൯ of block Xi is hidden in the mapping block Xq. The watermarked block Yq 
=(yq1,..,yq64) is generated by one of the two cases. If vi is not more than 64,  ݕ௤௝ ൌ ቊ2උݔ௤௝/2ඏ ൅ ௜௝்ݓ ,  ݆ ൌ 1, … , ݆                     ,௤௝ݔ             ௜ݒ ൌ ሺݒ௜ ൅ 1ሻ, … ,64                   (6) 

otherwise, ݕ௤௝ ൌ ቊ4උݔ௤ሺ௝ି଺ସሻ/4ඏ ൅ ௜௝்ݓ2 ൅ ௜ሺ௝ି଺ସሻ்ݓ  , ݆ ൌ 65, … , ௤ሺ௝ି଺ସሻ/2ඏݔ௜             2උݒ ൅ ௜ሺ௝ି଺ସሻ்ݓ  ,              ݆ ൌ ሺݒ௜ ൅ 1ሻ, … ,128        (7) 

3 Tamper Detection and Recovery 

Suppose Z represents the tested image, which can be a distorted watermarked image or 
unaltered one. A binary sequence T=(ti|i=1,2,...,N) called the tamper detection mark 
(TDM) is used to represent the location of tampering [5]. 
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3.1 Tamper Detection 

The tamper detection procedure includes the following steps. 

Step 1: Partitioning and Block-Mapping. As in the watermark insertion process, the 
tested image Z is divided into non-overlapping 8×8 blocks ܼ௜ and two block mapping 
sequences ߖ ൌ ሺφଵ, … , φNሻ and ߉ ൌ  ሺσଵ, … , σNሻ are obtained by the secret key.  

Step 2: Watermarks generation and extraction. According to the content of the block Zi 
and the secret key, the basic-watermark   ௜ܹ஻ ൌ ሺݓ௜ଵ஻ , … , ௜ଶସ஻ݓ ሻ and total-watermark ௜்ܹ ൌ ൫ݓ௜ଵ், … , ௜௩೔்ݓ ൯ are computed from (4), respectively. Meanwhile, the extracted 
basic-watermark and total-watermark from the block Zi, denoted as ܧ௜஻  ൌ ሺ݁௜ଵ஻ , … , ݁௜ଶସ஻ ሻ and ܧ௜் ൌ ሺ݁௜ଵ், … , ݁௜ଵ଴ଵ் ሻ, are obtained by,  ݁௜௝஻ ൌ ݀݋݉ ቀቔ௭೔ሺೕశరబሻଶ ቕ , 2ቁ , ݆ ൌ 1,2, … ,24                    (8) 

݁௜௝் ൌ ൝݉݀݋൫ݖ௜௝, 2൯,            ݆ ൌ 1,2, … ݀݋64݉, ቀቔ௭೔ሺೕషలరሻଶ ቕ , 2ቁ , ݆ ൌ 65, … ,101                 (9) 

Step 3: Watermarks Matching. By comparing the computed watermarks of block Zi 
with the extracted watermarks from their corresponding mapping blocks Zp and Zq 

(where pൌ ߮௜  and qൌ ஻ܦ ௜), the basic-watermark match-matrixߪ ൌ ሺ݀ଵ஻, … , ݀ே஻ሻ and 
the total-watermark match-matrix  ்ܦ ൌ ሺ݀ଵ் , … , ݀ே்ሻ are calculated by,  

   ݀௜஻ ൌ ൜0 , ݂݅ ௜ܹ஻ ൌ ௣஻  1ܧ , otherwise                             (10) 

݀௜் ൌ ൜0 , ௜௝்ݓ ݂݅ ൌ ݁௤௝் ݆׊ ൑ ௜1ݒ , otherwise                                     (11) 

where vi is the length of total-code of block Zi. From (10) and (11), all 24 bits in the 
basic-code but the first vi bits in the total-code are used to detect the consistency of 
blocks.  

Step 4 Adjacent-Based SDM: According to the basic-watermark match-matrix DB and 
the corresponding block mapping ߖ, the basic-watermark TDM ܶ஻ = ሺݐ௜஻|i=1,2,...,Nሻ 
is obtained by the adjacent-block based statistical detection method (SDM) proposed in 
[5]. That is,  ݐ௜஻ ൌ ൜1  , ݂݅ ሺ݀௜஻ ൌ 1ሻ&൫߁௜ ൒ ௣൯0߁ ,  (12)                                           ݁ݏ݅ݓݎ݄݁ݐ݋

where pൌ ߮௜  and ߁௜  denotes the number of nonzero pixels that are adjacent to the ith 
pixel in the ܦB . Similarly, the total-watermark TDM ்ܶ  = ሺݐ௜் |i=1,2,...,Nሻ can be 
obtained by the DT and the corresponding block mapping ߉. 

Step 5 Tamper Detection: Setting Ω ൌ ሺωଵ, … , ωNሻ,  where ߱௜ ൌ ௜஻ݐ ൅ ௜்ݐ . The value 
of ߱௜ is an integer ranging from 0 to 2 since the value of both ݐ௜஻ ܽ݊݀ ݐ௜் ௜ߦ or 1. Let 0 ݁ݎܽ  denotes the sum of eight pixels adjacent to the pixel ߱௜ in the  Ω . The TDM 
T=(ti|i=1,2,...,N) is obtained by,  ݐ௜ ൌ ൜1  , ݂݅ ሺω௜ ൅ ௜ሻߦ ൐ 60 ,  (13)                                  ݁ݏ݅ݓݎ݄݁ݐ݋
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3.2 Tamper Recovery 

After tamper detection, all blocks in test image are marked as either valid or invalid. 
The proposed recovery procedure is only for the invalid blocks. The tampered blocks 
can be classified into two categories: watermark-destroyed and watermark-reserved 
tampered blocks. If two mapping blocks of a tampered block are invalid, the tampered 
block is the former, otherwise it is the latter. The proposed tamper recovery procedure 
includes the following steps.  

Step 1: Recovery for Watermark-Reserved Tampered Blocks. According to the TDM T 
and two block mapping sequence Ψ and Λ , the recovered image ܴ ൌ ሼܴ௜|݅ ൌ1,2, … , ܰሽ of the test image Z is initialized by, 

ܴ௜ ൌ ቐܦ௘௖൫ܧ௤் ൯, ݂݅ ሺݐ௜ ൌ 1ሻ&൫ݐ௤ ൌ 0൯                   ܦ௘௖൫ܧ௣஻൯, ݂݅ ሺݐ௜ ൌ 1ሻ&൫ݐ௤ ൌ 1൯&൫ݐ௣ ൌ 0൯ܼ௜,  (14)                                                  ݁ݏ݅ݓݎ݄݁ݐ݋

where qൌ ௜,, pൌߪ ߮௜ , and ܦ௘௖ሺ. ሻ represents the inverse of the block coding described 
in Section 2.1.  

Step 2: Recovery for Watermark-Destroyed Tampered Blocks. To mark the 
watermark-destroyed tampered blocks, the mark matrix ܯ ൌ ሼ݉௜|݅ ൌ 1,2, … , ܰሽ is 
obtained by the following expression, ݉௜ ൌ ൜1, ݂݅ ሺݐ௜ ൌ 1ሻ&൫ݐ௤ ൌ 1൯&൫ݐ௣ ൌ 1൯0,  (15)                                                        ݁ݏ݅ݓݎ݄݁ݐ݋

For each block Ri with mi=1, the valid blocks adjacent to the block Ri are used to 
reconstruct it. Let {Ri1,..,Ri8} denote the eight blocks adjacent to block Ri and 
{mi1,..,mi8} be the corresponding mark of them. If there are one or more zero pixels in 
{mi1 ,.., mi8}，the recovered block Ri is recovered by,  ܴ௜ ൌ ௖௧ିଵܦ ൬∑ ሺଵି௠೔ೖሻൈ஽೎೟ሺோ೔ೖሻఴೖసభ∑ ሺଵି௠೔ೖሻఴೖసభ ൰                 (16) 
where ܦ௖௧ିଵሺ. ሻ denotes the DCT inverse transformation. At the same time, the value of 
mi is updated to 0.  

Step 3: If ׌ ݉௜ ൌ 1 in the mark matrix M, steps 2 is repeated until the value of each 
pixel in M is zero.  

4 Experimental Results 

We conduct numerous experiments to demonstrate the effectiveness of the proposed 
self-recovery fragile watermarking scheme and compare with the typical self-recovery 
watermarking schemes in the performance of tamper restoration. For quantitative 
evaluation, several measurements are introduced. (a) Invisibility: PSNR (peak 
signal-to-noise ratio) between the original image and watermarked one, (b) Watermark 
payload: the number of bits per pixel (bpp), and (c) Restoration performance : PSNR 
between the recovered image and watermarked one. 
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4.1 Watermark Payload and Invisibility 

Generally, the watermark payload ranges from 1 to 3 bpp (bit per pixel) in the 
mentioned self-embedding schemes [2, 7-9]. To ensure the invisibility of watermark, 
the watermarked image is commonly generated by substituting for the ܾ (=1,2,3) LSB 
planes while keeping the MSB planes of the original image intact. Suppose that the 
original distribution of the data in the LSB planes is uniform. The average energy of 
distortion caused by embedding ܾ bits watermark is,  ܧ஽ ൌ ଵଶమౘ ∑ ∑ ሺ݅ െ ݆ሻଶ                                                         ൫ଶ್ିଵ൯௝ୀ଴൫ଶ್ିଵ൯௜ୀ଴ (17) 

Then the approximate PSNR of the watermarked image with respect to the original one 
is,  PSNR ൎ 10 · logଵ଴ሺ255ଶ/EDሻ ൌ ൝51.14 ݀ܤ , ܾ ൌ ܤ݀ 144.15 , ܾ ൌ ܤ݀ 237.92 , ܾ ൌ 3                (18) 

The PSNR value of the watermarked image decreases with the increase of watermark 
payload. This indicates that the smaller the watermark payload is, the better the quality 
of watermarked image is.  

To provide more information with a certain capacity, this work generates the block 
coding of an image block with an unfixed length. The watermark payload is generated 
by encrypting a block coding without adding redundant information and all embedded 
watermark data contribute to both tamper detection and content recovery. In the 
proposed watermarking scheme, the embedded watermarks in a block of 8×8 pixels 
include two parts: the basic-watermark of length 24 bits and the total-watermark of 
length ranging from 27 to 101 bits. As a result, the watermark payload of the proposed 
scheme no more than (101+24)/64=1.96 bpp. From (18), PSNR of watermarked images 
should be generally no less than 44 dB. On the contrary, in most of the mentioned 
self-embedding schemes, a part of watermark data (authentication data) were used to 
tamper detection and the other ones (recovery data) were used to tamper recovery. The 
watermark payload of these schemes [2, 7-9] was 3 bpp and the PSNR of watermarked 
images was about 37.92dB. Table 1 shows the watermark payload and invisibility for 
different watermarked images. From Table 1, the watermark payload of the proposed 
scheme ranges from 1.35 to 1.95 bpp, but that of Qina's scheme [9] is fixed to 3 bpp for 
different images. As a result, the quality of the watermarked images is better than that 
by Qian's scheme, indicated by PSNR of the proposed scheme ranges from 44.36 dB to 
46.49 dB, which is about 7 dB higher than that of Qian's scheme. 

4.2 Restoration Performance 

Self-recovery watermarking schemes enable the detection of tampering or replacement of 
a watermarked image. The distinction mainly lies in the tamper localization accuracy and 
the quality of recovered images. The quality of a recovered image depends highly on the 
size of tampered regions and the complexity of the image content. Two watermarked 
images of size 512×512, a rough Fingerprint and a smooth Elaine, are used to 
demonstrate the performance of the proposed scheme in general tampering. Two tested 
images were randomly modified with different tamper ratios and the tampered blocks 
were detected and recovered. Fig. 2 shows the experimental results of the quality of the 
recovered images (PSNR) by the proposed scheme and Qian’s [9], respectively. 
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Table 3. The watermark payload and invisibility for different watermarked images 

Images 
Watermark Payload (bpp) 
Proposed    Qian[9] 

Invisibility (dB) 
Proposed   Qian [9] 

Boat 1.35 3 46.49 37.92 
Lena 1.46 3 46.16 37.94 
Airplane              1.47 3 46.02 37.93 
Barbara 1.63 3 45.41 37.87 
Mona Lisa 1.63 3 45.70 37.97 
Elaine 1.64 3 45.52 37.94 
Goldhill 1.73 3 45.12 37.93 
Napoleon 1.74 3 45.06 37.96 
Man 1.77 3 45.02 37.93 
Fingerprint 1.95 3 44.36 37.79 

 
Fig. 2 implies that the complexity of the image content has much impact on the 

performance of tamper recovery. The recovery quality of Elaine image is better than 
that of Fingerprint image in the same tampering ratio for both the proposed scheme and 
Qian's one. In the proposed and Qian's schemes, the watermarks of an image block 
were generated by encoding the important quantized lower order (1~21) DCT 
coefficients. The number of non-zero higher order DCT coefficients in a rough block is 
much more than that in a smooth block. As seen from Fig.2, the PSNRs of the proposed 
scheme are higher than those of Qian's scheme as long as the tampered ratio is no more 
than 20%, especially for a rough image. This may be due to the fact that some rough 
blocks were not adequately coding in Qian's scheme. Fig. 2 also shows that the 
restoration performance achieved by Qian's scheme suddenly drops when the 
tampering ratio is up to 35%. This is because the original reference-bit would not be 
recovered according to the extracted useful reference-bit if the tampering ratio is larger 
than 35% [9]. On the contrary, the restoration performance achieved by the proposed 
scheme decreases gradually as the tampering ratio increases.  

Two particular examples of the experiment mentioned in Fig. 2 are shown in Fig. 3. 
Fig.3(a) is a tampered Fingerprint image, in which the tampered region is about 8.8% of 
the host image. The PSNR values of the recovered image by the proposed and Qian's 
schemes are about 35.49 dB and 31.77 dB, respectively. For the sake of comparison, 
the actual-sized contents corresponding to the tampered area in the watermarked 
image, the reconstructed image by the Qian's, and that by the proposed scheme are 
shown in Figs. 3(b), 3(c) and 3(d), respectively. There are some serious diamond 
effects in the Figs. 3(c) and 3(d). The reasons of creating diamond effects in Fig. 3(c) 
and Fig. 3(d) are different. The diamond effects in Fig. 3(c) are caused by the 
inadequate code of image blocks, while those in Fig. 3(d) are caused by the 
corresponding total-watermark being destroyed. The number of the blocks whose 
total-watermark is destroyed is larger with the increase of the tampering ratio. This is 
also the reason for the lower PSNR of the reconstructed image by the proposed scheme 
with the tamper ratios ranging from 20% to 35%. As the tampered ratio is more than 
35%, Qian's scheme could not retrieve the reference-bits with the extracted bits, thus 
the PSNRs of the proposed scheme are higher than that of Qian's scheme. Fig. 3(e) is 
the tampered Elaine with 63.5% tampering ratio. The recovered Elaine of Fig. 3(e) by 
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Fig. 2. Performance comparison of the restoration quality under general tampering with different 
tampering ratio  

the proposed scheme, shown in Fig. 3(f), has the PSNR of 23.47 dB. These results 
indicate that the tampered image can be recovered by the proposed scheme with an 
acceptable visual quality even the tamper ratio is up to 60% of the host image.  

4.3 Security 

Self-recovery watermarking schemes enable the detection of general tampering of a 
watermarked image. However, not all self-recovery watermarking schemes have an 
ability against the collage attack proposed in [11]. This experiment considers the effect 
of the collage attack. In this test, two images, ‘Mona Lisa’ and ‘Napoleon’, both of size 
372×288, were watermarked using the same key. The watermarked images of 
Napoleon and Mona Lisa are shown in Fig. 4(a) and Fig. 4(b), respectively. The 
collaged image, Fig. 4(c), was constructed by copying the face of Mona Lisa and 
pasting it onto the Napoleon image while preserving their relative spatial location 
within image. The tampering ratio of the collaged image is 19.86%. Figs. 4(d), 4(e) and 
4(f) are the recovered images by the proposed, Qian [9] and He [5] schemes. In the 
collage attack, Qian's scheme could not recover the collaged image, indicated by PSNR 
of the recovered image is 17.22 dB. This is because Qian's scheme was not capable of 
withstanding the collage attack since the authentication watermark of each block was 
the block-wise independent. The invalid reference-bits extracted from the collaged 
region would be wrongly accepted as true. As a result, it is almost impossible to obtain 
the correct compressed codes of the tampered blocks by the wrongly reference-bits. In 
contrast, the proposed and He's [5] methods would effectively resist the collage attack. 
Since the blocks whose watermarks hidden in the other block are tampered could not be 
recovered in He's scheme [5], the proposed method has the better recovery quality. 
PSNR of the recovered image by the proposed scheme is 35.27 dB, which is 12 dB 
higher than that of He’s scheme. It indicates that the quality of the proposed scheme is 
the best in the collage attack, as evidenced by Figs. 4(d), 4(e) and 4(f).  
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                          (a)                                  (b) 

   
                          (c)                                   (d)   

   
                          (e)                                  (f)   

Fig. 3. Restoration quality comparison with different tampering ratios (a) tampered Fingerprint, 
the true size content corresponding to the tampered region in (b) the watermarked Fingerprint,  
(c) the recovered one by Qian's scheme [9], (d) the recovered one by the proposed scheme,  
(e) tampered Elaine, (f) the recovered Elaine by the proposed scheme 
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(a)                       (b)                            (c) 

   
              (d)                      (e)                             (f) 

Fig. 4. Restoration quality comparison by the collage attack (a) Watermarked Napoleon, (b) 
Watermarked Mona Lisa, (c) Collaged image, Recovered images by (d) the proposed method, (e) 
Qian [9], and (f) He [5] 

In the previous experiments, we only consider single tampered area under single 
attack. Here we examine the performance of the proposed scheme under multi-region 
and multi-attack tampering. The Barbara and Lena images with size of 512×512 pixels 
are chosen. The watermarked Barbara and Lena were generated by the proposed 
scheme with the same secret key, as shown in Fig. 5(a) and Fig. 5(b). Fig. 5(c) shows 
the multi-region and multi-attack tampered Lena image, in which four attacks occurred: 
(1) General tampering with two big flowers and several small ones; (2) Only content 
tampering: the content (5 MSBs) of a 106×121 rectangular region in the top-left side of 
the watermarked Lena was replaced by that of the Barbara image; (3) Collage attack: 
the face of the watermarked Barbara was collaged onto the watermarked Lena; and (4) 
Constant-feature attack: the region of Lena’s face was modified by changing some 
uncoded DCT coefficients, and the size of modification was of 128×112 pixels.  

Figs. 5(d), 5(e) and 5(f) show the recovered images by the proposed, Qian [9] and He 
[5] schemes, respectively. For the multi-region and multi-attack tampering, the proposed 
scheme exhibits much better tamper recovery performance than other schemes, indicated 
by the PSNR of 34.38 dB compared to the 16.58 dB by Qian and 23.89 dB by He. This is 
due to the fact that the methods by Qian [9] and He [5] cannot resist all the counterfeiting 



154    F. Chen et al. 

attacks such as the collage attack and the constant-feature attack, while the proposed 
method could effectively resist the counterfeiting attacks. This demonstrates that the 
proposed method outperforms other self-recovery watermarking algorithms in tamper 
recovery under multi-region and multi-attack tampering.   

 

   
(a)                            (b)                      (c) 

 
                (d)                           (e)                       (f) 

Fig. 5. Restoration quality comparison by the multi-region and multi-attack tampering.  
(a) watermarked Barbara, (b) watermarked Lena, (c) tampered Lena image, Recovered images by 
(d) the proposed method, (e) Qian [9], and (f) He [5] 

5 Conclusion 

We have proposed a self-recovery fragile watermarking method with variable watermark 
payload. The watermarks of an image block, including the total-watermark and the 
basic-watermark, are variable of bits. The variable watermark payload not only preserves 
the adequate information of image block to as few bits as possible, but also makes the 
distortion caused by watermark insertion as small as possible. The embedded watermark 
bits are used to both tamper detection and tamper recovery to further decrease watermark 
payload and improve security. Experiment results have demonstrated the superiority of the 
proposed scheme in comparison to other self-recovery fragile watermarking algorithms. 
Future research includes extending this approach to resist mild distortion such as JPEG 
compression, and analytic investigation on the tamper detection performance. 
 
 



 Self-recovery Fragile Watermarking Scheme with Variable Watermark Payload 155 

Acknowledgments. This work is supported in part by the National Natural Science 
Foundation of China (60970122, 60702025), by the Research Fund for the Doctoral 
Program of Higher Education (20090184120021), by the Fundamental Research Funds 
for the Central Universities (SWJTU09CX039, SWJTU10CX09), and by Beijing Key 
Laboratory of Advanced Information Science & Network Technology and Railway 
Key Laboratory of Information Science & Engineering. (No. XDXX1007). 

References 

1. Vleeschouwer, C., Delaigle, J.-F., Macq, B.: Invisibility and application functionalities in 
perceptual watermarking–An overview. Proc. IEEE 90(1), 64–77 (2002) 

2. Zhang, X., Wang, S., Qian, Z., Feng, G.: Reference Sharing Mechanism for Watermark 
Self-Embedding. IEEE Trans. On Image Processing 20(2), 485–495 (2011) 

3. Wong, P.W., Memon, N.: Secret and public key image watermarking schemes for image 
authentication and ownership verification. IEEE Trans on Image Processing (10), 
1593–1601 (2001) 

4. Fridrich, J., Goljan, M.: Images with Self-Correcting Capabilities. In: ICIP 1999, Kobe, 
Japan, October 25-28 (1999) 

5. He, H., Zhang, J., Chen, F.: Adjacent-Block Based Statistical Detection Method for 
Self-Embedding Watermarking Techniques. Signal Processing 89, 1557–1566 (2009) 

6. Lin, P.L., Hsieh, C.K., Huang, P.W.: A hierarchical digital watermarking method for image 
tamper detection and recovery. Pattern Recognition 38(12), 2519–2529 (2005) 

7. Lee, T.Y., Lin, S.D.: Dual watermark for image tamper detection and recovery. Pattern 
Recognition 41(11), 3497–3506 (2008) 

8. Yang, C.W., Shen, J.J.: Recover the tampered image based on VQ indexing. Signal 
Processing 90, 331–343 (2010) 

9. Qian, Z., Feng, G., Zhang, X., Wang, S.: Image self-embedding with high-quaility 
restoration capability. Digital Signal Processing 21, 278–286 (2011) 

10. Chang, C., Fan, Y.-H., Tai, W.-L.: Four-scanning attack on hierarchical digital 
watermarking method for image tamper detection and recovery. Pattern Recognition 41, 
654–661 (2008) 

11. Fridrich, J., Goljan, M., Memon, N.: Cryptanalysis of the Yeung-Mintzer Fragile 
Watermarking Technique. Electron. Imaging 11(4), 262–274 (2002) 



Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 156–166, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Spread Spectrum-Based Multi-bit Watermarking  
for Free-View Video 

Huawei Tian1,2, Zheng Wang1,2, Yao Zhao1,2, Rongrong Ni1,2, and Lunming Qin1,2 

1 Institute of Information Science, Beijing Jiaotong University, Beijing 100044, China 
2 Beijing Key Laboratory of Advanced Information Science and Network Technology, 

Beijing 100044, China 
hwtian@live.cn 

Abstract. In Free-View Television (FTV) system, the user can freely generate a 
realistic arbitrary view of a scene from a number of original views. The copy-
right problem for free-view video content has been produced in the emerging 
FTV system. In this paper, we propose a spread spectrum-based multibit 
watermarking scheme for free-view video. The same watermark sequence is 
embedded into every frame of multiple views. The watermarking extraction is 
carried out in the DCT domain of virtual frame generated for an arbitrary view. 
Experimental results show that the watermark in FTV not only can be resistant 
to common signal processing but also can be detected from the virtual view 
generated for an arbitrary view. 

Keywords: Free-view television, light field rendering, multi-view video,  
multi-bit watermarking, 3-D watermarking. 

1 Introduction 

Digital media widely spread along with the prosperity of information science and 
Internet technology. However, convenient manipulation and unrestricted copying of 
digital media bring on a considerable financial loss to the content providers and the 
media creators. Digital watermarking is introduced to prevent the above infringement. 

Mono-view video watermarking has been widely studied [1-3] as a popular and 
powerful technique of copyright protection in the video transmission and processing. 
It embeds copyright information in the mono-view video. The ownership of the video 
can be verified by detecting the embedded copyright information. 

Recently, generating a realistic arbitrary view of a scene from a number of original 
views has become faster and cheaper with the advances in image based rendering 
(IBR) [4]. One of the main applications is FTV, where viewers can select freely the 
viewing position and angle via IBR on the transmitted multi-view video. As in 
previous copyright problems for mono-view video, the copyright problem for multi-
view video can also be treated by the using of watermarking. However, there are more 
challenging requirements, compared to well-studied mono-view video watermarking 
[5]. The owner of the multi-view video should prove his/her ownership, not only on 
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the original views of the multi-view video, but also on any virtual view, which is 
generated by the user using IBR from the original views. 

Apler Koz et al. propose a watermarking approach inserts the watermark into each 
view frame of multi-view video in [5] and [6]. The watermark is modulated with the 
resulting output image which is obtained after filtering each view frame by a high-
pass filter, and spatially added onto the view frame. The watermark is a sequence 
generated from a Gaussian distribution with zero mean and unit variance. The well-
known correlation-based detection scheme is utilized during watermark extraction. If 
the correlation coefficient is big enough, the watermarking scheme claims to be 
success. In fact, this approach is intended to embed only one bit of information, i.e., 
presence or absence of the watermark. 

In this work, we propose a multi-bit watermarking scheme for free-view video. 
Spread Spectrum-based direct-sequence code division multiple access (DS-CDMA) 
[7] watermarking method is used to embed multi-bit wateramrk sequence into discrete 
cosine transform (DCT) domain of each view frame. The watermark sequence is 
extracted bit-by-bit with a correlation detector from a watermarked view frame or a 
virtual frame generated for an arbitrary view. The detection algorithm should include 
a procedure to determine the position and direction of the virtual camera, because the 
watermark detector does not know the information. However, the research of 
determining the position and direction has been investigated by Koz et al. in [5], so 
we assume that the position and the direction of the virtual camera is priori in our 
proposed watermarking extraction method. 

The rest of the paper is organized as follows. In Section 2, the light field rendering 
(LFR) [8] approach is introduced firstly, which is one of the competing IBR 
technology for FTV systems [9]. Section 3 describes the details of watermark 
embedding and detection procedure. The experimental results are illustrated in 
Section 4, and finally some conclusions are drawn in Section 5. 

2 Light Field Rendering 

In the literatures, light field approach is the most well known and preferred IBR 
technique. The first reason is that it does not require any geometry information but 
only relies on scene images which are easy to capture by common digital products. 
Second, it avoids building complex models, such as depth values or image 
correspondences, to extract the image values. Third, the new views can be constructed 
in real time and is independent of the scene complexity (only related with the size of 
the rendered image). 

The basic assumption behind this technique is that the radiance along a ray remains 
constant if there are no blockers. Then a light field is built to capture all the necessary 
rays within a certain sub-space so that every possible view within a region can be 
synthesized [8]. 
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Fig. 1. A representation of the light field 

 

Fig. 2. A sample light field image array: Dragon [11] 

In practice, a light ray is usually parameterized as lines by its intersections with two 
parallel planes, namely the camera plane and the focal plane (see Fig. 1). In Fig.1, a 
light ray is shown and indexed as an integer 4-tuple 0 0 0 0( , , , )u v s t , where 0 0( , )u v  and 

0 0( , )s t  are the intersections of the light ray with camera and focal planes, respectively. 

The two planes are usually discrete so that a finite number of light rays can be recorded. 
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If the light rays from all the points on the focal plane arrive at one point on the camera 
plane, then an image is generated (2D array of light rays). Therefore, the two planes can 
also be interpreted as a 2D array of images, as shown in Fig. 2. To generate a virtual 
view of the object for a random selected viewpoint, the light ray for each pixel of the 
rendered image is calculated by quadlinear interpolation existing nearby light rays in the 
image array. Nearest neighborhood interpolation and bilinear interpolation are two 
interpolation methods in LFR. Bilinear interpolation gives more natural and subjectively 
pleasant outputs than nearest neighborhood interpolation, so we choose the bilinear 
interpolation in our simulations (in Section 4 of the paper). 

 

 

Fig. 3. Illustration of watermark embedding procedure. ①~⑤ indicates Step 1) ~ Step 5). 

3 Proposed Watermarking Method 

3.1 Watermarking Embedding 

In the proposed watermarking scheme, the spread spectrum-based DS-CDMA 
watermarking scheme [10] which is well known for its robustness to common signal 
processing attacks is used to embed watermark into every images of the light field 
image array. The watermarking embedding procedure is demonstrated in Fig.3 and 
summarized as follows: 

1) Generate M 1-D binary pseudo random sequence ip , 1,...,i M= , as signature 

patterns using the private key as seed. Each of these sequences has zero mean 
and takes values from binary alphabet {-1, 1}. M is the number of bits in the 
watermark message. The length of ip  is N , N M> ; 
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2) Create a 1-D DS-CDMA watermark signature 1W  by modulating the 

watermark message with the patterns generated in Setp 1), i.e., 

1 1

M

i ii
W w p

=
= , where iw  is the ith bit (i.e., -1 or 1) in the watermark 

message w = 1[w 2w ⋅ ⋅ ⋅ iw ⋅ ⋅ ⋅ ]Mw ; 

3) Convert the 1-D signature 1W  into a 2-D signature 2W  in a pre-selected 

zigzag scan (e.g., mid-range DCT coefficients); other coefficients are set to 
zero; 

4) Apply the inverse discrete cosine transform (IDCT) to the 2-D signature 2W  

to produce W ; 
5) The final watermark signature W  is embedded into each original light field 

image I  using the formula: 

wI I Wα= +  

where α  is the watermarking strength. It produces the watermarked light field 
image wI . 

The whole procedure is equivalent to embedding the watermark signature W  into 
the DCT domain of the light field image. The advantage is that it avoids any 
distortion which might have incurred to the original image [10]. 

 

Fig. 4. Illustration of watermark extraction procedure. ①~⑤ indicates Step 1) ~ Step 5). 

3.2 Watermarking Extraction 

Rather than dealing with the general attacks for image and video watermarking, the 
major challenge of FTV is extracting the watermark message from an arbitrary view 
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generated by LFR. The strategy of estimating the position and rotation for the 
imagery view has been investigated by Koz et al. in [5], so we can only focus on the 
state that the position and rotation of the virtual camera is known. The following steps 
are taken to decode the embedded watermark message in a rendered image r

wI : 

1) Regenerate 1-D binary pseudo random sequence ip , 1,...,i M= , using the 

same key as in Step 1) of watermarking embedding. M is the number of bits 
in the watermark message. Each of these sequences has zero mean and take 
values from binary alphabet {-1,1}; 

2) Convert the 1-D pseudo random sequence ip  into a 2-D ip′  in a pre-selected 

zigzag scan (e.g., mid-range DCT coefficients), other coefficients are set to 
zero; 

3) Apply the IDCT to the 2-D pseudo random sequence ip′  to produce iP ; 

4) Apply the same rendering operations during the generation of an arbitrary 
view to iP , in order to generate a rendered watermark r

iP  (assuming the 

position and rotation of the virtual camera is known); 
5) Decode the watermark message bit-by-bit using a correlation detector. That is, 

the ith bit of the watermark message is decoded as 

1, ( , ) 0
ˆ

1, ( , ) 0

r r
w i

i r r
w i

corr I P
w

corr I P

≥
= − <

 

where ( )corr  is the correlation of two vectors. The extracted watermark message is 

ŵ = 1ˆ[w 2ŵ ⋅ ⋅ ⋅ ˆ iw ⋅ ⋅ ⋅ ˆ ]Mw , ˆ { 1,1}iw ∈ − . 

 
Fig. 5. Location of camera & focal plane for Dragon light field 
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4 Experimental Results 

A common light field, Dragon [11], is used in the simulations. The parameterization 
of the focal and camera plane for Dragon light field is shown in Fig. 5. The size of 
Dragon light field image is 256 256×  pixels. The watermarking strength α  is set to 
1.2. The length of the pseudo random sequence ip  is set as 30000N = . The length 

of the watermark message M is 50 bits. The watermark message is only embedded 
into the brightness component of the color image in the simulation. The capacity of 
the watermarking scheme should triple, if watermark message is embedded into three 
components (i.e. RGB channels). The decoding bit-error rate (BER), defined as the 
ratio between the number of incorrectly decoded bits and the total number of 
embedded bits, is used to evaluate the robustness of the watermarking scheme. 20 
different randomly generated watermark sequences are tried and the BER is taken as 
the average of the 20 cases. 

4.1 Imperceptibility Test 

Typical rendered views for the original and watermarked Dragon light field are 
presented in Fig.6. Virtual camera is located at [0 0 2] with the normal direction of [0 
0 -1] (Position-A in Fig. 5). The peak signal to noise ratio (PSNR) value between Fig. 
6 (a) and Fig. 6 (b) is 32.6. Fig. 6 (c) shows the difference between Fig. 6 (a) and Fig. 
6 (b) which has been multiplied by 2 for the purpose of better display. Another 
example is given in Fig.7, the virtual camera is located at [1.5 0 2] with the direction 
of [-1 0 -1] (Position-E in Fig. 5). The PSNR value between Fig. 7 (a) and Fig. 7 (b) is 
34.2. From Fig.6 and Fig.7, we can see that the fidelity of the watermark is very high. 
 

   
(a)                 (b)                   (c) 

Fig. 6. (a) Rendered view of virtual camera at Position-A in Dragon light field, (b) 
watermarked view at Position-A in Dragon light field, (c) The difference between (a) and(b), 
multiplied by 2 for the purpose of better display. 
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(a)                         (b)                          (c) 

Fig. 7. (a) Rendered view of virtual camera at Position-E in Dragon light field, (b) 
watermarked view at Position-E in Dragon light field, (c) The difference between (a) and (b), 
multiplied by 2 for the purpose of better display 

4.2 Robustness Test for Rendering 

In the robustness tests, the extraction scheme is applied for different imagery views 
based upon the virtual camera position and orientation. In Dragon light field, 
Position-A in Fig. 5 is taken as a reference, in order to describe translation and 
rotation in the results. The camera position of Position-A is [0 0 2] and normal 
direction is [0 0 -1]. Six cases are considered in the simulations as shown in Table 1. 
These cases cover the translation, rotation and scaling type of processing for the 
rendered views. The robustness tests of the six cases evaluated with average BER of 
20 random watermark sequences are shown in Table 2.  

From Table 2 we can see that the proposed watermarking scheme performs very 
well on different imagery views. For Case I, II, IV and V, BER values are all lower 
than 1%. Especially, the BER value is zero in Case I and II. For Case III and VI, the 
energy of watermark reduces seriously due to shrinking of the rendered view. 
However, BER=3.3% is a satisfactory value for Case III where the shrink is very 
severe. So the proposed watermarking scheme is successful. 

Table 1. Six cases for the creation of rendered views in the Dragon light field 

 Translation 
on uv-plane? 

Translation  
on z-axis? 

Rotation? Position Direction Label 

Case I No No No [0  0  2] [0  0  -1] A 
Case II Yes No No [0.5 0  2] [0  0  -1] B 
Case III Yes Yes No [0.5 0  3] [0  0  -1] C 
Case IV Yes No Yes [0  2  2] [0  -1  -1] D 
Case V Yes No Yes [1.5 0  2] [-1  0  -1] E 
Case VI Yes Yes Yes [1.5 0 2.5] [-1  0  -1] F 

Table 2. Robustness test for six cases of light field rendering 

 Case I Case II Case III Case IV Case V Case VI 
BER 0 0 0.033 0.005 0.002 0.015 
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Table 3. Robustness against various attacks of the proposed watermarking scheme 

 Case I Case II Case III Case IV Case V Case VI 
No attacks 0 0 0.033 0.005 0.002 0.015 

Medina filter 2×2 0.015 0.014 0.170 0.14 0.094 0.137 

Medina filter 3×3 0.007 0.029 0.192 0.117 0.121 0.155 

Mean filter 2×2 0.013 0.013 0.165 0.142 0.090 0.125 

Mean filter 3×3 0.034 0.061 0.229 0.180 0.143 0.208 

Gaussian filter 3×3 0 0 0.056 0.023 0.014 0.033 

Uniform noise  
( β = 0.01) 

0 0 0.032 0.006 0.002 0.015 

Uniform noise  
( β = 0.02) 

0 0 0.033 0.005 0.002 0.015 

Uniform noise  
( β = 0.03 ) 

0 0 0.033 0.005 0.002 0.015 

Salt & peppers noise 
(scale = 0.05) 

0.056 0.068 0.211 0.125 0.134 0.162 

Salt & peppers noise 
(scale = 0.08) 

0.113 0.133 0.271 0.189 0.172 0.204 

Gaussian noise  
(var. = 0.01) 

0.011 0.009 0.138 0.076 0.052 0.089 

Gaussian noise  
(var. = 0.02) 

0.026 0.040 0.188 0.136 0.101 0.152 

Gaussian noise  
(var. = 0.04) 

0.083 0.099 0.278 0.213 0.183 0.227 

JPEG 80 0 0 0.041 0.007 0.003 0.019 
JPEG 60 0 0 0.060 0.029 0.016 0.043 
JPEG 40 0.001 0.007 0.107 0.052 0.033 0.067 
JPEG 30 0.006 0.012 0.125 0.070 0.057 0.087 
Cropping 5 0 0 0.033 0.005 0.003 0.026 
Cropping 20 0 0 0.035 0.005 0.007 0.054 
Cropping 30 0 0 0.044 0.005 0.019 0.076 

4.3 Robustness Test against Other Attack 

We also evaluate the robustness of the watermarking method against common signal 
processing attacks, because they could occur in the transmission chain of FTV. The 
performance of the proposed scheme under various common signal processing attacks 
is shown in Table 3. These attacks might include Median filtering with size 2 2×  and 
3 3× , Mean filtering, Gaussian filtering with size 3 3× , adding uniform noise, adding 
salt & peppers noise, JPEG compression and center cropping. The Gaussian filter 
matrix is 

0.0113 0.0838 0.0113

0.0838 0.6193 0.0838

0.0113 0.0838 0.0113

 
 
 
  

 

The attacked image with adding uniform noise is 
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( , ) ( , ) (1 ( , ))I x y I x y n x yβ′ = ⋅ + ⋅  

where ( , )I x y  is the pixel grayscale value of an input image at ( , )x y , β  is a 

parameter that controls the strength of the additive noise, ( , )n x y  is noise with 

uniform distribution, zero mean and unit variance, and ( , )I x y′  is the pixel grayscale 

value of the attacked image. 
From Table 3 we can see that the proposed watermarking scheme is not only 

resistant to common signal processing but also robust against combined signal 
processing attacks and light field rendering in six cases. Especially, the robustness 
against Gaussian filter, adding uniform noise, JPEG compression and cropping of the 
watermarking scheme performs very well. 

5 Conclusion 

In the emerging FTV system, there are more challenging requirements, compared to 
well-studied mono-view video watermarking. The ownership of the multi-view video 
should be proved not only on the original views of the multi-view video, but also on 
any virtual view generated for an arbitrary view. Apler Koz et al. propose a 
watermarking approach for the free-view video. However, it is only a one-bit 
watermarking scheme. In this paper, a multi-bit watermarking scheme for free-view 
video is proposed. The watermark message is embedded into every frames of multiple 
views using DS-CDMA embedding method. The watermarking extraction is carried 
out in the DCT domain of virtual frame generated for an arbitrary view with a 
correclation detector. Experimental results show that the watermark for FTV can be 
detected from virtual views generated for an arbitrary view. Moreover, the proposed 
scheme is resistant to common signal processing including lowpass filtering, adding 
noise, JPEG compression and cropping. More exhilaratingly, the watermarking 
scheme is robust against combined signal processing attacks and light field rendering 
operation. 
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Abstract. PDF is a widely used document format. By studying the
structure of PDF file, we notice that incremental updates method used
by PDF file can be used to embed information for covert communication.
So in this paper, we present three novel data hiding algorithms based on
incremental updates which can provide large enough embedding capacity
without any change of file display. These algorithms embed information
by different covert channels and the logistic chaotic map is used to en-
hance the security of the embedded data. The experimental results show
that the algorithms are also robust to PDF files annotating, marking and
interactive forms editing.

Keywords: Incremental Updates, Security, Embedding Capacity,
Robust.

1 Introduction

PDF (Portable Document Format) is a file format which relies on the same
imaging model as the PostScript page description language to describe text
and graphics in a device-independent and resolution-independent manner. It
enables users to exchange and view electronic documents easily and reliably,
independently of the environment in which they were created [1]. Thus, it has
become a widely used electronic document format. It is advantageous to use
PDF files as cover media to hide data for secret message transmission and other
uses. Although PDF files are popular now, there are yet not many researches on
data hiding in them. So it is useful to propose some novel data hiding algorithms
in PDF files for various application purposes.

The existing PDF-based algorithms of information hiding can be summa-
rized in two categories. The algorithms in first category hide information by
varying the line, word, character spacing or other certain display attributes
slightly[2,3,4,5,6,7]. Nevertheless, they have the obvious defects that the effect
of page display is disturbed and that information security is relatively low .
The algorithms in second category embed information by adding or changing
the content of data streams, for example, software wbStego4.3 [8] writes 2 bytes
information between two indirect objects, the algorithm in [9] adds irrelevant in-
direct objects to the body of a file, and the algorithm in [10] embeds information
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by changing the order of the dictionary object’s entries. These algorithms have
done well in visual imperceptibility, but have disadvantages in guaranteeing large
capacity, high security and robustness to some degree. Thus, novel algorithm is
needed to improve the overall performance.

By studying the structure of PDF file, we notice that the incremental up-
dates method used by PDF file can be used to hide data. We proposed three
data hiding algorithms based on incremental updates. All of these algorithms
ensure the visual imperceptibility of display, security of covert information and
large enough embedding capacity as well. Furthermore, it has strong robustness
to both common reading operations (including annotating, marking, etc) and
interactive forms editing.

The rest of this paper is organized as follows. Because the algorithms heavily
depend on the structure of PDF files and incremental updates, we introduce them
in section 2 and 3 respectively. The three proposed algorithms are presented in
section 4. Section 5 demonstrates the experimental results and analysis. Conclu-
sions and future work are given in section 6.

2 The Structure of PDF Files

PDF file structure can be classified into file structure(physical structure) and
document structure(logic structure): the file structure includes the header, the
body which contains a lot of objects, the cross-reference table containing infor-
mation about the indirect objects in the file and the trailer. Fig.1 shows the
Initial file structure of PDF file. It determines how the objects are stored in a
PDF file. A PDF document can be regarded as a hierarchy of objects contained
in the body section of a PDF file[1]. The document structure of PDF file is
organized in the shape of an object tree topped by Catalog as root and five sub-
trees named Page tree, Outline hierarchy, Article thread, Named destinations

Header

Body

Cross-reference
table

Trailer

Fig. 1. Initial file structure of a PDF file [1]
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and Interactive form. Fig.2 shows the document structure of a PDF file. The
tree structure allows PDF consumer applications, using only limited memory, to
quickly open a document containing thousands of pages [10]. On the page tree,
there are many page objects, which involve the file contents, typeface applied,
format, pictures, and so on.

An object is the basic element in PDF files. PDF supports eight basic types of
objects: Boolean Object, Numeric Object, String Object, Name Object, Array
Object, Dictionary Object, Stream Object and Null Object. Objects may be
labeled so that they can be referred to by other objects. A labeled object is
called an indirect object [1]. In this paper, the indirect object is an important
carrier to hide information.

The content stream belongs to Page tree and contains almost all information
about PDF text contents and display attributes. Each page’s contents will be cut
into blocks and each block’s contents are saved in a stream object named Contents

Document 
Catalog   

Page 
tree   

Outline 
hierarch

Article 
threads  

Named 
destinations  

Interactive 
form     

Content 
stream   

Thumbnail 
image

Annotations  

Thread  

Thread  

Bead  

Bead  

Page   

Page   

Outline 
entry

Outline 
entry   

. . .
…

. . . . . .

Fig. 2. Document structure of a PDF document [1]
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Object. The stream of Contents Object is often encoded. The filter or filters for
the stream are specified by the Filter entry in the streams dictionary. By using the
corresponding filter to uncompress the stream, complete Contents Object will be
obtained. It includes text object and text state. The text object describes the text
contents and the text state is a collection of page display attributes.

3 Incremental Updates

The contents of PDF file can be updated incrementally without rewriting the
entire file. Changes are appended to the end of the file, leaving its original con-
tents intact. This is a particular update way for PDF files. The main advantage
to updating a file in this way is that small changes to a large document can be
saved quickly. In an incremental update, any new or changed objects are ap-
pended to the file, which constitute the updated body at the end of the file, a
cross-reference section and a new trailer are appended followed. The resulting
file has the structure shown in Figure 3. The cross-reference section contains the
information of the objects in the updated body[1]. For more information, the
readers can refer to [1].

Header

Original
Body

Original
Cross-reference

section
Original trailer

Updated body 1

Cross-reference
Section 1

Updated trailer 1

Updated trailer n

Initial structure
Of PDF file

Incremental 
Update 1

Incremental 
Update n

Fig. 3. File structure of an incremental updated PDF file [1]

4 The Proposed Algorithms

4.1 Algorithm 1: A Compensated Version of Modifying Display
Attributes Algorithms

As shown in Fig.2, in the document structure tree, there is a subtree named
Page tree. Under Page tree, there are Contents Objects which involve the text
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contents and text states. The logical relationship from root-Catalog to Content
stream is shown in Fig.2. We can find all of the Contents Objects of a PDF file
by this structure.

Text state in Contents Object indicates the attributes of text display. Every
attribute has a operator key word to mark it, such as Char Space: Tc, Word
Space: Tw, Scale: Tz, Leading: TL, Font size: Tf, Render: Tr, Rise: Ts etc.
The values of these attributes in the content stream can be modified to hide
information. In the literature, there are some algorithms which hide data in
PDF files by altering the line, word, character spacing or other certain display
attributes such as [2,3,4,5,6,7]. But these algorithms affect the display of the
PDF file. The effects of modifying text attributes are shown in Fig.4.

(a) Original displayed effect (b) Modify Tc(Char space)

(c) Modify Tr(Render) (d) Modify Ts(Rise)

(e) Modify Tz(Scale) (f) Compensated display effect

Fig. 4. The effects of modifying some text attributes to display and recovering files
display by incremental update ( (a) is the source file display; (b)-(e) are the display
after varying a text attribute; (f) is the display by making an incremental update to
each file from (b) to (e))

In this paper, we can compensate the side effect of the above data hiding
algorithms using incremental updates of PDF files. The principle is that after
altering the text states of contents objects to embed information, the original
contents objects are written in updated body. Thus, the display effect can be
removed because when the PDF file is displayed, the latest updated body will
be used instead. The effect is shown in Fig.4 (f). Encrypt method can enhance
the security of hiding data, so we will encrypt the embedded data by certain
method (for example, by logistic chaotic map).

Fig.5 shows the overview of the embedding algorithm, and the following is the
text description of the embedding steps:
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Step1: Read the PDF file stream;

Step2: Find out all of the contents objects according to the page subtree;
Step3: Decode the stream contents according to the corresponding filter, then
find out the text state entries and estimate the capacity;

Step4: Read embedded binary data, then scramble it by logistic chaotic map.

Step5: Modify the lowest order’s parity of the text state value based on the bit
in embedded data;

Step6: Record the entries and contents objects which have been modified as a
part of stego-key. Rewrite the original contents objects by incremental update;

Step7: Output the embedded PDF file and stego-key.

PDF
file

Read file stream

Get all Contents objects and 
decode them

If text state space
is enough

Report:
Embedding

failed

Embedded
data

modify the lowest order's 
parity of the text state

Stego-key Rewrite the originalContents 
objects by incremental updat

Output 
Stego-file and 

stego-key

Chaotic
sequence

Yes

Fig. 5. An overview of data embedding steps of Algorithm 1

4.2 Algorithms Based on Updated Body and Cross-Reference
Section

Algorithm 2 Based on Updated Body. Fig.3 shows the structure of an
incrementally updated PDF file, we can see that each incremental update will
insert an updated body following original file stream. The new body includes
the objects that need to be modified, added or deleted. It can be regarded as
the most important part of an incremental update. And this update way and
structure provide us a theoretically infinite space to embed information.
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In the updated body, the actual covert information carrier is indirect objects.
Numeric Object, String Object, Array Object and Stream Object can be used
as carriers. But considering the complexity of inserting objects, content security,
capacity and other factors, we select stream object as the embedded carrier. The
steps of the embedding algorithm is as follows:

Step1: Read the PDF file stream;

Step2: Read embedded binary string, then scramble it by logistic chaotic map.
Divide the scrambled string into segments(For example: we can choose 32 bits
as the length of each segment to hide 128 bits information. Thus we need to add
4 new objects );

Step3: Find the max object number of original file in the trailer, in order to
determine the number of new objects(each new object has a number);

Step4: Create new stream object whose content is the scrambled data in each
segment. Record the new object number as a part of stego-key;

Step5: If all of the information has been embedded, write the new cross-reference
and new trailer; otherwise go to Step4;

Step6: Output the PDF file and stego-key.

Algorithm 3 Based on New Cross-Reference Section. The cross-reference
section contains a one-line entry for each indirect object, specifying the location
of that object within the body of file. A 10-digit number in each entry, padded
with leading zeros if necessary, is the byte offset. It gives the number of bytes
from the beginning of the file to the beginning of the object. When make an incre-
mental update to a PDF file, a cross-reference section will be added following the
updated body to specifying the information of updated object. In this algorithm
, we select the new cross-reference section as covert information carrier. We can
embed information by controlling the 10-digit byte offset in cross-reference sec-
tion’s entry. Use the difference of adjacent entries’ offset to represent the covert
information. The following is the text description of the embedding algorithm.

Step1: Read the PDF file stream;

Step2: Read embedded binary string, then scramble it by logistic chaotic map.
Divide the scrambled string into segments(considering the size of decimal number
transformed from binary segment, we choose 6 bits as the length of each segment);

Step3: Transform the scrambled binary segment to decimal number, and add
100 to each number(make sure the decimal number has a suit size to create a
new object). Then get an ordered decimal number sequence;

Step4: Insert the new stream objects with the length based on decimal number
sequence in order. The stream contents is random and the number of them is
n+1(n is the number of binary segment);
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Step5: Insert the new cross-reference section and new trailer if the information
has been embedded. Record the characteristic value of the new cross-reference
section(such as offset) as the other part of stego-key;

Step6: Output the PDF file and stego-key.
An example is as follows to explain the embedding procedure of algorithm 3:

We suppose a 32 bits embedded binary string which has been scrambled:
01010110110011011111000001110001. We divide the string into segments with
the length of 6, padded with following zeros if necessary:{010101,101100,110111,
110000,011100,010000}. Then we transform each segment to decimal number,
and add 100 to each one. Thus, we get an ordered decimal number sequence:{121,
144,155,148,128,116}. Next, we need to insert seven stream objects in the up-
dated body and the lengths of first six one are: 121, 144, 155, 148, 128 and 116.
The last object’s length is random(such as 130). We suppose the first new ob-
ject’s offset is 300000, then the new cross-reference section will be:

0000300000 00000 n
0000300121 00000 n
0000300265 00000 n
0000300420 00000 n
0000300568 00000 n
0000300696 00000 n
0000300812 00000 n

5 The Experimental Results and Analysis

In our experiment, the cover PDF files are downloaded from Internet randomly.
These files use different PDF versions from 1.2 to 1.6 but have the same canonical
file structure. That is to say, they all use cross-reference table instead of cross-
reference stream to save the information of indirect objects. We use all of the
three algorithms proposed above to embed covert data. As the three algorithms
have the similar experimental results, we just choose one of them randomly to
show the algorithms’ performance except data embedding capacity.

5.1 Data Embedding Capacity and Perceptual Transparency

The data embedding capacity of the first data hiding algorithm is limited by the
number and size of usable Contents Objects. And the embedding capacity of the
second and third algorithm are unlimited so that we can embed a large amount
of secret data. In order to implement the proposed methods for covert commu-
nication, we designed a user interface written in the language of C++. It uses
the algorithm 2 and 3 to embed and extract secret message. The experimental
result is shown in Fig.6.

The comparison of displays before and after embedding data is shown in Fig.7.
From the effects chart, we can’t see any change. The algorithm 1 can recover the
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Fig. 6. User interface of embedding and extracting covert data(using algorithm 2 and 3)

display by rewriting original Contents objects. The new objects embedded by
the algorithm 2 and 3 have nothing to do with PDF file display. So our hiding
methods are invisible.

5.2 The Robustness to Reading and Editing Operations

Generally speaking, existing PDF reading softwares such as Foxit reader, Adobe
reader, CAJ reader, etc., fail to edit the content and format of the PDF files,
which is greatly unlike the Microsoft Office documents. On the other hand,
annotating and marking as functions provided by these softwares are prevailing
in our daily use. In order to examine whether our proposed algorithms have
good robustness to annotating and marking operations in various forms, we add
comments and marks to the files embedded with hidden data.

The PDF file shown in Fig.8 has been embedded covert data. After adding the
various comments and marks to this file, we try to extract the covert information
from it. And the experiment result shows that the accuracy of extracted data is
100%.

Interactive forms is a special type in PDF. These files are convenient to collect
users’ information. They permit users to edit some information in some specified
location in PDF files. Users can choose, write, modify or delete the content in
the form. We test whether the interactive forms editing operations will damage
the embedded information.
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(a) An overview of the cover file

(b) An overview of the stego file

Fig. 7. The cover file and the stego file

Fig. 8. Apply Adobe Acrobat 9 Pro to annotate and mark the embedded PDF file in
various ways

(a) Original interactive forms file with
embedded data

(b) Writing some contents in the inter-
active forms file

Fig. 9. Make editing operations to an interactive forms file with embedded data
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Table 1. The increase in size of carrier-object by algorithm 1

File Original size Page number Embedded size Increase rate

1 149KB 4 153KB 2.7%

2 237KB 4 245KB 3.4%

3 271KB 4 272KB 0.4%

4 298KB 4 306KB 2.7%

5 303KB 6 304KB 0.3%

6 349KB 7 350KB 0.3%

7 413KB 2 415KB 0.5%

8 543KB 5 544KB 0.2%

9 663KB 4 664KB 0.15%

10 801KB 10 803KB 0.2%

We download an interactive forms file from Internet then embedded covert
data in it by our method. In Fig.9, (a) is the stego file without any editing and
(b) is the file been written some contents to (a). We try to extract the covert
information from (b), and the experiment result shows that the accuracy of
extracting test is 100%.

From experimental results, we can see that the proposed algorithms are robust
to reading and editing operations. The analysis is as follows:

1.Reading: Annotating and marking operations will add some new objects in
the original PDF file body. the new objects are appended behind original objects,
and the cross-reference table and trailer will be updated. This way of file update
is different from incremental updates. But these operations won’t influence both
the original objects and the new objects generated by incremental updates, even
if the information embedded in the difference of offset. Therefore, the proposed
algorithm has good robustness to such editing operations.

2.Editing: The editing operations will insert some new objects or add some
new contents in original objects which won’t influence our embedded data.
Therefore, the proposed algorithm has good robustness to such editing oper-
ations.

5.3 Increase in the Size of Cover File

Our algorithms are based on incremental updates. Each algorithm will add some
stream content in original file when embedding information. So the embedded
file will have a larger size than original file inevitably. But if the increased per-
centage is too big, the performance of algorithm will be affected. In the following
experiment, we want to test the increase percentage of carrier-object when em-
bed information in PDF files by our algorithms.

First, we test the algorithm 1’s performance because the size increase of algo-
rithm 1 is based on carrier file. We select 10 PDF files which have the standard
file structure. The files have 2 to 10 pages and with size between 149KB to
801KB. We use algorithm 1 to embed 128 bits information into these ten files
and table 1 shows the experiment results.



178 H. Liu et al.

Analyzing the embedding process, we can learn that basically, one contents ob-
ject is enough to embed 128bits information. Rewriting aContents object by incre-
mental update will increase the size of the original file by 1 to 8 KB (depending on
the size of the original Contents object which is used to embed information). For a
file with a size of 200 KB, the rate of size increase is below 5%. The real experimen-
tal result shows that the average rate of files’ size increase is around 1%, which is
acceptable in our experiments. Algorithm 1 selects the first Contents object which
is viable to embed information. Although we just embed 128 bits, a large object
which is 8KB may be selected and rewriting this object back to the PDF file will
increase the size by 8KB.We can improve it by choosing Contents object based on
the embedded information size instead of the first object.

The increase of the size caused by algorithm 2 is irrelevant to the original
files. Suppose we divide the embedded information into four segments and hide
them into four indirect objects. Each new object will be around 100 bytes. The
size of the added new cross reference section (each entry is twenty bytes long)
and new trailer is less than 200 bytes. The embedding operation of algorithm 2
will add no more than 1KB to original PDF file. For a file with a size of 200 KB,
the rate of size increase can be keep around 0.5%.

The increase of the size caused by algorithm 3 is also irrelevant to the original
files. It is depending on the 128 bits binary string. If we choose 6 bits as the
length of segment, we will get 22 segments. Transform each binary segment
into decimal number and add 100 to each one. We can get 22 decimal numbers
between 100 to 163. The maximal size increase will be around 4 to 5 KB. For
a file with size of 200 KB, the rate of files’ size increase keep within 2.5%. And
the average increase percentage is 1.5%.

5.4 The Performance Comparison

In table 2, performance comparison among the methods proposed in this pa-
per and other three existing ones is shown from four main aspects. In spite of

Table 2. The result of the performance comparison

Incremental The method based The method based
Performance updated wbStego4.3[8] on varying display on changing

methods attributes[2,3,4,5,6,7] entries’ order[10]

Perceptual No changed No changed Slightly No changed
transparency changed

Embedding Large Small Based on Based on
capacity enough file file

Security Relatively low Relatively High
high low

Robustness Strong Relatively Relatively Medium
Strong Strong
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increasing the size of document, which may affect its performance slightly such
as unable to prevent the general statistical attack effectively, our algorithms have
better performance than the others in main aspects. Our algorithms not only
guarantee the original display effects of the cover file, but also realize the big
enough embedded capacity and strong robustness to many editing operations.

Incremental updates is widely used in PDF files like saving the modified PDF
file, updating some PDF file information such as title, author, theme and key
words. Although the size of cover file will increase by hiding data based on
incremental updates, it’s hard to distinguish the embedded information from
the useful update information. Therefore, the security of embedded information
is high enough.

6 Conclusion and Future Work

This paper proposes three novel PDF files data hiding algorithms based on
incremental updates, which is a particular method used by PDF file. The covert
channel lies in file’s physical and logical structure. The logistic chaotic map is
used to enhance the security of the embedded data. The proposed algorithms
are invisible, robust and high payloaded. The experimental results and analysis
support them.

Different versions of PDF files are being used at present. Some higher versions
of PDF files have used cross-reference streams to store the information of indirect
objects. How to advance our algorithms to be compatible with different PDF
versions is our future work.

References

1. Adobe Systems Incorporated. PDF Reference, 5th edn., version 1.6 (2006),
http://www.adobe.com/devnet/pdf/pdfs/PDFReference16.pdf

2. Low, S.H., Maxemchuk, N.F.: Performance comparison of two text marking
methods. IEEE Journal on Selected Areas in Communications 16(4), 561–572
(1998)

3. Brassil, J.T., et al.: Electronic marking and identification techniques to discourage
document copying. IEEE Journal on Selected Areas in Communications 13(8),
1495–1504 (1995)

4. Zhong, S., Chen, T.: Information Steganography Algorithm Based on PDF Docu-
ments. Computer Engineering 32(3), 161–163 (2006)

5. Low, S.H., et al.: Document marking an identification using both line and word
shifing. In: Proceedings INFOCOM 1995, Boston, MA, pp. 853–860 (April 1995)

6. Maxemchuk, N.F., Low, S.H.: Marking text documents. In: Proceedings, Interna-
tional Conference Image Processing, Boston, Santa Barbara, CA, October 1997,
pp. 13–17 (1997)

7. Franz, E., Pfitzmann, A.: Steganography Secure against Cover-Stego-Attack. In:
Pfitzmann, A. (ed.) IH 1999. LNCS, vol. 1768, pp. 29–46. Springer, Heidelberg
(2000)



180 H. Liu et al.

8. wbStego Studio. The steganography tool wbStego4 (2007),
http://www.wbailer.com/wbstego

9. Liu, Y., Sun, X., Luo, G.: A Novel Information Hiding Algorithm Based on Struc-
ture of PDF Document. Computer Engineering 32(17), 230–232 (2006)

10. Liu, X., Zhang, Q., Tang, C., Zhao, J., Liu, J.: A Steganographic Algorithm for
Hiding Data in PDF Files Based on Equivalent Transformation. In: 2008 Inter-
national Symposiums on Information Processing (ISIP), May 23-25, pp. 417–421
(2008)



Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 181–195, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Use of “Emergable Watermarks” as Copy Indicators  
for Securing Video Content 

Takaaki Yamada and Yoshiyasu Takahashi 

Hitachi, Ltd., Yokohama Research Laboratory, Japan 
{takaaki.yamada.tr,yoshiyasu.takahashi.gq}@hitachi.com 

Abstract. We propose using emergable watermarks as copy indicators that be-
come visible in video content that has been copied under designated conditions. 
A watermark pattern is designed that is sensitive to image processing specific to 
illegal copying. This is done on the basis of the aliasing effect, which causes 
image distortion when the re-sampling frequency is low. Watermarks using 
such patterns are embedded in the original video. They become visible only if 
the copy had been illegally generated by re-encoding with designated scaling. 
They show, for example, copy indicators, warning the viewer that the video had 
been illegally copied, and distort the image quality. Testing of a prototype im-
plementation demonstrated the effectiveness of this method. The peak-signal-
to-noise-ratio in watermarked video was adjustable by more than 28 dB. Use of 
this method should help deter the illegal copying and/or distributing of copy-
righted videos. 

Keywords: emergable watermark, copy indicator, content security, 
video watermark, copyright protection, authentication. 

1 Introduction 

The growing availability of video content online is exacerbating the problem of copy-
right violation. The copyright of video content can easily be violated because the 
Internet facilitates copying and redistribution of content. Moreover, video-sharing 
services, which provide a huge amount of the video content worldwide, enable illegal 
copies to be distributed anonymously [1]. 

Typical video content is protected by using proven methods such as encryption and 
authentication. Methods for securing content such as digital rights management 
(DRM) are being developed [2, 3]. For instance, a method preventing the illegal re-
recording of images displayed on a cinema screen has been developed [4]. It is based 
on the differences in sensory perception between the human eye and CCD devices and 
adds noise to the re-recorded images to that their quality is greatly degraded. Howev-
er, this method requires installation of dedicated devices behind the screen. While 
complete copyright protection of video content is technically possible, strong security 
mechanisms can cause usability problems and increase costs. 

To avoid such problems, the copying of video is sometimes technically allowed, 
such as copying video through an analog channel. In such a case, the illegalness 
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(whether copying is illegal or not) depends on the copyright condition of the video 
content. For instance, even if content is recorded in analog format under a specific 
allowed condition, a copyright violation may be flagged if it is redigitized and redi-
stributed through the Internet as this goes beyond the allowed condition. Although 
conscientious users may not intentionally violate a copyright, they may do so if they 
are unaware of the copyright condition of the video content. 

A common approach to deterring users from making illegal copies is to embed cop-
yright information into the content in the form of digital watermarks. Various digital 
watermarking algorithms have been developed for securing content, including ones for 
copyright protection and for authentication [5–10]. Methods using robust digital wa-
termarks are widely used for common copyright protection [9, 10]. The watermarks in 
video content are almost imperceptible, so they do not disturb the legal viewing of the 
content. Illegal copying can be prevented by detecting the watermarks and enforcing 
the corresponding copy function in accordance with the watermark detection result. 
However, digital watermarks themselves do not directly prevent malicious users from 
making illegal copies. Moreover, invisible watermarks do not directly work for con-
scientious (non-malicious) users because they are invisible. While visible watermarks 
such as a small logo in the corner of each image help deter conscientious users from 
making illegal copies, their visibility degrades the image quality. 

To deal with these problems, we propose a new approach, the use of “emergable" 
watermarks. A pattern is designed that is sensitive to image processing specific to 
illegal copying. This is done on the basis of the aliasing effect, which causes image 
distortion when the re-sampling frequency is low. Watermarks using such patterns are 
embedded in video content as noise that does not degrade the legal viewing the video. 
The pattern pops up in the copied video content in the form of a copy indicator under 
designated conditions, such as re-encoding with scaling. We evaluated the effective-
ness of our methods by implementing it in a prototype. 

In section 2, related work is quickly reviewed to highlight the uniqueness of our 
method. Our method is described in section 3. Results obtained in its experimental 
evaluation are then presented in section 4. We summarize the main points, discuss a 
possible limitation, and mention future work in section 5. 

2 Application Image 

2.1 Deterrence to Illegal Video Copying 

Consider a video archive that stores video files captured by surveillance cameras, as 
shown in Fig. 1. These files may contain scenes showing personal information, copy-
righted materials, or trade secrets that need to be protected. When an authorized or-
ganization requests particular files, an official at the video archive packages the files 
and sends them to the recipient. The size of the data files might be reduced due to the 
limited capacity of the delivery media. If contents from the files were found by 
chance on a video-sharing site, serious problems such as privacy violation, copyright 
piracy, and/or contract infringement would arise. It would be difficult, however, to 
determine whether the information leak occurred in the office of the organization to 
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which the file was sent or in the video archive office. Quickly identifying the source 
of an information leak is therefore an important issue. 

One way to identify the site of an information leak is to use a digital watermarking 
technique that embeds the recipient's ID into the video file before it is sent [11]. A 
watermark embedding process can be incorporated into the video package creation 
process. If a problematic video is found by chance, the embedded ID can be used to 
identify the party who redistributed it. 

One potential application of emergable watermarks is deterrence to illegal video 
copying as mentioned above. Various encoders and decoders are available to users, 
enabling them to easily convert video files from one compression format to another. 
Users can re-encode video images for sending samples by scaling them (e.g. by resiz-
ing them from VGA format to QVGA). In such cases, the recipient's ID embedded in 
the copied content can be made to pop up as a copy indicator. Such emerged water-
marks would help deter users from copying and distributing copyrighted materials. 
 

Video archive

Embed
recipient’s ID

＋

Video sharing service

Illegal
redistribution?

Surveillance camera, etc.

Authorized 
organization

Video archive

Embed
recipient’s ID

＋

Video sharing service

Illegal
redistribution?

Surveillance camera, etc.

Authorized 
organization  

Fig. 1. Deterrence to illegal video copying using digital watermarks 

2.2 Copy Protection in Printed Documents 

There are many techniques for authenticating paper documents [12, 13]. Many, such 
as microprinting, using pearl ink, intaglio printing, hologramming, using luminescent 
ink, latent imaging, watermarking, and using a copy indicator, assume that dedicated 
devices or dedicated materials (such as paper and ink) are used. 

Copy indicators, which are hidden in the original document, emerge in a copy of 
the document, as shown in Fig. 2. The emergence of these indicators in print docu-
ments is due to the difference in resolution between the printer used and scanners 
[13]. When the printer creates the original document, it adds hidden copy indicators. 
The scanners are equipped within common copy machines. Since the smallest printa-
ble dots are natively smaller than the smallest copyable dots, specific dots (intention-
ally selected in advance) are not copied due to this difference in resolutions. The dots 
that are copied result in the copy indicators in the copied document. Our approach 
applies this idea to video content. 
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Fig. 2. Copy protection in printed document 

3 Proposed Method 

3.1 Research Approach 

Although common copy function generates the same content as the original video 
content, so a difference in the copied video cannot be made on a digital basis, there 
are many use cases for copying with image processing. For instance, video files are 
often transcoded in order to shrink the data size. Moreover, thumbnail images are 
often made in order to overview multiple video files quickly. When such image 
processing is used to make illegal copies, the size of the original frame images is of-
ten scaled down. We can thus design special patterns in the original images that are 
sensitive to specific image processing. If we embed such patterns in video content, the 
patterns will expectedly change significantly due to the designated image processing. 
That is, we can use the pattern as a copy indicator for copyright protection, tracing, 
traitor tracking, content authentication, and so on. See Fig. 3. 
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processing due to illegal copying
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Hidden copy indicators are 
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Fig. 3. Emergable watermarking 
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Emergable watermarks as copy indicators are embedded in the original video. The 
watermarked video contains seemingly similar video content as that of the original 
video. 

3.2 Principle 

We superimpose a hidden image into the original image on the basis of the aliasing 
effect. The aliasing effect causes distortion or an artifact when the signal recon-
structed from samples differs from the original continuous signal. In an image, the 
aliasing can be observed as a moiré pattern. It occurs when the original signal con-
tains a signal above the Nyquist frequency. In the sampling theorem, the Nyquist 
frequency is given by. 

 
22

1
max

max
Nyquist

ξλ
ξ

==Δx , (1) 

 where NyquistΔx  is the Nyquist interval,  

 maxξ  is the maximum spatial frequency of the sampled object, and 

 
maxξλ  is the spatial wavelength of the sine curve of frequency maxξ . 

According to this equation, it is generally required to sample the target signal at a 
frequency at least twice that of the sampled object. If the sampling is done at frequen-
cy lower than the Nyquist frequency, the aliasing effect will occur and a moiré pattern 
will be evident in the images [16]. 

To embed a “message”, such as a copy indicator into video content, we use this 
aliasing effect. If the frame size is scaled down by image processing, the number of 
sampled points decreases. That is, the Nyquist frequency also decreases. Therefore, if 
we add a high frequency image (one with a high spatial frequency) onto each frame 
image in the video content, the modified frame images will expectedly be affected by 
"aliasing" if their size is scaled down. An image for a message to be superimposed is 
divided in small regions. We can control the spatial frequency of each region so that 
the hidden messages can be clearly seen under designated conditions. That is, both 
high- and low-frequency parts of the image are superimposed on each frame image as 
a form of not-annoying random noises. After designated scaling down of the frame 
image, the high-frequency parts cause aliasing while the low-frequency parts do not. 
If a hidden message is placed in the high-frequency parts, it remains in the copied 
image and emerge as a moiré pattern. Those regions having more impact on the co-
pied image are called "residue regions" in that their pixels can better survive the des-
ignated image processing than those of other regions. 

Note that watermarks may appear even if video content do not have any problem. 
Preventing such false alarm is a question which we want to keep beyond the scope of 
this present discussion. 
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3.3 System Architecture for Embedding Watermarks 

The system architecture for embedding watermarks is shown in Fig. 4. The system 
has three kinds of inputs (original video file and message text, and message image) 
and one output (watermarked video file). The system has seven components; an input 
controller, a demultiplexer, a video decoder, a superimposer, a video encoder, a mul-
tiplexer, and an output controller. 

- The input controller reads the message data (image or text). If text is input, it is 
converted into document image form. The input and converted image are both 
called the “cipher image”. The copy indicators are created in the cipher image, 
which is then used in the superimposer. After processing the cipher image data, 
the input controller opens the original video file and sends it to the demultiplexer. 

- The demultiplexer separates the multiplexed data into the video stream and the 
other streams (audio stream, subtitles stream, etc.). 

- The video decoder decodes the video stream into uncompressed frame images 
frame by frame.  

- The superimposer sequentially reads each frame image output from the video 
decoder. It creates a pattern using the cipher image data and adds it to the frame 
image. 

- The video encoder re-encodes the superimposed frame images into a video stream. 
- The multiplexer combines the video stream and the other streams (audio, subtitles, 

etc.) and places the results in the video stream buffer. 
- The output controller writes that data to a watermarked file, the system output. 
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Fig. 4. System architecture for generating watermarked video 

3.4 Process Flow for Superimposing 

The key component of the watermark embedding system is the superimposer. The 
process flow for superimposing consists of six steps. 
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1. Read the cipher image and write it into an array for binary values:  

}0|{ nibi ≤≤=b . 

2. Allocate memories for writing the frame image buffer data that will be sent to the 
encoder. The size (width and height) of the output image is identical to that of the 
input images (the frame images in the original video and cipher image). 

3. Repeat the following steps for each frame image until the input frames are ex-
hausted. 

4. Read the j-th frame image decoded from the original video file as a set of pixel 

values: }0|{ nici ≤≤=c . 

5. Repeat the following steps, (a), (b), and (c), for each pixel in the original image. 
(a) Check if the selected i-th pixel ),( yx  in the original image is in a residue re-

gion by using equation (2). Pixels in a residue region survive much better 
against the designated image processing, as described in section 3.2. To simpli-
fy the discussion, we suppose that the nearest-neighbor algorithm is used for 
scaling images. In addition, we suppose that the aspect ratio is maintained after 
scaling. A set of coordinates ),( vu  indicates the corresponding location in the 

j-th frame image in the copied video content. The estimated scaling rate in the 

copying process is ja . For instance, 5.0=ja  indicates that a VGA image is 

resized to a QVGA image. The function ( )zint  gives the maximum integer 

below z . If both integers, u  and v , are found to satisfy equation (2), then 

),( yx  is considered to be in the residue region. 
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(b) Calculate the strength needed to modify the i-th pixel value in the original im-

age. The strength is calculated using ),,( if j cb . 

(c) If the i-th pixel is in a residue region, set its value in the watermarked image to 
an estimated value by adding the corresponding pixel value and its strength in 
the original image. 

6. After all pixels in the original image have been processed, send the watermarked 
image as a frame image to the encoder. 

3.5 Prototype 

We implemented our method in a prototype system. For step 5(b) above, it simply 

uses ij bsif ⋅=),,( cb , where ib  indicates the i-th binary value, and s  is con-

stant. In step 5(c), it sets the i-th pixel value in the original image to that of the wa-
termarked image if the pixel is not in a residue region. Watermarks are embedded by 
modifying the luminance values of the pixels. 
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A graphical user interface (GUI) image of the prototype is shown in Fig. 5. A user 
can embed copy indicators into a video stream by selecting a function from the pull-
down menu. A simulation function for resizing images is also available. The image in 
the figure is from a sample video in the standard video set and is called "airplane 
landing (No. 36)" [12]. The text message “test” was repeatedly embedded into the 
original image and is barely visible in the image immediately after watermark embed-
ding (larger left window in Fig. 5). However, if the image is resized using a designat-
ed scaling factor (50% here; i.e., a scaling rate of 0.5), the message clearly emerges 
(smaller right window). 

The data types for system input are shown in Table 1. We implemented still image 
watermarking for additional system input as original data. The prototype system is 
able to read two kinds of input as original data (still images and video), and two kinds 
of input for the cipher message (still images and text). Therefore, it has four (two by 
two) input functions. If the user inputs a text message, the prototype converts it into 
image form before embedding it as a watermark. 

 

Fig. 5. Graphical user interface of the prototype and sample images showing embedded text 
message before (left) and after (right) scaling by a designated rate 

Table 1. Data types for system input 

Input as original data Input as cipher message 
Still image Still image 
Still image Text 
Video Still image 
Video Text 
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4 Evaluation 

We evaluated our prototype system with three experiments. The requirements for the 
experiments are summarized in Table 2. The sample video used in each one was a 15s 
SDTV-format (720 × 480 pixels) video, the "airplane landing (No. 36)" video [12]. 

Table 2. Requirements for three experiments 

Exp. Test type Requirements 
1 Re-encoding test • Copy indicators are embedded into video content.  

• Watermarked video is then re-encoded with scaling 
to simulate illegal copying. 

• Embedded message should emerge in copied video. 
2 Subjective tests for 

image quality and 
legibility 

• Image quality of watermarked video should be 
maintained. 

• Hidden messages should be clearly visible in video 
copied under designated conditions. 

3 Peak-signal-to 
noise ratio (PSNR) 
test 

• Image quality of watermarked video should be 
maintained. 

• PSNR of watermarked video is quantitatively calcu-
lated for various scaling rates. 

4.1 Re-encoding Test  

The copy indicators should become visible after re-encoding a video file using a des-
ignated scaling rate. The experimental data flow is shown in Fig. 6. A cipher image 
converted from input text is embedded into the original video file. The resulting  
encoded watermarked-video simulates video that would be distributed in actual appli-
cations. The watermarked video file is re-encoded using a common MPEG4-based 
encoder with scaling from 720 × 480 to 360 × 240 (i.e., a scaling rate of 0.5) resulting 
in an encoded copied video. The parameters for the encoder were set to the default 
values except for the output size (width and height). This procedure simulates the 
illegal uploading of a video file. Next, the encoded copied video was checked to see 
whether the copy indicator was visible. 

Fig. 7 shows frames with the same frame number (and thus at the same position on 
the time line) in the original video (a), watermarked video (b), and copied video (c). 
Because the watermarked video image had minute embedded dots, it is darker than 
the original video image. However, the minute dots were undetectable with the naked 
eye. The embedded message clearly emerged after re-encoding with designated scal-
ing, as shown in Fig. 7 (c). Conscientious users would be expectedly deterred from 
distributing illegal copies by these copy indicators visible in the copied video content. 



190 T. Yamada and Y. Takahashi 

Watemrark
embedding system

Watermarked
video

Encoder
(with scaling) Copied video

Original video

Decoder

Cypher text

 

Fig. 6. Experimental data flow for re-encoding test 

 
(a)     (b) 

       
 

   (c) 

                               

Fig. 7. Frames at the same position in time line from (a) original video, (b) watermarked video, 
and (c) copied video (which was re-encoded with scaling down) 

4.2 Subjective Tests 

The more, watermarked video is modified to embed strong watermarks, the more, its 
image quality is affected. However, the more, it is modified, the more, legible the 
copy indicators in copied video become. There is thus a trade-off relationship between 
image quality and indicator legibility. This is analogous to the trade-off between im-
age quality and watermark robustness with common watermarking methods. There-
fore, our method should be evaluated from two points of view; (1) the image quality 
of the watermarked video and (2) the legibility of copy indicators in copied video. 
 
Image Quality of Watermarked Video 
We subjectively evaluated the quality of images watermarked with our prototype 
using a procedure based on Recommendation ITU-R BT.500-7 [13]. That is,  
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watermarked videos were displayed on a monitor by using a procedure based on the 
double-stimulus impairment scale method and evaluated by participants who rated the 
image quality by scoring the level of disturbance due to watermarks. The levels used 
are summarized in Table 3. Five participants evaluated the same sample as used in the 
re-encoding test. 

The average scores are shown in Fig. 8. The horizontal axis represents the scaling 
rate used in making the watermarked video. The vertical axis represents the average 
subjective score. The image quality should be high for a scaling rate of 1.0 (original 
size) and low for the other scaling rates due to the aliasing effect. The experimental 
results meet this expectation. When the scaling rate was 1.0, the average score was the 
highest 4.4. Watermarks are designed to be most visible in copied video content when 
the scaling rate is 0.5. When the scaling rate was 0.5, the average score was the lowest 
1.4. This score means that all participants felt annoyed or very annoyed with the co-
pied video content. Interview to the participants revealed that they paid attention on 
reading messages emerged under designated conditions. 

Table 3. Levels for image quality 

Disturbance Score 
Imperceptible 5 
Perceptible but not annoying 4 
Slightly annoying 3 
Annoying 2 
Very annoying 1 
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Fig. 8. Subjective image quality of watermarked video 

Legibility of Copy Indicators in the Copied Video 
If the copy indicators that pop up in the copied video are clear enough to be read, they 
are considered to be legible. Copied videos were displayed on a monitor by using a 
procedure based on the single-stimulus impairment scale method and evaluated by 
participants who rated the legibility of the indicators by scoring on a five-point scale. 
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The levels used are summarized in Table 4. Note that we used an original scale as we 
are unaware of a proven scale for such evaluation. The same five participants eva-
luated the same sample as used in the re-encoding test. The average scores are shown 
in Fig. 9. 

The legibility should be low for a scaling rate of 1.0 (original size) and high for the 
other scaling rates. When the scaling rate was 0.5, which is under the designated  
condition, the average score was 3.8, meaning that the copy indicator could be read 
clearly. The legibility scores for the other scaling rates were 1 (very illegible) for all 
participants. For those scaling rates, the copy indicator could not be read, meaning 
that the image quality of copied video is only distorted (emerged watermarks will 
slightly annoys users, as shown in Fig. 8). For instance, if another pattern sensitive to 
a different condition (such as a scaling rate of 0.6) was also applied in the water-
marked video, the legibility score would expectedly be higher for this condition as 
well. If various patterns according to different designated conditions were applied, the 
legibility of the copy indicator would expectedly be higher for this condition as well. 
If various patterns corresponding to different designated conditions were applied, the 
legibility of the copy indicator would be improved. 

Table 4. Levels for legibility 

Legibility Score 
Very legible 5 
Legible 4 
Slightly legible 3 
Illegible 2 
Very illegible 1 
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Fig. 9. Subjective legibility of copy indicators in copied video 

4.3 PSNR Test 

A frame image in the sample video was taken into an uncompressed still image format. 
That is, it was the original image. A watermarked image is generated by embedding  
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watermarks in the original image. We resized both the original and watermarked images 
at each scaling rate and then calculated the peak-signal-to-noise ratio (PSNR): 
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where Ω  is set of valid integer coordinates, i.e., 
)1,1(, (1,0), )1,0(, ,(0,0)(0,0) −−…−… hwh , )(stego p  is the luminance value 

of pixel p  in the watermarked image, )cover(p  is the luminance value of pixel p  

in the original image, w is width of the images, and h is height of the images. 
Fig. 10 shows the PSNR for various scaling rates. We can divide the set of meas-

ured PSNRs into two groups, those around 27.85 and those around 28.15. When the 
sample image was resized using each scaling rate corresponding to the PSNRs around 
28.15, the hidden message in the resized image was hard to read. On the other hand, 
the embedded messages could easily be read when the sample images was resized 
using each scaling rate corresponding to the PSNRs around 27.85 (scaling rate = 0.1 
or 0.5). Those results demonstrate that our method distorts the image quality of wa-
termarked video when resizing is done at designated scaling rates. 

Ideally, the PSNR should be higher only when the scaling rate is 1.0 and lower  
at the other scaling rates to deter copying at any scaling rate. We do not consider  
this to be an inherent limitation of our prototype. Our prototype embeds a cipher im-

age in the video content that becomes visible at the designated scaling rate ( ja  in 

equation (2)). The peak-signal-to-noise-ratio in watermarked video was adjustable by 
more than 28 dB. For actual application, we can prepare cipher images corresponding 
to the possible scaling rates by using spatial and temporal video components and the-
reby deter copying at any scaling rate. 
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Fig. 10. Peak-signal-to-noise ratios in copied videos for various scaling rates 
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5 Summary and Future Works 

We have developed a novel approach to deterring the illegal copying of video content: 
copy indicators emerge in video content that has been copied under designated condi-
tions. A specially designed pattern in the original content becomes visible due to the 
aliasing effect. This pattern then degrades the image quality of the copied video 
and/or warns the user that the video has been illegally copied by presenting messages 
in the video content. We hypothesize that watermarked video is re-encoded with re-
sizing at a particular scaling rate when it is illegally copied. Implementation of this 
method in a prototype demonstrated that it works well: hidden warning messages 
emerged when the hypothesis was met. Use of this method should help deter users 
from illegally copying and/or distributing copyrighted videos. 

This work has confirmed the validity of our hypothesis and the feasibility of our 
approach. Although the presentation here was mainly based on the use of nearest 
neighbor interpolation, we believe that proposed method will be effective when other 
scaling algorithms are used. Because watermark strength is adjustable, we should be 
able to improve the PSNR by using weaker watermarks. Further evaluation (subjec-
tive and objective tests), application development, and system security establishment 
remain for future works. 
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Authenticating Visual Cryptography Shares

Using 2D Barcodes
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Abstract. One of the problems pertinent with many visual cryptogra-
phy (VC) schemes is that of authentication. VC provides a way of sharing
secrets between a number of participants. The secrets are in the form of
an image that is encoded into multiple pieces known as shares. When
these shares are physically superimposed, the secret can be instantly ob-
served. A known problem is that of authentication. How is it possible to
know that the secret being recovered is genuine? There has been some
work devoted to this using so called cheating prevention schemes which
attempt to provide a means of traceability or authentication via a set
of additional shares that are used to check authenticity. This paper pro-
poses a scheme that attempts to alleviate this suspicion by using 2D
barcodes as a means of authentication which may have more practicality
in terms of real world usage. Results are provided using an application
that is available on mobile devices for portable barcode reading.

1 Introduction

As far as secret sharing goes, visual cryptography [9] provides a very effective
method for accomplishing this. One of the common problems that arise when
designing VC schemes is whether or not the scheme can be cheated such that the
set of known participants that are allowed to recover the secret can be cheated
into recovering a secret of a different type without knowing they have been
compromised.

Specific schemes that have been designed for cheat prevention focus on the
probability that an attacker successfully cheats a scheme is negligible, that is, the
known participants suspect that the shares or recovered secret is not genuine [4].
There are two types of approaches used when constructing these cheating pre-
vention techniques. The first type is an authentication based method whereby
each known participant is given an additional share that is used to authenticate
the recovered secret. This provides the participants with the ability to verify the
integrity of the shares before secret reconstruction takes place. The other authen-
tication method uses a blind authentication technique that uses the properties of
the reconstructed secret image. Blind authentication attempts to make it more
difficult for the cheaters to predict the structure of a valid share that is in the
possession of the qualified participants.

Despite the obvious advantages of having an additional share for verification
purposes, the fact that an additional share is required is rather cumbersome and
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impractical. This paper attempts to embed the verification information inside
the recovered secret in the form of a 2D barcode. This way, no additional share is
required and if cheating is suspected, the 2D barcode will not verify the invalid
share after it is used to recover the secret. This is due to the fact that the
barcode cannot be successfully guessed or that after a cheater has used his share,
a barcode may not even be recovered as part of the secret.

Additionally, an extended form of this secret sharing is presented which em-
beds the 2D barcode as part of the cover image for each participant. This allows
share verification before the secret recovery has even been attempted. This type
of early verification can take place using mobile devices such as iPhones, which
support software barcode readers that use the mobile devices onboard camera.

The main contributions discussed within this paper are:

– Using a 2D barcode to authenticate a VC share.
– Any VC scheme can benefit from this type of authentication, depending on
the practical requirements.

– The 2D barcode can be used as the secret transport mechanism. That is, a
long string of alphanumeric characters can be embedded inside the barcode.

– This increases the overall capacity of sharing a large amount of data within
a small manageable set of shares.

– The practical usage involving mobile devices with an onboard camera is very
simple and effective.

The remainder of the paper is organized accordingly, Section 2 provides a brief
background on cheating and cheat prevention schemes in VC and the related
work accomplished in this area, Section 3 highlights the proposed idea and how
it will be achieved, while Section 5 provides the conclusion.

2 Related Work

Despite visual cryptography’s secure nature, many researchers have experimented
with the idea of cheating the system. Methods for cheating the basic VC schemes
have been presented, along with techniques used for cheating extended VC
schemes [7,10,18].

Prevention of cheating via authentication methods [10] has been proposed
which focus on identification between two participants to help prevent any type
of cheating taking place. Yang and Laih [18] presented two types of cheating
prevention, one type used an online trust authority to perform the verification
between the participants. The second type involved changing the VC scheme
whereby the stacking of two shares reveals a verification image, however this
method requires the addition of extra pixels in the secret.

Another cheating prevention scheme described by Horng et al. [7], through
which if an attacker knows the exact distribution of black and white pixels of each
of the shares of honest participants then they will be able to successfully attack
and cheat the scheme. Horng’s method prevents the attacker from obtaining this
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distribution. Since then, there have been numerous efforts devoted to designing
cheating prevention schemes within visual cryptography [5,8,12].

Successfully cheating a visual cryptography scheme (VCS) however, does not
require knowledge of the distribution of black and white pixels. Hu and Tzeng
[8] where able to present numerous cheating methods, each of which where ca-
pable of cheating Horng et al.’s cheating prevention scheme. Hu and Tzeng also
present improvements on Yang and Laih’s scheme and finally present their own
cheating prevention scheme which attempts to minimize the overall additional
pixels which may be required. No online trust authority is required and the ver-
ification of each image is different and confidential. The contrast is minimally
changed and the cheating prevention scheme should apply to any VCS. Hu and
Tzeng where also able to prove that both a malicious participant (MP), that
is MP ∈ P , and a malicious outsider (MO), MO /∈ P , can cheat in some
circumstances, where P is the set of participants.

The MP is able to construct a fake set of shares using his genuine share.
After the fake share has been stacked on the genuine share, the fake secret can
be viewed. The second cheating method involving an MO is capable of cheating
the VC scheme without having any knowledge of any genuine shares. The MO
firstly creates a set of fake shares based on the optimal (2, 2)-VCS. Next, the
fake shares are required to be resized to that of the original genuine shares size.
However, an assumption is to be made on the genuine shares size, namely that
these shares where printed onto a standard size of paper, something like A4 or
A3. Therefore, shares of those sizes are created, along with fractions of those
sizes. Management of this type of scheme would prove to be problematic due
to the number of potential shares created in order to have a set of the correct
size required to cheat a specific scheme, but once that size is known, cheating is
definitely possible as an MO.

A traceable model of visual cryptography [1] was also examined which en-
deavours to deal with cheating. It deals with the scenario when a coalition of
less than k traitors who stack their shares and publish the result so that other
coalitions of the participants can illegally reveal the secret. In the traceable
model, it is possible to trace the saboteurs with the aid of special markings. The
constructions of traceable schemes for both (k, n) and (n, n) problems were also
presented. Furthermore, other practical applications have also been examined
including one involving biometrics [3,6,14,15,16,17]. This paper further adds to
this list of practical applications involving visual cryptography.

3 The Proposed Scheme

With the previous work in mind, a number of areas should be focused on during
the creation of the new scheme. A suitable barcode must be selected to perform
the authentication along with a VC scheme capable of processing and handling
this type of information. Using this type of technique with existing VC schemes
should also be considered. This would allow an authentication mechanism to
be used with current techniques. The actual problem of authentication and the
issues facing it should be acknowledged as well.
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Fig. 1. Flowchart of the proposed VC authentication system

Figure 1 provides the flowchart for the proposed scheme. Two separate VC
schemes are used, a traditional basic VC scheme and an extended VC scheme.

The secret S is selected. For the traditional scheme, this would be the barcode
that is used for authentication. The extended scheme can use this type of secret
as well, or another secret such as a PIN number or code number for a safe or
bank vault. After the secret has been input, the choice of VC scheme is next. The
basic VC scheme will go on to process the secret and generate two shares S1 and
S2. Physically superimposing these shares will recover the secret image SR. This
results in the recovery of the barcode which can then be used for authentication.
The basic scheme also offers the ability to authenticate each share for traditional
secret recovery. The barcodes disappear after the secret has been recovered.

The extended scheme functions quite differently, in that more authentication
checks are possible during the process due to the nature of the extended VC
scheme. Cover images A1 and A2 are generated. These are barcodes which con-
tain unique authentication information. Using these authentication images, two
shares ES1 and ES2 are created which when combined can recover the original
secret ESR. It can be noticed that further authentication checks are now possi-
ble before secret recovery takes place. The final secret that is recovered can also
be checked for authenticity.

3.1 Determining a Suitable Barcode

A barcode is an optical machine-readable representation of data, which shows
data about the object to which it attaches. Traditionally, barcodes represent
data by using parallel lines with varying widths and spacing. Other geometric
patterns, such as rectangles, dots and hexagons have also be used in the creation
of barcodes. Barcode scanners are used to read the barcode and decode the
information within it.
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There are a vast array of barcode types to choose from, but the main examples
used within this paper include the more common types: Code-128 (1D), EAN-13
(1D), QR code (2D), Datamatrix (2D). An example of these types of barcode
are shown in Figure 2.

(a) Code-128 (b) EAN-13 (c) QR code (d) Data-
matrix

Fig. 2. Example barcode types. Each of which contain the same information string:
012345678910

However, for this type of application, alphanumeric characters are more suited
to the type of secret verification that will be used, so EAN-13 will not be con-
sidered during the testing. It is included here merely as an example.

Barcodes are highly robust when it comes to extracting the information con-
tained within them. Using mobile devices equipped with a camear, barcodes, in
the form of QR codes are a common way to read information from a magazine or
advertisement [11]. Such mobile devices have limited processing power and low
resolution cameras. This requires the barcodes to be machine readable on limited
devices. This is why they are useful for the work combining visual cryptography.

Traditionally, visual cryptography deals with binary images, this is another
great advantage for combining it with barcodes. No colour image processing is
required and the share generation can use many types of existing VC techniques
to generate the required shares. Ranging from schemes that expand the pixels
into a 2 × 2 block to size invariant schemes which maintain the original aspect
ratio of the secret. Barcode readers are still capable of recovering the information
from the barcode, even after such a distortion may have taken place.

Another issue which crops up time and again is that of capacity. Clearly hiding
and recovering quantities of text within an image, especially one that has been
encoded using visual cryptography has been problematic. Using such methods
can be cumbersome and difficult to read. Recovering barcodes accurately which
store long types of textual information would be a much more useful and easier.
Figure 3 illustrates a number of barcode schemes which contain a long string of
text. Each barcode can be accurately read by a barcode reader.

Share size is another issue that researchers face when designing visual cryp-
tography schemes. Management of large shares is unwieldy and the smaller the
share, the better it is for the application. This goes hand in hand with secret
recovery. If the shares are small, the secret will be unclear, unless the secret is
in the form of a barcode, such as a QR code, which can contain a large amount
of textual data inside a small image.

From the barcodes displayed in Figure 2 and 3 it can be observed that the
Code-128 barcode is the most effected by the change in information. The final
image size jumped from 303× 106 to 1161× 392. The QR code and Datamatrix
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(a) Code-128 (b) QR code (c) Datamatrix

Fig. 3. Textual data within each of the barcodes that support that type of information.
The information string: “This is a very long text segment”.

Table 1. Table of resolutions depending on the barcode type used along with the
amount and type of data represented

Barcode type Resolution (digits only) Resolution (text, including spaces)

Code-128 303× 106 1161 × 392

QR code 63× 63 87× 87

Datamatrix 70× 70 120 × 120

both fared much better, with less of a size increase. Both of which remained at
a very manageable size of 87 × 87 and 120 × 120 respectively. These resolution
increases are tabulated in Table 1.

Based on this, QR code and Datamatrix representation will be used during
each of the test phases when combining these barcode types with visual cryptog-
raphy as an authentication medium. Improving efficiency in terms of processing
power, when generating shares, favours smaller secret images to begin with. So
we can successfully ignore the Code-128 type of barcode from the remainder of
the testing.

3.2 Visual Cryptography Scheme Selection

Now that the type of barcode has been chosen, the next step involves using a VC
scheme that allows sufficient secret recovery such that a barcode scanner can be
used to read the recovered barcode. This is extremely important, if the barcode
cannot be read correctly, the shares or the participants cannot be authenticated.
Due to the small nature of the QR code image that is produced, many VC
schemes would be well suited to sharing this type of information. A number of
tests will be performed using a variety of schemes to illustrate this.

The QR code image that will be used as an authentication image can be
viewed in Figure 4. The authentication message that goes along with it is also
included. The process in itself will be one of a digital nature at first, using a
computer to recover the secret and then test the barcode for authentication.
The tests will then be extended into the physical form of testing, so that tests
can be done using traditional means with a camera on a mobile device.

The application used to read the barcode is an open source software suite
known as ZBar [2]. This package is used because it supports a multitude of op-
erating systems which includes the iPhone and other embedded devices. Mobile
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Fig. 4. QR code (87 × 87) with personal details and the authentication number. Em-
bedded text: “Username, DoB, Authcode: 902216”

Fig. 5. ZBar reading the QR code and confirming the correct details

devices such as iPhones are becoming evermore popular, this is a good indica-
tion as to whether this research has merit in a real world application. Figure 5
provides an example of ZBar reading the corresponding QR code in Figure 4
and returning the correct details.

Essentially there are two different types of secret recovery, the first method
will use the XOR binary operation to combine the shares, the later uses the OR
operation [13]. XOR can be used when dealing primarily in a digital environment,
as it removes any grey shading that may be observed when black and white pixels
are arranged together one after another, leaving either solid white or solid black
sections of the image.

A number of VC schemes will be tested throughout. A basic (2, 2) VC scheme
which involved 2×2 pixel expansion and a size invariant scheme, both (2, 2) and
(2, 3) to show that k out of n sharing is possible. Figure 6 provides an example
of the shares based on (2,2) VC scheme, with a pixel expansion of 2×2. Figure 7
gives an example based on a (2,2) size invariant scheme. Included within the
figures are the XOR and OR secret recovery images.

Figure 8 provides the results of a (2,3) size invariant scheme which shows that
the same results are possible using a k out of n secret sharing scheme.

(a) QR code share
one (174× 174)

(b) QR code share
two (174× 174)

(c) XOR secret re-
covery (174× 174)

(d) OR secret re-
covery (174× 174)

Fig. 6. A (2, 2) basic visual cryptography secret recovery process involving the XOR
and OR binary operations
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(a) QR code share
one (87× 87)

(b) QR code share
two (87× 87)

(c) XOR secret re-
covery (87× 87)

(d) OR secret re-
covery (87× 87)

Fig. 7. A (2, 2) size invariant visual cryptography secret recovery process involving the
XOR and OR binary operations

(a) QR code share
one (87× 87)

(b) QR code share
two (87× 87)

(c) QR code share
three (87× 87)

(d) XOR secret re-
covery (87× 87)

(e) OR secret re-
covery (87× 87)

Fig. 8. A (2, 3) size invariant visual cryptography secret recovery process involving the
XOR and OR binary operations

Both the recovered secrets using the XOR methods can be verified very easily
by the barcode reader application. However, the barcode recovered using the OR
operation presents a problem, both barcodes cannot be successfully read. There
are a number of reasons why this is the case. The barcode could possibly be
too small. This can be ruled out, as the barcode is twice as large, or the same
size as the original barcode. The focus on the image is another issue. This is
not the case either, as the testing so far has been digital only. The last reason
why the barcode may not be read is that there may not be sufficient contrast or
illumination on the image.

Figure 9 shows the results of attempting to recover the authentication data
from each of the secrets. It can be observed that the barcodes recovered using
the XOR operation can be perfectly read, whereas the secrets recovered using
the OR operation cannot be detected. This helps to reinforce the point about
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(a) Basic VC XOR recovery (b) Basic VC OR recovery

(c) Size invariant VC XOR recovery (d) Size invariant VC OR recovery

Fig. 9. Attempted authentication of each of the barcodes based on the type of secret
recovery used

share tampering. If the shares have been altered, then reading of the authenti-
cation information from the barcode becomes problematic. This will give a good
indication as to whether the shares have been altered or not.

This is an important point as many VC schemes rely on a difference in contrast
in order to display the secret after recovery. This is why the XOR operation is
much better suited to this type application. From Figure 9 it can be seen due to
the dark nature of the secrets recovered using the OR operation, authentication
becomes difficult. The barcode reader has difficulty in determining where the
barcode is on the image. Additionally, size is not an issue, as the barcode can
be successfully read after the XOR recovery on the original barcode secret that
was encoded using a size invariant VC scheme.

3.3 The Authentication Problem

After observing the results obtained with the previous example, the authenti-
cation problem can be viewed from a simpler stance. Slight alterations create
or generate barcodes that are completely unreadable or could possibly generate
valid barcodes with invalid data.

Figure 10 illustrates this with a simple example, which increments the last
digit of the authentication string by one. Viewed side by side, it can be seen
that a superficial change in the data generates a vastly different barcode. This
is important in terms of authentication. If the shares are tampered with and a
barcode is generated that is not exact, no authentication will be possible. This
renders the shares useless. This is a great property to have for authentication
purposes.

This favours VC a lot from the point of view that if additional noise is added
to the tampered image then a false or non-genuine authcode will be extracted,
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(a) Authcode:
1111

(b) Authcode:
1112

Fig. 10. Two QR codes, both containing a similar authcode. A slight difference in
authcode produces a vastly different QR code.

highlighting the fact that the shares cannot be trusted for that participant.
Minor disruptions to the shares which result in spurious or completely invalid
barcodes being generated is a good way to keep track of authenticate shares.

Figure 11 shows how the shares can be authenticated using the 2D barcode
embedded into the corner of the share. The original image included along with
its corresponding shares and recovered secret. The barcode share is embedded
with a similar density and distribution as the share it is placed into. It also
disappears when the secret is recovered. Allowing for more exact recovery.

(a) Original secret. (b) Share one with embedded authen-
tication.

(c) Share two with embedded authen-
tication.

(d) Recovered secret.

Fig. 11. Using a 2D barcode to authenticate each share

3.4 Authenticating the Shares

Authenticating the shares at a practical level using the techniques described
can be achieved using a standard mobile device or smart phone. Many of these
devices support programming platforms such as Python. This is very useful when
it comes to simple image processing that may be required to process photographs
of the shares when it comes to authenticating them.
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Figure 12 provides an example of a photograph of the same barcode taken
at different resolutions (Figure 12(a) and 12(c)). The angles at which the pho-
tographs were taken also differs in each of the figures. This helps to reinforce
the robustness of using a barcode for this type of authentication. Barcodes are
very resilient to changes in angle such as in this figure. It also removes the onus
from the user of having to take a photograph at a specific angle or to carefully
align the camera. The thresholds of each of the barcode photographs have been
taken, these are visible in Figure 12(b) and 12(d) respectively.

(a) Physically stacked shares cap-
tured with a phone. High resolution
(726× 640).

(b) Image threshold.

(c) Physically stacked shares cap-
tured with a phone. Low resolution
(354× 325).

(d) Image threshold.

Fig. 12. Capturing the physically stacked barcode images and thresholding them so
that the binary barcode reader can process them correctly for authorization

Due to the noisy and grainy nature of the photographs, taking a threshold of
the original photo is necessary when it comes to accurately reading the barcode.
Despite the fact that barcodes are very robust to many types of image manipula-
tion, contrast and brightness are also important factors in recovery and reading
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of a barcode. If contrast and brightness conditions are suboptimal, the code will
not be successfully read.

The Zbar application can then be used to read the barcode from each of the
threshold images that are processed. Figure 13 illustrates this recovery process,
displaying clearly each of the authentication messages. The application also cor-
rectly outlines the area that it is reading and has recognized as the barcode
itself. The resolution and angle of the photograph are not overly important to
the barcode reader as is illustrated by the successful recovery of the barcode
after the shares have been physically stacked.

(a) Successful barcode recov-
ery 1.

(b) Successful barcode recovery 2.

Fig. 13. Recovering the barcode information from each of the images processed by the
phone

Furthermore, the authcode that has been extracted from each of the share
can then be checked against a database on the mobile device or against a remote
database on the network or internet for an additional check for the correct details.

Including a verification process for each individual share is also achievable.
Using an extended form of visual cryptography, the authorization barcodes can
be used as the secrets for each share. The shares can be verified and checked using
a mobile device in the same manner as the previous example. Each share can have
the same authcode or a unique code, depending on the type of authentication
required by each person. Another advantage of this is that after verification, the
main secret (a safe combination for example) can be completely recovered, while
having no part of the original authorization barcode obscuring it.

Figure 14 provides an example of how the extended type of visual cryptogra-
phy shares can be used to achieve this. The secret can be viewed in Figure 14(a).
The authorization images are shown within the Figure 14(b) and 14(c). The
shares used for the secret recovery can be observed in Figure 14(d) and 14(e).
These shares contain the verification barcodes from Figure 14(b) and 14(c) re-
spectively. The recovered secret is displayed in Figure 14(f). The recovery occurs
when each of the shares physically superimposed.

One issue with this type of authorization is that changes in light intensity and
contrast have a big impact on reading the barcode embedded within the share.
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(a) The original secret. (b) The first authoriza-
tion barcode image.

(c) The second autho-
rization barcode image.

(d) Extended share
one.

(e) Extended share
two.

(f) Secret recovery of
the original secret.

Fig. 14. Extended VC with an authentication mechanism built into the share images

This is an area where improvement can be difficult. If too much of the barcode
is visible, reconstruction of the secret could be obscured by this.

4 Security Analysis

The security of the scheme rests entirely with VC and its construction. Firstly,
the presented scheme is secure in that given any amount of sub-pixels from a
single share, it is impossible to tell if the corresponding shares sub-pixels repre-
sent a black or a white pixel after superimposing them. This can be illustrated
using a probabilistic proof. For a random secret, it cannot be assumed that the
pixel values selected to represent those from the secret are uniformly distributed.
This is down to the size invariant scheme, in that one pixel from the secret has
to be represented by one pixel from one of the shares, while the second share
must also contain just a single pixel while keeping the value of the secret pixel
hidden.

If a black pixel is to be represented from the secret, then its corresponding
pattern is always black. Conversely, if a white pixel is to be represented then it
can have two possible representations. A white pixel in each share is possible, or
a white pixel in share one with a black pixel in the second share, which ultimately
ends up as a black pixel, but does indeed represent a white pixel from the secret.
So if a pixel is examined and found to be black in one share, the probability that
it is black in the second share is 0.5. However, if the pixel in the share is white
then there is also a probability of 0.5 that the pixel will be either black or white.
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This makes it very difficult to analyze the secret based on these probabilities
due to the nature of the pixel representations.

5 Conclusion

The principal idea from this paper is to use barcodes as an authentication means
by which visual cryptography shares can be verified. The type of applications
that can make use of this secret sharing are many. Using the scheme as a verifi-
cation for opening bank vaults or other security related schemes is an important
issue and can be achieved with relative simplicity in terms of checking that the
barcode is accurate and untampered. Simple, manageable methods of share veri-
fication are quite difficult and require other methods as previous described, such
as other shares.

This paper differs in that it presents the verification data within the share
in the form of a barcode which helps to remove the issues that plague other
schemes. Especially since such common devices such as mobile telephones and
smart phones (iPhone) can be used as a means to facilitate this, the additional
hardware requirement is not something of an issue.

From the results it can be observed that while the barcode application may
not be able to read the shares that have been digitally superimposed, the shares
that are physically stacked and captured with a camera can be recovered and
identified successfully. This would be a good way of verifying and authenticating
a set of shares to confirm the identity of a particular party or individual.

Along with that, storing a larger amount of textual data inside the barcode
and read using a mobile device has also been accomplished. Storing a long,
easily readable and easily recoverable secret using traditional VC techniques
becomes very problematic, as the share size increases dramatically as more text
is added. Using the scheme presented within this paper, the problem of share
size is removed completely in terms of the amount of data can be held inside
the embedded barcode. Essentially, smaller shares with more information are a
great improvement.
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Abstract. For visual cryptography scheme (VCS), normally, the size
of the recovered secret image will be expanded by m(≥ 1) times of the
original secret image. In most cases, m is not a square number, hence
the recovered secret image will be distorted. Sometimes, m is too large
that will bring much inconvenience to the participants to carry the share
images. In this paper, we propose a visual cryptography scheme which
simulated the principle of fountains. The proposed scheme has two advan-
tages: non-distortion and flexible (with respect to the pixel expansion).
Furthermore, the proposed scheme can be applied to any VCS that is
under the pixel by pixel encryption model, such as VCS for general ac-
cess structure, color VCS and extended VCS, and our VCS does not
restrict to any specific underlying operation. Compared with other non-
distortion schemes, the proposed scheme is more general and simpler,
real flexible and has competitive visual quality for the recovered secret
image.

Keywords: Visual Cryptography, Secret Sharing, Non-Distortion,
Flexible.

1 Introduction

The basic principle of visual cryptography scheme (VCS) was first introduced by
Naor and Shamir [1]. In the VCS, there is a secret image which is encrypted into
some share images. The secret image is called the original secret image for clarity,
and the share images are the encrypted images (and are called the transparencies
if they are printed). When a qualified set of share images (transparencies) are
stacked together, it gives a visual image which is almost the same as the original
secret image, we call it the recovered secret image. In the case of black and
white images, the original secret image is represented as a pattern of black and
white pixels. Each of these pixels is divided into subpixels which themselves are
encoded as black and white to produce the share images. The recovered secret
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image is also a pattern of black and white subpixels which should visually reveal
the original secret image if a qualified set of share images are stacked.

For most VCS’s in the literature, the scheme has to be applied on each secret
pixel in the image respectively, in this paper we call such a way of encryption
the pixel by pixel encryption model.

Many studies focused on enhancing the visual quality or reducing the pixel
expansion of VCS, such as [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] Besides, Ateniese et
al. extended the threshold VCS to the general access structure [12], and Droste
et al. proposed extended VCS which could have meaningful share images [2,
13, 14]. Many researchers also consider the novel applications of VCS [15, 16,
17]. Recently, a book covering an extensive range of topics related to VCS is
published [18].

In general, the recovered secret image will be expanded by m(≥ 1) times over
the size of the original secret image i.e. the pixel expansion is m. However, in
most cases, m is not a square number, hence the recovered secret image will be
distorted. An example of distorted VCS can be found in Figure 1.

Fig. 1. An example of traditional VCS with pixel expansion 2, (a) is the original secret
image with image size 100×100, (b) and (c) are the share images with image size
200×100, (d) is the recovered secret image with image size 200×100

In Figure 1, the circle and square are compromised to an oval and a rectangle
respectively and hence lead to the loss of information. This will not be allowed, es-
pecially when the aspect ratio is viewed as important information of the secret im-
age. To avoid distortion, many methods have been proposed. Naor and Shamir [1]
recommended adding extra subpixels to retain the value ofm as a square number.
In such a case, the pixel expansion of the scheme will increase significantly for some
m andmeanwhile may degrade the visual quality of the scheme. Yang et al. [19, 20]
proposed some aspect ratio invariant VCS’s which relied on adding dummy sub-
pixels to the shares, such methods also increase the overall pixel expansion. Be-
side, their method is complicated, how to design a mapping pattern that reduces
the number of dummy subpixels to the minimum is, as they said, a huge challenge,
especially for some pixel expansions and secret image sizes.

Sometimes, m is so large that will bring much inconvenience to the partici-
pants to carry them. Some other studies, hence, consider size invariant VCS, i.e.
VCS with no pixel expansion [21, 22, 23, 24]. For such schemes, the recovered
secret image will have no distortion. The size invariant VCS’s are usually called
probabilistic visual cryptography schemes (PVCS) for the reason that a secret
pixel can only be recovered with a certain probability. In contrast to PVCS, the
traditional VCS’s are called deterministic visual cryptography schemes (DVCS),
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which means that a secret pixel can be recovered deterministically. Because of
PVCS’s probabilistic nature, the recovered secret images of PVCS often have
bad visual quality. Usually, better visual quality of the recovered secret image
requires larger pixel expansion [23].

In this paper, we propose a visual cryptography schemes which simulated the
principle of fountains (see Section 3). The proposed scheme has two advantages:
Non-distortion and flexible (with respect to the pixel expansion). The proposed
scheme can be applied to any VCS that is under the pixel by pixel encryption
model, such as VCS for general access structure, color VCS and extended VCS,
and our VCS does not restrict to any specific underlying operations (OR or
XOR). For larger pixel expansion, the recovered secret image of our scheme will
have better visual quality, and smaller pixel expansion will compromise poorer
visual quality. Hence, our scheme is flexible, the dealer can tradeoff the visual
quality and pixel expansion of the recovered secret image according to different
scenarios. Compared with other non-distortion schemes [19, 20, 25], the proposed
scheme is more general, simpler and real flexible, while having competitive visual
quality. Compared with the size invariant VCS [21, 22, 23, 24], our scheme can
have flexible overall pixel expansion, i.e. the dealer can choose the overall pixel
expansion at will, even less than 1.

The paper is organized as follows: In Section 2, we give some preliminary
definitions about VCS. In Section 3 we give the basic fountain algorithm. In
Section 4, we improve the basic algorithm with respect to the visual quality. In
Section 5, we give some comparisons with some well-known schemes. Finally, the
paper is concluded in Section 6.

2 Definitions about VCS

By a (k, n)-VCS we mean a scheme where the original secret image is divided into
n shares, which are distributed to n participants. Any subgroup of k out of these
n participants can get a recovered secret image, but any subgroup consisting of
less than k participants does not have any information other than the size about
the original secret image. More precisely, we give the formal definitions of (k, n)-
DVCS and (k, n)-PVCS as follows:

Definition 1 (Deterministic VCS [26]). Let k, n, m, l and h be nonnegative
integers satisfying 2 ≤ k ≤ n and 0 ≤ l < h ≤ m. The two collections of n×m
binary matrices, (C0, C1), constitute a visual cryptography scheme (k, n)-VCS if
the following properties are satisfied:

1. (Contrast) For any s ∈ C0, the OR of any k out of n rows of s is a vector
v that satisfies w(v) ≤ l, where w(v) is the Hamming weight of v.

2. (Contrast) For any s ∈ C1, the OR of any k out of n rows of s is a vector
v that satisfies w(v) ≥ h.

3. (Security) For any i1 < i2 < · · · < it in {1, 2, · · · , n} with t < k, the two
collections of t×m matrices Dj, j = 0, 1, obtained by restricting each n×m
matrix in Cj , j = 0, 1, to rows i1, i2, · · · it, are indistinguishable in the sense
that they contain the same matrices with the same frequencies.



214 F. Liu et al.

Note: in the above definition,

1. m is called the pixel expansion of the scheme. A pixel of the original secret
image is represented by m subpixels in the recovered secret image. h is called
the whiteness level and l is called the darkness level.

2. Define the value α = h−l
m to be the contrast of the scheme. Usually, the

visual quality of the recovered secret image is better for larger contrast.
Note, however, that there are other definitions of the contrast of VCS. We
use this definition to establish our result. Proves of our results of the paper
will be similar for other definitions of contrast.

Definition 2 (Probabilistic VCS [26, 24, 23]). Let k, n and m′ be nonneg-
ative integers, l̄ and h̄ be positive numbers, satisfying 2 ≤ k ≤ n and 0 ≤ l̄ < h̄ ≤
m′. The two collections of n × m′ binary matrices (C0, C1) constitute a proba-
bilistic Visual Cryptography Scheme, (k, n)-PVCS, if the following properties are
satisfied:

1. (Contrast) For the collection C0 and a share matrix s ∈ C0, by v a vector
resulting from the OR of any k out of the n rows of s. If w(v) denotes the
average of the Hamming weights of v, over all the share matrices in C0, then
w(v) ≤ l̄

2. (Contrast) For the collection C1, the value of w(v) satisfies w(v) ≥ h̄.
3. (Security) For any i1 < i2 < · · · < it in {1, 2, · · · , n} with t < k, the two

collections of t×m′ matrices Dj, j = 0, 1, obtained by restricting each n×m′

matrix in Cj , j = 0, 1, to rows i1, i2, · · · it, are indistinguishable in the sense
that they contain the same matrices with the same frequencies.

The definition of PVCS in [24] only considers the case with n×1 sharematrices, we
extend this definition to the n×m′ case. And the definition of PVCS in [23] used
the factor β to reflect the contrast, we use the values l̄ and h̄ to reflect the contrast.
The common point of the three definitions of PVCS is that, for a particular pixel
in the original secret image, the qualified participants can only correctly represent
it in the recovered secret image with a certain probability. Because the human eyes
always average the high frequency black andwhite dots into grey areas, so the aver-
age value of the Hamming weight of the black dots in the area reflects the greyness
of the area. The PVCS does not require the satisfaction of the difference in grey-
ness for each pixel in the recovered secret image as the DVCS does. It only reflects
the difference in greyness in the overall view.

The contrast of the DVCS is fulfilled for each pixel (consisting of m subpixels)
in the recovered secret image, however, this is quite different in the PVCS. The
application of the average contrast, denoted by ᾱ, first appeared in [27]. This
term is often used in the PVCS, see [23, 24, 22, 28], where the traditional contrast
of the PVCS does not exist. Here we define the average contrast to be the average
value of the overall contrast of the recovered secret image, i.e. the mean value
of the contrast of all the pixels in the recovered secret image. According to our
definition of the contrast α = h−l

m , the average contrast can be calculated by

the formula ᾱ = h̄−l̄
m′ , where h̄ and l̄ are the mean values of w(v) for the black

and white pixels in the overall recovered secret image respectively, and m′ is
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the pixel expansion of the PVCS. Because the number of pixels is large in the
recovered secret image, the values h̄ and l̄ are equivalent to the mean values of
the w(v) in the collections C1 and C0 respectively. Note that, the DVCS also has
the average contrast, and many proposed DVCS’s in the literature have ᾱ = α,
see examples in [1, 2, 12] etc. When comparing DVCS that has ᾱ = α then, in
the overall view, the visual quality of the recovered secret image of the PVCS is
the same as the visual quality of the recovered secret image of a DVCS. However,
because of the probabilistic nature, a PVCS is disadvantaged in displaying the
details of the original secret image, especially for the white background areas in
the recovered secret image.

A simple construction of PVCS based on a given DVCS (we will call it the
original DVCS hereafter) can be as follows:

Construction 1 (Construction of PVCS based on an original DVCS [23])

Denote (C0, C1) as the share matrix collections of a (k, n)-DVCS with pixel ex-
pansion m. The n × m′ share matrix collections of a (k, n)-PVCS, denoted by
(C′

0, C
′
1), can be generated by restricting each share matrix in C0 and C1 to its

first m′ columns respectively.

According to the Construction 1, we have the following lemma:

Lemma 1. The Construction 1 generate a (k, n)-PVCS based on an original
(k, n)-DVCS, where the average contrast of (k, n)-PVCS equals to the contrast
of (k, n)-DVCS, i.e. ᾱ = α.

Proof: First, for the contrast condition, let h and l be the whiteness level and
darkness level of the (k, n)-DVCS respectively, and let h̄ and l̄ be the average
whiteness level and average darkness level of the (k, n)-PVCS respectively. Ac-

cording to Construction 1, it is easy to verify that h̄ = m′
m h and l̄ = m′

m l. Hence,

we have that ᾱ = h̄−l̄
m′ =

m′
m h−m′

m l

m′ = h−l
m = α > 0, i.e. h̄ > l̄.

Second, for the security condition, note that according to the security of
DVCS, the two collections of matrices D0 and D1, obtained by restricting each
n×m matrix in C0 and C1 to any less than k rows, contain the same matrices
with the same frequencies. It is clear that, the two collections of matrices D′

0 and
D′

1, obtained by restricting the above D0 and D1 to m′(≤ m) columns, contain
the same matrices with the same frequencies. �

A similar discussion about the average contrast and security properties of Con-
struction 1 can be found in [23].

3 The Fountain Algorithm

The main idea of our scheme can be reflected by Figure 2. Imagine a pool with
several water nozzles as depicted in Figure 2. The nozzles spray water with
the same speed. In such a case the water will fill up the pool. Think of a blank
image as a pool which has no distortion to the shape of original secret image(only
differs in the size), think of the secret pixels of the original secret image as water
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injection nozzles that are evenly distributed in the pool, think of the subpixels
of each secret pixel as water drops. As a result, the pool will be filled up by
subpixels of secret pixels, and hence becomes a share image. Note that, each
water nozzle sprays water with the same speed, hence, each nozzle will spray
almost the same number of subpixels into the pool. We do the same process to
all the share images, we get a VCS with no distortion. Certainly, the stacking of
the share images will recover the secret image visually.

For the case of Figure 2, the size of the secret image is 6×6, where each
secret pixel is a water nozzle. The size of the share image can be flexible and
its size equals to the size of the pool. The water nozzles (secret pixels) spray
water (subpixels) and fill up the pool (secret image). Clearly, the generated
share images will have no distortion with the secret image.

Fig. 2. A pool with 36 water injection nozzles

Formally, we give the following construction:

Construction 2

Input: The original secret image SI , overall pixel expansion (pool expansion)
mN , an original DVCS with pixel expansion mo.

Output: The non-distortion share images S1, S2, · · · , Sn.
Step 1. Generate a blank image (pool), M , that is mN times of the size of the

original secret image and has no distortion, i.e. the length (resp. width) of M
is

√
mN times of that of SI . Generate n blank share images S1, S2, · · · , Sn,

which have the same size of M .
Step 2. For a secret pixel at position (p, q) in the original secret image, initialize

an empty list Lp,q which is used to store the positions of subpixels in M (or
S1, S2, · · · , Sn).

Step 3. Distribute the secret pixels (water injection nozzles) of the original se-
cret image evenly into the blank image M . Note that the corresponding co-
ordinates of a pixel (p, q) of the original secret image is (p′, q′) in M now.

Step 4. For each subpixel in the blank image M , find the nearest secret pixel
(water injection nozzle), suppose the position of the secret pixel is (p′, q′).
Add the position of the subpixel to list Lp,q.
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Step 5. Sort each list Lp,q with ascending order with respect to the distance to
the secret pixel (water injection nozzle) (p′, q′).

Step 6. Denote |Lp,q| as the number of positions in Lp,q. Encrypt the secret

pixel (p, q) by applying the original DVCS in order, by � |Lp,q|
mo

� times and
distribute the subpixels of the shares in order, to the positions of Lp,q in
S1, S2, · · · , Sn respectively, while discarding the redundant subpixels.

In the above construction, the new position (p′, q′) of a pixel at position (p, q)
in the original secret image can be calculated as follows:

p′ = p
√
mN +X and q′ = q

√
mN + Y

where X and Y are shown in Figure 2.
Denote the length (resp. width) of the secret image as e (resp. f), then the

length (resp. width) of the pool will be e
√
mN (resp. f

√
mN ). If e

√
mN (resp.

f
√
mN) is not an integer, then we will use �e√mN� (resp. �f√mN�) instead.
By saying “applying the original DVCS in order”, we mean applying the

DVCS by several times and concatenate the output shares (subpixels) in order,
for each participants respectively.

Note that the overall pixel expansion, mN , of our scheme is not necessarily
equals to the pixel expansion of the original DVCS mo, and it can be any value
larger than 0.

In order to make things clear, we give an example for the (2, 2)-VCS, where
the share matrix collections are as follows.

C0 =

{[
10
10

]
,

[
01
01

]}
and C1 =

{[
10
01

]
,

[
01
10

]}

Example 1. The recovered secret images of the proposed scheme (Construc-
tion 2) can be found in Figure 3.

As depicted in Figure 3, by comparing the three recovered secret images (b), (c)
and (d), we can observe that, larger pixel expansion will result in better visual

Fig. 3. (a) is the original secret image with size 300×300, (b) is the recovered secret image
with overall pixel expansionmN = 0.5 and image size 213×213, (c) is the recovered secret
image with overall pixel expansionmN = 1 and image size 300×300, (d) is the recovered
secret image with overall pixel expansion mN = 2 and image size 425×425
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quality, and smaller pixel expansion will compromise poorer visual quality. Our
scheme is flexible with respect to the compromise between the visual quality and
overall pixel expansion of the recovered secret image.

Formally, we give the following Theorem 1 for Construction 2.

Theorem 1. The Construction 2 generates a PVCS with no distortion and the
size of its share images and recovered secret image can be flexible.

Proof: It is clear that the final share images and recovered secret image have no
distortion with respect to the original secret image since the nuzzles are evenly
distributed in the pool. Besides, the size of the share images and recovered secret
image can be flexible since the size of the pool is flexible. We only need to prove
that Construction 2 satisfies the contrast condition and the security condition
of PVCS.

First, for the contrast condition, according to Construction 2, we have that the
shares of, for each secret pixel, the proposed VCS are formed by concatenating

the shares of � |Lp,q|
mo

	 original DVCS and (� |Lp,q|
mo

�− � |Lp,q|
mo

	) original PVCS with

pixel expansion m′ = |Lp,q|− � |Lp,q|
mo

	mo . Let h and l be the whiteness level and

darkness level of the original DVCS respectively, and let h̄ and l̄ be the average
whiteness level and average darkness level of the original PVCS respectively.
According to the contrast condition of Definition 1, Definition 2 and Lemma 1,
it is easy to verify that h̄ = m′

mo
h and l̄ = m′

mo
l hold. Denote hN , lN and αN as

the average whiteness level, average darkness level and average contrast of the

proposed VCS respectively. Then we have hN = � |Lp,q|
mo

	h+(� |Lp,q|
mo

�− � |Lp,q|
mo

	)h̄
and lN = � |Lp,q|

mo
	l + (� |Lp,q|

mo
� − � |Lp,q|

mo
	)l̄. The overall pixel expansion is mN =

� |Lp,q|
mo

	mo + (� |Lp,q|
mo

� − � |Lp,q|
mo

	)m′.
Hence, the average contrast satisfies

αN = hN−lN
mN

=
� |Lp,q |

mo
�(h−l)+(� |Lp,q|

mo
�−� |Lp,q|

mo
�)(h̄−l̄)

� |Lp,q|
mo

�mo+(� |Lp,q|
mo

�−� |Lp,q |
mo

�)m′

=
� |Lp,q |

mo
�(h−l)+(� |Lp,q|

mo
�−� |Lp,q|

mo
�) m′

mo
(h−l)

� |Lp,q|
mo

�mo+(� |Lp,q |
mo

�−� |Lp,q |
mo

�)m′

= h−l
mo

= α

We have that the proposed scheme satisfies the contrast condition of PVCS.
Second, for the security condition, according to Construction 2, we have that

the shares of the proposed VCS are formed by concatenating the shares of � |Lp,q|
mo

	
original DVCS and (� |Lp,q|

mo
�−� |Lp,q|

mo
	) original PVCS. Hence, the security of the

proposed scheme follows from the security of the original DVCS and PVCS. �
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4 Improvements on the Visual Quality

Recall that, the probabilistic subpixels degrade the visual quality of the recovered
secret image, especially for the details in the recovered secret image. In this section,
we improve the visual qualities of the recovered images ofConstruction 2. Themain
idea of our improvement is to remove the probabilistic subpixels in the pool.

Suppose that the pixel expansion of the original DVCS is mo and the pool
expansion is mN . When the pool expansion mN is not a multiple of the pixel
expansion mo, the pool expansion subpixels can be divided into two parts: The
multiple part and the remaining part. Denote d = �mN

mo
	, mN = d × mo + t,

0 < t < mo, the multiple part contains d × mo subpixels and the remain-
ing part contains t(resp. 0 < t < mo) subpixels. The multiple part can be
filled by repeating the original DVCS for d times. The remaining part can be
filled by choosing t columns from the basis matrices(resp. the remaining part is
filled by a PVCS with pixel expansion t). So when mN is not a multiple of mo,
pool expansion subpixels will be filled by d × mo subpixels from the original
DVCS and t subpixels from a PVCS. The probabilistic subpixels will add some
visual-noise to the recovered image, which will blur the details in the recovered
image. Thus the visual quality of the recovered image will be degraded. So we
would like to remove the PVCS part. Our strategy is: The remaining part is
assigned by mo subpixels with probability t

mo
or assigned by no subpixels with

probability mo−t
mo

. On average, the remaining part is assigned by t subpixels.
From an overall view, a pixel of the original secret image(a water nozzle) is as-
signed by �mN

mo
	×mo subpixels with probability mo−t

mo
, and is assigned �mN

mo
�×mo

subpixels with probability t
mo

. Suppose there is a Boolean matrix the same size
as the original secret image, then there is a one-to-one mapping between a se-
cret pixel and an entry in the Boolean matrix. If the secret pixel is assigned by
�mN

mo
	 ×mo subpixels, we denote the corresponding entry as 0, else if the secret

pixel is assigned by �mN

mo
� × mo subpixels, we denote the corresponding entry

as 1. Then we will get a Boolean matrix for which t
mo

proportion of its entries
are 1, and the entries of 1 are evenly distributed. Meanwhile the entries of 0 are
evenly distributed in the Boolean matrix too. For example, for a (2,2)-DVCS
with pixel expansion 2. Suppose the pool is three times as large as the original
secret image. We distribute two subpixels for 50% water nozzles and four sub-
pixels for the remaining 50% water nozzles, where there will be three subpixels
for each water nozzle on average. And the two cases(two subpixels for a water
nozzle, four subpixels for a water nozzle) are evenly distributed in the pool.

Formally, we give the following construction:

Construction 3

Input: The original secret image SI , overall pixel expansion mN , an original
DVCS with pixel expansion mo.

Output: The non-distortion shares S1, S2, · · · , Sn.
Preprocess. Let s = �mN

mo
	, t = �mN

mo
� where s and t satisfy s ×mo ≤ mN ≤

t × mo. Let a and b be two non-negative real numbers satisfying a + b = 1
and a× (s×mo)+ b× (t×mo) = mN . Suppose the size of SI is m×n. Then
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we generate an m × n random Boolean matrix D, in which 0 appears with
probability a and 1 appears with probability b. Then there is a one-to-one
mapping between the pixels of the original secret image and the entries of D.
If the entry in D is 0, we distribute s×mo subpixels for the corresponding
pixel of the original secret image. If the entry in D is 1, we distribute t×mo

subpixels for the corresponding pixel of the original secret image.
Step 1-3. The same as that of Construction 2.
Step 4. For each secret pixel (water injection nozzle) in the blank image M , if

the entry of D is 0, find s ×mo nearest and undistributed subpixels, else if
the entry of D is 1, find t×mo nearest and undistributed subpixels. Suppose
the position of the secret pixel is (p′, q′). Add the positions of the subpixels
to list Lp,q.

Step 5. Encrypt the secret pixel (p, q) by applying the original DVCS in order,
by s or t times and distribute the subpixels of the shares in order, to the
positions of Lp,q in S1, S2, · · · , Sn respectively. The undistributed subpixels
in the pool are simply set to black.

In the above construction, if the pool expansion mN is a multiple of the pixel
expansion mo, then every water nozzle will be assigned by mN subpixels. If the
pool expansion mN is smaller than the pixel expansion of the original DVCS mo,
then each water nozzle will be assigned by mo subpixels with probability mN

mo
or

assigned by no subpixels with probability mo−mN

mo
, which implies that mo−mN

mo

of the secret pixels in the original secret image are lost in the recovered secret
image on average.

In the following, we give a comparison for Construction 2 and Construction 3
for (2, 2)-VCS, where the original DVCS is the same as that of Example 1.

Example 2. Suppose that the pool is 1.37311 (this value can be arbitrarily cho-
sen) times as large as that of the original secret image. Thus the length (resp.
width) of the pool is 1.1718 times the length (resp. width) of the original se-
cret image. The parameters in the stage of Preprocess of Construction 3 are
mN=1.37311, m0=2, s=0 and t=1. In Construction 2, we assign one or two
subpixel for each secret pixel (water injection nozzle), for which about 37.311%
secret pixels are assigned with two subpixels (filled by a (2, 2)-DVCS) and about
62.689% secret pixels are assigned with one subpixel (filled by a (2, 2)-PVCS with
pixel expansion 1). In Construction 3, we assign two subpixels for 68.6555% se-
cret pixels(water injection nozzles) and assign no subpixel for 31.3445% secret
pixels (water injection nozzles).

We make use of two types of secret images: Characters and Human face. The
original secret images are in the first column. The visual quality of Construction
2 can be found in the second column of Figures 4 and 5. The visual quality of
Construction 3 can be found in the third column of Figures 4 and 5.

As depicted in Figures 4 and 5, by comparing the recovered secret images (gen-
erated by Construction 2) and that of Construction 3, we can observe that,
the recovered secret images for both constructions are clear and one can eas-
ily identify the contents of the original secret image. One also can observe that
Construction 3 results in better visual quality than Construction 2 with respect
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Fig. 4. (a) is the original secret image Characters with image size 300×300. (b) and (c)
are the recovered secret images of Construction 2 and Construction 3 with image size
352×352 respectively. (d) is the recovered secret image of Yang et al.’s VCS proposed
in [25] with image size 352×352.

Fig. 5. (a) is the original secret image Human face with image size 512×512. (b) and (c)
are the recovered secret images of Construction 2 and Construction 3 with image size
600×600 respectively. (d) is the recovered secret image of Yang et al.’s VCS proposed
in [25] with image size 600×600.

to the evenness. Particularly, the recovered secret image is much more even at
the white background areas.

Because of the page limit, we cannot provide more experimental results. If
more experimental results for different pixel expansion are given, one also can ob-
serve that, larger pixel expansion will result in better visual quality, and smaller
pixel expansion will compromise poorer visual quality, i.e. Construction 3 is also
flexible with respect to the compromise between the visual quality and overall
pixel expansion of the recovered secret image.

5 Comparisons with Some Well-Known VCS’s

In this section, we give some comparisons with some well-known schemes that
also consider non-distortion.

5.1 Comparison with Hou et al.’s Scheme [21]

Hou et al. proposed a multi-pixel encryption visual cryptography scheme
(MPEVCS) [21], where multiple secret pixels are encrypted at a time. For
example, for a (2,2)-MPEVCS, two secret pixels are encrypted at a time, and the
original DVCS is the same as that of Example 1. To share two white secret pixels,
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the dealer randomly chooses a share matrix from C0. To share two black secret
pixels, the dealer randomly chooses a share matrix from C1. To share a white and
a black pixel, the dealer chooses a share matrix from C0 and C1 in turn.

Unfortunately, Hou et al.’s MPEVCS may result in some obvious errors in the
recovered secret image. An example of (2,2)-VCS for comparing MPEVCS and
the proposed schemes can be found in Figure 6.

For the secret image of Figure 6(a), the recovered secret image of (2,2)-MPEVCS
will be Figure 6(b). One can clearly observe that, one of the thin lines is missing.
Meanwhile, one can clearly identify both the thin lines in the recovered secret im-
age of Construction 2 and Construction 3 (Figures 6(c) and (d)).

According to the above discussion, the MPEVCS is not suitable for encrypting
secret images consisting of thin lines, such as maps and geometry figures, while
Construction 2 and Construction 3 are both competent.

Fig. 6. (a) is the original secret image with image size 200×200. (b) is the recovered
secret image of Hou et al.’s MPEVCS [21] with image size 200×200. (c) and (d) are the
recovered secret images of Construction 2 and Construction 3 with image size 200×200.

5.2 Comparison with Yang et al.’s Scheme [25]

Yang et al. proposed a non-distortion VCS in [25]. Their scheme is also flexi-
ble. Unfortunately, the overall pixel expansion of their scheme can only range
from 1 to mo (the pixel expansion of the original DVCS), i.e. their scheme is
not real flexible. The proposed Construction 2 and Construction 3 both can
have arbitrary overall pixel expansion even smaller than 1. This means that our
scheme is more general than Yang et al.’s scheme with respect to the overall
pixel expansion.

Yang et al. also tried to improve the visual quality of the recovered secret
image. They divided the secret pixels in the original secret image into two cate-
gories: More important secret pixels (the edge information of the original secret
image) and less important secret pixels (the remaining secret pixels other than
the edges). They assign more subpixels to the more important secret pixels
and assign less subpixels to the less important secret pixels. However, it should
be pointed out that they still employ probabilistic subpixels, hence, the visual
quality of the recovered secret image will be degraded compared with that of
Construction 3.



Flexible Visual Cryptography Scheme without Distortion 223

Experimental results show that our scheme has competitive visual quality
with that of Yang et al.’s scheme in [25]. According to Figures 4 and 5, one can
easily observe that the recovered secret images of Construction 3 is more even
than that of Yang et al.’s scheme, especially for the white background areas.
The advantage of Yang et al.’s scheme is that, the edges in the recovered secret
image are enhanced.

5.3 Comparison with Yang et al.’s Scheme [20, 19]

Yang et al. proposed several non-distortion VCS that are not flexible with respect
to the pixel expansion, such as [20, 19]. Take Yang et al.’s scheme proposed in [20]
as an example, the scheme depends on designing proper mapping patterns. The
mapping patterns indicate the positions of the subpixels in the shares for a block
of secret pixels. The mapping patterns should be different for different secret
image sizes and different pixel expansions. For example, a M4,7 mapping pattern
maps the subpixels of a block of 4×4 secret pixels to a pattern of 7×7 block for a
(2,3)-VCS with pixel expansion 3. To retain the aspect ratio, dummy subpixels
are added. In the best case, one dummy subpixel is added. Furthermore, the
length and width of the secret image should be multiple of 4, otherwise, extra
dummy subpixels are required. Note that the dummy subpixels will degrade the
visual quality and increase the pixel expansion of their scheme. Their method
is complicated, how to design a mapping pattern that reduces the number of
dummy subpixels to the minimum is, as they said, a huge challenge, especially
for some pixel expansions and secret image sizes. This may be a bottleneck for
their methods to be used practically.

In contrast, our scheme is more general and simpler. It does not add any extra
subpixels and can be applied to any VCS that is under the pixel by pixel encryp-
tion model, such as VCS for general access structure, color VCS and extended
VCS, and our VCS does not restrict to any specific underlying operations.

Our method can get competitive visual quality with Yang et al.’s schemes
proposed in [20, 19]. In order to make things clear, we give an example for (2, 2)-
VCS and (2, 3)-VCS, where the share matrix collections of the (2, 2)-VCS are the
same as that in Example 1, and the share matrix collections of the (2, 3)-VCS
are as follows:

C0 =

⎧⎨
⎩
⎡
⎣ 110
110
110

⎤
⎦ ,

⎡
⎣101
101
101

⎤
⎦ ,

⎡
⎣ 011
011
011

⎤
⎦
⎫⎬
⎭ and

C1 =

⎧⎨
⎩
⎡
⎣ 110
101
011

⎤
⎦ ,

⎡
⎣110
011
101

⎤
⎦ ,

⎡
⎣ 101
110
011

⎤
⎦ ,

⎡
⎣ 101
011
110

⎤
⎦ ,

⎡
⎣ 011
110
101

⎤
⎦ ,

⎡
⎣ 011
101
110

⎤
⎦
⎫⎬
⎭

For Yang et al.’s schemes proposed in [20, 19], we make use of the mapping
patterns of Fig. 3(b) in [19] and Fig. 8(a) in [20] for (2, 2)-VCS and (2, 3)-VCS
respectively. The original secret image is the same as that of Figure 4.

According to Figure 7, the image sizes of the recovered secret images for our
method are slightly smaller than that of Yang et al.’s schemes. The reason is that,
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Fig. 7. (a) and (b) are the recovered secret images of Construction 2 and Construction 3
for (2,2)-VCS with image size 425×425 respectively, (c) is the recovered secret image
of Yang et al.’s scheme proposed in [19] for a (2,2)-VCS with image size 450×450,
(d) and (e) are the recovered secret images of Construction 2 and Construction 3 for
(2,3)-VCS with image size 520×520, (f) is the recovered secret image of Yang et al.’s
scheme proposed in [20] for a (2,3)-VCS with image size 525×525

the scheme in [20, 19] contains a dummy subpixel in each mapping pattern of
their two schemes respectively, while the proposed schemes do not. We set the
dummy subpixel of Yang et al.’s scheme to be black, otherwise there will be noise
like pixels appear in the recovered secret images. According to Figure 7, we can
observe that the proposed schemes and Yang et al.’s schemes have competitive
visual quality for the recovered secret images. First, the images (a) and (b) (resp.
(d) and (e)) are lighter than (c) (resp. (f)) i.e. the average contrasts of (a) and
(b) (resp. (d) and (e)) are larger than that of (c) (resp. (f)). Second, the image
(c) (resp. (f)) is more even than (a) and (b) (resp. (d) and (e)).

5.4 Comparison on Effectiveness with Some Well-Known
Non-distortion VCS

We compare the effectiveness of our scheme with that of some well-known non-
distortion schemes and size invariant schemes in the literature (Note that, the
size invariant schemes also have no distortion) in Table 1.

In Table 1, the word “Depends” means “No if m is square number, otherwise
Yes”. And the word “Yes�” means the ranges of the overall pixel expansion of
the VCS are limited. For example, the overall pixel expansion of VCS’s proposed
in [23] and [25] can only range from 1 to mo (the pixel expansion of the original
DVCS), and the overall pixel expansion of VCS proposed in [29] should be a
multiple of mo. In one word, these VCS’s are not real flexible.

According to Table 1, it is clear that only our schemes satisfy both the real
flexible and non-distortion properties simultaneously.
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Table 1. Comparisons on effectiveness with well-known non-distortion VCS’s

���������Criteria
Schemes

Construction 2 Construction 3 [20] [19] [21] [22]

Flexible Yes Yes No No No No

Distortion No No No No No No
���������Criteria

Schemes
[23] [24] [28] [29] [30] [25]

Flexible Yes� No No Yes� No Yes�

Distortion Depends No Depends Depends Depends No

6 Conclusions

In this paper, we propose a visual cryptography schemes which simulated the
principle of fountains. The proposed scheme has two properties: Non-distortion
and flexible. The proposed scheme can be applied to any VCS that is under the
pixel by pixel encryption model, such as VCS for general access structure, color
VCS and extended VCS, and our VCS does not restrict to any specific underlying
operations. We show that our scheme is flexible with respect to the compromise
between the pixel expansion and visual quality of the recovered secret image.
For larger pixel expansion, the recovered secret image of our scheme will have
better visual quality, and smaller pixel expansion will compromise poorer visual
quality.

We give comparisons with some well-known non-distortion VCS’s [19, 20, 25]
and size invariant schemes [21, 22, 23, 24]. The comparisons show that our scheme
has many advantages on generality, simplicity, real flexible and effectiveness,
besides, our scheme has competitive visual quality of the recovered secret image
with that of many well-known non-distortion VCS’s.
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Abstract. Visual cryptography is a kind of cryptography that can be
decoded directly by the human visual system when transparencies are
stacked. Extended visual cryptography allows to print meaningful im-
ages on transparencies which can conceal the existence of “secret” in the
transparencies. A lot of studies have tried to incorporate continous-tone
images into extended visual cryptography. However, most of them suffer
from deterioration of the resulting images. This paper proposes a new
scheme for extended visual cryptography for continuous-tone images. It
mainly consists of two techniques, namely parallel error diffusion and
optimum tone mapping and can quickly encrypted images with no pixel
expansion and high contrast. Some experimental results are shown to
examine its effectiveness as well as limitation.

Keywords: extended visual cryptography, halftoning, error diffusion,
tone mapping.

1 Introduction

Visual cryptography is a kind of cryptography that can be decoded directly by
the human visual system without any computation for decryption. It usually
prints certain images on transparencies and the secret image is reconstructed
by simply stacking the transparencies together. Extended visual cryptography
allows to print meaningful images on transparencies so that it can conceal the
very existence of “secret” in the transparencies. There have been a lot of studies
to incorporate continous-tone images into extended visual cryptography. How-
ever, most of them suffer from deterioration of the resulting images caused by
pixel expansion and low contrast. This paper proposes a new scheme for ex-
tended visual cryptography for contunuous-tone images. It mainly consists of
two techniques, namely parallel error diffusion and optimum tone mapping, and
can encrypt images with no pixel expansion and high contrast in an instant.

Section 2 illustrates the fundamentals of conventional extended visual secret
sharing scheme. The issues of extended visual secret sharing schemes to incor-
porate continuous-tone images are discussed in Section 3. Our proposed scheme

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 228–242, 2012.
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for continuous-tone images which consists of parallel error diffusion and opti-
mum tone mapping is introduced in Section 4. Section 5 shows the experimental
results of our proposed method. The related works of the proposed method are
explained and makes comparisons in Section 6. Section 7 concludes this study.

2 Extended Visual Cryptography Scheme

Naor and Shamir proposed (k, n) Visual Secret Sharing Scheme (VSSS) in 1994
[10]. This scheme generates n transparencies from an original secret image. The
transparencies are usually shared by n participants so that each participant is
expected to keep one transparency. The secret image can be observed if any k or
more of them are stacked together. However, the secret image is totally invisible if
fewer than k transparencies are stacked. The images on transparencies are called
shadow images. All the shadow images consist of uniformly random pattern of
black and white subpixels. Naor and Shamir pointed out an extension of this
scheme for concealing the very existence of the secret image.

Ateniese et al. extended the VSSS in the sense of a General Access Structure
(GAS) [1] and extended capability [2]. A General Access Structure allows to
control the qualified set of transparencies with which one can recover the secret
image, while any k or more transparencies can reconstruct the secret image in
(k, n) VSSS. An extended capability is able to introduce a meaningful image
as a shadow image. In the Extended Visual Cryptography Scheme (EVCS), for
an access structure (ΓQual, ΓForb) on a set of n participants, the shared (secret)
image can be recovered by any qualified set X ∈ ΓQual with no trace of the
shadow images, but any forbidden set X ∈ ΓForb has no information on the secret
image. Moreover, the shadow images are meaningful so that each participant can
recognize the image on ones transparency.

An EVCS can be constructed in a pixel-wise manner. An original secret pixel
will be transformed to n patterns of pixels for shadow images. These pixels on
shadow images are called shares. A share consists of m black and white subpix-
els. Human visual system observes the average of subpixels, because they exist
in close proximity. This structure is usually described by an n × m Boolean
matrix M = [mij ]. Here mij = 0 or 1 if the jth subpixel in the ith shadow is
black or white, respectively. 1 If a set of transparencies X are stacked in a way
that properly aligns the subpixels, each combined share can be represented by
the Boolean ”AND” of the corresponding set of rows X in the Boolean matrix
M . Let MX denote the m-D vector obtained by taking the Boolean ”AND”
of a set of row vectors X . The gray level of a pixel combined by the shares is
obtained by the Hamming weight H(MX) of the ”AND”ed m-D vector MX . A
human observer interprets this gray level as white if H(MX) ≥ tX and as black
if H(MX) < tX − αS/Rm. Here, tX ∈ {1, · · · ,m} is called threshold, while the

1 A black (white) pixel is usually represented by 1 (0) in most of visual cryptography
studies. This paper uses 0 (1) for a black (white) pixel, because it would be suitable
for discussing brightness of a pixel and consequently image processing techniques.
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value αS/R > 0 and the number αS/Rm ≥ 1 are called relative difference and
contrast, respectively.

Since n participants share one secret image and have their own n shadow
images, we have to consider n + 1 colors, c, c1, · · · , cn ∈ {b, w} where b and w
stands for black and white, respectively. The value c denotes the color of the
secret image pixel and ci denotes the color of the original image pixel for i-th
participant’s shadow image. In order to realize an EVCS which obtains a secret
pixel of color c when transparencies associated to a set X ∈ ΓQual, we need 2n

pairs of collections of n × m Boolean matrices, (Cc1···cn
b , Cc1···cn

w ), one for each
possible combination of black and white pixels in the n original images for the
shadow images.

An EVCS for an access structure (ΓQual, ΓForb) for n participants is valid if it
fulfills the following conditions.

1. For any X ∈ ΓQual and for any c1, · · · , cn ∈ {b, w}, the threshold tX and
the relative difference αR exist which satisfy H(MX) ≤ tX − αRm for any
M ∈ Cc1···cn

b and H(MX) ≥ tX for any M ∈ Cc1···cn
w . Here MX denotes the

m-D vector obtained by taking Boolean ”AND” of the row vectors of M
corresponding to the participants in X and H(MX) denotes the Hamming
weight of the vector MX .

2. For any X = {i1, · · · , iq} ∈ ΓForb and for any c1, · · · , cn ∈ {b, w}, the two
collections of q × m matrices, Dc1···cn

b and Dc1···cn
w , obtained by extracting

rows i1, · · · , iq from each n ×m matrix in Cc1···cn
b and Cc1···cn

w , respectively,
are indistinguishable so that the collections contain the same matrices with
the same frequencies.

3. For any i ∈ {1, 2, · · · , n} and any c1, · · · , ci−1, ci+1, · · · , cn ∈ {b, w}, it results
that

min
M∈Mw

H(Mi)− max
M∈Mb

H(Mi) ≥ αSm,

where

Mb = Cc1···ci−1bci+1···cn
b ∪ Cc1···ci−1bci+1···cn

w ,

Mw = Cc1···ci−1wci+1···cn
b ∪ Cc1···ci−1wci+1···cn

w ,

and H(Mi) denotes the Hamming weight of the i-th row vector Mi of a
matrix M .

The values αR > 0 and αS > 0 are referred as relative difference of the re-
constructed image and relative difference of shadow images, respectively. The
number αRm ≥ 1 and αSm ≥ 1 are called contrasts of the reconstructed image
and the shadow images in visual cryptography studies. People would like both
αR and αS to be as large as possible.

The first condition is the contrast condition which indicates any qualified set
X ∈ ΓQual can recover the secret image. The secret image can be recovered by
stacking the transparencies of a qualified set, belonging to ΓQual. The second con-
dition is the security condition which states any forbidden set X = {i1, · · · , iq} ∈
ΓForb has no information on the secret image. People cannot get any information



EVCS for Continuous-Tone Images 231

on the secret image by inspecting the shadow images of a forbidden set. The
third condition is the extended condition which implies that the shadows images
are still meaningful after the original images are encoded. Any participant can
recognize the shadow image on ones transparency.

Here we show how to accomplish a 2 out of 2 EVCS. Each pixel consists of
4 subpixels. However, it contains either a 1 or two 1’s depending on the colors
of pixels of the corresponding original image, black or white, respectively. The
scheme is given by the 4 pairs of collections (Cc1c2

b , Cc1c2
w ), namely 8 collections

Cc1c2
c , where c, c1, c2 ∈ {b, w}. The collections are obtained by permuting the

columns of the following 8 basic matrices, Sc1c2
c :

Sbb
b =

[
0 0 0 1
1 0 0 0

]
, Sbw

b =

[
0 0 0 1
1 1 0 0

]
, Swb

b =

[
0 0 1 1
1 0 0 0

]
, Sww

b =

[
0 0 1 1
1 1 0 0

]
,

Sbb
w =

[
0 0 0 1
0 0 0 1

]
, Sbw

w =

[
0 0 0 1
0 1 0 1

]
, Swb

w =

[
0 0 1 1
0 0 0 1

]
, Sww

w =

[
0 0 1 1
0 1 0 1

]
.

The reconstructed pixel has one or zero white subpixel if the original secret pixel
is white or black, respectively. In this scheme, the relative contrasts are given
as αR = αS = 0.25. Figure 1 shows an example of resulting shadow images and
reconstructed secret image. The size of all images are 128× 128 pixels, where all
the original shadow and secret images have 64× 64 pixels.

Fig. 1. An example of EVCS. Two resulting shadow images (left and middle) and
reconstructed secret image (right).

Ateniese et al. also pointed out some important aspects of the extended ca-
pability [2]. One is related to the contrasts of images. A trade-off between two
relative differences exists, αR and αS , in any (k, k) EVCS as below:

2k−1αR +
k

k − 1
αS ≤ 1.

This means we cannot increase both contrasts of a reconstructed image and
shadow images, αRm and αSm, simultaneously. They also specified the lower
bound of the pixel expansion m in (k, k) EVCS as below:

m ≥ 2k−1 + 2.
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This indicates we need more pixels to obtain EVCS. Although people would like
contrasts to be as large as possible and pixel expansion as small as possible,
there exist certain limits of them.

3 EVCS for Continuous-Tone Images

Digital cameras have become very popular and people can easily obtain digital
image data of continuous tone. However the scheme explained in the last section
accepts binary images as input. Thus a continuous-tone image must be converted
to a binary image which can be observed similar to the original image by human
visual system. The process which can achieve such conversion is referred as digital
halftoning or halftoning in short [11,6].

Error diffusion, commonly-used halftoning algorithm, was proposed by Floyd
and Steinberg [3]. It is an adaptive algorithm that uses the threshold error feed-
back to produce patterns having different spatial frequency content. A single pass
is carried out over the input image each pixel of which is processed sequentially.
A single pixel process consists of a binary thresholding of the input pixel and an
error computation caused by the binarization. This error is distributed to the
neighboring pixels that have not been processed according to an error filter. An
example of error filter is shown in Figure 2 proposed by Jarvis et al. [5], where
X indicates the current pixel. In other words, the values of neighboring pixels
are corrected to keep the total tone of a local region. The schematic diagram of
the algorithm is illustrated in Figure 3.

7/48X
5/487/485/48

5/48
3/48 3/48

3/48 3/485/481/48 1/48

Fig. 2. A sample of error fil-
ters for error diffusion pro-
posed by Jarvis et al. [5]

Thresholdti to

Error Filter

“error”

Fig. 3. A diagram of error diffusion process

The straightforward way to incorporate continuous-tone images into visual
cryptography is as below:

1. Convert continuous-tone images to binary images by halftoning.
2. Encrypt a secret image by EVCS explained in Section 2.

The resulting shadow images to be printed on transparencies and reconstructed
secret image by stacking shadow images are binary images. The pixel expansion
of (2, 2) EVCS is m = 4. A tradeoff between relative differences of shadow image
and reconstructed image exists. If we restrict both relative differences to be the
same, the maximum relative differences are αS = αR = 0.25.
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Let us discuss quality of resulting images in terms of parameters m and α.

Pixel expansion (m) Pixel expansion is an important parameter that affects
quality of images as well as its data size. The resulting image requires m
times more subpixels which means that subpixels must be m times smaller
than the original pixel if the image size is fixed to that of the original image.

Relative difference (α) It is obvious that contrast is also one of the most
important parameters related to image quality. An image with low contrast
is obscure and difficult to see its details. Furthermore, there exists a certain
tradeoff between contrasts of shadow and secret images in case of extended
visual cryptography.

4 Proposed Scheme of Extended Visual Cryptography

This paper proposes a new scheme of extended visual cryptography based on
parallel error diffusion, which can encrypt images without any pixel expansion in
an instant. Furthermore the resulting images may have large contrasts comparing
with the conventional cryptography schemes by optimum tone mappping. The
actual encrypting process first applies tone mapping to input images, followed
by parallel error diffusion. However, due to the ease of explanation, parallel error
diffusion is presented first in this section, and the optimum tone mapping will be
explained next. Here we focus on a (2, 2) EVCS for simplifying our discussion.

4.1 Basic Encrypting Process – Parallel Error Diffusion

Parallel error diffusion [12] can produce the encrypted images with no pixel ex-
pansion by considering secret information as extra noise to the images and taking
into account with binarization error. Figure 4 illustrates the encryption process.
The parallel error diffusion takes three grayscale images as input and generates
two encrypted (binary) images by processing three corresponding pixels simulta-
neously. Let us call the three corresponding shadow and secret pixels as triplet.
The encryption process is performed triplet by triplet. Here, ti0, t

i
1, t

i
r ∈ [0, 1]

stand for the pixel values of a triplet, i.e., shadow 0, shadow 1, and secret pixels,
while to0, t

o
1, t

o
r ∈ {0, 1} represent the pixel values of the resulting triplet. The

pixel value of a resulting secret pixel tor is simply determined by the correspond-
ing shadow pixels, ti0 and ti0, as below:

tor = to0 · to1 to0, t
o
1, t

o
r ∈ {0, 1} .

Thus the possible combinations of three pixel values (to0, t
o
1, t

o
r) are (0, 0, 0),

(0, 1, 0), (1, 0, 0), and (1, 1, 1). The binarization errors are distributed to the
local unprocessed pixels like usual error diffusion algorithm. We must note that
a result of parallel error diffusion is no more secret sharing, because one of the
resulting shadow images is affected by both the other shadow and secret images.
However, it is almost impossible to detect a secret image from an encrypted
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Fig. 4. A diagram of parallel error diffusion process

t0

t1

t r

(0, 0, 0) (1, 0, 0)

(0, 1, 0)

(1, 1, 1)

Fig. 5. The region of possible pixel val-
ues
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Fig. 6. The region obtained by the con-
servative tone mapping

shadow image. A shadow is influenced not only by the secret image but also by
the other shadow image, and their influence is very faint. Furthermore, image-
signal separation is almost impossible from a single image.

4.2 Optimal Tone Mapping for Encryption

It is obvious that there are some constraints among pixel values of a triplet
which can be encrypted. For instance, no white secret pixel can be obtained if
one or more shadow pixels are black. No black pixel can be accomplished by
completely-white shadow pixels. Figure 5 shows the space of pixel values of a
triplet, t0, t1, and tr. The four points indicated by circles are possible pixel values
of a encrypted triplet. The encrypted shadow images and resulting secret image
are implemented with the four possible combinations which limit the dynamic
ranges of resulting images into the tetrahedron spanned by the four points of
possible combinations. The input images must be tone-mapped so that the all
combinations of pixel values lie inside of the tetrahedron, which guarantees the
encryption.

The most conservative tone mapping is given as below:

t′0 = 0.25t0 + 0.25, t′1 = 0.25t1 + 0.25, t′r = 0.25tr.

Here, t0, t1, and tr represent the original pixel values while t′0, t
′
1, and t′r stand

for the tone-mapped pixel values. The entire dynamic range of a unit cube is
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Fig. 7. The tone-mapped region taking into account of the actual pixel values of images
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Fig. 8. The tone mapping of affine transformation which inscribes the region in a
tetrahedron

mapped to a inscribed cube of the tetrahedron as shown in Figure 6. The re-
sulting dynamic range is exactly the same as that of the conventional extended
visual cryptography.

An image usually contains limited numbers of completely black or white pix-
els. Furthermore, it is quite rare that those extreme pixels are located at the
same position. The contrast may be extended more than a quarter, because
the extreme triplet values such as (0, 0, 1), (1, 1, 0), etc. do not exist. Suppose a
shaded region on the left side of Figure 7 depicts an example of actual triplet
region. An expected result of tone mapping is shown in Figure 7 right so that
the shaded region tightly fits the tetrahedron. A set of parameters of the tone
mapping that inscribes the given region in the tetrahedron should be calculated.
Let us assume the tone mapping is determined by an affine transformation as
below:

t′0 = at0 + b0, t′1 = at1 + b1, t′r = atr + br,

so that the resulting three images have the same contrast a. The degree of free-
dom of this affine transformation is four which is the same as the number of
constraints given by the tetrahedron, i.e., the number of faces. Since this trans-
formation is an isotropic scaling with a translation, the contacting points can be
determined by the planes having the same normals as those of the tetrahedron’s
faces. Figure 8 illustrates this property in 2D space. Therefore, we can compute



236 Y. Yamaguchi

parameters of the required affine transformation by detecting contacting points
and making them on the tetrahedron’s faces.

Let us consider themeanings of tetrahedron’s faces. The tetrahedron is bounded
by four faces which are represented by the following inequalities:

t′r ≤ t′0, t′r ≤ t′1, t′r ≥ t′0 + t′1 − 1, t′r ≥ 0. (1)

The first two inequalities give the upper bounds of reconstructed secret pixel
values. The secret pixels cannot be brighter than the corresponding shadow
pixels as shown in Figure 9 top. The last two inequalities stand for the lower
bounds of reconstructed secret pixel values. The secret pixel cannot be so dark
if both of the shadow pixels are bright (Figure 9 bottom left). Of course, a
secret pixel value cannot be negative (Figure 9 bottom right). These inequalities
constrain the ratio of black and white areas. However, each pixel of the resulting
images is completely black or white. So the inequalities represent constraints on
corresponding local regions of three images rather than a single triplet. This type
of constraints can be handled by applying a blur filtering to the input images
before computing tone-mapping parameters. The blur filtering may result in a
larger contrast, because it makes a triplet region smaller.

+ +

+ +

Fig. 9. The constraints on the pixel values of a triplet

The entire process of proposed EVCS is illustrated in Figure 10.

1. A gaussian blur filtering is applied to the input images.
2. A set of tone-mapping parameters are computed by solving constraints.
3. The input images are tone-mapped with the obtained parameters.
4. The tone-mapped images are encrypted by parallel error diffusion.

The more blurred filtering leads to the larger contrast as discussed above. How-
ever, too much blurring may results in distortion of local regions. We will discuss
this issue in the next section.

5 Experiments

We made some experiments to examine our proposed scheme and the effect of
a gaussian filtering. Six images in Figure 11 were used for the experiments. All
images have the same size of 512× 512 pixels.
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Fig. 10. The entire algorithm of proposed scheme

Fig. 11. Six images used in the experiments, ”Peppers” (top left), ”Lena” (top center),
”Mandrill” (top right), ”Airplane” (bottom left), ”Fishing Boat” (bottom center), and
”Sailboat on Lake” (bottom right)
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Figure 12 shows the encrypted results of three different ways, namely, straight-
forward implementation based on the conventional EVCS, parallel error diffusion
with the conservative tone-mapping, and parallel error diffusion with the opti-
mum tone-mapping. The image of ”Peppers” was used as a secret image and
the images of ”Lena” and ”Mandrill” were used as shadow images. The left im-
age are the resulting shadow images of ”Lena” while the right images are the
reconstructed secret images. Only one shadow image is depicted because of the
space limitation. Every image consists of 512× 512 pixels. The top result lacks
details of images because they were once scaled down into 256× 256 pixels due
to the pixel expansion. The middle result preserves some details, though it has
the same contrast, 0.25, as the top. The bottom result was generated with a
gaussian filtering of kernel size k = 21 (pixels) and standard deviation σ = 10
(pixels). The resulting contrast is 0.44 which improves the image quality.

Because of the nature of parallel error diffusion, relatively big errors may
occur during the encryption process. Figure 13 indicates the regions where the
big errors are detected. Green pixels specify white pixels which should be black
by the ordinary error diffusion, while red pixels are black pixels to be white.
The top images point out the errors of conservative tone-mapping. Although the
conservative tone-mapping maps the entire dynamic range into the inside of the
tetrahedron as illustrated in Figure 6, the binarizing errors diffused from nearby
pixels may cause relatively big errors. This type of errors do not deteriorate
the resulting images, because they occurs seldom and separately. However, the
error occurs more often if contrasts of input images are enhanced. The bottom
images in Figure 13 show the errors during the parallel error diffusion of higher
contrast. The tone-mapping parameters are computed from the blurred images
whose standard deviation was σ = 20. The resulting contrast was 0.56 in this
case. The yellow (bright) circles indicate the regions where one of shadow images
is too dark comparing with the secret image. The pink (dark) circles indicate
the region where two shadow images are too bright to achieve the dark secret
image. This type of errors may cause serious deteriorations of encrypted shadow
images as well as reconstructed secret image.

In order to examine the effect of a blur size, i.e., standard deviation σ of a
gaussian filter, we have computed contrasts and numbers of big-error pixels. For
each standard deviation value, 6C3 × 3C1 = 30 combinations of images chosen
from six in FIgure 11 were encrypted, because contrasts and errors depend on
the combination of images. Figure 14 shows a graph illustrating the variation
of contrast with the standard deviation σ of a gaussian kernel. The graph in-
dicates that the average contrast is 0.32 without a gaussian blur. The average
contrast increased as the blur size increases, however the increasing rate grad-
ually decreases. Figure 15 is a graph showing the variation of big errors with
the standard deviation σ. According to this graph, number of errors stays low
while the blur size is very small, σ ≤ 5. It gradually increases if the blur size is
relatively small, 5 ≤ σ ≤ 10, and increases very rapidly if the blur size exceeds
a certain size, σ > 10. Significant deteriorations cannot be found if σ is smaller
than 10 in our experiments.
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Fig. 12. Comparison of encryption results. The straightforward encryption (top), pro-
posed method with conservative tone-mapping (middle), and proposed method with
enhanced tone-mapping (bottom).
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Fig. 13. The relatively big errors detected during the encryption process with σ = 0
(top) and σ = 20 (bottom)

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0  5  10  15  20

C
on

tr
as

t

Sigma

Fig. 14. The variation of the resulting
contrast with standard deviation σ of a
gaussian filter

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 40000

 45000

 0  5  10  15  20

# 
of

 p
ix

el
s

Sigma

Fig. 15. The variation of big-error pixels
with standard deviation σ of a gaussian
filter

6 Discussions

The parallel error diffusion, which was explicitly proposed by Wang et al. in 2009
[12], considers secret information as extra noise to the shadow image and takes
into account with binarizing error. This type of approach was first mentioned by
Fu et al. in 2003 [4]. Their basic algorithm is as below:
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1. The first shadow image is halftoned by the error diffusion algorithm.
2. The second shadow image is also halftoned by the conjugate error diffusion

algorithm . The ”Noise” is added according to the corresponding pixels of
the secret image and the first halftoned shadow image. This noise causes a
pixel-wise distortion to the second shadow image which is controlled by some
appropriate threshold T1. A large T1 allows more pixels to hide secret image
but results in a large distortion of the second shadow image.

The approach is free from pixel expansion, m = 1. However, [4] was only applied
to a logo image as a secret image in order to avoid a huge distortion in the
second shadow image. It could reconstruct only a faint logo with the traces of
both shadow images. Myodo et al. extended this approach to be able to handle a
continuous-tone image as a secret image [7]. Wu et al. [13] implied to use vector
error diffusion for the encryption, but they actually proposed an iteration-based
search method to obtain encrypted hailftoned-images which might cost much
more computation time.

Due to the nature of EVCS, a contrast reduction is inevitable. It is preferrable
to enhance contrasts of the resulting images as much as possible. The conven-
tional visual cryptography studies consider relative differences, αS and αR, which
represent a limitation of possible pixel values. Nakajima and Yamaguchi precisely
examined the interactions of pixel values in (2, 2) EVCS [9] and presented the
same conditions as Equation (1). The tones of given images must be properly
adjusted which makes the contrast as large as possible. Affine transformation
or piecewise linear transformation is most commonly used for this tone adjust-
ment [9,13,14,7,8]. Wu et al. suggested to calculate optimum parameters [13].
However, [13] does not explain any details how to obtain optimum parameters.
Myodo et al. proposed a method that can determine optimum parameters in an
instant [8]. They claimed that their method can enhance contrasts to 0.28 on
average without any violation. Our experimental results indicate better average
contras 0.32 even if σ = 0, but this difference might be caused by the set of
images to be examined.

7 Conclusions

This paper proposed a new scheme of extended visual cryptography. The scheme
consists of parallel error diffusion and optimum tone mapping. Parallel error
diffusion provides a very simple and quick way to produce extended visual cryp-
tography with no pixel expansion. The optimum tone mapping can be accom-
plished by solving linear equation systems. A gaussian blur filtering can enhance
contrasts by relaxing the constraints. We made some experiments to examine
effectiveness and limitation of the scheme.

Unfortunately the scheme does not accomplish secret sharing, because the
encrypted shadow images are affected by the secret image. However it is virtu-
ally impossible to reconstruct a secret image from a single shadow. A shadow is
influenced by the other shadow as well as the secret image and their influence
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is very faint. Furthermore, image-signal separation is still a tough problem in
image processing studies.

This paper focused on a (2, 2) scheme of extended visual cryptography because
of the space limitation. However, the proposed scheme consisting of optimum
tone mapping and parallel error diffusion can be extended to other cases.

Acknowledgement. This work was partially supported by JSPS Grant-in-Aid
for Scientific Research (B) (22300030).
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Abstract. Second order statistical features (e.g. Markov transposition
probability matrix and gray level co-occurrence matrix) have been proved
to be effective for passive image forgery detection in the past few years.
In this paper, third order statistical features are proposed for image
splicing detection. We model the thresholded adjacent difference block
DCT coefficient array of an image as conditional co-occurrence prob-
ability matrix, second order Markov transition probability matrix and
second order co-occurrence matrix. Since the dimensionality exponen-
tially depends on the order, dimensionality of the third order features
is much larger than that of second order features, principal component
analysis (PCA) is therefore introduced in our work to overcome the high
dimensionality introduced computational complexity and the possible
overfitting for a kernel based supervised classifier. Experimental results
show that conditional co-occurrence probability matrix outperforms sec-
ond order features and PCA is proved to be an effective dimensionality
reduction tool for image splicing detection. We also test the robustness
of third order statistical features, despite higher dimensionality, third or-
der statistical features demonstrate the same robustness as that of second
order features.

Keywords: image splicingdetection, third order statistical feature, PCA.

1 Introduction

We are living in a digital world, the constantly upgraded hardware and software
bring great convenience to our lives. However, every coin has two sides, forging
an image is becoming easier and easier, even an unskilled person is able to
forge an eye-deceiving image without much time. Researchers have made effort
on digital image forensics to regain trust on digital images. Image forensics on
the whole can be concluded as active methods and passive methods. Digital
signature and watermarking have been proposed as active detection methods,
however, the signature or watermark must be inserted in the imaging process
which limits its application. In contrast, passive image forgery detection methods
do not need any prior knowledge, they work on the assumption that the image
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to be detected has no signature or watermark. In this paper, we concern with
passive image forgery detection method.

In the past few years, several passive detection methods have been proposed
[1]. T. T. Ng et al. in [2] proposed bi-coherence based features for image splicing
detection, and the detecting accuracy over image dataset [3] is 71%. In the imag-
ing process, the digital camera introduces some artifacts which can be specif-
ically modeled. In consistencies of these artifacts can be used as features for
image forgery detection. Popescu et al. in [4] proposed an interpolation based
method to model the color filter array (CFA) interpolation process of digital
camera, CFA interpolation introduced correlations are likely to be destroyed by
image tampering, therefore this model can be used to detect image forgery, but
this method failed in detecting images with high compression rate. When com-
posing an image, it is difficult for the forger to match the lighting conditions.
Lighting inconsistencies can therefore be used as evidence to reveal the tamper-
ing [5]. But, the proposed methods failed in detecting the splicing part with the
same lighting conditions. The tampered image may be quite eye deceiving, but
the tampering may change the underlying statistics of the original image, some
statistical-feature based methods were proposed to expose the image forgeries.
Phase congruency and statistical moments of characteristic functions of wavelet
sub-bands were proposed in [6] to catch the splicing introduced artifacts and the
experimental results over [3] is 82.3%. SIFT was proposed in [7] [8] to detect im-
age region duplications and the proposed method can handle cases when a region
is scaled or rotated before pasted to a new location. Yun Q. Shi et al. in [9] pro-
posed a natural image model for image splicing detection, the statistical features
consists of moments of characteristic functions of wavelet sub-bands and first or-
der Markov transition probabilities of difference block DCT array (1st Markov).
Detecting accuracies over [3] showed that moments features achieved 86.8% and
1st Markov achieved 88.3%. In [10] and [11], gray level co-occurrence matrix
features and Run-length Run-number features extracted in chroma spaces (Cb
and Cr) were employed to detect image splicing, experimental results showed
that features in chroma spaces demonstrate much better performance than that
in luma space. However, both methods do not get satisfying performance over
image dataset [3].

Image splicing introduces sharp edges in a tampered image, capturing the arti-
facts is the key for the detection work. Second order statistical features have been
proved as effective features, higher order statistics in [2] and [6] were proposed to
capture the splicing artifacts, however, the detection rate is not satisfying. In this
paper, we model the relationships among neighboring three elements in block
DCT domain as third order statistical features, that is, conditional co-occurrence
probability matrix (CCPM), second order Markov transition probability matrix
(2nd Markov), second order co-occurrence probability matrix (2nd CPM). Third
order features are more informative than lower order features, however, the di-
mensionality of features exponentially depends on order, for modern supervised
machine learning algorithms, high dimensionality usually causes computational
complexity and overfitting [12]. Therefore, PCA is employed in our work to
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reduce the higher order introduced problems. In the experimental work, we in-
vestigate the detecting performance of CCPM, 2nd Markov and 2nd CPM over
image dataset [3], and we find that CCPM outperforms 2nd Markov, 2nd CPM,
1st Markov and first order co-occurrence probability matrix (1st CPM) features,
PCA is able to reduce the dimensionality of proposed features without losing
discriminative information.

The rest of this paper is organized as follow. The proposed method is described
in section 2. In section 3, the experimental work and performance analysis are
reported. Finally, conclusions and future works are given in section 4.

2 Proposed Method

2.1 Preprocessing

Image contents are usually deemed as noise in the splicing detection work, that
is, image contents introduce interferential information in the detection process.
Therefore it is necessary to eliminate the influence of image contents before
feature extraction work. DCT has very good information packing properties for
most of the images, it concentrates most of the image energy in a few coefficients.
In this paper, we extract features in the adjacent difference 8*8 block DCT array
which proved to be effective in the work [9] and it is given as

Eh(i, j) = |X(i, j)| − |X(i+ 1, j)| (1)

Ev(i, j) = |X(i, j)| − |X(i, j + 1)|, (2)

where X is the 8∗8 non-overlapping block DCT of the image to be detected and
it is defined as

X =

⎛
⎜⎜⎜⎝

X11 X12 · · · X1m

X21 X22 · · · X2m

...
... · · · ...

Xm1 Xm2 · · · Xmm

⎞
⎟⎟⎟⎠ , (3)

where Xij(1 ≤ i, j ≤ m) is 8 ∗ 8 block DCT coefficient array of the image, and
it is given by

Xij = UTXs
ijU, (4)

where Xs
ij is the corresponding 8 ∗ 8 image block and U is defined as

{
U(n, k) = 1

2
√
2
, k = 0, 0 ≤ n ≤ 7

U(n, k) = 1
2 cos(

π(2n+1)k
16 ), 1 ≤ k ≤ 7, 0 ≤ n ≤ 7

(5)

Eh and Ev are then rounded and thresholded in the range [−T, T ], i.e. there
are totally 2T + 1 states to be modeled. Larger T means more information
taken into considertation, however it may also brings disturbing information and
high computational complexity. A properly selected T should be a compromise
between detction performance and computing complexity. We give the detection
performance of proposed mehtod with different T in the experimental work.
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2.2 Third Order Statistical Feature Extraction

Markov chain is commonly used to characterize the underlying dependences
between neighboring states. For states ω1, ω2, · · · , ωN (N is the total number of
states and N = 2T + 1), the first order Markov model assume that

P (ωik |ωik−1
, ωik−2

, · · · , ωi1) = P (ωik |ωik−1
), (6)

that is, the dependence is limited within two neighboring states. First order
Markov features have been proved to be one of the most effective features for
image splicing detection [9]. In this paper we expand first order Markov features
to third order statistical features, i.e. we consider the relationships among three
adjacent states. Second order Markov features proposed in [13] verified its effec-
tiveness in steganalysis, inspired by the work of [13], we model our features for
splicing detection as follows

CCPM ≡

⎡
⎢⎢⎢⎣

P (ω1, ω1|ω1) P (ω2, ω1|ω1) · · · P (ωN , ωN |ω1)
P (ω1, ω1|ω2) P (ω2, ω1|ω2) · · · P (ωN , ωN |ω2)

...
... · · · ...

P (ω1, ω1|ωN ) P (ω2, ω1|ωN ) · · · P (ωN , ωN |ωN )

⎤
⎥⎥⎥⎦ (7)

2ndMarkov ≡

⎡
⎢⎢⎢⎣

P (ω1|ω1, ω1) P (ω1|ω1, ω2) · · · P (ω1|ωN , ωN )
P (ω2|ω1, ω1) P (ω2|ω1, ω2) · · · P (ω2|ωN , ωN )

...
... · · · ...

P (ωN |ω1, ω1) P (ωN |ω1, ω2) · · · P (ωN |ωN , ωN )

⎤
⎥⎥⎥⎦ (8)

2ndCPM ≡

⎡
⎢⎢⎢⎣

P (ω1, ω1, ω1) P (ω1, ω1, ω2) · · · P (ω1, ωN , ωN)
P (ω2, ω1, ω1) P (ω2, ω1, ω2) · · · P (ω2, ωN , ωN)

...
... · · · ...

P (ωN , ω1, ω1) P (ωN , ω1, ω2) · · · P (ωN , ωN , ωN)

⎤
⎥⎥⎥⎦ , (9)

where P (ωik , ωik−1
|ωik−2

) is the co-occurrence probability of (ωik , ωik−1
) given

state ωik−2
, P (ωik |ωik−1

, ωik−2
) indicates the second order Markov transition

probability, i.e. the future sate is determined by the current state and previous
state, P (ωik , ωik−1

, ωik−2
) is the joint probability of three states.

Third order statistical feature matrices are directional, that is, they can be
used to depict the relationships of adjacent three states along eight directions.
In our work, CCPM, 2nd Markov, and 2nd CPM are employed to model the
horizontal right and vertical down directional relationships of neighboring three
states which are shown in Fig. 1. Gray lattices in Fig. 1 indicate the adjacent
three states to be made statistics and arrow denotes the direction along which
probabilities mentioned above are computed. We extract third order statistical
features from the directional thresholded adjacent difference DCT array. Prob-
abilities in CCPM, 2nd Markov and 2nd CPM are stretched into a vector and
fed into classifier for classification. To view the class separability of third order
statistical features, linear discriminant analysis (LDA) is employed to map the
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original features extracted from [3] onto the 1 D feature space, and the projec-
tions are shown in Fig. 2. Note that for the convenience of viewing, we scatter plot
the transformed 1 D features on the 2 D space whose horizontal axis indicates
the number of samples and vertical axis indicates the value of the transformed
1 D features. It can be seen from Fig. 2 that the third order statistical features
belonging to two different classes are well clustered in the transformed space.

Fig. 1. Relationships of adjacent three states along horizontal right and vertical down
directions. (i, j) is the spatial coordinate of initial state.

Fig. 2. LDA projections of third order statistical features over image dataset [3].
CCPM, 2nd Markov and 2nd CPM are shown from left to right.

2.3 Dimensionality Reduction

CCPM, 2nd Markov and 2nd CPM are all with size N ∗ N2, that is, 2N3 di-
mensional features (N3 for each direction) are used to describe the third order
relationships of different states, thus dimensionality of third order features is
much larger than that of lower order ones. High dimensionality introduces com-
putational complexity during the training and testing phases of a supervised
classifier, furthermore although single feature carry discriminative information
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respectively, when combined together there is little gain if they are highly cor-
related, finally, curse of dimensionality should also be taken into consideration.
PCA is therefore introduced in our work for dimensionality reduction.

Let
Y = AT (X − X̄), (10)

where X is original feature vector set with D rows (feature dimensionality) and
K columns (number of samples), Y is the new feature vector set with d rows
(d <= D) and K columns, X̄ denotes the mean value of X . Correlation matrix
Ry is defined as

Ry ≡ E(Y Y T ) = E(AT (X − X̄)(X − X̄)TA) = AT covX−X̄A, (11)

where covX−X̄ is the covariance matrix of X − X̄ and it is symmetric, hence
its eigenvectors are mutually orthogonal. When A is comprised of eigenvectors
of covX−X̄ , Ry is then a diagonal matrix, i.e. features in Y are uncorrelated.
Therefore A can be formulated as A = [v1, v2, · · · , vd], vi(i = 1, 2, · · · , d) is the
eigenvector corresponding to λi of covX−X̄ and λ1 > λ2 > · · · > λd which makes
var(v1) > var(v2) > · · · > var(vd). Y is therefore the projection of X onto the
subspace spanned by the eigenvectors and the significance of features decreases
with the growth of dimensionality.

There exist high correlations between third order statistical features, PCA
can be used to avoid the information redundancies, and put most of discrimi-
native information in the first few dimensionalities of features. Fig. 3 shows the
correlation coefficient images and standard deviation distribution of original fea-
ture set and the PCA transformed feature set on image dataset [3]. Note that we
employ gray image to signify the correlation coefficients between different pair of
features, high gray value indicates high correlation and vice versa. It can be seen
from Fig. 3 that original third order statistical features are highly correlated,
while the features after PCA are uncorrelated, standard deviations of original
feature set spread over a wide range, in contrast, standard deviations of PCA
transformed feature set concentrate around the first few features and decrease
dramatically with the increasing of dimensionality.

3 Experimental Results and Performance Analysis

3.1 Image Dataset

Columbia Image Splicing Detection Evaluation Dataset [3] is used in our ex-
perimental work. This image dataset consists of 933 authentic and 912 spliced
images. It covers a variety of images. Images in this dataset are all in BMP for-
mat with fixed size of 128 ∗ 128. Spliced images are manipulated via two types
of operations, crop and past along object boundaries and crop and past of hori-
zontal or vertical strips. The spliced parts can be from the same image or from
another image. Some of the images are given in Fig. 4.
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Fig. 3. Correlation coefficient images and standard deviation distributions of CCPM,
2nd Markov and 2nd CPM feature sets are shown from top to bottom. The first two
columns indicate correlation coefficient images and standard deviation distributions
of original features, the last two columns show the correlation coefficient images and
standard deviation distributions of PCA transformed features.

3.2 Classifier

Support vector machine (SVM) is employed in our work to test the effective-
ness of proposed method. LIBSVM [14] which is a library for SVM is used in
our experimental work and radial basis function (RBF) is selected as kernel of
SVM. Since SVM is a supervised machine learning method, for each experiment,
1/2 authentic images and 1/2 spliced images are randomly selected to train the
SVM, and the left authentic and spliced images are used for test. Grid searching
is employed to select the best parameters C (positive constant that controls the
relative influence of the competing terms) and γ (variance of RBF kernel) for
SVM. This procedure is repeated thirty times to eliminate the effect of random-
ness. Experimental results are evaluated by the average detecting accuracies over
thirty times and receiver operating characteristics curves (ROC).

3.3 Comparisons and Performance Analysis

Detecting results of CCPM, 2nd Markov and 2nd CPM with different T values
are given in Table 1 where TP and TN denote true positive rate and true neg-
ative rate respectively, Accuracy is the average detection rate over thirty runs.
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Fig. 4. Some examples in image dataset [3]. Authentic images are shown in the first
row, spliced ones are given in the second row.

Standard deviations over thirty random tests are given in the parentheses. De-
tecting accuracies of the three proposed features increase with the value of T ,
however, the dimensionality of features increases dramatically with T . Larger
T means more information taken into consideration, while it may also brings
disturbing features and additonal computational complexity for classification.
As can be seen in the table, detecting results of the three kinds of features with
T = 4 is almost as good as that with T = 3. For above reasons we set T = 3 for
the following experimental work.

To test the effectiveness of proposed features, third order statistical features
with dimensionality 686 (T = 3) and second order statistical features [9] [10]
(both of which are extracted in the 8*8 block DCT domain) with dimension-
ality 98 are given in Table 2. For third order statistical features, CCPM out-
performs 2nd Markov and 2nd CPM. For second order statistical features, the
average detecting accuracy of 1st Markov is 2.7% higher than that of 1st CPM.
CCPM achieves 1.9% higher average detecting accuracy than 1st Markov does.
2nd Markov which is superior to 1st Markov in steganalysis [13] doesn’t demon-
strate its superiority in image splicing detection.

The dimensionality of third order statistical features proposed in our work is
686 which is time consuming in training or testing phase of SVM. PCA is in-
troduced for dimensionality reduction, first, we compute the mean value X̄train

of the training set Xtrain , then, Atrain is formulated as the eigenvectors of
covXtrain−X̄train

, finally we get the PCA features Ytest of the original test set
Xtest by Ytest = AT

train(Xtest − X̄train). Fig. 5 indicates comparisons of de-
tecting performance among CCPM, 2nd Markov, 2nd CPM, 1st Markov and 1st

CPM features after PCA dimensionality reduction. Note that we use the first 98
dimensional PCA features for the convenience of comparison.

From Fig. 5 we can see that
(1) Detection performance increases dramatically for the first few features, af-

ter that it vibrates on a small scale, therefore, we can use the first d dimensional
(d << D) PCA features for classification without discriminative information loss.
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Table 1. Detecting results of third order statistical features with different T value

T=1, 54 D T=2, 250 D T=3, 686 D T=4, 1458 D

CCPM

TP
85.4% 85.2% 86.6% 85.9%
(2.130) (1.855) (1.396) (1.489)

TN
78.5% 81.4% 90.9% 91.9%
(1.941) (1.684) (1.252) (1.166)

Accuracy
82.0% 83.3% 88.8% 88.9%
(0.885) (0.952) (0.805) (0.918)

2nd Markov

TP
84.5% 85.1% 84.4% 85.0%
(1.872) (1.439) (1.639) (2.020)

TN
81.3% 86.9% 89.1% 87.0%
(1.865) (1.618) (1.498) (1.615)

Accuracy
82.9% 86.0% 86.8% 85.9
(1.109) (0.849) (0.603) (1.094)

2st CPM

TP
83.7% 86.5% 85.5% 85.1%
(1.663) (1.786) (1.788) (1.955)

TN
79.7% 80.3% 85.6% 86.2%
(1.976) (1.878) (2.085) (1.892)

Accuracy
81.7% 83.5% 85.5% 85.6%
(0.865) (1.216) (1.023) (1.011)

Table 2. Detecting results of third and second order statistical features over image
dataset [3]

Third order features Second order features

CCPM 2nd Markov 2nd CPM 1st Markov 1st CPM

TP
86.6% 84.4% 85.5% 84.9% 85.6%
(1.396) (1.639) (1.788) (1.617) (1.742)

TN
90.9% 89.1% 85.6% 89.0% 82.8%
(1.252) (1.498) (2.085) (1.769) (1.803)

Accuracy
88.8% 86.8% 85.5% 86.9% 84.2%
(0.805) (0.603) (1.023) (0.976) (0.958)

(2) CCPM demonstrates the best detecting performance among the five fea-
tures, 2nd CPM performs slightly better than 1st CPM does, 2nd Markov’s de-
tecting performance is as good as 1st Markov’s.

(3) Compared with Table 2, PCA features with dimensionality larger than 30
can perform as well as original features do, in some cases, even better than the
original features.

To testify the effectiveness of PCA for dimensionality reduction, boosting
feature selection method proposed in [10] [15] is employed in our work for com-
parison, and the comparison results are given in Fig. 6. It can be seen from
Fig. 6 that the performance of PCA dimensionality reduction outperforms that
of boosting feature selection dramatically. Features in CCPM, 2nd Markov, 2nd

CPM are highly correlated which have been proved in Fig. 3, that is, every single
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Fig. 5. Detecting performance comparisons among CCPM, 2nd Markov, 2nd CPM, 1st

Markov and 1st CPM after PCA dimensionality reduction

(a) (b)

Fig. 6. Detection performance comparisons between PCA dimensionality reduction
and boosting feature selection method. (a) Third order statistical features, (b) second
order statistical features.

feature contains discriminative information but when combined together there
is only a little gain which can be seen from the boosting selection procedure.
In contrast, PCA maps the highly correlated features onto a new orthogonal
coordinate system, the new gotten features are mutually uncorrelated, and the
first few features can be considered as dominant features.

Finally, ROC curves of original features are given in Fig. 7 (a), ROC curves
of the first 30 dimensional PCA features of CCPM and the first 30 dimensional
PCA features of 1st Markov are presented in Fig. 7 (b).

3.4 Robustness Tests

Jpeg compression, Gaussian low pass filtering and image scaling are applied to
verify the robustness of proposed method. Jpeg is a lossy compression method
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(a) (b)

Fig. 7. ROC curves. (a) Comparisons among original features, (b) comparisons between
the first 30 dimensional PCA features of CCPM and 1st Markov.

and the degree of compression can be adjusted via quality factors (usually in
the range [1, 100]). To test the robustness of proposed features under Jpeg com-
pression, we first compress the image dataset [3] with quality factor Q, then
CCPM, 2nd Markov and 2nd CPM are extracted from the compressed images,
finally the extracted features are fed into SVM for classification. The detecting
results of the third order and second order statistical features under Jpeg qual-
ity factor Q are shown in the left part of Table 3, and the detecting results of
the corresponding features after PCA are shown in the right part of Table 3.
Gaussian low pass filtering is a commonly used to conceal the tampering traces.
we work on the Gaussian low pass filtered image dataset, that is, Gaussian low
pass filter with standard deviation σ is applied on all of the images in [3] and
features are extracted from the filtered image dataset. The detecting results of
the third order and second order statistical features under Gaussian low pass
filter with standard deviation σ are given in the left part of Table 4, and the
detecting results of the corresponding features after PCA are given in the right
part of Table 4. Images are usually scaled in use, we also test the robustness of
proposed features under image scaling attack. All of the images in [3] are scaled
S times the size of original ones, and we test the effectiveness of the proposed
features over the new image dataset. The detecting results of the third order
and second order statistical features are given in the left part of Table 5, and
the detecting results of the corresponding features after PCA are given in the
right part of Table 5. As can be seen in Table 3, Table 4 and Table 5, Jpeg
compression, Gaussian low pass filtering and image scaling degrade the detect-
ing accuracies of both third order features and second order features. CCPM
which demonstrates its superiority over image dataset [3] does not show better
detecting performance than 2nd Markov, 2nd CPM and second order features.
The features after PCA work as good as the original ones. Robust features will
be further studied in our future work.
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Table 3. Detecting results over Jpeg compressed image dataset [3]

Original Features Features after PCA
Q=95 Q=85 Q=75 Q=65 Q=95 Q=85 Q=75 Q=65

CCPM
82.8% 74.7% 73.3% 67.1% 82.1% 73.8% 72.4% 67.3%
(1.064) (0.913) (1.070) (0.850) (1.103) (1.113) (1.008) (0.870)

2nd Markov
80.8% 69.0% 67.5% 62.3% 80.4% 67.5% 69.9% 64.5%
(0.985) (1.500) (1.188) (1.198) (0.881) (1.232) (1.119) (1.192)

2nd CPM
79.7% 74.8% 73.9% 69.5% 79.4% 74.5% 73.1% 69.5%
(1.029) (1.071) (1.169) (1.253) (1.114) (1.133) (0.950) (1.329)

1st Markov
82.8% 73.5% 72.5% 67.0% 82.1% 74.1% 72.6% 67.2%
(0.968) (1.127) (1.109) (0.886) (1.030) (1.160) (1.097) (1.208)

1st CPM
80.7% 75.2% 74.4% 69.1% 80.5% 75.3% 73.7% 68.6%
(0.903) (1.173) (1.206) (1.232) (0.907) (1.110) (1.032) (1.212)

Table 4. Detecting results over Gaussian low pass filtered image dataset [3]

Original Features Features after PCA
σ=0.5 σ=1 σ=1.5 σ=2 σ=0.5 σ=1 σ=1.5 σ=2

CCPM
86.4% 75.1% 73.8% 75.0% 85.6% 75.2% 75.3% 73.9%
(0.855) (1.117) (0.795) (0.873) (0.909) (0.827) (0.905) (0.816)

2nd Markov
84.1% 73.3% 73.9% 72.9% 83.1% 72.2% 71.1% 72.3%
(1.259) (1.189) (0.931) (1.131) (1.192) (1.584) (1.328) (0.977)

2nd CPM
82.6% 76.2% 75.4% 75.5% 82.2% 76.2% 75.1% 75.3%
(1.015) (1.265) (1.578) (1.339) (0.847) (1.204) (1.017) (1.157)

1st Markov
86.3% 75.3% 75.0% 73.8% 86.2% 75.3% 75.0% 75.9%
(1.154) (1.145) (1.076) (0.987) (0.901) (0.994) (0.955) (1.000)

1st CPM
82.8% 72.1% 71.4% 72.5% 82.8% 71.8% 70.9% 71.9%
(0.985) (0.982) (1.094) (1.033) (1.016) (1.103) (1.317) (1.211)

Table 5. Detecting results over scaled image dataset [3]

Original Features Features after PCA
S =0.6 S =0.8 S =1.2 S =1.4 S =0.6 S =0.8 S =1.2 S =1.4

CCPM
68.0% 72.0% 79.3% 79.5% 69.2% 72.5% 79.8% 79.2%
(1.363) (0.964) (0.973) (0.901) (1.010) (0.960) (1.305) (0.991)

2nd Markov
66.3% 70.1% 78.6% 78.2% 69.1% 73.4% 79.7% 78.9%
(0.876) ( 1.173) (0.968) (0.793) (1.262) ( 1.175) ( 0.987) (1.269)

2nd CPM
69.4% 71.9% 78.7% 78.1% 69.1% 72.5% 78.8% 77.3%
(1.048) ( 1.360) (1.222) (1.124) (1.169) (1.199) (0.885) ( 1.130)

1st Markov
67.8% 71.0% 77.1% 75.9% 67.9% 72.3% 77.1% 76.0%
(1.307) ( 1.149) ( 1.338) (0.907) (1.404) (1.102) ( 1.044) ( 1.053)

1st CPM
68.6% 72.0% 75.9% 76.3% 68.3% 71.9% 76.3% 76.2%
(1.132) (1.250) (1.155) (1.297) (1.438) (1.192) (1.044) (1.109)
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4 Conclusions and Future Works

Passive image splicing detection is becoming a hot research topic. Different kinds
of features have been proposed in the past few years, and 1st Markov features
have been verified as one of the most effective features. In this paper, we model
the thresholded adjacent difference 8*8 block DCT coefficient matrix of image
to be tested as CCPM, 2nd Markov and 2nd CPM. That is we consider the states
dependences within three neighboring states and the conditional co-occurrence
probability, second order Markov transition probability and joint probability of
three adjacent states are treated as discriminative feature. Higher order sta-
tistical features contain more discriminative information while the high dimen-
sionality usually leads to computational complexity and overfitting for modern
supervised classifier. PCA is therefore proposed for dimensionality reduction. To
test the effectiveness of proposed method, image dataset [3] and LIBSVM [14]
are employed for classification. Experimental results have shown that CCPM
outperforms the other two third order statistical features, CCPM achieves 1.9%
higher average detecting accuracy than 1st Markov does. PCA is verified as an
effective tool for image splicing detection, it can reduce the dimensionality of
original features greatly without losing discriminative information. We also test
the robustness of proposed features under Jpeg compression, Gaussian low pass
filtering and image scaling. We find that all of the above operations degrade the
detecting performance of both third order features and second order ones. De-
spite higher dimensionality, the robustness of third order features is as good as
that of second order ones. Robust higher order statistical features integrated with
dimensionality reduction methods will be further studied in our future work.
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Abstract. Recent studies on digital watermarking and forensics techniques for 
multimedia security have been focused on digital multimedia forensics & 
anti-forensics. The digital forensic to detect image content tampering is a typical 
application of multimedia security. Based on improved scale invariant feature 
transform(SIFT), a new copy-move detection method using ring and sequence of 
each feature vector to ensure rotation invariance is proposed in this paper, which 
reduces the operator dimension of description. Experimental results show that the 
improved algorithm is more stable and faster when copy-paste fake combination 
in post-processing such as rotation, scaling and intensity adjustment. 

Keywords: forgeries detection, copy-move forgery, SIFT(Scale Invariant 
Feature Transform), ring descriptor. 

1 Introduction 

Nowadays, the advent of low-cost and high-resolution digital cameras, and 
sophisticated photo-editing software make it remarkably easy to manipulate and alter 
digital images. The saying “seeing is believing” is no longer true in this digital world, 
and one would naturally ask whether the photo he receives is a real one [1]. A common 
manipulation when altering an image is to copy and paste portions of the image to 
conceal a person or an object in the scene. Region duplication is a simple and effective 
operation to create digital image forgeries, where a continuous portion of pixels in an 
image, after possible geometrical and illumination adjustments, is copied and pasted to 
a different image or a different location in the same image. Illegally duplication and 
tampering of the distributed content in the Internet may cause some troubles or even 
great economic loss to the digital image providers. This also becomes a serious issue 
when it comes to photographic evidence presented in the court or for insurance claims. 
Due to these problems, we need a reliable way to examine the authenticity of images 
content, even in a situation where the images look real and unsuspicious to human. The 
detection of digital tampering has become a crucial requirement.  

Most existing region duplication detection methods are based on watermarking 
technology with data hiding in images or blind detection without data hiding . Several 
techniques based on data hiding in images have been designed as means for detecting 
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tampering. However, in practice, very few images are created with watermarks. Under 
most circumstances active approaches fail because there is no watermark to detect. This 
gives rise to research activities in passive blind image authentication that handle images 
with no previously added hidden information.  

There are many previous works to detect and locate forged regions in an image 
without the help of data hiding [2-8]; for example, a novel method that could detect 
duplicate regions, which are produced by copy and paste operations, is proposed by 
Fridrich [4]. Alin C. Popescu.[5] present a technique that that employs a principal 
component analysis (PCA) on fixed-size image blocks, and lexicographic sorting to 
efficiently detect the presence of duplicated regions even in noisy or lossy compressed 
images. A similar method for detecting duplicated regions based on lexicographic 
sorting of DCT block coefficients was proposed in [8]. These approaches could detect 
simple duplicate regions in fake image.  

2 Related Work 

Several approachs in digital image forensics may be applied to detect duplicated 
regions considering the scenario in which a digital forgery is created by splicing 
together two or more images. In order to create a convincing match, it is often 
necessary to re-size, rotate, or stretch the images, or portions of them. Many  existing 
region duplication detection methods are based on directly matching blocks of image 
pixels or transform coefficients, and are not effective when the duplicated regions have 
geometrical or illumination distortions. In contrast to these approaches, another 
alternative to the block matching based detecting feature is Scale invariant feature 
transform(SIFT) keypoints. SIFT can be used to perform reliable matching between 
different views of an object or scene. The features are invariant to image scale and 
rotation, and are shown to provide robust matching across a substantial range of affine 
distortion, change in 3D viewpoint, addition of noise, and change in illumination. 
Several previous works to detect and locate forged regions in an image based on SIFT 
feature were presented recently [11-14]. Huang et al [11] proposed an effective and 
robust method based on SIFT feature matching to detect Copy-Move forgery. The BBF 
(Best-Bin-First) search and detection threshold to improve the detecting accuracy were 
discussed in detail in ref [11]. Pan et al [12] gave a similar scheme for detecting 
Copy-Move tampering and the robustness of SIFT keypoints and features to image 
distortions is fully exploited. These work paid more attention on robustness and 
accuracy of detection however the detecting efficiency was considered little. 

We propose a new copy-paste detection scheme based on improved scale invariant 
feature transform(SIFT) using ring and sequence of each feature vector to ensure 
rotation invariance in this paper. The scheme calculated all the eigenvectors of the 
tested image and performed division and matching operations on the set of 
eigenvectors. All the matching points were linked with lines located between the two 
regions obviously in a copy-paste falsified image in the absence of any digital 
watermark or signature. It can determine whether an image is forgery or not and locate 
the copy-move regions in post processing such as rotation. Experimental results 
demonstrate the effectiveness of the proposed scheme. 
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The rest of the paper is organized as follows: we analysis the copy-paste operation 
and its characteristic in section 3 and present our scheme in section 4; experimental 
results are given in section 5; finally, we conclude the paper in section 6. 

3 Copy-Paste Operation and Characteristic 

A common manipulation in removing an unwanted person or object from an image, is 
to copy and paste portions of the same image over the desired region. If the splicing is 
imperceptible, little concern is typically given to the fact that identical (or virtually 
identical) regions are present in the image. The sketch map of copy-paste fake in the 
same image and its effects are illustrated in Fig.1. The sketch map of copy-paste fake in 
two different image and its effects are illustrated in Fig.2. 

 

Fig. 1. The sketch map of copy-paste fake in the same image and its effects 

 

Fig. 2. The sketch map of copy-paste fake in two different image and its effects 



260 L.-n. Zhou, Y.-b. Guo, and X.-g. You 

In order to make a seamless and plausible fake image, it is often necessary to re-size, 
rotate, or stretch the images, or portions of them, considering the scenario in which a 
digital forgery is created by splicing together two or more images. The example of 
re-size, rotate, or stretch the images are illustrated in Fig.3.  

 
 
 
 
 
 
 
 

Fig. 3. Image copy-paste fake combination in post-processing such as resize, rotate 

The main purpose of copy-move forgery detection methods is to find blocks of 
copied pixels. Figure 4 shows an overview of the copy-move forgery detection 
algorithm pipeline. Normally the given image is preprocessed first. After a possible 
preprocessing step, the image is tiled in small overlapping blocks. For every block a 
discriminating feature vector is computed. The main difference between the various 
methods lies in feature extraction. So the feature extraction is the key part in the 
designed scheme. 

 
 

 

Fig. 4. The copy-move forgery detection algorithm pipeline 

4 Detect Copy-Paste Using Improved SIFT Ring Descriptor 

Lowe's patented Scale Invariant Feature Transform (SIFT) method [10] in International 
Journal of Computer Vision 2004,which can robustly identify objects even among 
clutter and under partial occlusion, because the SIFT feature descriptor is invariant to 
scale, orientation, and affine distortion, and partially invariant to illumination changes. 
SIFT algorithm for extracting distinctive invariant features from images that can be 
used to perform object or scene recognition, image index and matching. In this paper, 
we improved SIFT ring descriptor and used it to detect copy-paste fake. 

The improved copy-paste detection using SIFT ring descriptor method approach is 
composed of five main steps: Scale-space extrema detection, keypoint localization, 
keypoint feature descriptor, dimensions of feature vector and feature matching. 
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4.1 Scale-Space Extrema Detection 

The first stage of computation searches over all scales and image locations. It is 
implemented efficiently by using a Difference-of-Gaussian(DoG, see Figure 5) 
function to identify potential interest points that are invariant to scale and orientation.  

 

Fig. 5. DoG images are taken from adjacent Gaussian-blurred images per octave 

To efficiently detect stable keypoint locations in scale space, Lowe [10] have 
proposed using scale-space extrema in the difference-of-Gaussian function convolved 
with the image, , which can be computed from the difference of two nearby 
scales separated by a constant multiplicative factor k: 

 

  
(1)

 

Where  is the convolution of the original image  with the 
Gaussian blur at scale kσ. 

4.2 Keypoint Localization  

This is the stage where the interest points, which are called keypoints in the SIFT 
framework, are detected. In order to detect the local maxima and minima of , 
each sample point is compared to its eight neighbors in the current image and nine 
neighbors in the scale above and below (see Figure 6). It is selected only if it is larger 
than all of these neighbors or smaller than all of them. The cost of this check is 
reasonably low due to the fact that most sample points will be eliminated following the  
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first few checks. Maxima and minima of the difference-of-Gaussian images are 
detected by comparing a pixel (marked with X) to its 26 neighbors in 3x3 regions at the 
current and adjacent scales (marked with circles). 
 

 

 

 

 

 

Fig. 6. Keypoint Localization in DoG scale space 

4.3 Keypoint Feature Descriptor  

Previous steps found keypoint locations at particular scales and assigned orientations to 
them. This ensured invariance to image location, scale and rotation. Now we want to 
compute a descriptor vector for each keypoint such that the descriptor is highly 
distinctive and partially invariant to the remaining variations such as scale, orientation, 
and affine distortion, etc. 

Earlier work described a local descriptor to detect copy-paste [3,11-14]. In previous 
work, each keypoint is assigned one or more orientations based on local image gradient 
directions. Figure 6 illustrates the computation of the keypoint descriptor. A keypoint 
descriptor is created by first computing the gradient magnitude and orientation at each 
image sample point in a region around the keypoint location, as shown on the left. 
These are weighted by a Gaussian window, indicated by the overlaid circle. These 
samples are then accumulated into orientation histograms summarizing the contents 
over 4x4 subregions, as shown on the right, with the length of each arrow 
corresponding to the sum of the gradient magnitudes near that direction within the 
region. This figure shows a 2x2 descriptor array computed from an 8x8 set of samples, 
whereas the experiments in this paper use 4x4 descriptors computed from a 16x16 
sample array. Therefore, the experiments in previous work use a 4x4x8=128 element 
feature vector for each keypoint. 
 
 
 
 
 
 
 
 

 

Fig. 7. Keypoint descriptor formed in [3] 
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Because of 128-dimensional description of the feature point reduces the efficiency 
of the Scale Invariant Feature Transform(SIFT) algorithm, we presents an improved 
SIFT algorithm in this paper, which uses ring and sequence of each feature vector to 
ensure rotation invariance, to improve algorithm in stability and speed when there are 
different levels of image geometric distortion, radiation distortion and noise. 

It is well known that the content in cirque region will be invariant before and after 
rotation and scale distortion, so we construct the keypoint descriptor use circle, the 
keypoint descriptor is computed 12-dimensional gradient magnitude and orientation at 
each concentric circle in a region around the keypoint location, as shown in figure 8. 
The processes reduced the description of operator dimension from 128-dimensional to 
24-dimensional. 

 

Fig. 8. Improved Keypoint descriptor formed in this paper 

4.4 Dimensions of Feature Vector  

The key parameter of circle keypoint descriptor is ascertain the dimensions of feature 
vector N, dimensions N determined by matching efficiency. We definition: Matching 
Efficiency(%)= Matching Right Rate(%)÷Matching Time(s), Figures 9 illustrate the 
relationship of Matching Efficiency, Matching Right Rate and Matching Time, now we 
select dimensions of feature vector N=12,while the circle keypoint descriptor have best 
matching efficiency. 

 

Fig. 9. The relationship of Matching Efficiency, Matching Right Rate and Matching Time  

Now, it is the key step in achieving invariance to rotation as the keypoint descriptor 
can be represented relative to this orientation and therefore achieves invariance to 
image rotation. First, the Gaussian-smoothed image at the keypoint's scale σ 
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is taken so that all computations are performed in a scale-invariant manner. For an 
image sample at scale σ, the gradient magnitude, , and orientation, 

, are precomputed using pixel differences: 

 (2) 

           

(3)
 

We can get feature vector(d1,d2,⋯,d12) through compute the grads cumulate plus values 
from inner cirque using grads histogram, and also get feature vector(d13,d14,⋯,d24) from 
exterior cirque. Normalize the feature vector can reduce illumination influence of 
feature descriptive:  

               
(4)

 

To ensure rotation invariance , we need reorder the sequence of each feature vector in 
terms of their ranks in an array sorted according measurement values, for example, in 
inner cirque ,and the final feature vector is . 

4.5 Feature Matching to Detect Copy-Paste 

Feature matching introduces the nearest neighbor (NN) algorithm. In NN algorithm the 
best candidate match for each keypoint is found by identifying its nearest neighbor in test 
images. The nearest neighbor is defined as the keypoint with minimum Euclidean 
distance for the invariant descriptor vector. For each keypoint, we search all over the 
image to get the nearest neighbor point and the second-closest neighbor point, comparing 
the distance of the nearest neighbor to that of the second-closest neighbor. If the ratio is 
less than the previous appointed threshold, matching of the pair of points is determinant . 

In Figure 10 we describe our feature matching flow to detect copy-paste. Six major 
steps make up the pipeline of a copy-paste detect system base on feature matching:  

5 Experimental Results 

The performance of the SIFT copy-paste detection scheme has been tested by 
experimental using Visual Studio Platform. Different from other prior studies, some of our 
test images are collected from the Internet (News photo), and some test pictures were 
taken by digital camera.  More real-life images were used to achieve a more practical 
method for digital image forgery detection. The experimental results are listed in Table1. 
Some examples demonstrating the effectiveness of the proposed scheme is shown in 
Fig.11. 
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Fig. 10. Feature matching to detect copy-paste flow 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 11. Examples of detection in post-processing(detection time is 15s) 

Y 

N 

（3）Select N/2 feature vector as subset S1, and the 
remainder N/2 Feature vector as subset S2 

（6）Complete all feature matching in testing image and 
mark the area of matching keypoint pairs 

Stop 
matching 

（5）In turn to perform step (2)(3)(4) in subset S1and 
subset S2 until N=1 

（1）Get the testing image feature vector muster 
which have N keypoint 

（4）Feature matching between S1 and S2,mark the 
matching keypoint pairs 

（2）N=1? 
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For various image transformations post-processing applied to a sample of 256 
images(800×640 pixels) , table1 gives detection rate and calculation time(the average 
test time of every image) compared with other current copy-paste detection algorithm. 

Table 1. Copy-paste detection of combination in post-processing 

Image post- 
processing  

Farid H method  
in [5] 

Fridrich J method 
in [4] 

Li method  
in [3] 

Our method  
in this paper 

Detection 
 

Rate(％) 

Detection 
time(s) 

Detection 
 

Rate(％) 

Detection 
time(s) 

Detection 
 

Rate(％) 

Detection 
time(s) 

Detection 
 

Rate(％) 

Detection 
time(s) 

A. Rotate by 
20 degrees 0 × 0 × 85 68 99 15 

B. Scale by 
0.7 0 × 0 × 81 65  98 15 

C. Increase 
contrast by 
1.2 

28 320 22 380 80 60 90 16 

D. Decrease 
intensity by 
0.2 

25 320 21 380 82 65 95 18 

E. Stretch by 
1.5 20 320 25 380 88 70 92 15 

F. Add 10% 
pixel noise 81 320 45 380 85 60 96 16 

G. Gauss blur 
in 0.5 pixel 
width 

30 320 20 380 81 65 88 16 

H. All of 
A,B,C,D,E,G. 0 × 0 × 70 80 95 20 

6 Conclusion and Future Direction  

In this paper, we presented a fast copy-paste detection scheme which outperforms the 
current copy-paste detection algorithm, both in speed and accuracy. Aiming at the 
problems that 128-dimensional description of the feature point reduces the efficiency of 
the Scale Invariant Feature Transform(SIFT) algorithm, an improved SIFT algorithm 
using ring and sequence of each feature vector to ensure rotation invariance is discussed 
in this paper, which reduces the operator dimension of description. Experimental 
results show that when there are different levels of image geometric distortion, 
radiation distortion and noise, the improved algorithm is more stable and faster. 

Digital tampering may affect image characteristics in many aspects, and the work 
based on a single feature described in this paper reveals just a small fraction of the 
image forensics detection. With the development of digital forgery, digital detection 
could hardly keep pace with digital tampering only depending on single digital forensic 
tool. Though still having a lot of room for improvement, the scheme we propose can 
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serve as a well-posed starting point for future exploration in this direction. The future 
digital forensic direction would be multiplex forensic tools in conjunction with 
awareness and sensible policy and law to create convincing digital forgeries. 
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Abstract. In this paper, we propose a camera-model classification method 
based on characteristics of color filter array (CFA) and interpolation. As CFA 
patterns and interpolation algorithms are different among different camera 
models, the artifacts introduced by CFA and interpolation can reflect model-
specific to some extent. To capture the artifacts, we design a 69-D feature set 
and perform camera-model classification. Images from seven camera models in 
the Dresden Image Database are chosen as our experiment database. 
Experiment results show that in seven models detection, our method can do the 
classification with high detection accuracy from 98.39% to 99.88%.  

Keywords: CFA, interpolation, camera model identification, demosaicing. 

1 Introduction 

Recent years, analog multi-media format is replaced by digital counterpart rapidly 
because of its low-cost, real-time and easy to store or transfer. These excellent charac-
teristics make more and more digital multi-media come into our life, such as digital 
camera, video surveillance, etc. These applications entertain us and also make it poss-
ible for us to collect digital copy version as evidence in courts. However, every coin 
has its two sides. Except for its convenience, they also can be easily changed, even 
faked. For the purpose of court usage, however, evidence is needed to be proved as 
authentic. The source and content of it needs to be credible. Source camera model 
identification tries to address the problem of image source verification and is the topic 
we will discuss in this paper.  

There are two approaches of camera source identification in today’s digital 
forensic field. One is to identify various camera brands and models; the other is to 
recognize individual properties in each camera. 

The first approach can be achieved by finding out the difference of hardware 
component and digital image processing (DIP) technologies which vary from camera-
model to model. To find out these differences, the detection works often focus on 
some special processing procedures, such as optical distortions in lens systems, sensor 
                                                           
∗ Corresponding author. 
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resolutions, CFA patterns and interpolation algorithms, quantization process, and 
other post processing, etc.  

Some associated works have been published in recent years. For instance, J. Lucas 
et al. [1], M. Chen et al. [2] and Chang-Tsun Li [3] average multiply noise images, 
which is extracted from images by wavelet de-noising filter, to build a reference fixed 
noise pattern. The identification is achieved by calculating correlation between test 
noise image and reference pattern. This method is sensitive to geometrical transfor-
mation, such as re-sample, crop, etc. M. Kharrazi et al. [4] approach this issue by 
machine learning. They first extract three kinds of statistics from images, such 
as color features, wavelet statistics and image quality metrics, and then combine them 
as the input of SVM classifier for camera model identification. It can achieve 97% 
correct detection rate on four different cameras. But for different modes in one brand, 
like 5 cameras with 3 same brands, result drops to 88%. K. S. Choi et al. [5] also use 
machine learning to do model detection. They use radial distortion parameters as in-
put of SVM for classification. But it is highly affected by focal length of lens.  Guan-
Shuo Xu et al. [20] propose a camera model identification algorithm by extracting the 
Markov transition probability matrix as features, and the method can achieve 92.5% 
correct detection rate under multi-models. Beyond the above mentioned approaches, 
some specific applications are presented in this field in recent years, such as E. Dirik 
et al. [10] used dust model to discriminate individual DSLR cameras. O. Celiktutan et 
al. [11] combined several previous forensics features as input of SVM classifier to 
identify source cell phones. 

There are many proposed detection methods focus on CFA and interpolation in 
camera image processing. In [6-9], the demosaicing algorithm in camera is mod-
eled as a linear filter. The weights of the linear filters are estimated by EM algo-
rithm after considering various CFA patterns, the estimated weights and estimated 
error are combined to be features. The result is good but also costs lots of time for 
computation. 

In this paper, a camera-model detection method is proposed.  We present 69-D 
features to capture the artifacts introduced by CFA and interpolation. The ‘Dresden 
Image Database’ is used as our experiment database. The results show that our me-
thod can do camera-model detection with low dimension features and high detection 
accuracy. 

This paper is organized as follow: Section 2 describes CFA pattern and interpola-
tion in camera pipeline, then the artifacts caused by CFA and its interpolation. Section 
3 introduces the features we propose in this paper, and also includes feature extraction 
steps. The experiment and results are presented in section 4. Section 5 concludes this 
paper. Section 6 is acknowledgements. 

2 Artifact Introduced by CFA and Interpolation 

2.1 CFA and Its Interpolation in Camera Imaging 

Taking a photo involves a series of processing inside a camera, which can generate a 
final digital image from initially captured scene light.  Sensor is an indispensable unit 
in these processing, which transfer the light into a digital image. It will be good if 
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each sensor pixel can respond to all color components of light beam. But the fact is 
most commercial camera manufactures use single color pixel sensor to reduce cost. 
So, before CCD sensor, a color filter array which is composed of filters with three to 
four color disciplinary hybrid, like RGB (read, green, blue), will be used. This array 
will make sure to recover approximately real scene image from ‘mosaicking’ image 
(the output of sensor) become possible. One of recovery work is recovering the lacked 
color, called CFA interpolation, or demosaicking. Fig.1. shows common camera pipe-
line. Red dotted part is units which do CFA and interpolation processing. 

Le
ns

 

Fig. 1. Camera Pipeline 

2.2 Artifacts Brought by CFA and Its Interpolation  

Common consumer-level digital cameras are single-sensor and thus require color 
sampling for each pixel location. The color filter arrays (CFA) which are placed be-
fore sensors perform the sampling. For simple implementation, CFAs are usually 
periodic and form certain pattern. Bayer pattern is the most popularly implemented 
CFA pattern. After CFA color sampling, the lost color components are recovered by 
interpolation. While certain camera models use fixed CFA pattern and interpolation 
algorithms, those sampling and interpolation could be different in different camera 
models, especially among cameras produced by different manufacturers. Hence, arti-
facts introduced by CFA and interpolation should reflect model-specific difference to 
some extent, which can be utilized for model classification.  

 

Fig. 2. (a) Bayer pattern and its shifted versions; (b) its possible arrays of Green sample 

Due to the CFA sampling and interpolation process, parts of the pixel color values 
are originally recorded and the rest are estimated or calculated. For example, if we 
consider Bayer pattern, half of the green values are original and the other half are 
interpolated. 
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The process of interpolation is to estimates lack color component by its existing 
neighbor color components. It can be regarded as a similarly weighted average 
processing and has low-pass nature [8, 9]. Theoretically, it leads to the fact that inter-
polated color components are smoother than the original part statistically. 

After camera imaging, photos can be considered as two parts, real scene data and 
noise. Real scene data is the true image information that we take and expect. It is the 
main information in photo. Noise is generated from nearly everywhere during camera 
imaging, such as shot noise [12] [13], fixed pattern noise (FPN) and photo-response 
non-uniformity noise (PRNU) [13]. The artifacts introduced by interpolation are 
small, which is covered by real scene data. Hence, the artifact is hard to observe using 
relative statistics of photo directly. Noise also has two parts after interpolation, real 
noise obtained by sensor and ‘fake’ noise generated by interpolation in terms of its 
neighbor noise. We call raw noise and estimated noise here for short. Since the energy 
of noise is small, low-pass nature of interpolation can be reflected more obviously by 
the statistic of noise part without image content. 

The definition of raw and estimated noise sequences is, for example, according to 
the Bayer pattern and its shift versions showed in Fig. 2 (a), we can get two possible 
sample arrays of green channel denoted in Fig. 2 (b). In this case, for green channel, if 
an image is divided into many non-overlapping 2×2 blocks, and the CFA pattern is 
Bayer or shift Bayer pattern version 1, then its raw noise sequence here is collection 
of noise at pixel position 2 and 3 in these 2×2 blocks. Its estimated noise sequence 
here is that at pixel position 1 and 4 in these 2×2 blocks. If the CFA pattern is shift 
Bayer pattern version 2 or 3, the situation is the opposite. 

Variance is the second order of statistics. It can reflect smoothness of an image 
signal. Theoretically, while the image is photography, variance of raw noise and esti-
mated noise should be different in each color component. 

As different interpolation algorithms have different smoothing effect, the ratio of 
variance of raw noise sequence and estimated noise sequence will vary from camera 
to camera. Hence CFA and interpolation artifacts can be measured by taking the ratio 
of noise variances at raw and estimated pixel positions [16]. To ensure that the statis-
tics we calculate is greater than 1, the calculation of maximum is introduced after 
calculating the ratio of variance. Hence, the basic estimation statistic is determined as 
equation (1). 

 
var( ) var( )

max( , )
var( ) var( )

r e

e r

N N

N N
 (1) 

Where rN and eN denote raw and estimated noise sequences respectively, while 
‘var’ and 'max’ present variance and maximum calculation respectively. 

In practice, though advantage interpolation algorithms are more complex and 
highly signal-adaptive and linearity assumption may be oversimplified, it has been 
successfully applied to several other CFA based forensic approaches [9]. 
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3 Features 

3.1 Feature Set 1: Variance Feature 

More than one kind of CFA patterns are employed in different camera brand or mod-
el. By only considering one pattern, one cannot get enough statistics to discriminate a 
couple of camera models. Besides, interpolations in green channels and red/blue 
channels are usually different. Hence, for discrimination feature response to camera 
identification, we choose four simple CFA patterns as reference possible patterns 
[15]. In view of the fact that red and blue channels have same patterns and most likely 
they share same interpolation algorithm, only green and red channels are used.  

Fig3 (a), (b), (c), (d) is the four CFA patterns (Bayer, modified Bayer, Diagonal 
strip, and vertical striped patterns) we use respectively; Fig3 (a1-a2), (b1-b2), (c1-c6), 
(d1-d6) denote the possible green sample array of four CFA patterns respectively; 
Fig3 (a3-a6), (b3-b6), (c7-c12), (d7-d12) denote the possible red sample array of four 
CFA patterns respectively. For every possible pattern, an image can be divided into 
two position collections, raw and estimated positions. Approximate noise image can 
be obtained from photo using de-noising filter. According to the raw and estimated 
positions, we can get raw noise sequence and estimated noise sequence. From every 
possible block, we can find statistics by equation (1). There are 36 possible blocks for 
green and red sample arrays as shown in Fig 3, which means we can get 36 statistics 
here as features to capture the artifacts caused by interpolation. Among these features, 
in mathematical sense, the four green possible arrays for Bayer and modified Bayer 
pattern lead to same result. So we get rid of three cases and finally get 33 features 
calculated by equation (2). 

 
var( ) var( )

max( , ), 1,...,33
var( ) var( )

i i

i i
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Where 
i

r
pN and 

i

e
pN  denote raw and estimated noise sequences under the thi possi-

ble sample array. 
A) Effect on same CFA pattern, different interpolation. 
Different interpolation algorithms use different interpolation coefficients, which 

lead to different ratio. It can be seen as in fig 4, fig.4 (a-c) show the original image, 
and the re-interpolated images by bilinear and bicubic respectively; Fig.4 (d) shows 
33 variance ratio statistics from these three images under Bayer CFA pattern. We can 
see that even under same condition, different interpolation algorithm do affect 
representation of these statistics. In other words, the character of different 
interpolation can be captured by these statistics even under same CFA pattern. 

B) Effect on various CFA patterns by limited reference CFAs 
In this paper, we only consider calculating statistics from four reference CFA 

patterns, which may not cover all the patterns in reality. Even if the reference patterns 
does not hit the CFA pattern of test camera, the statistical features we extract can still  
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Fig. 3. (a) Bayer Pattern [15]; (b) modified Bayer Pattern [15]; (c) Diagonal Strip Pattern [15]; 
(d) Vertical Striped Pattern [15] 
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Fig. 4. (a) Original image; (b) re-interpolated image by bilinear; (c) re-interpolated image by 
bicubic; (d) variance features extracted from above image in (a), (b), (c) respectively 

reflect the difference between camera and camera to some extent due to the fact that 
most CFA patterns we know are periodic, which means that the percentage of raw and 
estimated noise pixel numbers at reference hypothesis CFA sampled and interpolated 
pixel positions are certain. 
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3.2 Feature Set 2: Inter-color Statistics 

A popular color difference interpolation scheme utilizes inter-channel correlation 
between colors to do interpolation. According to constant hue assumption, the color 
difference components are perfectly smooth within image objects [18]. If one color 
channel is fully available, the others can be recovered by low-pass filtering the differ-
ence plane [19]. In color interpolation, if we assume that the full G is available by 
some interpolation process, R can be recovered via 

 { }s sR I R G G= − +   (3) 

Where { }I  denotes linear low-pass filtering [19]; sR , sG  denotes red and green 

color pixel values at the neighbor red sample position. Equation (3) can be written as 
equation (4). 

 { }s sR G I R G− = −   (4) 

According to equation (4), we find that in this kind of interpolation, the difference of 
inter color channels after interpolation can be obtained from linearly low-pass filter-
ing on difference of its neighbor sample inter channels. In fact, the linear low-pass 
nature is part of interpolation kernel filter’s characters. Hence, the difference of inter 
color channels after interpolation is smoothed, and the variances of difference be-
tween every two different noise images will be different because of this kind of 
smoothing process. Feature set 2 is designed to capture this kind of process and can 
be presented as equation (5-7). 

 var( )R GN N−  (5) 

 var( )B GN N−  (6) 

 var( )R BN N−  (7) 

Where RN , GN , BN  denote noise image of red, green, and blue channel respectively. 

3.3 Feature Set 3: Kurtosis Statistics 

Apart from the features that calculated from variance of noise images in Section 
3.1, we also use kurtosis as one of our statistical measure. Kurtosis is a statistic can 
distinguish the ‘peakedness’ of probability distribution of a real-value data, which is 
also sensitive to low-pass nature of interpolation algorithms. Minor difference in 
two series of data may have close variance but different kurtosis. Hence, based on 
the first feature set, we replace the variance statistics by kurtosis statistics and get 
33 features as our third feature set. For the 33 possible sample arrays, kurtosis can 
reflect minor difference of interpolation. Hence, feature set 3 can be calculated as 
equation (8). 
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3.4 Feature Extraction Steps 

The Feature Extraction steps are as follows. 

Step 1: List 33 possible red and green sample arrays mentioned in section 3.1; 
Step 2: Get noise image from photo by de-noising filter [22]; 
Step 3: According to 33 possible sample arrays in step 1, find out 33 possible com-

binations of raw noise sequence and estimated noise sequence; 
Step 4: In terms of the 33 possible combinations in step 3, obtain 33 features calcu-

lated by equation (2) as feature set 1; 
Step 5: In terms of the 33 possible combinations in step 3, obtain 33 features calcu-

lated by equation (8) as feature set 3; 
Step 6: According to noise image in step2, obtain 3 features calculated by equation 

(5-7) as feature set 2; 
Step 7: Combine feature set 1, set 2, and set 3 obtained by step 4, step 6 and step5 

as 69-D feature set, this 69-D feature set is the features we proposed in this paper. 

The feature extraction flow diagram is showed in Fig.5. 
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Fig. 5. Feature extraction flow diagram 
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Where 1
1f - 1

33f denote 33 features in feature set 1; 3
1f - 3

33f denote 33 features in 

feature set 3; 2
1f , 2

2f and 2
3f denote 3 features in feature set 2; 

4 Experiment 

4.1 Image Database 

We use the ‘Dresden Image Database’ as our experiment image database. The Dres-
den image database is a public database designed for benchmarking algorithms in the 
area of digital image forensics. Most images are taken under same or similar acquisi-
tion procedure, such as at the same scenes, same taken positions, and same up to two 
motives with tripods in Dresden, and photographed with each camera of one set with 
systematically varying camera setting (flash, focal length and interchanging lens, if 
possible) [21]. The cameras used to build the dataset are different, which can be cate-
gorized in term of devices, models, bands. Therefore, the Dresden image database is 
collection of same or similar scene images taken by different camera, which can be 
categorized to do manufactory, model, or device detection or etc. Dresden database 
hasn’t been finished while experiment. Only the images taken from more than one 
device per model are suitable for model detection. Hence, images from seven models 
have been chosen. Some details are shown in Table 1. 

Table 1. Camera model 

No. model Device 
num/model 

Image 
num/model 

Image 
resolution 

Image 
format 

1 CanonIxus70 3 567 3072×2304 JPEG 
2 CasioEXZ150 5 925 3264×2448 JPEG 
3 FujiFirmFinePixJ50 3 630 3264×2448 JPEG 
4 NikonCoolPixS710 5 925 4352×3264 JPEG 

5 NikonD70s 2 367 3008×2000 JPEG 
6 NikonD200 2 752 3872×2592 JPEG 
7 KodakM1063 5 2391 3664×2748 JPEG 

4.2 Experiment Method 

There are three portions in our experiment, image blocking, feature extraction, and 
model classification. 

To increase the number of classifying samples and unify sample size, we extract 
four 512x512 sub-blocks from center of each image. The sub-block position is 
showed in Fig. 6. 

Although the original images are JPEG images, our features are extracted from 
spatial domain (RGB color space). Each sub-block is a small three color channels 
RGB image with size of 512×512. There is no JPEG compression after we get the 
sub-blocks.  



 Camera Model Identification Based on the Characteristic of CFA and Interpolation 277 

 

Fig. 6. Sub-block array in an image for detection 

The feature generation process is showed in section 3.4 and 69-D features are ex-
tracted from each sub-block. We use SVM classifier [17] to do model detection. 90% 
of the images are randomly chosen for training the classifier and the rest of them are 
used for testing. The random choosing is controlled to make sure the sub-blocks in 
training part and testing part are not from same image.  

As a loss compression, JPEG compression and its quantization do affect the detec-
tion based on CFA and interpolation. But in common case, it can not ‘erase’ the arti-
facts introduced by CFA and interpolation. Besides, most of the commercial cameras 
take and store images as JPEG format. It is make more sense for us to use JPEG im-
age sets as testing database. 

4.3 Experiment Result 

We use images from seven models mentioned above to do model detection. The ran-
dom selection of training and testing image sets and classification is performed 20 
times, the average result shows in Table 2. The diagonal values are correct detection 
percentage rate for each model. According to Table 2, our method can identify seven 
models with high detection rate from 98.39% to 99.88%. The average detection accu-
racy of our proposed method is 99.32% 

Table 2. Model detection percentage rate (values below 0.05 are denoted as * for instead, blank 
denotes 0) 

 1 2 3 4 5 6 7 

CanonIxus70 99.65   0.35    
CasioEXZ150  99.88 *  0.11   

FujiFirmFinePixJ50  1.43 98.39  0.12 0.06  
NikonCoolPixS710 0.22   99.76  *  

NikonD70s  0.07 0.31 * 98.98 0.58 * 
NikonD200 *  * * 1.23 98.70  

KodakM1063   0.07 * * * 99.87 

 
To measure the effectiveness of our method, we use 324-D Markov features ex-

tracted from Y component [20] to do model detection using exactly same image data-
sets for training and testing. Fig.7. shows detection accuracy using two algorithms. 
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Blue bars denote correct detection rate of our method. Brown bars denote that of 
Markov method. From model 1 to model 7 denotes seven camera models as Table 1 
respectively. Except for model 3 (FujiFirmFinePixJ50), the rest six models correct 
detection rates are all higher than that of Markov method. The average detection accu-
racy of our proposed method is 99.32%, For Markov method, the average detection 
accuracy is 98.78%. 
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Fig. 7. Model Detection accuracy using 69-D our method and 324-D Markov method [20] 

In our experiment, samples are from the Dresden image database. According to the 
above experiment result, both our proposed method and Markov method works well 
on seven camera models classification. The detection accuracy of our proposed me-
thod is from 98.39% to 99.88%, even slight higher than that of Markov method.  

5 Conclusion 

This paper presents an algorithm for camera-model identification. Since CFA pattern 
and interpolation algorithm are same in each model, the artifacts introduced by these 
two processing can be considered as differences between models. Three feature sets 
are designed to catch the artifacts. Combining them together, 69-D features are ob-
tained to do model detection. We use images from seven models of the Dresden im-
age database as our sample resource. The experiment result shows that the detection 
accuracy of our proposed method works well on seven camera models. The average 
detection accuracy is 99.32%.  
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Abstract. With advances in digital camcorders, re-capturing commer-
cial videos called camcorder theft is getting a big problem. In this paper,
we propose an automatic detection method for re-captured videos based
on the photo response non-uniformity (PRNU). To discern a re-captured
video, a given video is divided into shots first. Several usable shots are
selected and PRNU is estimated from each of the shots. Using peak-to-
correlation energy (PCE), a connection matrix, which indicates which
shots were recorded with a specific camcorder, is constructed. Then, false
negative connections are corrected by using Warshall’s algorithm. With
the number of connections from connection matrix, the given video is de-
termined whether it was the re-captured or not. The experimental results
show that the proposed method performs well even with compressed and
scaled re-captured videos.

Keywords: Forensics, Photo Response Non-Uniformity (PRNU), Re-
captured video.

1 Introduction

With highly sophisticated IT technologies, digital camcorders that are capable
of producing high quality footage with low prices and easy usage have been
developed. Those advantages of using digital camcorders make many people use
digital camcorders more common. Furthermore, traditional analog videos in the
movie industry are also replaced by digital videos since digitally recorded movies
are cheap and easy to be edited and stored compared with the traditional ones.

Digital camcorders come into wide use due to their great benefits, however, in-
crease in digital camcorder use brought many misuses. The most common abuse is
re-capturing the commercial videos, called camcorder theft. Approximately 90%
of newly released movies are re-captured in the theater with digital camcorders.
The illegally re-captured videos are the largest source of fake DVDs and unautho-
rized copies distributed through the Internet [1]. As a result, the camcorder theft
causes a great loss on movie industry and becomes a big problem.

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 281–291, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(a) (b)

Fig. 1. An example of captured shots from a movie : (a) captured shot from original
video, (b) captured shot from re-captured video

In early days, re-captured videos had low quality so they could be easily
detected by naked eyes. However, with the highly functional optical device tech-
nology, the quality of re-captured videos is improved. As shown in Fig. 1, the
re-captured video is now comparable to the original video. Therefore, we need
an automatic technique which can detect re-captured videos.

Some studies were proposed for protecting videos using watermarking tech-
niques against camcorder theft. The representative study was introduced by
Lee et al. [2]. Their scheme was designed to be robust to camcorder theft and
showed robustness. However, the watermark degrades the quality of videos. Also,
the watermarking way requires an embedding process during movie playback.

Cao et al. proposed a method that identifies re-captured images on LCD
screens [3]. Forensic features such as local binary pattern, multi-scale wavelet
statistics, and color features were extracted from image sets. By using the ex-
tracted features, a probability support vector machine classifier was trained and
then tested. Their scheme could discriminate re-captured images with good qual-
ities from original images with equal error rate lower than 0.5%. However, their
method took too much time and could not be applied to video directly.

The re-projected video detection by estimating a skew parameter was pro-
posed by Wang et al. [4]. Their method could detect the re-projected video with
some frames and could have much lower false positive by extracting more fea-
ture points. However, the feature points needed to be positioned in ridged body
geometry. In this step, some feature points not on the ridged body geometry
should be removed manually since it is hard to check those points automatically.

In this study, we propose a method to discriminate the re-captured video
based on the shot-based photo response non-uniformity (PRNU). The proposed
method can discriminate re-captured vieo without any additive information and
it is designed for videos. Moreover, the entire procedure of the proposed method
performs automatically.

The rest of this paper is structured as follows. The differences between original
videos and re-captured videos are analyzed in Sec. 2. Then, the detail of the
proposed method is explained in Sec. 3. Experimental results are exhibited in
Sec. 4 and Sec. 5 concludes.
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2 Differences between Original and Re-captured Videos

In this chapter, we describe the differences between original and re-captured
videos. These differences are caused by the following factors:

1) Different recording devices : The original videos can be recorded by analog
cameras or digital camcorders. Even though digital camcorders provide sev-
eral benefits such as editing efficiency, reducing film cost, easy process to
insert CGs, and etc., analog film cameras are still used because of their own
characteristics such as high quality, soft shades of colors, and so on. On
the other hand, the re-captured videos are mostly recorded by digital cam-
corders. Compact size, light weight, and easy manipulation make easier for
pirates to handle digital camcorders in theaters without being observed.

2) The number of cameras used in recording: In the original videos, multiple
cameras are used to record shots. For example, two or more cameras are used
to shoot talking two actors; one for one actor, another for another actor, and
the other for both actors. It means that each shot in the original videos has
high probability to be recorded by different cameras. On the contrary, only
a single digital camcorder is used to re-capture the original videos because
pirates do not need multiple camcorders to re-capture videos.

3) Different post-processing: Original videos are edited by huge amount of post-
processing in general. As discussed above, original videos are recorded by
multiple cameras. Each camera has unique characteristics such as color tone,
contrast, brightness and so on. Thus, post-processing for each shot is essential
to harmonize the whole content. Furthermore, it is usual to insert CGs and
other visual effects into shots. However, re-captured videos are not edited by
much post-processing. Only some of them are re-compressed or resized for
convenience.

Above three differences can affect PRNU of the original and re-captured video.
The PRNU is pixel variation under illumination. It was proposed to identify the
source digital camera by Lukas et al. [5]. Digital camera has a charge coupled
device or complementary metal-oxide-semiconductor sensor, and the PRNU is
caused by sensor imperfection which is introduced in sensor manufacturing pro-
cess. Since the PRNU is unique for each sensor, it is considered as a fingerprint
of a digital camera. Also, the PRNU can be used to identify source digital cam-
corders. Therefore, three differences between original and re-captured videos and
the characteristics of the PRNU, we can infer some properties for the re-captured
video detection as follows:

• Spcifically, the shot-based PRNU has low correlation with each other if we
estimate them from original shots. First, the shots from analog films do not
have their own PRNU because analog cameras do not include any digital
sensor. Therefore, the PRNU estimated from alnalog shots cannot be used
to identify source analog camera. Second, even though PRNU is estimated
from digitally recorded shots, their source camcorders would vary and the es-
timated PRNU would be damaged from heavy post-processing. There might
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be several original shots which are recorded by digital camcorders and edited
by little post-processing. It may give high correlation among shots. However,
those shots are still not be correlated with other shots which are taken from
other digital camcorders. Thus, those correlated shots will be grouped, con-
sequently the number of groups will be greater than one. This factor would
be an evidence that the given video is original.

• In contrast, the shot-based PRNU of re-captured videos is highly correlated
with each other. All shots in the re-captured video are taken from the same
digital camcorder and they are edited by little and same post-processing for
each shot. These conditions let the PRNU from the re-captured video be
correlated each other.

By exploiting these properties, we can differentiate the re-captured videos from
original videos.

3 Proposed Method

We propose a method that can discriminate re-captured videos from original
videos. Fig. 2 depicts the proposed method. Once a suspected video is given,
the shot change detection process is performed to find suitable shots for PRNU
estimation. After dividing the given video into shots, we estimate PRNU from
each shot. Then peak-to-correlation energy (PCE) values between PRNU is cal-
culated as a measure to find out whether those shots are taken from the same
digital camcorder or not. With results of PCE values, we decide whether the
given video is a re-captured video or not.

Fig. 2. An overview of proposed re-captured videos detection

3.1 Shot Change Detection

We first divide a given video into numbers of shots. A shot can be defined as a
continuous strip of motion picture film recorded with a single camera. Accurate
shot change detector, which divides a given video into shots, is important since
wrong shot change declaration can affect the result of re-captured video detec-
tion. If two or more shots are declared as a single shot by a shot change detector,
PRNU estimated from that shot will be mixed PRNU from plural cameras so
that the false positive rate in PRNU comparison will be increased. In addition,



Detecting Re-captured Videos Using Shot-Based PRNU 285

if one shot is declared as two or more shots by a shot change detector, it can
also increase false positive rate in re-captured video detection.

A histogram comparison method is used for shot change detection because it
has good performance and it is relatively fast [6]. Let Hi(j) denote a histogram
value for ith frame, where j is one of G possible gray levels and SDi is the sum
of absolute differences between ith frame and (i+ 1)th frame. Then the sum of
absolute differences, SDi, is given by the following formula:

SDi =

G∑

j=1

|Hi(j)−Hi+1(j)| (1)

To use SDi for shot change detection with any size of video, SDi is normalized
by frame size. If the normalized SDi is larger than a given threshold, the shot
change is declared. Note that the operations in the equations appeared in this
paper are element-wise.

3.2 PRNU Estimation

To find out whether the shots are taken from the same digital camcorder or not,
PRNU is estimated from those shots and compared each other. PRNU estimation
method for digital camcorders are proposed by Chen et al. [7]. The PRNU for
digital camcorders is modeled as follow:

I = gγ · [(1+K)Y +Λ+Θs +Θr]
γ +Θq (2)

where I denotes the sensor output compromised by numerous in-camcorder pro-
cessing, g does the color channel gain, γ is the gamma correction factor, K is
PRNU multiplicative factor which can be used as a fingerprint of digital cam-
corder, Y is the light intensity, and Λ, Θs, Θr, Θq denote dark current, shot
noise, read-out noise, and quantization noise, respectively. Using first order Tay-
lor expansion, simple form of this model can be obtained:

I = I(0) + γI(0)K+Θ (3)

Here, I(0) is the noise-free sensor output(frame) from one channel before demo-
saicing is applied. Θ is a noise component including above noises.

We use simplified model in Eq (3) to estimate PRNU from each shot. To

suppress the influence of the noise-free frame I(0), an estimate Î(0) of I(0) is
subtracted from both sides of Eq (3). Î(0) can be estimated by using denoising
filter which is a wavelet based filter [8].

W = I− Î(0) = IK+ (I(0) − Î(0)) + [(I(0) − I)K] +Θ (4)

PRNU factor K can be estimated by using Maximum Likelihood Estimation
(MLE) method as

γK̂ =

∑N
k=1 Wk Î

(0)
k∑N

k=1(Î
(0)
k )2

(5)

where Wk is noise residual of kth frame.



286 D.-J. Jung et al.

After MLE process, codec noise is removed by using denoising filter. Usually
a video undergoes DPCM-block DCT transform which causes block artifacts [7].
The block artifact should be removed since it causes false correlations between
uncorrelated PRNU. Wiener filter in frequency domain is used in our method to
suppress the codec noise [9].

Then, PCE is calculated for a pair of PRNU to decide whether two shots are
taken from same digital camcorder. To calculate PCE, we calculate normalized
correlation first:

NCC[X,Y] =
(X−X) ∗ (Y −Y)

‖X−X‖‖Y −Y‖ (6)

where X, Y are estimated PRNU, X is mean of X, X ∗Y is dot product and
‖X‖ is the norm of X. Then PCE is calculated as follow [10]:

PCE[X,Y] =
|NCC[X,Y](u0, v0)|2

ENCC[X,Y]
(7)

where (u0, v0) denotes the center location of correlation plane and ENCC[X,Y]

is the correlation plane energy of NCC[X,Y]. If PCE of given two PRNU from
two different shots is higher than certain threshold, then we decide that those
two shots are taken from same source digital camcorder.

3.3 Detecting Re-captured Videos

To decide whether a given video is re-captured or not, we investigate every PRNU
from the video is related with each other. For this purpose, we use Warshalls
algorithm which calculates the connectivity of a given graph [11]. Let the Xi

be the PRNU of selected shot, when i = 1, . . . , N . And we can consider the
Xi as a vertex. Then, a connection between two vertexes (Xi, Xj) is decided
by the value of PCE[Xi, Xj ]. If the PCE[Xi, Xj ] has greater value than pre-
defined threshold T , Xi and Xj have connection to each other. In contrast, lower
PCE[Xi, Xj] value than threshold T implies Xi and Xj have no connection to
each other. As a consequence a symmetric N ×N connection matrix is created
after calculating the connectivity for every possible pair of PRNU.

By using Warshalls algorithm, we can correct false negative connections.
Fig. 3 depicts a simple case of the false negative connection correction by War-
shall’s algorithm. After processing Warshall’s algorithm, we can decide the origin
of a given video from the connection matrix. If the N × N connection matrix
has N2 connections, we decide the given video is re-captured video because N2

connections from N PRNU mean that the entire shots have same source digital
camcorder. Otherwise, the given video is decided as original video since less than
N2 connections from N PRNU mean the given video has two or more source
digital camcorders.
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(a) (b) (c)

Fig. 3. A simple example of false negative connections correction : (a) Matrix with
false negative connections, (b) Correcting false negative connections (c) Corrected false
negative connections

Table 1. Information about original videos used in experiments(resolutions and their
main cameras)

Resolution Main Camera(Digital/Analog)

#1 1280 x 720 Sony PMW-F3(Digital)

#2 1280 x 720 Sony PMW-F3(Digital)

#3 1280 x 720 Sony PMW-F3(Digital)

#4 1920 x 1080 Red One(Digital)

#5 1920 x 1080 Red One(Digital)

#6 1280 x 720 unknown(unknown)

#7 1920 x 1080 unknown(unknown)

#8 1280 x 720 Panavision camera(Analog)

#9 1280 x 720 Panavision Panaflex Platinum(Analog)

#10 1280 x 720 unknown(unknown)

4 Experimental Results

In this section, we examine the proposed re-captured video detection method.
We used 4 digital camcorders (Samsung HMX-H205BD, Sony HDR-CX500, Sony
HDR-CX550, and Sony HDR-SR10) to re-capture the original videos. We used
10 original videos and 5 of them were fully or partially recorded by digital video
camcorders [12]. 40 videos were created by re-capturing 10 original videos with
4 digital camcorders. The resolution of the original videos varied from 1280x720
to 1920x1080 and the resolution of re-captured video was set as 1920x1080.
Specific information about original videos used in experiments is in Table 1.
To estimate PRNU, we divided each video into shots using the shot change
detector. In shot change detection, frames are converted into gray frames to cal-
culate the histogram differences. Before estimating PRNU from divided shots,
some shots unsuitable for PRNU estimation are excluded. More specifically, shots



288 D.-J. Jung et al.

Fig. 4. PCE values in log scale of shots from the same camcorders shots from the
different camcorders.

constructed with small number of frames or dark frames are excluded since those
shots can increase false negative rate in PRNU comparison. We extracted 200
successive frames from a shot in the PRNU estimation step.

Before testing proposed method, the threshold T for PRNU comparison needs
to be set. To decide the adequate threshold T , 2400 pairs of PRNU from same
camcorders and 2400 pairs of PRNU from different camcorders are prepared.
Using PCE measurement, a scatter plot of PCE values in log scale for those
pairs was obtained. As shown in Fig. 4, PCE values can be divided by simple
straight line whose values is 80. Thus, we set 80 as a threshold T .

4.1 Re-captured Video Detection Experiment

We tested re-captured video detection for 10 original videos and 10 videos for
each digital camcorder, totally 40 re-captured videos. 20 shots are collected from
each video(N = 20). Table 2 shows the result of re-captured video detection.
Items in the table is the ratio of connections in N ×N connection matrix. Every
video had at least 20 connections in diagonal line in connection matrix since each
shot was correlated with itself. Original videos had lower number of connections
than N2 since it was not recorded by single digital camcorder. On the contrary,
every re-captured video had N2 connections because it had only single source
digital camcorder. In this experiment, the detection ratio of re-captured videos
was 100% even before applying Warshall’s algorithm.
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Table 2. Connection ratio for original videos and re-captured video (20 shots were
used)

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Original movie 0.05 0.38 0.33 0.16 0.13 0.05 0.07 0.05 0.05 0.05

Samsung HMX-H205BD 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Sony HDR-CX500 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Sony HDR-CX550 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Sony HDR-SR10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

4.2 Compression Experiment

We also tested the robustness to compression. Re-captured videos were com-
pressed with different quality factors (QFs) while the resolution was not changed.
MPEG4 (AVC/H.264) was used in re-encoding. Fig. 5 shows the result for com-
pressed re-captured videos. For QF 100∼70, the proposed method showed 100%
detection ratio. A few false negative connections appeared in QF 70, but all
of false negative connections are corrected by using Warshall’s algorithm. For
QF 60, the detection ratio dropped to 35% because some shots which had no
connection to other shots had appeared. Those shots were not able to be cor-
rected by Warshall’s algorithm. However, QF 60 is not commonly used in video
compression due to severe quality degradation such as block artifacts.

Fig. 5. Detection ratio for compressed videos with different quality factors

4.3 Scaling Experiment

Re-captured videos were scaled with various scale factors (SFs) while QF was
set as 100. Since up-scaling is rare for videos, we only tested for SFs lower than
1. MPEG4 (AVC/H.264) was used for re-encoding. Fig. 6 shows the result for
scaled re-captured videos.

The proposed method showed low detection ratio for SF 0.3 which is not
parameter for common video resizing. However, the proposed method detected
most of re-captured videos which were scaled with SF 0.9∼0.4.
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Fig. 6. Detection ratio for scaled videos with different scaling factors

4.4 Combinational Experiment

Combinational experiment was also conducted. Usually, re-captured videos are
re-encoded before being redistributed. The common options for re-encoding are
QFs higher than 80% and SFs higher than 0.5. Thus, we tested proposed method
for re-captured videos which were re-encoded with parameters of QF 80 and SF
0.5. And the proposed method detected them 100%. This result is meaningful
since those parameters are common for re-encoding videos.

We did not conduct further geometric distortions such as affine transform
because they are not common for videos. Even if any geometric distortion is
proceeded for a re-captured video, every PRNU estimated from shots will be
synchronized since all frames in the video are manipulated by the same dis-
tortion. Eventually, the re-captured video which has undergone any geometric
distortion will be detected by the proposed method if the distortion does not
ruin PRNU information severely.

5 Conclusion

In this paper, we have investigated to detect the re-captured videos. The proposed
method operates automatically for a given video and does not use any additive
information such as watermarks. This proposed method is based on the photo-
response non-uniformity (PRNU), which is unique fingerprint of digital image sen-
sors. The proposed method consists of 3 steps. First, a given video is divided into
shots. Then, PRNU is estimated from collected N shots. At last, an N × N con-
nection matrix is created by evaluating PCEs for each pair of N shots. Finally,
we can decide the given video is re-captured or not with the result of the connec-
tion matrix. Experimental results show that proposed method performs excellent
in detecting re-captured videos. The proposed method performs well even a given
video is re-compressed and re-scaled. However, the proposed method is still weak
against severe attacks. Therefore, our future work is to detect re-captured videos
even they are re-compressed with low quality and scaling factors.
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Abstract. Differentiating computer graphics from natural images remains a rep-
resentative problem of digital image forensics because the two categories of im-
ages reflect typical different aspects of generation and forgery of digital images. 
This paper aims to address this problem through analyzing the statistical proper-
ty of local edge patches in digital images. First, we preprocess image edge 
patches and project them into a 7-dimensional sphere as in [7]. Then, a visual 
vocabulary is constructed via determining the key sampling points in accor-
dance with Voronoi cells. The proposed approach to constructing visual voca-
bulary avoids troubles in traditional partitioning algorithms such as k-means. 
And then, a given image is represented as a binned histogram of visual words 
and the corresponding feature vector is formed by the bins. Finally, we employ 
an SVM classifier for image classification. Our experimental results demon-
strate the efficient discrimination of the proposed features. 

Keywords: image forensics, image classification, image authenticity, visual 
vocabulary. 

1 Introduction 

As rendering technology of computer graphics images leads to photorealism (a visual 
fidelity close to that of real-world photographic images), highly photorealistic com-
puter graphics (PRCG) is regarded as a form of image forgery [1], [2]. Without 
knowing any information of image source, known as passive-blind image forensics, 
distinguishing photorealistic computer graphics from photographic images (PIM) has 
become an important problem in a wide range of social areas such as criminal inquisi-
tion as well as media credit system construction of journalism and publication, and 
has been regarded as one of the primary tasks in digital image authenticity forensics. 

Photographic images are generated from natural scene by digital imaging tools and 
generally called as natural images. The acquisition process of a natural image taken by a 
digital camera is a complex transform from physical light to digital signal. The general 
signal processing process is outlined in both [3] and [4]: The light from a real-world 
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scene passes through the lens and the anti-aliasing blurring filter, and get to the color 
filter array (CFA). Then, the imaging sensor collects photons and converts them into 
voltages. The charge is amplified and quantized into digital signal. CFA interpolation 
(or demosaicking) algorithms are employed to estimate the absent color information of 
each pixel due to the use of CFA. Further post-processing manipulations in camera are 
performed to improve or enhance image visual quality, including color correction, white 
balance, gamma correction, low-pass filtering for denoising or sharpening, and so on. 
Finally, the raw image is stored in the camera storage in TIFF, JPEG or other formats. 
The imaging pipeline is shown in Fig. 1. 

 

Fig. 1. Physical generation pipeline of a natural image captured by a digital camera 

However, computer graphics (or computer generated images), in contrast, are of 
entirely virtual scene and generated via computer graphic tools, in which some artifi-
cial models are employed, including object description models, geometry models, 
illumination models as well as color and texture models. Finally, a virtual camera is 
applied to transform the designed virtual scene into the final image. A skilled artist or 
professional programmer is able to design out highly photorealistic computer graphics 
with graphic tools such as 3d MAX, Softimage-XSI and Maya. Although photorealis-
tic computer graphics can deceive our eyes and make us doubtful of what we see, it is 
pointed out in [1] that they are not really parallel to natural images. The direct reason 
for this argument is that artificial models fail to entirely simulate complicated surface 
texture and geometrical shape of natural objects as well as illumination in natural 
scenes. 

Factually, in view of time-cost and computation complexity, the generation process 
of computer graphics often has to be simplified, which inevitably causes some hypos-
tatic differences between natural images and computer graphics, for example, in color 
number and histogram continuity. Lyu and Farid[5] proposed an approach to differen-
tiating between computer graphics and natural images by building statistical models 
based on first- and higher-order statistics in wavelet domain and employing SVM 
(Support Vector Machine) for image classification. In [6], a similar method is used. 
Images in HSV color space, instead of in RGB as [5], are transformed into wavelet 
domain, and the statistical moments of characteristic function of wavelet coefficients 
in different subbands are used as the distinguishing features. Although statistical 
model-based methods similar to [5] and [6] can achieve some promising results, due 
to the lack of physical models for PIM and PRCG, these methods have insufficient 
ability to capture the essential differences between PIM and PRCG. 

In general, imaging sensor is the heart of digital cameras. In [7], it is believed that 
the geometrical structure of high contrast local image patches can characterize the 
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sensor properties of camera devices. Motivated by [7], in [8], Ng applied the local 
high-contrast patch features to cope with distinguishing PIM and PRCG. Ng studied 
various patterns of local image patches and calculated distribution histograms of these 
patterns respectively. In Ng’s approach, each histogram contains 17,520 bins. The 
Kullback-Leibler (KL) distance between an image’s histogram and two image model 
histograms was calculated. Consequently, multiple features for different patterns were 
gained. He employed SVM to distinguish PIM and PRCG and obtained 83% classifi-
cation accuracy. Additionally, in [1], in order to identify images of different sources 
from physical insight, Ng proposed the combination of the similar features with frac-
tal dimension, surface gradient and other differential geometrical features. 

In this paper, we attempt to identify natural images and photorealistic computer 
graphics on the basis of statistically analyzing local edge patches. We propose a novel 
approach to constructing visual vocabulary with local image edge patches, which 
avoids some fatal problems of the previous bag-of-words model, and apply it to the 
image classification of natural images and photorealistic computer graphics. The or-
ganization of the paper is as follows: In Section 2, we describe the two data sets used 
in our experiments. In Section 3, we present the approach of differentiating photorea-
listic computer graphics from natural images based on an efficient image representa-
tion and visual vocabulary construction. Our experimental results are shown in  
Section 4 and the conclusions are given in Section 5. 

2 Data Sets 

We collected two data sets, i.e. PIM data set and PRCG data set, respectively consist-
ing of 1000 camera images and 900 photorealistic computer graphics. 

 

      

Fig. 2. Samples from the two data sets. Left three: samples of our PIM data. Right three: PRCG 
samples from Columbia dataset 

We recognize that images from the Internet, like the Columbia PIM and PRCG da-
tasets, may undergo various unknown post-processing and compression at various 
quality factors. To explore the essential properties of natural images, we collect all 
images in PIM set with high quality JPEG format from 8 consumer-end cameras and 
without any experience of post-process outside the cameras. The images are of differ-
ent size, for example, 2048 1536× , 2592 1944× , and so on. The camera brands cover 
Canon, Sony, Nikon, Samsung and Olympus. The image content involved is of high 
diversity in illumination intensity (outdoor/indoor, daylight/night/rain) and object type 
(architecture/ persons/animal/plant/natural scene). In PRCG set, 800 images are from 
Columbia PRCG data set [9] with a wide range of styles including architecture,  
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person, animal and natural scene. Additionally, we collect 100 CG images with high 
visual realism from website www.raph.com. The rendering software of these CG 
contains 3D Studio MAX, Cinema 4D, Lightwave, Maya and so on. See Fig. 2 for 
some samples of the two data sets.  

3 Image Classification Based on Image Edge Vocabulary 

The bag-of-words model [10, 11] originates from text categorization. When applied to 
visual categorization, it is called as bag-of-visual-words model, in which an image or 
a visual object is represented as a histogram of the number of occurrences of visual 
words. A visual word corresponds to a cluster center and the vocabulary is con-
structed by a set of cluster centers. In [10, 11], cluster centers are determined by k-
means clustering algorithm. However, the selection of parameter k and initial cluster 
centers are difficult and greatly affect the final result. 

The basic idea of the bag-of-visual-words helps us efficiently capture the signifi-
cant difference in statistical distribution of geometrical structure of local edge patches 
between natural images and computer graphics. In this section, a new method for 
visual vocabulary construction based on key sampling points is proposed. The key 
sampling points are predetermined depending on the sparseness property of the geo-
metrical structure of 3 3× local image edge patches, which is the reliable result of 
statistical analysis. A visual vocabulary is constructed by the key sampling points 
used as cluster centers. The data points for the local edge patches from a given image 
are assigned to the specific clusters. In this way, we carry out a supervised partition-
ing procedure, which successfully overcomes the instabilities of unsupervised learn-
ing algorithms. In our approach for image classification, the bags of visual words are 
treated as feature vector.  

3.1 Presentation of Local Image Edge Patches 

Unlike traditional image analysis means using marginal distribution to characterize 
the non-Gaussian traits of coefficients in transform domains, Lee [7] systematically 
studied the full probability distribution of 3 3× high-contrast local patches of natural 
images at pixel level. In this section, we preprocess the extracted edge patches accord-
ing to the mathematical framework proposed in [7]. 

First, we transform color images from RGB color space into grey scale images and 
obtain the log-values of intensities. Then, edges are located and local edge patches are 
extracted. We apply Sobel edge detector to locate the edge points in an image and 
extract the 3 3× local patches corresponding to the edge points. For the purpose of 
obtaining local patches rich enough to carry diverse structure information, we divide 
an image into 9 9× non-overlapping blocks and then randomly select 1000 blocks 
from them. Finally, we extract 1000 disjoint 3 3×  patches from the 1000 blocks. As 
for the computer generated images from the above dataset, it is possible that less than 
1000 patches can be obtained for an PRCG image because of small image size or 
simple texture details of the image. Consequently, we collect 1M edge patches from 
the PIM data set and less than 900K from the PRCG data set. 
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Each 3 3× patch is regarded as a 9-tuple of real numbers (log of gray values), i.e. a 
vector in 9  

 x ••[x1••••••••••x9]T • [I11I21I31I12I33]T ∈ 9 . (1) 

In the following steps, patch data are preprocessed with centering, contrast normaliz-
ing and whitening according to [7], which gave us an efficient image local patch re-
presentation in high dimension state space.  
 Data centering 
Each patch vector x subtracts the patch mean 

 =
−=

9

19

1
xx~

i ix . (2) 

New vector x with the mean zero is obtained and all the data points are projected into 
an 8-dimensional subspace within 9 . 
 Contrast normalizing 
Lee [7] defined the D-norm to calculate the contrast of a 3 3× image patch x  

 −=
ji

jiD xx
~

2)(|||| x , (3) 

where i~j denotes the 4-connected neighbors of a pixel in a 3 3× patch. Eq. (2) can be 
denoted in matrix form 

xxx DT

D =|||| , (4) 

where 

2 1 0 1 0 0 0 0 0

1 3 1 0 1 0 0 0 0

0 1 2 0 0 1 0 0 0

1 0 0 3 1 0 1 0 0

0 1 0 1 4 1 0 1 0

0 0 1 0 1 3 0 0 1

0 0 0 1 0 0 2 1 0

0 0 0 0 1 0 1 3 1

0 0 0 0 0 1 0 1 2

D

− −
− − −

− −
− − −

= − − − −
− − −

− −
− − −

− −

. (5) 

According to the D-norm, all edge patch vectors x  divided by | ||Dx are contrast-

normalized, i.e. 
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D||~||

~

x
x

y = . (6) 

After data centering and contrast normalizing, we obtain patches with the contrast 
equal to 1. This means that if one patch is obtained from another patch by translation 
or scaling of gray the two patches will be regarded as the same. It is noted that con-

trast normalization put all data points onto a 7-dimensional ellipsoid 7S , 7 9S ⊂  , 
where 

9
7 9

1

: 0, y y 1T
i

i

S y y D
=

 = ∈ = = 
 

  . (7) 

 Data Whitening 
In this step, we make a change of basis. The 2-dimensional Discrete Cosine Trans-

form (DCT) basis corresponding to 3 3× image patches are selected. The contrast 
normalized DCT basis in vector form are as follows 
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where 1 8| || ... || || 1D De e= = =  and the constant DCT basis vector is omitted. Then, con-

struct a 9 8×  matrix 1 82[ , ..., ]B e e e=    . 

Let 

2 2 2
1 2 8(1/ || || ,1/ || || ,...,1/ || || )diag e e eΛ = , (9) 

and finally, the basis change is made according to Eq. (10) 

v yA= , (10) 



298 R. Zhang, R.-D. Wang, and T.-T. Ng 

where TA B= Λ . Since DCT is orthogonal, this is a whitening transform. At the same 

time, the change of basis transform the ellipsoid 7S in Eq. (7) to a 7-sphere 

8
7 8

1

v : 0,|| v || 1i
i

S v
=

 = ∈ = = 
 

 , (11) 

where 7 8S ⊂  , which is the state space of the data points. 
Since all the data points lie on the 7-sphere, the distance between two data points 

1 2,x x ( 7
1 2,x x S∈ ) can be calculated according to the angular distance 

1

1

2
1 2 2( , )

|| 1 |||| 2 ||

x x
x x 1-cos<x ,x > 1-

x x
d = =


, (12) 

where •  is the inner product of two vectors. 
Upon that, all 3 3× image patches are represented as 8-dimensional vectors, which 

compose the data point set v . Note that all data points iv  lie on the 7-dimensional 

sphere, i.e. iv S∈ 7 and 8S ⊂7  .  

3.2 Construction of Visual Vocabulary 

In [7], 17,520 Voronoi cells with roughly the same size and efficiently covering the 
7–sphere are selected as the sampling point set. Therefore, the problem to observe the 
distribution of data points on the 7-sphere is converted to the one, which we should 
calculate the probabilities that data points fall into the corresponding Voronoi tessella-
tions.  

Each Voronoi cell is a convex hull which consists of a set of points that are closer 
to the particular lattice point than to any other lattice points (Note that the distance 
here is calculated according to Eq. (12)). The particular lattice point in a Voronoi 
tessellation is called as sampling point. That is, 

1 2{ , ,..., }, 17520NO o o o N= = , (13) 

where io is the sampling point in the ith lattice and is a 8-dimensional vector. The 

sampling point set is a dense set on the sphere 7S  (a normed unit sphere as described 
above). The literature [12] further demonstrates the mathematical sense of the pre-
sented approach in [7] in topology. 

As a result, we can use the histograms with 17,520 bins to respectively describe the 
probability distribution of geometrical structure of edge patches for natural images 
and computer graphics. 

If a data point x ( 7∈x S ) falls into a Voronoi Cell iΩ , it is at least equally close to 

the sampling point io than to any other sampling points. That is formulated as  
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7{ | ( , ) ( , ) }i i j jd x o d x o o OΩ = ∈ ≤ ∀ ∈x S  , . (14) 

 The probability density functions are estimated by 

( )
( )

( )
i

i
i

i

N
p i

N

Ω
Ω =

Ω
      =1,2,...,17520 , (15) 

where ( )iN Ω  is the number of data points that fall into the corresponding iΩ . 

We randomly choose 200 PIM images from our PIM dataset (involving only 3 
camera makes, i.e. Nikon, Sony and Sony) and get 200,000 PIM edge patches. We 
use the 100 CG images collected by ourselves from Internet as described in Section 2 
and get 98,599 PRCG edge patches. All these edge patches are obtained according to 
the description in Subsection 3.1. Fig. 3 (a) and (b) respectively show the bins sorted 
according to decreasing probability for the data points with respect to the two subsets. 
It is fully demonstrated that when the edge patches are projected onto the 7-sphere, 
for both PIM and PRCG, the sparseness is evident. That is the majority of the data 
points are densely clustered in the sphere, and in a large number of Voronoi cells, 
there are very few or even no data points falling into them. In summary, the data 
points for both the image categories are scattered highly unequally in the 7-sphere. 
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Fig. 3. Probabilities of edge patches in Voronoi cells that are sorted according to decreasing 
probability: (a) edge patches from the PIM data set; (b) edge patches from the PRCG data set  

However, when choosing those bins with larger probability, for example, larger 
than 0.0015, Fig. 4 shows there are more such bins for PIM patches. We suppose that 
it is because the margin and texture of real-world objects more likely exhibit certain 
typical patterns whereas artificial images more frequently present new patterns with  
artifacts. 

At the same time, we find a smaller set of Voronoi cells can pick up the majority of the 
patches for both the natural images and the computer generated images. For example, if 
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observe those Voronoi cells with more than 100 data points, there are only 1,165 Voronoi 
cells but they collect over 83% of patch data. Moreover, when new image patches come, 
they fall into these Voronoi lattices more frequently. We look upon the sampling points 
corresponding to these Voronoi cells with larger possibility as key sampling points. Fur-
thermore, we construct image edge vocabulary based on these key sampling points.  
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Fig. 4. Bins with possibility larger than 
0.0015 (in descending order). 41.29 percents 
of  PRCG patches accumulate in 104 bins 
while 53.03 percents of PIM patches accumu-
late in 152 bins. 

 

 

Fig. 5. Bags of visual words. Each bin 
corresponds to a key sampling point in-
tuitively displayed as a local patch here 

 
To be precise, we choose those sampling points with larger probability in both the 

histograms of PIM and PRCG (shown in Fig. 3) as the key sampling points. Each key 
sampling point corresponds to a visual word and all the visual words construct the 
vocabulary. Fig. 5 illustrates the idea based on bag-of-visual-words. The number of 
visual words is viewed as the size of the vocabulary denoted as || || . It is likely that 

an image patch falls outside the Voronoi cells corresponding to the key sampling 
points. In such a case, the image patch will be clustered into the corresponding visual 
word in terms of the nearest neighbor rule. As a result of the clustering, the 7-sphere 

7S is covered non-equally by || ||  Voronoi cells.  

3.3 Image Classification 

With the knowledge of the sparse distribution of geometrical structure of image edge 
patches, we construct the visual edge vocabulary. Herein we focus on the image clas-
sification.  

We apply a non-linear SVM classifier. The classifier serves binary classification. In 
this case, an image is represented as a || || -dimensional feature vector. One extreme 

of this approach is to construct 17520-dimensional vectors. But the statistical analysis 
above motivates us to construct lower-dimensional vectors relying on the visual edge 
vocabulary. We expect that it not only dramatically reduce computation cost but also 
affect little on the classifier performance. 
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Fig. 6. The proposed image classification algorithm pipeline 

In summary, the algorithm of distinguishing between photographic image and pho-
torealistic computer graphics is illustrated as Fig. 6. 

4 Experimental Results 

We use the remaining 800 PIM and 800 PRCG images from our data sets to evaluate 
the proposed method on our data sets (see Section 2 for details). The 1,600 images are 
used for evaluating our method through 10-fold cross-validation. PIM images are 
labeled with 1 as positive and PRCG images with -1 as negative. We use LIBSVM 
implementation package [13]. 

4.1 Image Classification 

First, we verify the classification capability on various vocabulary sizes. All samples 
are randomly divided into 2 groups. One contains 70% of the samples used for cross 
validation and training the SVM classifier, and the other contains the rest 30% used as 
test data. Each experiment below is conducted repeatedly on 10 random splits and the 
average detection rate calculated. 

We determine vocabulary size || || according to different possibility thresholds. 

The experimental results are shown in Table 1. Wherein TP (true positive) denotes the 
rate of correctly detected PIM, TN (true negative) denotes the rate of correctly de-
tected PRCG, and the accuracy is the arithmetic average of TP and TN, as determined 
through 10-fold cross-validation. At the same time, the classification accuracy for 
training samples is given here. 

As expected, it is shown in Table 1 that as || ||  becomes larger, the classifier per-

formance gets better. This result is consistent to the findings in large-scale image re-
trieval [14, 15] where larger vocabulary set leads to better retrieval accuracy. However, 
larger vocabulary size will bring computational intensity when clustering and training 
the classifier. In this work, we can select a better tradeoff in practical applications. In 
future work, we will explore the possibility of enlarging the vocabulary size to the order 
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Table 1. Classification accuracy of different vocabulary sizes 

|| ||  TP TN 
Cross-validation 

Accuracy 
Train-accuracy 

14 88.2 87.7 88 91.3 
172 96 94 95 97.9 
256 96 95.4 95.7 99.1 

1165 96.6 95.4 96 99.5 
2782 96.6 95.5 96.1 99.6 

 
of million on a larger data set by either adopting a more efficient representation such as 
the hierarchical vocabulary tree structure [14] or various efficient clustering methods 
such as an approximate k-mean [15].  

We select 256-sized vocabulary for our approach here. Table 2 shows the 256 fea-
tures based on visual vocabulary on local image edge can achieve classification accu-
racy comparable to the 216 wavelet based features [5].   

Table 2. Comparison of classification performance 

 TP TN Accuracy 

Proposed (256f) 96 95.4 95.7 
[5] (216f) 95.5 98.1 97.2 

4.2 Generalization Capability 

In our PIM set, images are taken by 8 cameras including 6 camera manufacturers. To 
verify the generalization capability of the two methods, we remove all (50) images 
taken by the Samsung camera from the PIM samples and train the classifier with the 
remaining 750 PIM images and 800 Columbia PRCG images. In this experiment, only 
one image is incorrectly classified (classification accuracy 98%) with the proposed 
method while all images fail to be correctly detected with that of [5]. Note that, we 
consider this experiment a test for the generalization capability of our method which, 
in this case, outperforms the method in [5]. This result may indicate that the visual 
vocabulary based on local edge patch can characterize the general property of a spe-
cial image source better. In future work, we will perform a more comprehensive expe-
riment on evaluating the generalizability of various competing methods with more 
sets of different holdout data. 

4.3 Compression Attack 

In the following experiments, we are interested to see how compression attack affects the 
classifier performance since compression can cause the loss of image edge information. 

In fact, all of the above images in the data sets are in JPEG format. We compressed 
the 1600 images respectively with quality factor 90, 70, and 40. The 1600 original 
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images from the data sets are used as training samples and the compressed images are 
used as unseen testing samples. Table 3 shows that, the proposed approach has rather 
stable test performance for PRCG for all three compression settings, as compared to 
the method in [5]. For PIM, the proposed approach outperforms [5] except for JPEG 
40. We wish to understand how to ensure that a classification method is stable under 
almost all compression settings. 

Table 3. Comparative experimental results of the proposed approach and [5] on datasets with 
different JPEG compression factors 

Dataset proposed [5] 

PIM, JPEG 90 100 61 
PRCG, JPEG 90 96.1 100 
PIM, JPEG 70 82.4 48.1 
PRCG, JPEG 70 95.9 81.4 
PIM, JPEG 40 50.4 74.5 
PRCG, JPEG 40 96.3 91 

5 Conclusions and Future Work 

In this paper, we have proposed a new approach of PIM and PRCG classification 
through the combination of the mathematic framework in [7] and the idea of the bag-
of-visual-words in [10]. First of all, we pay attention to local edge patches in images 
because those patches carry most of image information. By projecting the image patch 
data onto a 7-dimensional sphere with a series of transforms, we observe the distribu-
tion of data points in individual Voronoi lattice. The visual vocabulary is constructed 
through determining the key sampling points corresponding to specific Voronoi cells 
rather than finding cluster center by partitioning as [10]. The feature vectors are con-
structed by histogram bins of visual words. The classification is implemented via a 
binary-value SVM classifier. Our experimental results demonstrate that the proposed 
features not only have efficient image discrimination but also present certain generali-
zation and resistance to JPEG compression attack. 

Our statistical analysis and classification experimental results reveal the fact that 
the intrinsic difference between photographic images and photorealistic computer 
graphics may be captured by the geometry structure of local edge patches. The con-
clusion is of great significance for digital image forensic as well as photorealism 
evaluation for computer graphics. 

Given the initial but promising results for the visual vocabulary approach in distin-
guishing photorealistic computer graphic images, as future work, we wish explore this 
approach further. We will consider a closer analogy to document retrieval by evaluat-
ing the effectiveness of the TF-IDF weighting (Term frequency–inverse document 
frequency) [11] and using stop words in our context for our problem of distinguishing 
photorealistic computer graphics. Ultimately, we wish to make sense of the visual 
vocabulary set as it holds the key to the understanding of photorealism, an elusive but 
important attributes in computer graphics research [16-19].  
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Abstract. A common type of digital image forgery is the duplication
of a region in the same image to conceal something in a captured scene.
The detection of region duplication forgeries has been recently addressed
using methods based on SIFT features that provide points of the regions
involved in the tampering and also the parameters of the geometric trans-
formation between both regions. However, considering this output, there
is not yet any information about which of the regions are originals and
which are the duplicated ones. A reliable image forensic analysis must
provide this information. In this paper, we propose to use a resampling-
based method to provide an accurate way to distinguish the original and
the tampered regions by analizing the resampling factor of each area.
Comparative results are presented to evaluate the performance of the
combination of both methods.

Keywords: Image forensics, region duplication, resampling estimation,
SIFT

1 Introduction

Today, digital images are widely used to inform, communicate and interact with
people, above all, through the Internet. Due to the huge proliferation of vi-
sual information, a lot of image editing tools were designed initially to enhance
the quality of digital images, but in the meantime these tools also allow their
manipulation, alteration and even the creation of realistic synthetic images. So,
nowadays, we often have to deal with cases where an image cannot be considered
as an undeniable proof of occurrence of an event. For instance, very recently, we
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(a) Original image (b) Tampered image

Fig. 1. Real example of a tampered image (on the right) shown in the BP Web site
by copying and moving parts of the original image (on the left). Courtesy of The
Washington Post.

have seen during the BP oil crisis, how the image shown in Fig. 1(a) was doc-
tored on the BP Web site by filling the blank screens with other parts of the
original photo (see the result in Fig. 1(b)).

As a mean to prove the authenticity or verify the integrity of an image and
cope with these manipulations, a lot of techniques have arisen in the past few
years that can be classified as active or passive. Active approaches require a
known signal that is embedded in the image to detect forgeries, while passive
approaches, also known as blind, work in the absence of any prior information
of the original image. Currently, in the context of passive techniques there are
several methods that exploit the intrinsic properties of an image [1], allowing for
instance: the identification of the source or the origin of an image; the detection
of lighting inconsistencies, double compressed images or region duplications; and
also the detection and estimation of inconsistencies in the resampling factor of
an image. In this paper, we will focus on the detection of duplicated regions and
the estimation of the resampling factor on such regions.

Specifically, in this work we combine these two different but complementary
forensic tools to get better results and to provide a more accurate forensic anal-
ysis of tampered images. The main idea is to mitigate the drawbacks of each
technique by using the characteristics of the other. For example, by detecting a
cloned region with one of the existing algorithms (e.g. [2] or [3]), it is viable to
estimate the geometric relation between the original area and the cloned one,
but it is not possible to know which of the two regions is the original and which is
the clone. However, by estimating the resampling factor of each zone1 using any
of the methods in [4], [5] or [6], we can differentiate both regions as the original
and the duplicated one, since their resampling factors will be different. In the
other hand, if the cloned area has not been resized, the resampling estimator
cannot help to infer such manipulation (since the resampling factors are equal),
but using the region duplication detector this problem is solved.

1 We are supposing that the copied region has been spatially transformed.
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The pros and cons of each technique are discussed in more detail in the next
section. In Section 3, the model used is described focusing on how we propose to
combine both techniques to improve performance. Experimental results carried
out with this image forensic scheme are summarized in Section 4. Finally, Section
5, provides the conclusions and further work.

2 Motivation

In the context of passive image forensics techniques, there does not exist a com-
mon framework to analyze images and detect forgeries, i.e. there is not a uni-
versal tool that can explicitly determine all the modifications or transformations
applied to an image. Instead of that, there is a bunch of tools that exploit some
of the inherent characteristics of an image, and in doing so, try to detect the
alterations such image has been subject to.

The main objective of this paper is to provide a novel image forensic tool
to reach better results in terms of estimation accuracy of digital forgeries, by
combining two different techniques that complement the needs of each other.
As it was previously mentioned, one of the techniques allows the detection of
region duplication forgeries where a part of an image itself is copied, probably
geometrically transformed and pasted into another part of the same image to
conceal something. The second technique, provides a way to statistically detect
and estimate the resampling factor of an image block which gives information
about the type of spatial transformation locally applied.

The complementary behavior of both techniques can be established from the
analysis of advantages and drawbacks of each one, as it is summarized below.

2.1 Advantages/Drawbacks of Region Duplication Detectors

Starting from the first approach for detection of region duplication based on an
exhaustive search and analysis of correlation properties of the image [1], until the
most recent methods proposed in [2] or [3] capable of estimating the geometric
transformation applied between the duplicated regions; the main shortcoming of
all these techniques, supposing that they are able to find the duplicated regions,
is the impossibility to identify which are the original regions and which are the
duplicated ones.

For example, Fig. 2(a) represents the possible output of any of these meth-
ods, highlighting two duplicated regions (tagged with 1 and 2). Taking only into
account the provided output, can we assert that the region labeled as 1 is the
source and the region labeled as 2 is the duplicate, from a mathematical point of
view? The answer is negative, as these methods only provide a match between
different pixel areas. Even being able to estimate the geometric relation between
both regions (with the method proposed in [2] or [3]), it is not possible to distin-
guish, in a mathematical sense, the original region from the cloned patch. The
more suitable solution to provide this information is to compute the resampling
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(a) Region duplication detection (b) Resampling analysis

Fig. 2. Examples of drawbacks of each technique. On the left, the detected regions are
highlighted and tagged with 1 and 2. On the right, the tampered region is highlighted
and each analyzed block is denoted by a white border box.

factor of each region and also of the neighborhood and check if both are consis-
tent. By analyzing this relation between the resampling factors, we can identify
the tampered regions of the image.

Taking into account the advantages of the region duplication detectors, these
methods are able to detect copy-move forgeries2, while resampling detectors fail
looking for inconsistencies in the resampling factor. Besides, the most recent
proposed methods based on SIFT ([2] and [3]), allow a very fast analysis of an
entire image, in terms of computation time. As a counterpart, they have also an
important limitation in terms of detection performance since it is only possible
to extract reliable keypoints from peculiar points of the image.

2.2 Advantages/Drawbacks of Resampling Detectors

The detection of resampling traces and the estimation of the resampling factor
(or equivalently, the spatial transformation applied to an image block) are closely
related and have been studied in several works [4,5,6]. Although these methods
provide good results in controlled scenarios, when they are evaluated in more
realistic situations, their performance get worse. For instance, looking for a more
efficient forensic analysis in terms of computation time, these methods usually
process an image using non-overlapped blocks of a fixed size (e.g. 128 × 128
pixels). However, with high probability, the location of a tampered region will
not be aligned with the grid defined by these blocks, as it is shown in Fig. 2(b).
Thus, in such cases, the detection of the tampered region will fail, since the
number of resampled samples included in each block is small with respect to the
number of original samples.

An important handicap of these methods is the impossibility to detect copy-
move forgeries, since the resampling factor of the whole image remains constant.

2 A copy-move forgery is considered when the duplicated region is not spatially trans-
formed, just translated.
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Fig. 3. Block Diagram of the proposed image forensic analysis tool

We have just seen before that this problem can be easily solved by using a region
duplication detector. Additionally, the processing of each block of the image,
looking for inconsistencies in the resampling factor, is highly time-consuming.

Hence, once we have seen the positive characteristics and also the negative
ones of each technique, it can be expected that the combination of both ideas
will provide better performance and also a more complete and accurate forensic
analysis of tampered images.

3 Model Description

In order to overcome the problem related to the identification and differentiation
of the original regions and the tampered ones using a region duplication detector
and to avoid the previously mentioned misdetections of the resampling detectors,
the proposed approach uses a combination of both techniques.

In Fig. 3 we represent in block diagram form the steps involved in the proposed
forensic analysis of an image. As a first step we use a region duplication detector
to extract the original and the cloned regions, but if the method is not able
to find any tampered region, it is necessary to analyze the entire image by
processing blocks and looking for inconsistencies in the resampling factor of each
block. Nevertheless, if the region duplication detector is capable of finding the
duplicated regions, then the resampling-based method is just applied to estimate
the resampling factor of each area. Finally, according to the results obtained in
the previous stages, the system determines and differentiates the original regions
from the tampered ones.

Next, we describe the specific methods considered for each technique to pro-
vide a possible practical implementation of the proposed forensic analysis tool.

3.1 A SIFT-Based Method for Region Duplication Detection

As it was previously introduced, there are several recently published methods
based on the matching of image features and keypoints (e.g. [2] and [3]), that
provide good results for the detection of duplicated regions. In this paper, we
consider the method proposed by Amerini et al.
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(a) Matched keypoints
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(b) Clustered and detected regions

Fig. 4. Steps followed for the detection of cloned areas. On the left side, solid lines
represent the matching between keypoints and, on the right side, different markers are
used to identify the clustered data and solid/dashed lines link the related regions.

Following the steps described in [2] we start with one of the color space com-
ponent of a sampled image I(x) = I(x1, x2) with size N1 × N2 pixels, where
0 ≤ x1 ≤ N1 − 1 and 0 ≤ x2 ≤ N2 − 1. We apply the algorithm proposed by
Lowe in [7] to reach a set X of n keypoints: X = {x1, . . . ,xn | xk = (x1, x2)};
with their respective SIFT descriptors: D = {d1, . . . ,dn}, where each dk is a
128-dimensional vector. Since the descriptors of a duplicated region will look
like those of the original area, we want to identify the nearest neighbor of each
descriptor to find a possible match of similar keypoints. Thus, a vector that con-
tains the Euclidean distance between each pair of descriptors is computed for
each descriptor dk, obtaining a set

S = {sl = ‖di − dj‖2 | j ∈ {1, . . . , n}, j �= i}

that will be sorted in ascending order, for convenience. The matching between
keypoints is satisfied if the ratio between the distance of the closest neighbor s1
and that of the second-closest one s2 is less than a threshold Υ , i.e.

s1
s2

< Υ.

For instance, considering a threshold Υ = 0.6 and applying this procedure to the
BP tampered image shown in Fig. 1(b), we get the result depicted in Fig. 4(a).
Once the set of matched keypoints Xm is obtained, it is necessary to cluster
these data in such a way as to be able to distinguish the different matched
regions.

For clustering on the spatial location of the matched points, an agglomerative
hierarchical clustering is used as it is proposed in [2]. Considering that we have at
least two matched areas, the result of this process provides P ≥ 2 different sets
of matched points Mp, so Xm = M1 ∪ · · · ∪MP , and this allows the definition
of the different duplicated regions.
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Table 1. Followed steps by the method proposed in [4]

For each frequency pair (α1, α2) of the N ×N 2-D FFT grid:

1. From the data Ri(x1, x2), build up a cyclostationary vector ĉxx, for a set of lags τ .

2. Estimate the covariance matrix Σ̂xx.

3. Compute the test statistic Txx = N2ĉHxxΣ̂xxĉxx.
4. Set Γ based on the probability of false alarm PF .
5. Consider a cyclic frequency pair if Txx > Γ .

From the set of cyclic frequencies estimate the transformation.

Continuing with the BP doctored image, we illustrate in Fig. 4(b), the four
set of points that determine the two different tampered regions matched with
the solid and dashed lines. Note that some outliers have been removed after the
clustering process.

From the points in a region xq ∈ Mq and the corresponding matched points
xr ∈ Mr, we can estimate the geometric transformation applied between the
two matched areas: [

xT
q

1

]
= Hqr

[
xT
r

1

]
,

where Hqr represents an affine homography. By using the Random Sample Con-
sensus (RANSAC) algorithm, a Maximum Likelihood estimation of the affine
homography Hqr can be carried out.

Now, suppose that from the SIFT-based method we obtain P = 2 identified
regions R1(x1, x2) and R2(x1, x2) and also the estimation of the relation between

both Ĥ12, then, using this information, can we demonstrate that R1(x1, x2) is
the original area and R2(x1, x2) is the duplicated one, or vice-versa? The method
explained below will help to answer this question.

3.2 A Resampling-Based Method to Reveal Tampered Regions

An appropriate way to determine if a matched region is the source or the dupli-
cated one, is to use a resampling estimator that gives a measure of the applied
spatial transformation, based on the intrinsic properties of the image pixel re-
gion. If the SIFT-based method is not able to find any duplicated region, then
we can use any of the proposed methods [4],[5] or [6] to make an exhaustive
analysis, processing all the blocks of the image and looking for inconsistencies
in the resampling factor.

However, we are more interested in the case when the SIFT-based method does
provide the detected cloned regions. So, considering that we get two regions
R1(x1, x2) and R2(x1, x2) and taking into account that these regions are gener-
ally non-square, for the identification of the original and the duplicated one, we
will use the method proposed in [4], which takes a block of the image and applies
a statistical test for the evaluation of the presence of almost cyclostationarity in
the analyzed block. The steps followed by the method are summarized in Table 1.

Since this method works with square blocks, we have to adapt the detected
regions to get a square form. A simple way to do that is to take a square region
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(f) Detected cyclic frequencies

Fig. 5. Application of the two-dimensional statistical test to one of the pair of matched
regions in the BP image: R3(x1, x2) (top row) and R4(x1, x2) (bottom row)

that includes the area under analysis and pad with zeros all the pixels that are
not contained in the region Ri(x1, x2). The zero-padding approach is probably
a suboptimal solution, but doing this we can estimate the resampling factor for
each region Ri(x1, x2). One of the objectives of this paper is also to study the
performance of this method in such scenario.

As we have stated before, a resampling detector cannot differentiate the origi-
nal source from the duplicated versions if a copy-move forgery is performed. That
is exactly what happens with the tampered regions, labeled as R2(x1, x2) and
R4(x1, x2) in Fig. 4(b). In fact, applying the statistical test to the matched re-
gions R3(x1, x2) and R4(x1, x2), we obtain the same resampling factor (ρ̂ ≈ 5/3)
in both cases, as we can see in Fig. 5. Thus, in this particular scenario, the
resampling-based method only identifies the scaling factor applied to the im-
age, but it is not able to distinguish the source region from the clone (since the
resampling factor is the same).

However, considering that the pasted regions are geometrically adapted to the
scene, then to determine which parts of the image are the copies and which one
of those is the source, it is enough to analyze the neighborhood of each region.
So, taking a square block that only includes the adjacent neighbor pixels of each
region Ri(x1, x2) (removing the pixels that belong to the area under analysis),
the resampling factor of the neighborhood can be estimated. Finally, for the
classification of the regions, we know that an original region will have the same
resampling factor in the neighborhood and inside the region, but the tampered
regions will have different values in both cases.
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(a) (b) (c) (d) (e) (f)

Fig. 6. Different masks used to test the performance of the proposed forensic tool

4 Experimental Results

For the evaluation of this image forensic scheme, we use 100 images from a
personal image database composed by several realistic scenarios with different
indoor and outdoor scenes. All the images in this collection have been captured
in a RAW format by a Nikon D60 digital camera and have been converted into
uncompressed TIFF images in the RGB color space. The original resolution of
each image was 3872×2592, but due to the increase of computational complexity,
all the images were cropped to 1024×1024 pixels. The resampling factor of each
color channel is equal to 2, due to the color filter array (CFA) interpolation
performed inside the camera. This fact will be taken into consideration along
the application of the resampling-based method and for simplicity we will only
process the green component of the RGB color space.

To test the performance of the proposed scheme (Fig. 3), as a first step we eval-
uate the SIFT-based method and the resampling-based method separately, and
then we combine both to see how the results of the forensic analysis improve. In
order to get more realistic forgeries in our experiments, we use six different pat-
terns for the duplicated areas, that are depicted in Fig. 6. We use these masks to
copy a region located at a random position of an image, then we scale this region
by one of the scaling factors Ns in the set {1, 1.1, . . . , 2} and, finally, we paste the
duplicated region in a new random location on the same image. The random posi-
tion of both regions is the same for all masks in order to make a fear comparison,
but this one changes for different scaling factors and for each image. Since the tam-
pered regions tend to be relatively small, we have made the experiments in such a
way that the resampled region fits always in a 128× 128 block.

For the SIFT-based method we use a threshold Υ = 0.6, we remove false
positive matching points if their distance is less than 10 (i.e. ‖xi − xj‖2 < 10)
and once we get the hierarchical clustering we remove the outliers of each region
if their distance to the mean point of their corresponding region is higher than
3 times the variance of the points in the considered region. The implementation
of the SIFT algorithm used in the following experiments has been taken from
[8] and for the RANSAC homography estimation we have used the functions
available from [9].

The configuration of the resampling-based method is almost the same as the
one used in [4] (i.e. we use a spectral window to smooth the periodogram of size
11 × 11 and a set of K = 9 lags), but we do not use the threshold Γ to detect
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(b) SIFT-based method

Fig. 7. Matching and post-detection estimation accuracy (in terms of percentage),
obtained with the SIFT-based method for different masks and scaling factors.

the cyclic frequencies, since we just estimate the applied transformation (i.e. a
scaling factor) from the cyclic frequency with highest magnitude, excluding the
frequency at zero (DC).

4.1 Detection Results Using the SIFT-Based Method

Taking into account the described set of tampered images, we consider that the
SIFT-based method matches correctly a tampered area if it is able to find at least
four common points between the original and the duplicated region. Fig. 7(a)
depicts the matching accuracy of this method in terms of percentage, showing
the different results for each used mask and for the different values of the scaling
factor Ns.

Next to this graph, Fig. 7(b) shows the (post-detection) estimation accuracy of
the affine transformation applied between the previously matched regions, using
the RANSAC method. Note that we are drawing the post-detection estimation
accuracy, i.e. the estimation accuracy of the scaling factor applied between the
correctly matched regions in the previous step (thus, it is clear that the rep-
resented percentage of accurate estimation is not relative to the 100 images of
the database). In this case, since we cannot know which region is the origi-

nal we get two possible estimations: Ĝ12 ≈ H12 or Ĝ12 ≈ H−1
12 . We consider

that the estimation is correct if any of both estimated affine transform satisfies
|Ĝ12(1, 1) − Ns| ≤ 0.05 or |Ĝ12(2, 2) − Ns| ≤ 0.05, where Ĝ12(i, j) represents

the element of the matrix Ĝ12 located at the ith row and at the jth column. In
this case, Ĝ12(1, 1) and Ĝ12(2, 2) represent the estimation of the scaling factor
applied in each axis in the affine transformation.

As we can observe from the two graphs of Fig. 7, with the SIFT-based method
it is easier to match and estimate copy-move forgeries than duplicated regions
that have been geometrically transformed. However, from the estimation point
of view, it is more difficult to estimate the homography for scaling factors near
one like Ns = 1.1 or Ns = 1.2, than for higher values. The matching accuracy
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is not very high, due to the lack of reliable keypoints in several images of the
dataset (the number of keypoints per image was in the range [250, 17500]), but,
as it was mentioned earlier, this is an intrinsic limitation of any SIFT-based
method. With respect to the used masks, the intuitive idea that small areas are
more challenging for detection and estimation purposes, comes up in both plots.

At this point we are just able to find matches between regions and estimate
the relation between both, but we cannot indicate which is the source and which
is the forged region.

4.2 Detection Results Using the Resampling-Based Method

Before considering the union of the two methods, we evaluate the resampling-
based method when it is applied to the whole image, processing block by block to
find inconsistencies in the resampling factor ρ. As it was previously noticed, due
to the CFA interpolation applied by the camera, we know that the resampling
factor of each non-tampered block is ρ = ρorig = 2, and then the corresponding
value to a scaled version by Ns will be ρ = ρorig ×Ns. Therefore, once we attain
a different value from ρorig we tag the block under analysis as a digitally forged
region. In this case, because the tampered regions have a similar size, we use a
128× 128 block of analysis.

The classification of every single block is performed by analyzing the test
statistic Txx computed in each case. As we have said at the beginning of Section 4,
the resampling factor is estimated from the cyclic frequency (α1, α2) with highest
magnitude (excluding DC), and using the following relation:

ρ̂ = max
i∈{1,2}

ρ̂i = max
i∈{1,2}

2π

|αi|

where we have exploited the fact that, in this case, ρ ≥ 2 since 1 ≤ Ns ≤ 2.
We consider that the detection of the tampered region is correct if we discover
any inconsistency in the resampling factor (i.e. ρ̂ �= ρorig) and the corresponding
estimated resampling factor ρ̂ satisfies |ρ̂ − 2Ns| < 0.05 and since we have the
interference created by the CFA pattern we will also check if |ρ̂/(ρ̂− 1)−Ns| <
0.05 is satisfied.

Applying this approach to the tampered images of the database, we obtain the
results shown in Fig. 8(a). As we have stated before, this method cannot detect
copy-move forgeries, since there are not inconsistencies in the resampling factor
along the whole image and that is the reason why the estimation accuracy is
equal to zero at Ns = 1. Given the ambiguity inserted in the estimation, caused
by the CFA pattern, we are not able to distinguish between a scaling factor
Ns = 1 or Ns = 2, and that is why the estimation accuracy is also zero for
Ns = 2. The rate of accurate estimation of the tampered region is not very high
for all the masks used (in the best case we barely reach a 35%), so this method
presents very bad performance when identifying forgeries.

Nevertheless, to demonstrate the generally good performance of the resam-
pling estimator, we analyze the estimation accuracy in an ideal case where we
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(a) Processing block by block
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(b) Using exact matching (genie-aided)

Fig. 8. Estimation accuracy (in terms of percentage), obtained through the application
of the resampling-based method in two different scenarios for several masks and scaling
factors

use the information supplied by a genie that tell us exactly the location of
the original region and that of the tampered region (the application of a “genie-
aided” detection is commonly used in communications to determine performance
bounds). Thus, knowing exactly the location of both regions in the pixel domain
and using the same criteria for the estimation of ρ, as in the previous scenario, we
show in Fig. 8(b) the results of accurately estimate which region is the original
and which is the duplicated. As it was said before, the correct distinction of the
two regions when a spatial transformation has not been applied is not possible
with the resampling-based method. However, the detection performance is very
high (around a 90% for all the masks) if we compare it with the obtained when
the image is processed block by block.

So, according to the results collected in this ideal case, the problem does not
lie in the resampling estimator itself, but in the correct matching of the tampered
area, and that is the reason why a SIFT-based method is needed.

4.3 Detection Results Combining Both Methods

As it was discussed along the paper, the combination of both methods provides a
deeper and enhanced forensic analysis of the tampered regions (since we are able
to identify which region is the source and which is the duplicated one) and it also
brings a way to compensate the drawbacks of each method with the advantages
of the other.

Certainly, since the SIFT-based method is not capable to find all the dupli-
cated regions, mostly due to the unavoidable lack of reliable keypoints, combining
both approaches we will get worse results than those depicted in Fig. 8(b) (i.e.
the ideal “genie-aided” case where we perfectly match all the regions). However,
with the use of the SIFT-based method, the detection of the tampered regions
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(b) Proposed forensic tool

Fig. 9. Comparative results of the estimation accuracy for the SIFT-based method and
the proposed forensic tool

is more accurate than processing the image block by block, so we will get better
results than those included in Fig. 8(a). Finally, since the estimation of the re-
sampling factor is not so dependent on outliers as it is the case for the estimate of
the homography, we will also get better results than those comprised in Fig. 9(a),
where we represent the estimation accuracy of the SIFT-based method when it
is able to correctly match the two regions and also estimate their geometric rela-
tion. Explicitly, the estimation accuracy ploted in Fig. 9(a), corresponds to the
product of the accuracy rates achieved in the matching step (Fig. 7(a)) and in
the post-detection estimation step (Fig. 7(b)).

In Fig. 9(b) we can see the inferred estimation accuracy of the proposed foren-
sic tool for different masks and scaling factors. If we compare this plot with the
corresponding estimation accuracy obtained with the SIFT-based method alone
(depicted in Fig. 9(a)), we can observe that with the scheme described in Fig. 3,
performance is improved for almost all the scaling factors and masks consid-
ered. It is important to note that the resampling estimator takes as input the
exact matching of the detected regions by the SIFT-based method, so the results
provided can be considered as an upper performance bound of the estimation
accuracy that we can attain with this approach.

Note also that, even with the combination of both methods, we are still not
able to distinguish the original region from the tampered one when a copy-move
forgery is carried out. Besides, in this particular case, occasioned by the CFA
interpolation of the camera, we are neither able to identify the duplicated regions
by a factor Ns = 2. Hence, the estimation accuracy should be strictly zero for
the scaling factors Ns = 1 and Ns = 2 in Fig. 9(b). However, since with the
SIFT-based method we are able to match the involved regions in the tampering
and also their relation, then we add the estimation accuracy of this method in
both cases, and that is the reason why we have the same values of estimation
accuracy for the scaling factors Ns = 1 and Ns = 2 in both graphs of Fig. 9.
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By comparing the estimation accuracy of the resampling-based method (pro-
cessing block by block) with that obtained with the concatenation of both meth-
ods, we achieve an improvement of the exact classification of each region for all
the scaling factors and masks considered. In addition, as it was expected, the
best results are reached with those masks that have the largest area.

According to the results shown in this section, we can conclude that the
forensic analysis scheme proposed in this paper provides a more accurate analysis
since we can identify in an image where are located and which are the original
regions and the tampered ones when a region duplication forgery is performed.
Moreover, the performance in terms of estimation accuracy is increased with
respect to the use, in an independent way, of the SIFT-based and the resampling-
based methods.

5 Conclusions and Further Lines

In this paper we have introduced a new scheme for image forensic analysis, by
combining two complementary methods. The former, based on SIFT, is capable
of finding duplicated regions and the latter, based on a resampling estimator,
allows one to identify which region is the source and which is the tampered one.
The proposed forensic analysis scheme provides better estimation results than
considering each method separately.

As future research lines we will focus on the application of this method us-
ing JPEG compressed images trying to get similar results as in the case of
uncompressed images. Another interesting question is the estimation of the re-
sampling factor on a non-square area, since the zero-padding technique is not the
optimal one.
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Abstract. Recently, the technique of semi-automated protocol verification  
using model-checkers was transferred from cryptography to the domain of wa-
termark-based communication protocols. This technique offers cost-effective 
security verification of such watermark-based protocols and an increased flex-
ibility in comparison to traditionally applied, manual mathematical proofs. In 
this paper, we want to evaluate the feasibility of this approach, using the model-
ing language CASPER and the model-checker FDR. We extract the prospects 
and limitations of the approach by modeling and verifying a practical applica-
tion scenario for forensic investigations using high-resolution biometric finger-
print data. We evaluate the security aspects, which can be verified by the 
scheme, as well as the syntactical limitations, complexity limitations and the 
methodological limitations and indentify necessary improvements for a practic-
al usage of such scheme. 

Keywords: watermark-based communication protocols, semi-automated  
security verification, model-checking, CASPER, FDR. 

1 Introduction 

Model-checking is a common technique in cryptography to evaluate the security of 
communication protocols. Using such an approach, the underlying cryptographic 
primitives are assumed to be ‘secure’ ([1]), while the protocol run itself is examined 
for flaws. Although the possibility of a manual mathematical proof exists as an alter-
native to the modeling and automated verification of such protocols, it is rather diffi-
cult and time consuming in comparison to an automated verification. 

In prior work, we have transferred such model-checking techniques from cryptogra-
phy to the domain of digital watermarking in [2] for the semi-automated modeling and 
verification of watermark-based communication protocols. We suggest in [2] a six step 
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procedure to model and verify a watermark-based communication protocol using XML, 
the formalization language CASPER ([3]) and the model-checker FDR ([4]). The ap-
proach sounds very promising, enabling a comparatively fast and reliable verification of 
the security of watermark-based communication protocols, which might be used in dif-
ferent application scenarios such as content protection applications, hidden transfer of 
secret payload or the chain of custody preservation in a forensic investigation. However, 
the scheme faces severe limitations at this point in time. 

In this paper, we want to investigate the feasibility of our approach. We design a 
watermark-based communication protocol which might be used in a forensic investi-
gation to protect high-resolution biometric fingerprint traces captured from a crime 
scene as well as to preserve the chain of custody in a forensic investigation. By mod-
eling and verifying such exemplary watermark communication protocol with the 
scheme, we show its prospects and limitations within a practical application. We  
analyze in particular: 

• Which security aspects can be evaluated using our scheme? 
• What are the syntactical limitations of the CASPER modeling language? 
• Which complexity limitations exist for the verification using CASPER and 

FDR? 
• Which methodology limitations arise from the practical realization of the 

scheme? 

The paper is structured as follows: in the next section, we want to briefly introduce 
our methodology from [2]. We then propose a practical application scenario in section 
three, using a watermarking scheme for enabling the privacy- and chain of custody 
preservation in a fingerprint forensics investigation scenario. In section four, we mod-
el and verify a communication protocol for that scenario using our methodology from 
[2]. We evaluate the encountered prospects and limitations in section five, proposing 
also how to improve the scheme. Section six concludes the paper and discusses future 
work. 

2 State of the Art 

To the best of our knowledge, we are the first to propose using a modeling and verifi-
cation approach from the domain of cryptography for the evaluation of watermark-
based communication protocols, as reported in [2]. We suggest a procedure comprised 
of six steps using XML, the modeling language CASPER ([3], [5]) and the model-
checker FDR (Failures-Divergences Refinement; [4]). The scheme is depicted in  
figure 1. 

In the first step of our methodology, a real world application scenario is modeled 
using the XML language. Here, the network, tasks, present watermarking schemes 
and message layout of the given application scenario need to be specified. For the 
description of the network, each network-node is modeled, including the present links 
to neighboring nodes, the processing capacities of the nodes and links as well as the 
known watermarking algorithms. The tasks are modeled in form of a given start- and 
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destination node as well as transmission constraints, such as the watermark algorithm 
to be used, required capacities or infrastructures (such as PKI) and nodes which are 
required to be passed on the way. The specific watermarking algorithms known by 
each node of the network are also modeled in detail, specifying the used cover, capac-
ity, hierarchy levels and the message layout of the payload, representing the main 
structure of the watermark. 

In the second step of the methodology, a path search is performed, identifying all 
routes through the network, which fulfill the specifications given by a task. If no route 
is found, the scheme is exited with a failure statement, not being able to establish a 
logical link fulfilling the specified requirements. In the following third step, all found 
routes are parsed and the optimal route according to a cost function is selected. 

From a final XML-structure, the results are automatically translated into the 
CASPER modeling language in the fourth step of our methodology. Here, a manual 
adjustment of the model has to be performed, adding possible attacker scenarios (spe-
cified by the attackers knowledge) and security aspects to be verified (at this point in 
time, only confidentiality and entity-authenticity can be verified with the scheme, see 
also section 5). 

In the fifth step, the CASPER code is compiled into the Communicating Sequential 
Processes (CSP; see [6]) and is checked in the sixth step using the model-checker 
FDR. The model-checker assigns a security statement to a given protocol. In case this 
statement includes possible attacks found on the protocol, it needs to be hardened 
accordingly or alternative solutions of the path search in step two of the methodology 
have to be considered. 

In the scope of this paper, we want to apply the introduced methodology to a pro-
posed watermark-based communication protocol for forensic applications, to evaluate 
its feasibility for a practical usage. 
 

 

Fig. 1. Procedure for watermark protocol generation and verification according to our  
developed scheme, taken from [2] 

Step 2: Path search Exit: No path exists

Step 3: Path selection

list of solutions 

Step 4a: CASPER protocol generation

best solution 

Step 5: CASPER compiler

spl-file 

Step 6: FDR (model check) 

CSP-file 

Step 4b: CASPER protocol adjustment

spl-file 

Result: Protocol 
and sec. statement

Step 1: Network and task modelling

XML-files 
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A few other modeling and verification approaches also exist, such as AVISPA 
([7]), REBECA ([8]) or Athena ([9]) which might also be adapted for the modeling, 
generation and/or verification of watermark-based communication protocols, but face 
similar severe restrictions than the approach using CASPER and FDR. 

3 Design of Our Proposed Watermark-Based Communication 
Protocol for Forensic Investigations 

To determine the feasibility of the semi-automated modeling and verification ap-
proach using CASPER and FDR, we model and verify an exemplary proposed digital 
watermarking scheme for forensic investigations. The scheme is designed to assure 
the privacy of high resolution biometric data captured optical and contactless by the 
FRT MicroProf 200 CWL 600 (Chromatic White Light) sensor [10]. This sensor is 
transferred from the domain of surface quality measurement to the non-invasive lift-
ing of latent fingerprint traces. Adapting surface scanners from different areas to the 
field of fingerprint acquisition is a common trend in recent years. For such kind of 
data to be accepted as evidence in a court hearing, specific measures to assure the 
privacy of the high-resolution person related data as well as the generation and pre-
servation of the chain-of-custody need to be assured (meaning that all data needs to be 
protected and documented for the complete path from the generation until the final 
disposition of the data, see also [11]). 

Creating a watermark-based communication protocol and successfully verifying its 
security aspects would enable forensic experts to also use watermark-based commu-
nication protocols for the processing of forensic evidence, without losing the accepta-
bility of the evidence in a law suit. Using watermark-based communication protocols 
might have advantages over common cryptographic approaches in some cases. For 
example, since the watermark payload is tightly coupled with the cover object, wa-
termarking allows for a forensic expert to add meta-data without creating additional 
files or attachments. This is especially important in the case when unauthorized 
people should not be aware of the presence or amount of meta-data (such as finger-
print verification results) within the image. Furthermore, the embedding of a water-
mark leads to an increase in the entropy of the image, but not in its overall size. Also, 
watermarks can often not be removed easily without destroying the cover, whereas a 
signature might be cropped from an object. In an advanced application scenario, also 
hierarchical access can be implemented using hierarchical watermarking, e.g. by as-
signing different areas of a data object to different hierarchy levels (‘segmented  
watermarking’, see [12]). 

Our proposed watermarking scheme for forensic investigations is based on the me-
dia authentication scheme of Dittmann et al. ([13]), presenting a reversible water-
marking scheme using cryptographic signatures and hashes. The scheme substitutes 
an area B of an image O in the spatial domain by a watermark composed of the com-
pressed original pixel values Comp(B) and the payload w, leaving the area A of the 
image unchanged (see figure 2). The integrity and data-origin-authenticity of the 
scheme are mathematically verified in [13]. 
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Action Operation
Accessing/writing public data Dpub

Accessing/Writing private data c=Comp(B||Dpriv), e=Encryptsym_key(c||h) 
B||Dpriv=Decomp(c), c||h=Decrpytsym key(e) 

Adding/verifying hash h=H(O), h*=H(O*) 
Adding/verifying signature/s s=Sasym priv(A||e), s*=Sasym publ(A*||e*)
Selection of new embedding area OA,B
Reconstruction of original image O=A||B

Fig. 4. Possible actions offered to a user by our proposed watermarking scheme 

In our exemplary forensic application scenario, a sensor SEN captures a high-
resolution fingerprint trace (e.g. from a crime scene), watermarks it and forwards it to 
a forensic expert FE1. This expert might enhance the quality of the image for a better 
verification and adds additional meta-information. The image is then forwarded to a 
second forensic expert FE2, who might perform verification and stores the verifica-
tion results in the payload of the watermark. The image is then sent to a court COU, 
where the image might be used as evidence. The procedure is depicted in figure 5. 

4 Modeling and Verification of Our Proposed Watermark 
Communication Protocol Using CASPER and FDR 

In this section, we want to model and verify our proposed watermarking scheme using 
the modeling language CASPER and the model-checker FDR, to evaluate the feasibil-
ity of such methodology for its usage in practical application scenarios. We therefore 
have to run through the six steps of the methodology, which are described in section 
2. Due to the page limit of this paper, we cannot discuss each aspect of the modeling 
in detail, nor give an introduction into the CASPER syntax. We therefore refer to [2], 
[3] and [5] for further reading. 

4.1 Network and Task Modeling, Path Search and Path Selection (Steps 1-3) 

Within the first step of our methodology, we have to model the network, tasks, wa-
termarking scheme and message layout of our communication protocol. According to 
the communication protocol description from section 3, we define four nodes for our 
forensic application scenario, namely a sensor SEN, two forensic experts FE1 and 
FE2 as well as a court COU. We also define a communication link between SEN and 
FE1, FE1 and FE2 as well as FE2 and COU (see figure 5). 

For our scenario, we assume that all nodes and links between the nodes fulfill the 
necessary requirements, such as sufficient capacity and knowledge of the used wa-
termarking scheme described in section 3. Excerpts of the XML descriptions of the 
network, tasks, watermarking algorithm and the message layout (representing the 
structure of the watermark payload) are depicted figure 6. 
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Fig. 5. The network nodes and communication links of our proposed watermark-based applica-
tion scenario. For each node, the embedding and extraction operations are also depicted 

Our modeled <network> consists of the <nodes> SEN, FE1, FE2 and COU, each 
<node> having several characteristics, such as a <cover>, digital watermarking algo-
rithms <dwm> known by the node, a capacity <nodecap> (exemplary set to 3000 in 
our example) and specifies certain requirements, such as a PKI <pki> or time-
stamping <ts>. Each cover furthermore includes a cover channel <cc>, which has a 
<type> and a capacity <chancap> (exemplary set to 3000 in our example). Each net-
work furthermore has one or more <connections>, linking a source node <src> to a 
destination node <dst>. 

For the task definition, a global <network-task> exists, which is comprised of sev-
eral tasks <task>, transporting data from a source node <src> to a destination node 
<dst>. For our example, each transfer of the data from one forensic entity to the next 
one is modeled as such a <task>. Each task furthermore comprises <meta> informa-
tion, such as the used <cover>, used <messages> describing the structure of the wa-
termark payload and additional requirements, such as the use of a public key infra-
structure <pki>, time-stamping <ts>, a required capacity <cap> (exemplary set to 
1500 in our example) and a hierarchy-level <hierarchy> (set to two for our example). 

A specified watermarking algorithm <dwm> comprises an <id>, a <cover>, a re-
quired capacity <dwmcap> (exemplary set to 1500 in our example), a <robustness> 
level (exemplary set to ‘low’ in our example) and a <hierarchy> level (set to two for 
our example) as well as a general embedding key <key> (which is independent of the 
specific keys used for the hierarchical embedding). 

The main structure of the watermark payload is described in the <message> tag, in 
our example the messages msg0 and msg1, which represent the two hierarchy levels of 
our scheme (msg0 represents the private area of the scheme whereas msg1 represents 
the public area). The message msg0 describes the first <level> of the watermark and 
contains a <signaturechain>, meaning that all content of the message has to be signed 
by each node processing or forwarding the message. Furthermore, the content of msg0 
is <encrypted> with the symmetric <key> sym_key, which is only known by people 
authorized for that hierarchy <level>. The main content of the message is a <hash> 
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over the original image (in our application scenario a <hash> over the unchanged area 
A of the cover image and a <hash> over the original embedding area B), the original 
pixel values of the embedding area B and the private payload Dpriv. The unchanged area 
A of the cover image is also part of the message, but it is not encrypted, since it is an 
unchanged part of the original cover in which nothing is embedded. 

 

 

 

Fig. 6. Excerpts of the XML description of the network, tasks, watermarking algorithm and the 
message layout of our proposed watermark-based application scenario 

<message> 
 <id>msg0</id> 
 <level>1</level> 

<signaturechain> 
 <content> 
 <signed> 
 <encrypted> 
 <key>sym_key</key> 

 <hashed> 
<hash0>A</hash0> 

 <hash1>B</hash1> 
  </hashed> 
  <data0>B</data0> 
  <data1>Dpriv</data1> 
 </encrypted> 
  <data2>A</data2> 
</signed> 

 </content> 
</signaturechain> 

</message> 
<message> 
 <id>msg1</id> 
 <level>2</level> 
 <content> 
 <data0>Dpub</data0> 
  </content> 
</message>

<network_task> 
 <task> 
 <id>Task1</id> 
 <src>SEN</src> 
 <dst>FE1</dst> 
 <meta> 
 <cover> 
 <id>O</id> 
 <type>image</type> 
 </cover> 
 <message> 
  msg0 
 </message> 

 <message> 
  msg1 
 </message> 

 </meta> 
 <required> 
 <pki>y</pki> 
 <ts>n</ts> 
 <cap>1500</cap> 
 <hierarchy> 
  2 
 </hierarchy> 

 </required> 
 </task> 
 ... 
</network_task> 

<dwms> 
<dwm> 

 <id>Alg01</id> 
 <cover>image</cover> 
 <dwmcap>1500</dwmcap> 
 <robustness>low</robustness> 
 <hierarchy>2</hierarchy> 
 <key>symmetric</key> 
</dwm> 

</dwms> 

 <network> 
<nodes> 
 <node> 
 <id>SEN</id> 
 <cover> 

<cc> 
 <type>image</type> 
 <chancap>3000</chancap> 

 </cc> 
 </cover> 
 <dwm>Alg01</dwm> 
 <nodecap>3000</nodecap> 
 <pki>y</pki> 
 <ts>n</ts> 
 </node> 
 <node> 
 <id>FE1</id> 
 <cover> 
 <cc> 
 <type>image</type> 
 <chancap>3000</chancap> 
 </cc> 
 </cover> 
 <dwm>Alg01</dwm> 
 <nodecap>3000</nodecap> 
 <pki>y</pki> 
 <ts>n</ts> 
 </node> 
 ... 

 </nodes> 
 <lc> 
 <connection> 
 <src>SEN</src> 
 <dst>FE1</dst> 
 </connection> 
 <connection> 

 <src>FE1</src> 
 <dst>FE2</dst> 
 </connection> 
 <connection> 
 <src>FE2</src> 
 <dst>COU</dst> 
 </connection> 
 </lc> 
</network>
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The second message msg1 represents the second hierarchy <level> of the scheme, 
which is the public area consisting of the public, unencrypted, unsigned and unhashed 
data Dpub. 

Having successfully modeled our forensic application scenario (network, task, wa-
termarking algorithm and messages), we can proceed to the second step of the me-
thodology, which is the path search. Since there is only one path in our network, 
which is the route between the sensor SEN and the court COU passing by both foren-
sic experts FE1 and FE2, this task is straightforward. In step 3 of our methodology, 
the optimal path is to be selected using a cost function, which is also trivial since only 
one path is present. 

4.2 CASPER Translation and Compilation (Steps 4-5) 

In step 4 of our methodology, first the xml-representations are automatically trans-
lated into a description of the formalization language CASPER ([3], [5]) by means of 
an automated translation tool. However, it is to note here that the design of the mes-
sage msg0 cannot be automatically translated into CASPER-notation by the devel-
oped tool, since it is too complex for the current abilities of our translator. It therefore 
needs to be manually specified in the second part of step four of the methodology. 

In this second part of the fourth step, apart from the manual adjustment of the mes-
sage layout, the attacker scenario as well as the security aspects to be evaluated have 
to be manually specified. As we show in section 5, the CASPER/FDR-approach is 
currently only able to verify the security aspects of entity-authenticity and confiden-
tiality, however, might be extended to also verify other aspects in future work. 

Due to page limitations, we do not go into the details of the CASPER protocol ad-
justment here, we just want to mention that a generic attacker scenario according to 
Kerckhoffs’ law is used (where a possible intruder has knowledge of all information 
which is not explicitly stated as being secret) and that the security aspects of entity-
authenticity and confidentiality are verified (since these are the only two aspects 
which can be verified with the help of FDR at this point in time). The final CASPER-
code is exemplary depicted for the first <task> in figure 7 (transferring the water-
marked image from the sensor SEN to the first forensic expert FE1). For a detailed 
description of the CASPER-syntax please refer to [3] and [5]. 

The main functionality of the watermarking scheme can be seen in the #Protocol 
description, where the original fingerprint data b_sen, the private payload dpriv_sen 
and a hash over the original image, represented as H(a_sen) (hash over the unchanged 
background part a_sen) and H(b_sen) (hash over the fingerprint area b_sen) are en-
crypted with the shared symmetric key sym_key for the private area of the watermark. 
Such payload is then signed together with the unchanged background area a_sen, 
which is modeled by asymmetric encryption using the private key asym_priv_sen of 
the signing node SEN (in our case the sensor lifting the fingerprint data). The resulting 
data item together with the public payload dpub_sen represents the watermarked cov-
er and is transmitted to the next node, which is the first forensic expert FE1 in our 
example. 
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#Free Variables 
sen,fe1 : Agent 
a_sen : visiblepart 
b_sen : fingerprint 
dpub_sen : publicinfo 
dpriv_sen : privateinfo 
H : HashFunction 
sym_key : SharedKey 
asym_priv_sen, asym_priv_fe1, asym_priv_mal : PrivateKey 
asym_publ_sen, asym_publ_fe1, asym_publ_mal : PublicKey 
InverseKeys = (sym_key, sym_key),(asym_priv_sen, asym_publ_sen),             
(asym_priv_fe1, asym_publ_fe1), (asym_priv_mal, asym_publ_mal) 

#Processes 
TASK1_SENDER(sen, a_sen, b_sen, dpub_sen, dpriv_sen, sym_key, asym_priv_sen, 
asym_publ_sen) 
TASK1_RECEIVER(fe1, sym_key, asym_priv_fe1, asym_publ_fe1, asym_publ_sen) 

#Protocol Description 
0. -> sen : fe1 
1. sen -> fe1 : {a_sen,{b_sen, dpriv_sen, H(a_sen),H(b_sen)}{sym_key}} 
{asym_priv_sen}, dpub_sen 

 

#Specification 
Secret (sen, b_sen, [fe1]) 
Secret (sen, dprivs_sen, [fe1]) 
Agreement(sen, fe1, [a_sen, b_sen, dpriv_sen]) 

#Actual variables 
SEN, FE1, MAL : Agent 
A_SEN: visiblepart 
B_SEN: fingerprint 
DPUB_SEN: publicinfo 
DPRIV_SEN: privateinfo 
SYM_KEY : SharedKey 
InverseKeys = (SYM_KEY, SYM_KEY), (ASYM_PRIV_SEN, ASYM_PUBL_SEN), 
(ASYM_PRIV_FE1, ASYM_PUBL_FE1), (ASYM_PRIV_MAL, ASYM_PUBL_MAL) 
ASYM_PRIV_SEN, ASYM_PRIV_FE1, ASYM_PRIV_MAL : PrivateKey 
ASYM_PUBL_SEN, ASYM_PUBL_FE1, ASYM_PUBL_MAL : PublicKey

#Functions 

#System 
TASK1_SENDER (SEN, A_SEN, B_SEN, DPUB_SEN, DPRIV_SEN, SYM_KEY, ASYM_PRIV_SEN, 
ASYM_PUBL_SEN) 
TASK1_RECEIVER (FE1, SYM_KEY, ASYM_PRIV_FE1, ASYM_PUBL_FE1, ASYM_PRIV_SEN) 

#Intruder Information 
Intruder = MAL 
IntruderKnowledge = {SEN, FE1, A_SEN, DPUB_SEN, ASYM_PRIV_MAL, ASYM_PUBL_MAL, 
ASYM_PUBL_SEN, ASYM_PUBL_FE1} 

Fig. 7. CASPER syntax of the first <task> of our modeled application scenario (SENFE1) 

For specifying the security aspects to be checked, we use the #Specification section 
of the CASPER protocol. Here, we can specify a Secret statement for the verification 
of the confidentiality: Secret (sen, dprivs_sen, [fe1]), meaning that the content of the 
object dpriv_sen is a secret only known to the nodes sen and fe1. The Agreement 
statement can furthermore be used to verify the entity-authenticity: Agreement(sen, 
fe1, [a_sen, b_sen, dpriv_sen]), specifying that after the protocol run, the nodes sen 
and fe1 are correctly authenticated to each other using the objects a_sen, b_sen and 
dpriv_sen (see also [5]). 

In the fifth step of our methodology, the CASPER-code is automatically compiled 
into CSP, which can then be verified using the model-checker FDR. 
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4.3 Model-Checking Using FDR (Step 6) 

In the sixth step of our procedure, we verify our watermark-based communication pro-
tocol using the model-checker FDR. However, the protocol verification for the complete 
network (transfer of the data from SEN to COU over FE1 and FE2) leads to a termina-
tion of the model-checker due to insufficient memory. Our test machine with 3GB of 
memory therefore is not able to cope with the state space of this rather middle-sized 
protocol. Since every node in our exemplary scenario is modifying and re-embedding 
the payload and maybe even changing the cover object, each communication step of the 
protocol can be seen as a transaction of independent data items, therefore allowing to 
simplify our protocol by only checking the first <task> (the transmission of the data 
from the sensor SEN to the first forensic expert FE1) with FDR, for which the computa-
tional requirements are sufficient. The security statement of FDR for this <task>, which 
is the final result of our methodology, is depicted in figure 8. 
 
Checking assertion SECRET_M::SECRET_SPEC [T= SECRET_M::SYSTEM_S 
No attack found 

 
Checking assertion SECRET_M::SEQ_SECRET_SPEC [T=SECRET_M::SYSTEM_S_SEQ 
No attack found 

 
Checking assertion 
AUTH1_M::AuthenticateTASK1_SENDERToTASK1_RECEIVERAgreement_a_sen_b_sen_dpriv_sen  
[T=AUTH1_M::SYSTEM_1 
Attack found: 

 
Top level trace: 
FE1 believes (s)he has completed a run of the protocol, taking role 
TASK1_RECEIVER, with SEN, using data items A_SEN, B_SEN, DPRIV_SEN 

 
System level: 
Casper> 0. ->SEN : MAL 
1. SEN -> I_MAL : {A_SEN, {B_SEN, DPRIV_SEN, H(A_SEN), 
H(B_SEN)}{SYM_KEY}}{ASYM_PRIV_SEN}, DPUB_SEN 
1. I_SEN -> FE1 : {A_SEN, {B_SEN, DPRIV_SEN, H(A_SEN), 
H(B_SEN)}{SYM_KEY}}{ASYM_PRIV_SEN}, DPUB_SEN 

Fig. 8. FDR security statement checking the modeled protocol for the first <task> (SENFE1) 

The results of the model-checking show that for the first two security specifica-
tions, which are representing the confidentiality requirements, no attack is found and 
therefore the confidentiality is verified. For the third security specification, which is 
representing the entity-authenticity, a classical man in the middle attack is found, with 
an intruder intercepting the data sent by the sensor SEN and forwarding it to the first 
forensic expert FE1 at an arbitrary point in time. This information can be used to 
harden the protocol, e.g. by including a timestamp into the payload of the watermark 
or by applying additional authentication mechanisms. 

Especially in watermark-based protocol contexts it might be of great interest to al-
so verify the data-origin-authenticity and the integrity of the data, since watermarked 
objects are often transferred over the internet or other insecure networks with a huge 
number of non-trusted nodes, where the entity-authenticity might not be assurable. 
This is not possible with CASPER/FDR at this point in time, as shown in the next 
section. However, with some adjustment of the CASPER-notation, the verification of 
these security aspects might be possible. 



332 R. Merkel et al. 

5 Prospects and Limitations of the CASPER/FDR Based  
Semi-automated Modeling and Verification Approach 

Concerning the security aspects which can be verified, the CASPER/FDR approach is 
so far limited to the verification of the confidentiality and the entity-authenticity of a 
protocol. Although the CASPER syntax provides a general framework for checking the 
integrity (such as hashes) as well as constructs for a possible verification of the data-
origin authenticity (such as hashes and asymmetric encryption, which might be used for 
a digital signature scheme), the current realization of the CASPER language does not 
allow for a verification of such security aspects. An example is given here, showing that 
integrity cannot be verified using the CASPER/FDR approach. In an exemplary scena-
rio, a node X sends an unencrypted message m to a node Y, which forwards it to a node 
Z (see figure 9). To model the integrity of such scenario, the nodes X and Z need to be 
given predefined knowledge of each other and an agreement between X and Z on the 
message m needs to be defined. In this case, trivially an attack on the integrity should be 
found by the model-checker FDR, representing a man-in-the-middle attack with an 
intruder claiming to be node Y, capturing the message m from node X and forwarding a 
changed message m’ to the node Z. However, the results show that no attack is found, 
counter-proving such integrity-verification approach. 
 

#Free Variables 
x,y,z : Agent 
m : Message 

#Processes 
SENDER(x,z,m) 
FORWARDER(y) 
RECEIVER(z,x) 

#Protocol description 
0. -> x : y 
1. -> y : z 
2. x -> y : m 
3. y -> z : m 

#Specification 
Agreement(x,z,[m]) 

#Actual variables 
X,Y,Z,MAL : Agent 
M : Message 

#Functions 

#System 
SENDER(X,Z,M) 
FORWARDER(Y) 
RECEIVER(Z,X) 

#Intruder Information 
Intruder = MAL 
IntruderKnowledge = {X,Y,Z} 

Checking assertion AUTH1_M::AuthenticateSENDERToRECEIVERAgreement_m 
T=AUTH1_M::SYSTEM_1 
No attack found 

Fig. 9. Casper syntax and FDR security statement of our counter-example, showing that integri-
ty cannot be verified by CASPER and FDR at this point in time 

The reason for this behavior seems to lie in the CASPER realization, which is de-
signed to (apart from confidentiality) check if two nodes exchanging certain messages 
are correctly authenticated to each other (see [5]). Once this authentication is given, 
fulfillment of the agreement-statement (which is in our example used for the integrity 
verification) is declared, which is the case from the beginning of the protocol run on 
because the source and destination node know each other already by predefined know-
ledge. The agreement-statement can therefore in its current form not be used for the 
integrity verification. The data-origin-authenticity, being modeled as verifying the inte-
grity of the authenticity information, is a subset of the integrity. As such, it can therefore 
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also not be checked by CASPER, which is logically taking the fact into account that the 
data-origin-authenticity cannot be attacked by a possible man-in-the-middle if the two 
communicating nodes are already authenticated to each other. Therefore, while  
entity-authenticity and confidentiality can be obviously verified by the CASPER/FDR 
approach, integrity and data-origin-authenticity cannot due to the realization of the 
CASPER language. However, the general structure exists, which might allow the  
verification of these security aspects if the CASPER language would be extended. 

Availability cannot be checked with the scheme at the moment. Given the syntac-
tical framework of CASPER and FDR, it might be possible with an extended syntax 
to check if a certain message ultimately reaches its destination node, the availability 
of the nodes themselves, however, cannot be verified due to the strict sequential de-
sign of the scheme, which does not allow for dynamic changes of network nodes. The 
non-repudiation might be verifiable, if the number of possible sources of modifica-
tion, which might be extractible in the scope of a possible integrity-verification, is 
limited to exactly one entity. 

The syntactical limitations of the CASPER language represent significant limitations 
to the methodology. Here, the adoption of the approach from the domain of cryptogra-
phy can clearly be seen. Many watermarking primitives cannot easily be modeled. 
While an invertible blind watermark might be modeled quite easily by simply encrypt-
ing the payload data and sending it (together with the cover) to the receiver who is de-
crypting it, non-blind or non-invertible watermarks are much harder to model and would 
require additional basic functionality in CASPER. Furthermore, CASPER offers no 
structures to store data at a network node for later use, such as a hash value or time-
stamp, which might have to be verified at a later stage of the protocol run. At the same 
time, it is not possible to forward data without interpretation for more than one step. 
CASPER allows for a node to store data in a variable without interpreting it, but the 
next node the data is sent to needs to interpret it, which is not desired in a scenario, 
where data is to be forwarded through many nodes without processing. 

The complexity limitations pose another major problem to the methodology. Even 
the earlier proposed watermark-based communication protocol, which is rather small 
in comparison to other practical application scenarios (possibly being much more 
complex), cannot be verified with FDR using a RAM size of 3GB, causing the model-
checker to exit with not having enough memory. The limitations of the state-space 
size of the model-checker are therefore another challenge. However, protocol simpli-
fying transformations might be used in advance, as proposed in [15]. Furthermore, the 
strict sequential processing of the protocols required by FDR does not allow for the 
analysis of dynamic or fuzzy networks, as well as erroneous channels, which are very 
common in practical application scenarios. 

Our methodology itself introduces some further limitations, which are referred to as 
methodology limitations in this paper. The methodology is limited by design to the 
evaluation of the security of a protocol, not of its underlying primitives, which have to 
be separately evaluated. A significant challenge for the presented framework is  
furthermore to define automated primitives and translations rules, which allow for a 
generalized protocol modeling and verification. While the definition of the network and 
tasks is comparatively easy, the definition of the watermarking scheme, especially the 
structure of the message transferred (see section 4.1), is very hard to be specified in a 
general manner, since these messages are often very algorithm-specific with different 
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granularity or embedding strategies and are allowing for different modifications of the 
used embedding scheme and/or –area. Even if such a message can successfully be mod-
eled, a general automated translation into the CASPER language seems to be very chal-
lenging, due to the complexity and different requirements of the different messages. For 
our introduced communication protocol, the defined message msg0 (see section 4.1) 
could not completely be translated by the translation-tool, leaving the core-functionality 
of the message to be adapted manually. Also, the security aspects to be verified as well 
as the definition of different attacker-scenarios (represented by different knowledge of a 
possible intruder) need to be specified manually, leading to the need of a manual adap-
tion of the scheme, which requires knowledge of the CASPER-language. 

The limitations summarized within this section can partially be overcome by  
extending the scheme. The security aspects of data-origin-authenticity as well as inte-
grity verification and even non-repudiation might be included by adapting the 
CASPER-language. Also the syntactical limitations can be overcome by adding new, 
watermark-related functionality to CASPER. The complexity limitations are much 
more challenging to improve. However, they can be partially overcome by simplify-
ing the protocol in advance (see [15]) or by using higher computational power. The 
methodology limitations so far lead to the need of an increased manual adjustment but 
do not limit the scheme itself. It could be further improved in future research and by 
systematically collecting common used primitives to cover at least the common  
watermarking schemes and protocol functions. 

The practical prospects of our approach using semi-automated protocol modeling, 
generation and security verification can be summarized to its cost-effectiveness. In 
contrast to its alternative, the manual security verification of protocols, it is assumed 
to be faster and easier adaptable to specific application scenario requirements. How-
ever, the mentioned limitations need to be addressed first, for it to be feasible for the 
practical usage. 

6 Conclusions and Future Work 

In this paper, we evaluated the feasibility of our previously introduced semi-
automated verification approach for watermark-based communication protocols, us-
ing XML, the modeling language CASPER and the model-checker FDR. For our 
evaluation, we proposed an exemplary application scenario where digital watermark-
ing is applied to high-resolution forensic fingerprint data for the privacy- and chain of 
custody preservation in a forensic investigation. We showed that although the metho-
dology offers great advantages, it has also severe limitations, preventing a practical 
application to many scenarios at the moment. However, we also showed that there are 
comparatively easy ways to improve the scheme to be suitable for a practical applica-
tion, such as the enhancement of the CASPER-syntax. 

In future work, the suggested improvements, especially the enhancement of the 
CASPER syntax and further improvement of the translation rules and modeling frame-
work should be conducted, to make the methodology feasible for a practical application. 
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Abstract. This paper introduces a novel area of research to the Im-
age Forensic field; identifying High Dynamic Range (HDR) digital im-
ages. We create a test set of images that are a combination of HDR and
standard images of similar scenes. We also propose a scheme to isolate
fingerprints of the HDR-induced haloing artifact at “strong” edge posi-
tions, and present experimental results in extracting suitable features for
a successful SVM-driven classification of edges from HDR and standard
images. A majority vote of this output is then utilised to complete a
highly accurate classification system.

Keywords: Image Forensics, High Dynamic Range Imaging.

1 Introduction

In standard 24-bit imaging (one byte per channel), a single pixel can be repre-
sented by one of over 1.6 million colours. In real-world environments, however,
the depth of colour is significantly larger, meaning that digital images often
misrepresent them. Consequently, the images would likely contain under or over-
exposed regions that degrade texture, detail, and colour. Throughout this paper,
we refer to such images as Low Dynamic Range (LDR) images. In contrast to
LDR images, in High Dynamic Range (HDR) imaging, a set of differently ex-
posed images are combined and processed to create an image with a greater
range of luminance between the light and dark areas of an image. This creates
a more balanced version of the original image that matches the real-world envi-
ronment more closely. Figure 1 illustrates one example of the difference between
LDR and HDR versions of the same scene.

The quality of HDR processed images has led many manufacturers to use it
for enhancing images automatically, directly after they are captured. Popular
digital cameras with onboard HDR processing include camera phones such as
the Apple iPhone 4 and a wide range of DSLR cameras manufactured by Canon,
Sony, Nikon, Casio, Pentax, and many more. Furthermore, since HDR imaging
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(a) A standard LDR image (b) An HDR processed version

Fig. 1. LDR vs. HDR imaging. Note that in the LDR image (a) the dark areas of the
statue are under-exposed and therefore lack the depth and detail that is present in the
HDR image (b). Similarly, the texture of the clouds are mostly washed out in the LDR
image due to over-exposure, where as the HDR version still possesses detail in these
regions.

is purely software-driven, the set of camera phone devices increases when we
consider downloadable apps available for Android users.

Previously, HDR imaging was considered an image editing tool that was en-
tirely separate from the image acquisition pipeline. Most HDR creations there-
fore required the use of image editing software such as Adobe Photoshop and
GIMP, as well as a bespoke collection of applications such as Photomatix Pro,
easyHDR, and DynamicPhoto HDR. However, as an obvious consequence of
the increasing availability to HDR imaging, more and more images that appear
online are a result of HDR processing. Developing a strategy for the accurate
forensic detection of digital images produced from the HDR imaging pipeline is
therefore of great importance to ensure we understand the history of a digital
image. In this paper, we direct our attention to images captured from HDR de-
vices, with the aim of distinguishing between standard and HDR images taken
from the same device. Specifically, this paper discusses and works from the cre-
ation of a test set of images captured from the Apple iPhone 4. This device is
consistently reported by imaging-hosting website, Flickr.com as the most popu-
lar device amongst their community of over 60 million users. When we therefore
consider the potential frequency of digital images currently in circulation that
originate from this device, it is important to consider it for forensic experiment.
Furthermore, the Apple iPhone 4 allows users to capture and process images as
HDR natively, meaning it is highly probable that many images in circulation
are of this type. We also explore anomalies associated with the HDR imaging
pipeline, and combine the output of a trained Support Vector Machine (SVM)
with majority voting to classify the images accurately.

Much of the image forensic research is currently geared towards camera iden-
tification. Moreover, the identification of anomalies in the image acquisition
pipeline can be used to intrinsically link digital images to their source device.
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Some of the more acclaimed approaches for achieving this include the analysis
of sensor noise patterns [1], radial distortions caused by lens misalignments [2],
the affect of the Colour Filter Array (CFA) on pixel colours [3], [4], [5], and the
creation of a 34 featured SVM classifier extracted from a range of image proper-
ties [6]. Since some manufacturers’ allow the direct processing of HDR imaging,
it can be considered a possible extension to the image acquisition pipeline, pro-
viding a wider range of potential features to aid camera identification. The HDR
imaging pipeline is complicated and varies with the implementation. It is there-
fore likely that fingerprints of individual manufacturer implementations of HDR
imaging can directly aid camera identification. Currently, we believe that there
is no literature related to Image Forensics for solving the HDR vs. standard
problem. It seems logical to suggest that this area will grow in popularity based
on the growing trend of applications created for producing HDR images.

This paper introduces the key steps in creating an HDR image, before defining
the usage of Homomorphic Filtering for compressing the dynamic range to one
that is compatible with output devices. A resulting anomaly from this process
is then highlighted, before presenting our strategy for classifying HDR and LDR
images. Our experimental results are followed by a concluding summary of our
work and potential paths for future work.

2 High Dynamic Range Imaging Pipeline

The High Dynamic Range imaging pipeline is a complicated mixture of many
processes, sub-processes, and bespoke strategies. Each implementation of HDR
imaging can create output images that are significantly different from each other.
For example, some implementations seek to produce artistic images that appear
as though they have been heavily post-processed, whereas other implementa-
tions aim to produce more natural-looking images that closely match real-world
scenes. Even when multiple separate implementations share the same desired
output, there will still exist some subtle differences that can be useful for foren-
sic analysis.

In Figure 2 we present a simplified model of the HDR pipeline that encom-
passes the main activities. The figure shows that the dynamic range of a real-
world scene is much larger than that of a digital camera. Consequently, when a
digital camera captures the scene, a lot of detail in the bright and dark regions
is lost in over and under-exposed regions. In contrast, HDR imaging solves this
problem by capturing a minimum of two differently exposed images that capture
the detail in the highlights and shadows of the scene, as well as the main focal
point. These images are then combined to produce a single HDR image with
a dynamic range much closer to the real-world scene. However, since display
devices and printers have a much smaller dynamic range, the image must be
compressed to remove insignificant luminance data so that it can be viewed or
printed. This process is known as Tone Mapping, and has been the focus of much
HDR research in the past few years [7], [8], [9], [10]. The main challenge lies in
the fact that there is no universal solution to the tone-mapping problem, since
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Fig. 2. The HDR imaging pipeline (adapted from [12])

it depends on the scene captured as to how the dynamic range can be reduced
without damaging the natural feel of the image.

Oppenheim et al. were amongst the first authors to formally introduce this
dilemma, and presented several ideas for tone mapping that are present in many
of today’s tone mapping operators [11]. Arguably the most dominant of these
ideas was the use of Homomorphic Filtering for frequency-dependant compres-
sion of luminance components. This concept is discussed in the following section.

3 Homomorphic Filtering

It is well documented in image processing literature that a given image is com-
prised of two respective brightness and contrast components: illuminance and
reflectance, and that the human brain uses these components to complete the
scenes that our eyes capture [13]. The illuminance component refers to the avail-
able light that radiates the scene, and reflectance refers to the light that is
reflected off of the various objects that the scene contains. For example, a lake
will reflect more light than a park bench (reflectance), but both could be lit by
the sun (illuminance). A digital image can therefore be expressed in simplified
luminance terms as the product of illuminance and reflectance components:

L(x,y) = i(x,y) · r(x,y). (1)

where L(x,y) refers to a digital image expressed in luminance terms, and i(x,y),
r(x,y) refer to the illuminance and reflectance components respectively. In [11],
the authors observe that the illuminance component contains significant redun-
dancy, and can be compressed with a minimal impact to the detail and contrast
of the image. Since luminance is a multiplicative product of i and r, the compo-
nents must be separated such that dynamic range compression may be performed
on i only. This is achieved by firstly computing the luminance data in terms of
the logarithmic space such that:
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log(L(x,y)) = log(i(x,y)) + log(r(x,y)). (2)

Note how the luminance data is now expressed as an additive mix of i and r.
The authors in [11] state that if the data are further expressed according to
the Discrete Fourier Transform (DFT), then low frequencies can be associated
with the illuminance component, and high frequencies with the reflectance com-
ponent. The final task is to apply Homomorphic Filtering to attenuate the low
frequencies whilst preserving the high frequencies in order to reduce the negligi-
ble illuminance data whilst simultaneously increasing the contrast of the image.

(a) Before Homomorphic Filtering (b) After Homomorphic Filtering

Fig. 3. The effect of Homomorphic Filtering [14]. In the original image image (a)
the contrast range is so low that the interior of the vehicle appears dark and lacks
detail. However, in the homomorphic filtered image (b) the contrast associated with
the detailed regions is emphasised.

Dynamic range compression by Homomorphic Filtering is a popular method-
ology amongst recent HDR imaging implementations since it is very effective at
producing dynamically compressed images with natural-looking end results [15].
However, depending on the contrast difference of two objects, and indeed the at-
tenuation function used, it is common for the filtering process to produce a halo
artifact, where objects appear to glow against the background. This artifact is
most apparent in edge pixels, since they are a combination of both high and low
frequencies, and only the low frequencies are attenuated. The degree to which
this artifact is apparent depends on the specific implementation, but in forensic
terms this makes it a useful source for fingerprinting. It is this homomorphic
filtering artifact that this paper uses for classifying whether an image is HDR or
LDR.

4 Evaluation Methodology

In this paper, we hypothesise that digital images will exhibit signs of the halo
artifact if they are composed from the HDR imaging pipeline. Similarly, the
artifact will not exist to the same magnitude for standard images produced by
conventional photography. The identification of haloed regions should therefore
help to distinguish HDR and LDR images accurately.
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4.1 Test Strategy

In our initial work, we establish a library of 100 ‘landscape’ images that are an
equal combination of HDR and LDR images taken with the same device (Apple
iPhone 4 running iOS 4.3.3). The images are captured with the native camera
application, and the device is mounted to a tripod to ensure that the alignment
between the HDR and LDR versions of the same scene is consistent. For each
image, ‘strong’ vertical edge points – such as where bright light from the sky
merges with a dark object – are extracted and data from these regions are tested
to isolate the halo artifact. As discussed in Section 3, the halo artifact is most
evident at these such edge regions, as they are comprised of both high and low
frequency data.

Following on from a system we have designed to isolate strong edges, we
propose the extraction of a frame of pixel data (obtained from the left and
right of these edge points) for 100 edges from each image. We then use this
data in conjunction with the LibSVM classifier to predict the likelihood that a
given edge is an HDR edge. Based on the results of this classification, we then
employ majority voting to establish the generalised accuracy for detecting an
HDR image.

Figure 4 illustrates a typical example of the degree of haloing associated with
LDR and HDR images captured from the Apple iPhone 4. The HDR image shows
clear edge anomalies around the strong edge points compared to the equivalent
LDR image. What we see is a single bright pixel that separates the boundary
of the object with the bright sky background. This is a strong indication that
homomorphic filtering has taken place at these two contrasting points, and sub-
sequently a useful fingerprint for detecting HDR imaging.

4.2 Edge Selection

The successful extraction of strong edges is key to identifying the halo artifact
that forms the basis of our classification process. In essence, we need to establish
some automated scheme for extracting the most suitable edges to be considered
for evaluation. Figure 5 presents a block diagram of our initial schema for ‘Strong
Edge’ extraction.

Canny Edge Detection. We start by extracting the luminance component of
the image, and applying Canny edge detection to find as many edges as possible.
Canny edge detection is the preferred choice as our preliminary testing showed
that this operator extracted a higher frequency of the most relevant edges. Fig-
ure 6 illustrates how the Sobel, Roberts, and Prewitt operators misses important
edges when the brightness of an object closely matches that of the background.
In particular, note how the Canny edge operator provides more consistent edge
information for the “Refectory” and“Shop” signposts, with respect to other op-
erators. However, since the output of the canny edge detection over-detects many
edges from detailed regions, the information must be reduced in order to locate a
single edge of interest. To achieve this, the image itself must first undergo several
transformations, as discussed in the next section.
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(a) LDR version (b) HDR version

(c) LDR ‘strong’ edges (magnified) (d) HDR ‘strong’ edges (magnified)

Fig. 4. HDR and LDR images captured from Apple iPhone 4, and their respective
‘strong’ edges. Note that whilst the edges of the LDR image (c) do not show visible
signs of haloing, the haloing is abundantly obvious for the corresponding edges in the
HDR image (d).

Fig. 5. The ‘Strong Edge’ extraction process
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(a) Canny (b) Sobel (c) Roberts (d) Prewitt

Fig. 6. Edge detection using different operators, each with perceptually optimum
threshold values

Threshold to Binary Form. In order to reduce the amount of edges that
are detected, the detailed regions of the image must be reduced such that all
that remains is the edge associated with objects that neighbour significantly
contrasting backgrounds. In this model, we firstly threshold the luminance data
to produce a binary, black and white pixel representation. The “open” morpho-
logical operator is then used to merge the detailed regions in the black and white
regions.

Edge Reduction. Since this initial work focuses only on vertical edges, we
can apply Sobel edge detection on the opened image to extract only the edges
that are likely to be of interest. Now that the detail has been removed from
the image, we obtain a much smaller number of edges than we obtained from
the Canny edge detection phase. However, due to the fact that morphological
opening is a combination of erosion and dilation, the Sobel edges we extract may
be slightly misaligned with the original image. We therefore consider the Sobel
edges an estimate of interesting edges, and obtain the closest neighbouring edges
from the Canny edge image. The remaining connected edges are then iteratively
processed to determine whether or not they satisfy certain conditions. Assuming
for this example that the object is expressed as pixel value 0, and the background
is expressed as 1, then the conditions are:

– mode of 5 pixels left of edge = 0.
– mode of 5 pixels right of edge = 1.
– | angle of connected edge | ≤ 30 ◦ of vertical axis.

The first rule checks that the object is on the left, while the second rule also
checks that the background is on the right of the connected edges. The third rule
checks that the edge is close to vertical. The haloing artifact exists as a normal
vector to the edge. To simplify the scheme, we consider the haloing artifact that
is a normal vector of the vertical axis such that a horizontal extraction of pixel
data would encapsulate the full artifact. If the connected edge were at 45 ◦, for
example, then we would need to consider and evaluate diagonal pixels. When
a connected edge does not satisfy all of the conditions, they will be dropped,
and only the edges that are likely to yield the most useful results remain. Figure
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Fig. 7. Examples of edges extracted from the Edge Selection process

7 illustrates several examples of the selected edges that will be used to isolate
signs of the haloing artifact.

5 Experimental Results

5.1 Pixel Distribution

Using the edge selection scheme discussed in Section 4.2, we obtain the selected
edges for each individual image. We then extract a horizontal frame of pixel
data centred on each individual edge position, that describes the distribution of
pixel data for the object (left) and background (right) that neighbour the edge.
Figure 8 illustrates the typical pixel distribution extracted from LDR and HDR
images, where a frame radius of 128 pixels is selected.

The vertical line at zero represents the location of the edge pixel. Of particular
interest is the distribution of the pixel data that immediately follows the edge.
For the LDR image, there is a small peak where the pixels are seemingly slightly
brighter than the remainder of the data. In comparison, this peak is much larger
for HDR images where it is noted that the pixels immediately right of the edge
are more contrasting to the remainder of the data. This is the result of the HDR
version containing more colour and texture data than its LDR counterpart, and
a clear graphical representation of what was noted from Figure 4.
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5.2 Classification of HDR vs. LDR Edges

The plots illustrated in Figure 8 are actually a fair representation of the plots
obtained for each of the images. In each case, the LDR version shows a smaller
peak when compared to the equivalent HDR image. This provides further confi-
dence that extracting the correct features from this data could help to distinguish
between both image types. Of course, the magnitude to which this peak extends
is proportionate to the image pixels. If the background is relatively white (for
example, in a cloudy scene) then the peak will be smaller than if the sky is a
deep blue. However, since it is unlikely that the distribution of pixel data in
white clouds will exactly equal the intensity of the halo, a peak always exists.
For this reason, it is arguably inappropriate to base feature extraction in the
spatial domain. However, accepting that the peak following the edge pixel exists
as a common characteristic between the images, it is likely that a DFT trans-
formation will emphasise this trait. We therefore convert each extracted frame
of pixels to the DFT domain. By randomly selecting 100 edges from the edge
selection process, we sample the pixel data and obtain the magnitude of DFT for
each. We then reduce the DFT output to half the original length by removing
the symmetric data. Using simply this output, we create a training data set for
LibSVM classification. The training set is comprised of 100 edges from 90% of
the images. More precisely, the training set will be a 9000x128 data matrix, since
90 of the 100 images are used for training, and a 1x128 DFT vector is computed
for 100 edges for each image. The remaining 10 images are processed in exactly
the same way and are used as test data for the LibSVM classifier.

5.3 Results

The LibSVM classifier was able to classify each individual edge with an overall
accuracy of 85.1%. Considering that we use 100 edges from every image, this
preliminary result provides further proof that the proposed use of the halo ar-
tifact is consistent for both image types. However, this classification alone does
not demonstrate the success as to whether an entire image is classified as either
LDR or HDR. To achieve this, the output of the data classification must be ag-
gregated to groups of 100, where each group represents all the edges for the same
image. Using a majority voting strategy, the individual images can be classified
with respective levels of confidence. Table 1 shows the ‘actual’ class type (LDR
or HDR) for the 10 images tested. The majority voting process correctly predicts
the class type in each instance leading to a generalised classification accuracy of
100%. For each image, the percentage of correctly classified edges is computed
to provide a confidence level to which each classification is made.

Since the majority voting process implies an accuracy of 100%, we have proved
that our scheme can accurately use a single property of HDR imaging to distin-
guish between LDR and HDR images. The individual levels of confidence from
each of these classifications is as high as 100%, but also decreased to 55%. After
a brief evaluation of the image this data corresponds to, it is clear that the image
is highly textured, and this negatively affects our scheme for extracting strong
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(a) Pixel distribution from HDR Image

(b) Pixel distribution from LDR Image

Fig. 8. The pixel distribution of LDR (a) and HDR (b) edges. The data has been
normalised to intensity values for clearer interpretation.
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Table 1. Final classification of LDR vs. HDR images, and the respective confidence
levels

Test Image Actual Predicted Accuracy (%)

1 HDR HDR ✔ 88
2 HDR HDR ✔ 99
3 HDR HDR ✔ 80
4 HDR HDR ✔ 69
5 HDR HDR ✔ 55
6 LDR LDR ✔ 87
7 LDR LDR ✔ 92
8 LDR LDR ✔ 100
9 LDR LDR ✔ 91
10 LDR LDR ✔ 90

edges. In this example, a weaker edge was selected, and the data corresponding
to the halo was not captured fully. The requirement of developing a more precise
scheme is therefore of interest to future work.

To check for manufacturer-specific consistencies in the halo artifact, a small
number of random HDR and LDR images have been collected from 2 other Ap-
ple iPhone 4 devices. For each of the images tested, the halo artifact exists to the
same degree, and similar classification accuracies were obtained. Furthermore,
the latest iOS software beta 5.0 was installed to a 4th Apple iPhone 4 device to
ensure that the halo artifact has not been addressed by a software update dis-
tributed by the manufacturer. Again, the halo artifact was still notably present
in HDR images.

It is expected that each manufacturer-driven implementation of the HDR
imaging pipeline will inherit anomalies that can be traced to the device in much
the same way that camera identification research functions. Furthermore, HDR-
induced anomalies such as the haloing artifact are likely to be handled differently
depending on the implementation. Since there are many applications available for
mobile devices to produce HDR images, it is therefore feasible that the specific
application used to create them can be traced.

6 Conclusion

In this paper, we have introduced a novel area for image forensic research, and
proposed a forensic scheme for identifying the halo artifact induced by HDR
imaging, in images collected from the Apple iPhone 4. The scheme is capable
of extracting the most suitable edges for analysis, converting them to an ap-
propriate feature representation, and classifying the image successfully. We have
presented a proof of concept by presenting our initial experiments and method-
ology for correctly classifying LDR and HDR images with a 100% success rate
on a small test set. Of interest to future work is the obvious requirement of
improving the confidence of individual classifications; most logically by refining
the edge selection scheme. Our current strategy for identifying the halo artifact
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functions only on vertical edges, but can be expanded for horizontal edges in
order to strengthen the likelihood that the extracted edge data captures haloed
regions. Beyond this, a system for processing any edge could be engineered such
that the frame data is extracted as a normal vector to the edge direction. These
modifications would enable the scheme to be more compatible with a wider range
of scenes.
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Abstract. Image splicing is very common and fundamental in image
tampering, which severely threatens the integrity and authenticity of
images. As a result, there is a great need for the detection of image splic-
ing. In this paper, an improved run length based scheme is proposed to
detect this specific artifact. Firstly, the edge gradient matrix of an image
is computed. Secondly, approximate run length is defined and calculated
along the edge gradient direction. Thirdly, features are constructed from
the related histograms of the approximate run length. Finally, support
vector machine (SVM) is exploited to classify the authentic and spliced
images using the constructed features. The experiment results demon-
strate that the proposed approach can achieve a moderate accuracy with
far less computational cost and much fewer features when compared with
a similar method.

Keywords: Image splicing detection, Digital image forensics, Approxi-
mate run length, Edge detection, Characteristic function.

1 Introduction

Nowadays, digital images have been widely used in our daily life. However, with
the development of computer software technology and the rise of Internet, it’s
so easy to tamper an image and distribute it that the saying ”seeing is believ-
ing” is no longer always true. As a result, digital image forensics that aims at
authenticating digital images and detecting possible image forgeries becomes a
hot research area.

There are lots of different kinds of image forgeries, such as image splicing,
copy-move, blurring, re-sampling. Among all these tampering operations, image
splicing is the most common and fundamental one that creates composite im-
age by cutting and joining two or more photographs. Spliced images could be
deceivably authentic to human eyes even without any post-processing such as
matting and blending, see Fig. 1 for some examples [11]. What’s more, spliced
images could be used for malicious purposes, because they could lead to people’s
misunderstanding to the contents, or convince people to something that never
exists. Therefore, the detection of image splicing is of great importance.

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 349–360, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Examples of spliced images

Generally speaking, there are two different kinds of techniques in digital image
forensics, referred to as active [9] and passive (blind) [8], respectively. Though
the former one could achieve a better performance and robustness in image
tampering detection, it needs some information to be inserted into digital images
before the images are distributed, which restricts its application area. The latter
one, on the contrary, can do the detection in the absence of such information,
and consequently attracts more attentions.

The logic behind the passive (blind) detection is that, though visual clues
are erasable, image tampering would inevitably alter the underlying statistical
characteristic of an image. Based on this idea, lots of researches focusing on dif-
ferent kinds of image forgeries have been proposed. In the field of image splicing,
some blind detection approaches have been developed in the past. In a series of
papers [10,12,13], Ng et al. proposed to use a higher order moment spectra, bi-
coherence, as features to identify spliced images. It is claimed that bicoherence
is sensitive to quadratic phase coupling (QPC) caused by splicing discontinu-
ity. The bicoherence based approach was tested on a well designed image data
set [11], and a detection accuracy was reported as high as 72%. In [4], Shi et
al. utilized Hilbert-Huang Transform (HHT) to capture the high non-linear and
non-stationary nature introduced by image splicing. Besides, a statistical nat-
ural image model based on moments of characteristic function using wavelet
decomposition was proposed in this work. By combining features extracted from
these two methods, a detection accuracy of 80.15% was reported. In [6], camera
response function (CRF) was exploited by Hsu et al. for image splicing detection
in a semi-automatic manner. And this work was extended to a fully automatic
one by incorporating automatic image segmentation in [7]. 2D phase congruency
as well as statistical moments of wavelet characteristic function were proposed
by Chen et al. as features to detect spliced images in [2]. They achieved a de-
tection accuracy of 82.32% on Columbia Image Splicing Detection Evaluation
Dataset [11] using SVM as the classifier. In [14], Shi et al. proposed a natural
image model consisting of two kinds of statistical features. The model could
achieve a detection accuracy of 91.87%.

The approaches mentioned above are very promising in terms of detection
accuracy. However, detection accuracy is not all, computational cost and feature
dimensionality should be taken into consideration too. Since the detection ac-
curacy achieved is more than 90%, the next step would be searching for some
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approaches with less computational complexity, while keeping the detection ac-
curacy as high as possible. For this purpose, inspired by the run length concept
mentioned in [3], an image splicing detection algorithm based on approximate
run length is proposed in this paper.

The rest of this paper is organized as follows. In section 2, the approximate
run length based approach is described in detail. The experiment results of our
proposed approach as well as the comparison with the scheme proposed in [3]
are shown in section 3. Finally, the conclusions are drawn in section 4.

2 The Proposed Approach

In this section, the approximate run length extended from the original one is
presented firstly. Then, the proposed approach based on the approximate run
length is described in detail.

2.1 The Original Method Based on Run Length

Inspired by the conclusion in [15] that approaches used in steganalysis can also
be used in splicing detection if appropriately applied, Jing Dong et al. proposed
to use Run-Length based statistic moments for image splicing detection in [3]
(denoted as the original method based on run length here). A run is defined as
a string of consecutive pixels having the same gray-scale value along a specific
linear orientation θ (e.g. 0◦, 45◦, 90◦ and 135◦). The length of the run is the
number of repeating pixels in the run. The image run length histogram is then
defined as a vector:

Hθ(j) =

M∑

i=1

pθ(i, j), 1 < j < N (1)

where pθ(i, j) is a run length matrix defined as the number of runs with pixels of
gray-scale value i and run length j. M is the number of gray levels while N is the
maximum run length. Using Eq. (2), Jing Dong et al. extracted the first three
moments of characteristic function from image run length histograms in four
directions as features for image splicing detection, and a detection accuracy of
69.75% on Columbia Image Splicing Detection Evaluation Dataset was reported
in [3].

Mn =

L/2∑
j=1

fn
j |F (fj)|

L/2∑
j=1

|F (fj)|
(2)

Here, n is the order of moment, F (·) represents the Discrete Fourier Trans-
form (DFT), and L is the total number of points in the horizontal axis of the
histogram. More details about Eq. (2) and the reason for using moments of char-
acteristic function instead of moments of histograms can be found in [14, 16].
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2.2 The Improved Method Based on Approximate Run Length

The original run length based method mentioned above is simple and fast, how-
ever, its detection accuracy is not high enough. Here, we propose an improved
method based on approximate run length, which can achieve higher detection
accuracy with fewer features. The approximate run length is developed by mak-
ing some modifications to the original one. The modifications and the reasons
making these modifications are discussed as follows:

Firstly, instead of computing all the run lengths of an image, we only compute
run lengths on the edge pixels. The global discontinuity and incoherency on
image structure and pixel correlation introduced by splicing are too limited to
be detected by computing all the run lengths of an image, because most of the run
lengths (the ones within the same spliced region in a spliced image) are totally
not affected by the splicing operation. Computing run lengths on the edge pixels,
on the contrary, is better for the reason that splicing normally introduces extra
edges to the image. Extra edges introduced by splicing are sharper than the ones
existing in the authentic images (non-spliced images) in general, and hence, can
be taken advantage of distinguishing spliced images from natural ones.

Secondly, instead of computing run lengths along four specific linear orienta-
tions (i.e. 0◦, 45◦, 90◦ and 135◦), we compute run length along the respective
gradient direction of each edge pixel only. Computing run lengths along four
specific linear orientations is not necessary, see Fig. 2 for a simple example of a
spliced image. In this simple case, run lengths along the orientation 90◦ alone
is enough to reveal the splicing forgery, and run lengths along the linear orien-
tation 0◦ is completely not affected by the splicing, while run lengths along the
orientation 45◦ and 135◦ bring no more helpful information than those along
the orientation 90◦. In fact, for this specific example, the orientation 90◦ is the
gradient direction of all the edge pixels. Gradient direction of an edge pixel is
the linear orientation spanning the edge, which could possibly be an edge be-
tween two spliced regions in a spliced image. As mentioned above, extra edges
introduced by image splicing are different from the original ones, so they do help
in authenticating an image. As the shape and direction of an edge can be varied
in an image, we compute run lengths along the respective gradient direction on
every single edge pixel rather than along a fixed orientation.

Thirdly, instead of computing the strict run length which requires all the pixels
in a ”run” have exactly the same gray-scale value, we compute ”run length” in a

Fig. 2. A simple example of a spliced image
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different sense. In our method, we introduce a threshold t, if the absolute value
of the difference of two neighboring pixels’ gray-scale value is not greater than
the threshold t, we consider the two pixels are in an approximate run. When
computing an approximate run from a specific edge pixel, the gray-scale value
of the edge pixel is taken as a pivot, and then all the pixels in the approximate
run derived from this edge pixel are supposed to abide by the rule mentioned
above, as shown in Eq. (3).

|g(xi)− g(x0)| ≤ t (3)

where x0 is the edge pixel coordinate, xi is any pixel in the approximate run
α0 = (x−m, · · · ,x0, · · · ,xn) derived from x0 along its gradient direction, and
g(·) represents the gray-scale value of the given pixel. When i = −(m + 1) or
i = n+ 1, xi doesn’t satisfy Eq. (3). Therefore, the approximate run length on
the edge pixel x0 is the length of α0, i.e., m+n+1. The reason we are doing so is
based on the fact that, even in an authentic (non-spliced) image, the gray-scale
value of consecutive pixels fluctuate to some extent. The only difference between
an authentic image and a spliced image is that, the fluctuation in a spliced image
is more dramatic. Therefore, a reasonably and carefully chosen threshold t can
be utilized to distinguish spliced images from natural ones.

Finally, since we have introduced a threshold t to the approximate run length,
gray-scale values of pixels in a run are not always the same. Here, we introduce
a new concept ”Fluctuation Degree” to reflect the change of gray-scale values of
pixels in an approximate run. Fluctuation Degree can be calculated using Eq. (4).

FD =

n+1∑
i=−(m+1)

|g(xi)− g(x0)|

L+ 2
(4)

where x0 is an edge pixel, and its approximate run along gradient direction is
α0 = (x−m, · · · ,x0, · · · ,xn), L = m+n+1 is the approximate run length on x0,
and FD is the Fluctuation Degree of α0. One may note that, the computation of
FD involves x−(m+1) and xn+1 which are not pixels in the approximate run but
pixels directly adjoin to it, so FD can not only reflect the change of gray-scale
values of pixels in an approximate run, but also reflect the change of gray-scale
values of pixels at both ends of the run.

After making the modifications mentioned above, we develop an improved
method based on approximate run length, which is shown in Fig. 3. And it
detailed as follows.

Firstly, given a source image, we compute its edges and gradient direction 2-D
matrix Θ using Sobel operator.

Secondly, the obtained gradient direction 2-DmatrixΘ is quantified. The value
scope of the above gradient direction θ is [−90◦, 90◦]. However, there are only four
kinds of direction relationship between two consecutive pixels, which are−90◦ and
its opposite (vertical direction, denoted as θv),−45◦ and its opposite (main diago-
nal direction, denoted as θd), 0

◦ and its opposite (horizontal direction, denoted as
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Original Source Image

Compute edge gradient matrix

Quantify the gradient direction

Calculate approximate run along
gradient direction on every edge pixel

Calculate the Fluctuation Degree of
every run

Calculate approximate run length
histogram

Calculate Fluctuation Degree
histogram

Extract first three moments of
characteristic function

Extract first three moments of
characteristic function

6-D Feature Vector

Fig. 3. The improved method based on approximate run length

θh), 45
◦ and its opposite (minor diagonal direction, denoted as θm), respectively.

Thus, we quantify the gradient direction θ using Eq. (5).

θQ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

θv, −90◦ ≤ θ < −67.5◦ or 67.5◦ < θ ≤ 90◦

θd, −67.5◦ ≤ θ < −22.5◦

θh, −22.5◦ ≤ θ < 22.5◦

θm, 22.5◦ ≤ θ ≤ 67.5◦

(5)

Thirdly, we compute the approximate run length along gradient direction on
every edge pixel, and extract the first three moments of characteristic function
from the corresponding histogram of the approximate run length using Eq. (2).

Fourthly, we calculate the Fluctuation Degree of each ”approximate run”
obtained in the last step using Eq. (4), and extract the first three moments
of characteristic function from the corresponding Fluctuation Degree histogram
using Eq. (2).

Finally, we concatenate the six moments of characteristic function and obtain
a 6-D feature vector for image splicing detection.

3 Experiments and Results

In this section, we first introduce the experiment conditions, and then present a
set of experiments to demonstrate the high performance and effectiveness of the
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proposed approach. Finally, analysis of the images misjudged by the proposed
approach is given.

3.1 Experiment Conditions

The public available and well recognized image dataset for splicing detection is
the Columbia Image Splicing Detection Evaluation Dataset provided by DVMM,
Columbia University. It consists of 933 authentic and 912 spliced images with size
of 128×128 pixels. The dataset is carefully designed for benchmarking the blind
passive image splicing detection algorithms, so all the experiments presented in
this paper are conducted on this specific dataset. More details about the image
dataset can be found in [11].

Support vector machine is utilized as the classifier in our experiments. Specif-
ically, we choose the LIBSVM [1], and a RBF kernel is used. The optimal values
for the parameter c and g are set through a ”grid-search” method [5]. In the
experiments, all the authentic images are labeled as +1 (positive), while all the
spliced images are labeled as −1 (negative). Then the classification of authentic
and spliced images can be viewed as a binary decision problem, and the classifier
LIBSVM is trained to solve it.

To evaluate the performance of the proposed approach, all the experiments
and comparisons are tested on the above mentioned dataset and the same clas-
sifier. The software platform is Matlab R2009b, and the hardware platform is
a PC with a 2G duo core processor. In each experiment, the average rate of
50 repeating independent tests is recorded. In each of the 50 runs, we randomly
select 5/6 of the authentic images and 5/6 of the spliced images from the dataset
to train the SVM classifier. Then the remaining 1/6 of the authentic and spliced
images are used to test the trained classifier.

3.2 The Comparison between the Original and the Approximate
Run Length Based Method

A set of comparison experiments is conducted between the improved approxi-
mate run length based method and the original run length based method pro-
posed by Jing Dong et al. in [3]. The detailed results are given in Tab. 1. Here,
TP rate is the ratio of correct classification of authentic images. TN rate is the
ratio of correct classification of spliced images. Accuracy is the weighted average
value of TP rate and TN rate. The threshold t is set as a percentage, which
means that the threshold t is a percentage of the respective dynamic scope of
image gray-scale (i.e. the absolute value of the difference between the maximum
and the minimum gray-scale value in an image).

As shown in Tab. 1, when the threshold t is set as 2%, the approximate run
length based method can achieve a detection accuracy as high as 76.80%, and
the corresponding ROC curve is shown in Fig. 4.

Compared with the original run length based method, the approximate run
length based method can achieve 7% higher detection accuracy (76.80% vs.
69.75%) with half the feature dimensionality. It is obvious that the approximate
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Table 1. Results on the comparison between the original and the approximate run
length based method

Method Dimensionality Threshold t TP(%) TN(%) Accuracy(%)

Original run length 12 0 69.74 65.81 69.75

Approximate run length 6 1 81.88 63.51 72.79
Approximate run length 6 2 78.12 71.49 74.83
Approximate run length 6 3 80.23 69.47 74.91
Approximate run length 6 4 84.67 65.80 75.33
Approximate run length 6 5 83.72 66.64 75.26
Approximate run length 6 6 78.68 69.76 74.27

Approximate run length 6 1% 77.69 72.82 75.28
Approximate run length 6 2% 86.45 67.46 76.80
Approximate run length 6 3% 78.67 71.05 74.90
Approximate run length 6 4% 77.97 68.41 73.24
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Fig. 4. The ROC curve of the approximate run length based method (t=2%)

run length based method is more effective in classifying authentic and spliced
images than the original.

A percentage (e.g. 2%) of the respective dynamic scope of image gray-scale
as threshold t is better than a fixed value for taking into account the diversity
of image contents. It is more reasonable for every single image. Specifically, a
threshold of 2% can tolerate the small inherent fluctuation of gray-scale value of
consecutive pixels in an authentic image, and not conceal the large fluctuation
or step change of gray-scale value introduced by image splicing.
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Since the 6-D feature vector extracted using the approximate run length based
method comprised of two different kinds of feature components, i.e. the first three
moments of characteristic function calculated from the approximate run length
histogram (denoted as M1) and the newly introduced first three moments of
characteristic function calculated from the corresponding Fluctuation Degree
histogram (denoted as M2), some experiments are further conducted by using
M1 only to see whether the introduction of M2 is necessary. The results are
given in Tab. 2 in detail.

Table 2. Results on the detection accuracy of the feature vector M1

Feature Vector Dimensionality Threshold t TP(%) TN(%) Accuracy(%)

M1 3 1 64.71 66.99 65.84
M1 3 2 82.18 54.55 68.50
M1 3 3 73.86 66.67 70.30
M1 3 4 66.12 75.25 70.64
M1 3 5 67.99 69.38 68.68
M1 3 6 69.95 67.00 68.49

M1 3 1% 91.95 50.75 71.55
M1 3 2% 77.69 71.66 74.70
M1 3 3% 77.79 64.68 71.30
M1 3 4% 74.77 63.68 69.28

From Tab. 1 and Tab. 2 we can see that, in terms of Accuracy, the original
6-D feature vector (M1 +M2) is better than M1 no matter what threshold is
chosen. The highest detection accuracy achieved by M1+M2 is 2% higher than
the one achieved by M1 (76.80% vs. 74.70%). Therefore, the introduction of M2
is worthwhile.

3.3 Further Experiments on Comparison

The feature vector proposed in [3] comprised of two different feature sets, of
which one is based on original run length (denoted as RL) and the other one is
based on edge statistic (denoted as SP ). To evaluate the 6-D feature vector pro-
posed in our approach (denoted as ARL, i.e. ARL = M1+M2) comprehensively,
we make a comparison between our approach and the overall scheme proposed
in [3], not only in terms of detection accuracy, but also the computational costs
and feature dimensionality. The results of the experiments are shown in Tab. 3,
and the corresponding ROC curves are shown in Fig. 5.

As shown in Tab. 3 and Fig. 5, the feature set ARL proposed by us can
achieve a comparable detection accuracy with far less computational cost and
much fewer features than RL + SP proposed in [3], which makes our proposed
scheme more suitable for real applications and large-scale analysis. What’s more,
the feature set SP is a supplement to the run length (either original run length
or approximate run length) based feature sets. The feature set ARL + SP can
reach a detection accuracy as high as 80.02%, and its computational time is still
quite manageable.
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Table 3. Results on the comparison between our approach and the scheme proposed
in [3]

Feature set Dimensionality Accuracy(%) Extraction time(s)

SP 49 74.27 0.2005

RL 12 69.75 0.0125

RL+ SP 61 76.52 0.2130

ARL 6 76.80 0.0341

ARL+ SP 55 80.02 0.2346
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Fig. 5. The ROC curves of several different feature sets

3.4 Analysis of the Misjudged Images

Although the proposed approach is simple and efficient, its detection perfor-
mance is still somewhat less than satisfactory. Some examples of the misjudged
images list in Fig. 6, of which the first row are authentic images and the second
row are spliced images.

After careful scrutiny, we find that images with complex texture are more
likely to be misclassified. The reason is two-fold. One is, complicated texture
will greatly threaten the accuracy of the edge detection of an image, which is
vitally important to the proposed approach. The other one is, the fluctuation
of gray-scale values of consecutive pixels will tend to be more dramatic in an
image with complex texture, and consequently make the authentic images and
the spliced ones less distinguishable. Though the introduction of threshold t in
the proposed approach has lessened the influence of complex texture to some
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Fig. 6. Some examples of the misjudged images

extent, it’s still far from enough. Further research work on this aspect should be
done in the future.

4 Conclusions

In this paper, a novel approach based on approximate run length is proposed
for image splicing detection. The approximate run length is first defined, which
is developed by making some modifications to the original one. Then, an ap-
proximate run length based scheme is proposed to classify authentic and spliced
images. Compared with a similar method, the proposed approach can achieve a
moderate detection accuracy with far less computational complexity and much
fewer features. Thus, we believe our approach is more suitable to be used in the
areas of real applications and large-scale analysis.

Acknowledgements. This work is supported by National Natural Science
Foundation of China (NSFC No. 60803136), the Fundamental Research Funds
for the Central Universities, and Guangzhou Science and Technology Program
(No. 2009J1-C541-2).

References

1. Chang, C.C., Lin, C.J.: LIBSVM – a library for support vector machines,
http://www.csie.ntu.edu.tw/~cjlin/libsvm

2. Chen, W., Shi, Y.Q., Su, W.: Image splicing detection using 2-d phase congruency
and statistical moments of characteristic function. In: Imaging: Security, Steganog-
raphy, and Watermarking of Multimedia Contents, p. 65050R (2007)



360 Z. He, W. Lu, and W. Sun

3. Dong, J., Wang, W., Tan, T., Shi, Y.Q.: Run-Length and Edge Statistics Based
Approach for Image Splicing Detection. In: Kim, H.J., Katzenbeisser, S., Ho, A.T.S.
(eds.) IWDW 2008. LNCS, vol. 5450, pp. 76–87. Springer, Heidelberg (2009)

4. Fu, D., Shi, Y.Q., Su, W.: Detection of Image Splicing Based on Hilbert-Huang
Transform and Moments of Characteristic Functions with Wavelet Decomposition.
In: Shi, Y.Q., Jeon, B. (eds.) IWDW 2006. LNCS, vol. 4283, pp. 177–187. Springer,
Heidelberg (2006)

5. Hsu, C.W., Chang, C.C., Lin, C.J.: A Practical Guide to Support Vector Clas-
sification. Department of Computer Science, National Taiwan University (April
2010)

6. Hsu, Y.F., Chang, S.F.: Detecting image splicing using geometry invariants and
camera characteristics consistency. In: IEEE ICME 2006, pp. 549–552 (2006)

7. Hsu, Y.F., Chang, S.F.: Image splicing detection using camera response function
consistency and automatic segmentation. In: IEEE ICME 2007, pp. 28–31 (2007)

8. Mahdian, B., Saic, S.: A bibliography on blind methods for identifying image
forgery. Signal Processing: Image Communication 25, 389–399 (2010)

9. Potdar, V.M., Han, S., Chang, E.: A survey of digital image watermarking tech-
niques. In: 3rd IEEE International Conference on Industrial Informatics (INDIN),
pp. 709–716 (2005)

10. Ng, T.T., Chang, S.F.: Blind detection of digital photomontage using higher order
statistics. Tech. Rep. 201-2004-1, Columbia University (2004)

11. Ng, T.T., Chang, S.F.: A data set of authentic and spliced image blocks. Tech.
Rep. 203-2004-3, Columbia University (2004)

12. Ng, T.T., Chang, S.F.: A model for image splicing. In: IEEE International Confer-
ence on Image Processing, pp. 1169–1172 (2004)

13. Ng, T.T., Chang, S.F., Sun, Q.: Blind detection of photomontage using higher
order statistics. In: IEEE ISCAS, pp. 688–691 (2004)

14. Shi, Y.Q., Chen, C., Chen, W.: A natural image model approach to splicing detec-
tion. In: MM&Sec 2007, pp. 51–62. ACM, Dallas (2007)

15. Shi, Y.Q., Chen, C., Xuan, G., Su, W.: Steganalysis Versus Splicing Detection. In:
Shi, Y.Q., Kim, H.-J., Katzenbeisser, S. (eds.) IWDW 2007. LNCS, vol. 5041, pp.
158–172. Springer, Heidelberg (2008)

16. Shi, Y.Q., Xuan, G., Zou, D., Gao, J., Yang, C., Zhang, Z., Chai, P., Chen, W.,
Chen, C.: Steganalysis based on moments of characteristic functions using wavelet
decomposition, prediction-error image, and neural network. In: International Con-
ference on Multimedia and Expo., Amsterdam, Netherlands, pp. 269–272 (2005)



Median Filtering Detection

Using Edge Based Prediction Matrix

Chenglong Chen and Jiangqun Ni�

School of Information Science and Technology, Sun Yat-Sen University
Guangzhou 510006, P.R. China

c.chenglong@gmail.com, issjqni@mail.sysu.edu.cn

Abstract. In digital image forensics, there is an increasing need for the
development of techniques to identify general content-preserving opera-
tions, such as resampling, compression, contrast enhancement and me-
dian filtering (MF). As a contribution towards this goal, we present, in
this paper, a new blind forensic scheme for MF detection in images. The
proposed method is based on the observation that, compared with orig-
inal and linear filtered images, median filtered images exhibit distinct
intrinsic traces around edges, e.g. neighborhood correlation, noise sup-
pression and good edge preservation. Such MF intrinsic fingerprints are
characterized as the Edge Based Prediction Matrix (EBPM), which con-
tains the estimated prediction coefficients of neighborhood prediction
among different edge regions in images. By incorporating the support
vector machine (SVM), the MF detector is developed based on EBPM.
Extensive simulations are carried out, which demonstrates the superior
performance of the proposed scheme in terms of effectiveness and robust-
ness.

Keywords: Median Filtering, Digital Image Forensics, Neighbor
Prediction.

1 Introduction

In recent years, digital images have been widely used in news media, law en-
forcement, and military applications. With such high popularity and widespread
availability of digital image editing software, we can no longer take the original-
ity and authenticity of digital images for granted. Traditional methods for image
authentication including digital signature and digital watermarking belong to
active image authentication techniques. However, some pre-processing of these
approaches such as signature generation and watermark embedding must have
been done before the distribution of images, which would limit these approaches
to specially equipped digital cameras in practical applications [1]. As a result,
there is an increasing need for developing techniques to assess the authenticity
of images without relying on such pre-processing.
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Recently blind forensic methods, which work in the absence of any watermark
or signature, have become the domain of extensive research. In contrast to the
active techniques, these methods operate under the premise that the only infor-
mation available is the image itself with undetermined authenticity [1]. Although
digital forgeries may leave no visual clues that indicate modification, they may
indeed alter the underlying statistics of an image [1]. By identifying the trace-
able statistical artifacts left behind by manipulations imposed on images, blind
forensic methods can assess the authenticity of digital images and identify image
alterations without access to the source images or source device.

Image manipulations can generally be classified into malicious tampering and
content-preserving manipulations. Correspondingly, the works in image forensics
fall into two main categories. In the first category, numerous forensic methods
focus on the detection of malicious tampering of the image content, such as copy
& move and image splicing. In the second one, methods have been proposed
to detect content-preserving manipulations, such as resampling [1] [2], JPEG
compression [3], contrast enhancement [4] and median filtering [5] [6]. Although
the content-preserving manipulations do not change the visual appearance of an
image, their blind detection is still of forensic interest. First, these manipulations
are usually employed as post-processing operations, which destroy the actual
state of an image after previous tampering operations, thus may affect the set
of forensic tools we are using and decrease the reliability of forensic algorithms.
Second, certain post-processing operations may interfere with or diminish visual
traces of previous tampering operations, such as the resampling operator [7].
Hence evidence obtained from image forensic analysis of such content-preserving
manipulations would provide useful information to assess the authenticity of
digital images.

In this paper, we focus on the detection of median filtering (MF). As most
of existing forensic methods, such as resampling and CFA interpolation detec-
tion schemes [1] [2], rely on some kind of linearity assumption, blind detection
of non-linear MF becomes especially challenging. Due to its non-linearity, MF
can serve as an anti-forensics technique to destroy the linear constraints with
image forgery operations and affect the reliability of existing forensic methods.
An example is the new resampling scheme reported in [7], which applies MF
to hide interpolation traces and is undetectable by Popescu and Farids resam-
pling detector [2]. Therefore, forensic detection of MF can provide useful forensic
information to identify the possible resampling operation.

Blind MF detection has already been studied by Kirchner [5] and Cao [6]. In
[5], streaking artifacts, which are measured using distribution of first-order dif-
ferences, are employed to detect MF in bitmap images. While for MF detection
in JPEG post-compressed images, instead of streaking artifacts, the subtractive
pixel adjacency matrix (SPAM) features are incorporated to analyze the condi-
tional joint distribution of first-order differences. In [6], the probability of zero
values on the first-order difference image in textured regions is adopted as MF
statistical fingerprint to detect MF. The works in [5] [6] depend on, to some ex-
tent, the measurements of streaking artifacts by means of first-order differences
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as fingerprints for MF detection. Since the distributions of first-order differences
are vulnerable to image manipulations such as quantization and rounding, the
streaking artifacts features used in [5] [6] cannot survive the JPEG compression
except the high dimensional SPAM features. This motivates the development of
robust features which well characterize the MF manipulation for MF detection.
It has been observed that, compared with original and linear filtered images,
median filtered images exhibit distinct intrinsic traces around edges, e.g. neigh-
borhood correlation, noise suppression and good edge preservation. Based on
this observation, we present a simple yet effective statistical model to character-
ize the MF operation. The image is first divided into blocks and then classified
into different types of edge blocks based on the gradient features. For each edge
block type, we fit the neighborhood prediction model to the corresponding edge
blocks across the image and extract the prediction coefficients as MF intrinsic
fingerprints, known as the Edge Based Prediction Matrix (EBPM). By incorpo-
rating the support vector machine (SVM), the MF detector is developed based
on EBPM. Extensive simulation results have demonstrated the effectiveness and
robustness of the proposed scheme.

The rest of this paper is organized as follows. In Section 2, a brief review of
the median filter and its characterization in term of edge preservation are given.
Section 3 elaborates the extraction of EBPM features and the proposed MF
detection scheme. Experiment results and analysis with the proposed MF detec-
tion scheme, and comparison with previous MF detection schemes are reported
in Section 4. Finally the conclusion is drawn in Section 5.

2 The Median Filter and Its Characterization

Nonlinear image processing techniques are widely used in a variety of image
processing applications, such as digital image filtering, image enhancement and
edge detection [8]. One of the most important families of nonlinear image filters
for noise removal are order statistic filters. Among this family, median filter is
the simplest one, which was first proposed by Tukey in 1971 [9]. Since then, it
has become the best known filter of this family and been successfully applied to
signal and image processing. In the following, a brief review of the median filter
and its characterization are given.

2.1 The Median Filter

Let X = (X1, X2, . . . , Xn) be a finite set of random variables. By arranging the
elements of X in ascending order of magnitude such that X(1)≤X(2), . . . ,≤X(n),
the order statistics associated with X is defined as X(·) = (X(1), X(2), . . . , X(n)).
Thus the median (or the middle) value med(X) of X is given by:

med(X) =

{
X(v+1), for n = 2v + 1
(X(v) +X(v+1))/2, for n = 2v .

(1)
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In the interest of simplicity in definition and computation, median filters with
window of odd dimension are usually employed in practice. A one-dimensional
median filter of length n, n = 2v + 1, is defined as:

X̂i = med
{
Xi+r; r ∈ {−v,−v + 1, . . . , v − 1, v}}, (2)

where X̂i is the output of the median filter. In the community of statistics,the
median has long been recognized as a robust estimator of the location (mean)
parameter and played an important role in the robust analysis of data contami-
nated with outlying observations, called outliers [8]. The median filter has also
found to be very effective for signal smoothing and denoising, especially for one-
or two-dimensional signals contaminated with impulsive noise [10].

In digital image processing, the two-dimensional median filters are widely
used. Given a grayscale image with intensity value Xi,j , a 2-D median filter is
defined by the following equation:

X̂i,j = med{Xi+r,j+s; (r, s)∈W (i, j)}, (3)

where X̂i,j is the output of the median filter and W (i, j) is the 2-D filter window
centered at image coordinates (i, j) with different shape such as square-, circle-,
cross- and X-shaped of different sizes. The geometry and size of filter window
may affect the spatial performance of the median filter, e.g. edge and image
detail preservation [11]. The symmetric square window of odd dimension is as-
sumed throughout the paper, which is the most widely used window in practical
applications.

2.2 Edge Preservation with MF

In this section the characterization of MF is given. One of the main differences
between the median filter and other linear filters, e.g. the moving average filter is
that, for a median filter with window of odd dimension, the output image pixels
are directly drawn from the set of input pixels with no rounding operation. Since
the same pixels might be shared by the adjacent windows in median filtering,
there exists a trend that the output pixels in a certain neighborhood would
take the same value in median filtered image. Therefore, the median filter tends
to produce regions of constant or nearly constant intensities. As the shape of
these regions is usually either linear patches (streaks) or blotches, this effect is
referred to as streaking artifacts [12]. Although the streaking artifacts can be
explored to identify the MF operation [5] [6], the features, however, are proved
to be vulnerable to some post processings such as JPEG compression. We then
proceed to characterize and explore another intrinsic trace of MF, i.e., the edge
preservation.

Human vision is very sensitive to high frequency information. Therefore, im-
age edges and image details (e.g. corners and lines) usually carry important in-
formation for human visual perception. This makes edge preservation and edge
enhancement a very important objective for image filter design [8]. Most of the
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Fig. 1. (a) a section crossing the noisy image edge, (b) 3× 3 median filter output, (c)
3× 3 moving average filter output, (d) 3× 3 gaussian filter output with delta=0.5

conventional linear filters, e.g. the moving average filter, cannot cope with edge
and image detail preservation because of their low-pass characteristics. In fact,
they tend to smooth and even destroy edges, and finally produce images which
are unpleasant to the eyes. In contrast, the median filter performs much better
in image edge preservation compared to linear filters [8] [11]. Bovik et al. in [11]
found that median prefiltering can improve the performance of edge detector, as
measured by the increased noise suppression away from edges and insubstantial
loss of edge details. It is the good edge and image detail preservation properties
that make the median filter quite applicable to digital image filtering.

To demonstrate the characteristic of good edge preservation with MF, we
then consider the behavior of median filtered and linear filtered images in the
vicinity of an idealized step edge with added noise. An idealized noisy vertical
edge model {Xv

i,j} of height h > 0, as shown in Fig. 1(a), is defined as follow:

Xv
i,j =

{
Ni,j , j ≤ 0
h+Ni,j , j ≥ 1,

(4)

where {Ni,j} denotes the white noise.
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Fig. 1 shows that the median filter perform better edge preservation than both
the moving average filter and gaussian filter in term of edge blurness. Similar
results are also observed from images after JPEG compression. Based on this
observation, we then proceed to develop a new forensic scheme by exploring the
edge preservation as the intrinsic fingerprint for robust MF detection.

3 The Proposed MF Detection Scheme

The median filter employs different filter windows when performing filtering as
other linear filters do. The overlapped filter window makes the output pixels of
filtered images in a neighborhood be correlated to some extents, especially for the
linear filtered images. Considering the non-linearity and good edge preservation
of the median filter, we believe that the pixels of the median filtered images
correlate to their neighbors in a quite different way compared to the pixels
of original and linear filtered images. The observations motivate us to explore
the statistics among edge regions of images as the intrinsic fingerprints for MF
detection. We found that the neighborhood prediction model [13] provides a
simple yet effective solution. With this framework, the edge based MF intrinsic
fingerprints are characterized as EBPM, which contains the estimated prediction
coefficients of neighborhood prediction among different edge regions in images.
In the following, we will elaborate the proposed MF detection scheme.

3.1 Edge Block Classification

We first divide the image under investigation into N non-overlapping blocks of
size B×B and obtain set Ω (B=5 in our scheme). We then classify set Ω into
three types of edge blocks based on the gradient features of each block [14].

For the 5 × 5 block Ωi shown in Fig. 2, the horizontal and vertical gradient
features of Ωi are defined as the linear combination of the absolute second-order
gradient values:

GH = |Ii,20 + Ii,1 − 2Ii,11|+ |Ii,15 − Ii,6|
+ |Ii,21 + Ii,2 − 2Ii,12|+ |Ii,16 − Ii,7|
+ |Ii,22 + Ii,3 − 2Ii|+ |Ii,17 − Ii,8| (5)

+ |Ii,23 + Ii,4 − 2Ii,13|+ |Ii,18 − Ii,9|
+ |Ii,24 + Ii,5 − 2Ii,14|+ |Ii,19 − Ii,10|,

GV = |Ii,5 + Ii,1 − 2Ii,3|+ |Ii,4 − Ii,2|
+ |Ii,10 + Ii,6 − 2Ii,8|+ |Ii,9 − Ii,7|
+ |Ii,14 + Ii,11 − 2Ii|+ |Ii,13 − Ii,12| (6)

+ |Ii,19 + Ii,15 − 2Ii,17|+ |Ii,18 − Ii,16|
+ |Ii,24 + Ii,20 − 2Ii,22|+ |Ii,23 − Ii,21| .

Block Ωi is then classified into one of the three edge blocks, i.e., H, V and O,
based on its gradient features as follows (T is the predetermined threshold):
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Ii,1 Ii,6 Ii,11 Ii,15 Ii,20

Ii,2 Ii,7 Ii,12 Ii,16 Ii,21

Ii,3 Ii,8 Ii Ii,17 Ii,22

Ii,4 Ii,9 Ii,13 Ii,18 Ii,23

Ii,5 Ii,10 Ii,14 Ii,19 Ii,24

Fig. 2. Block Ωi of size 5× 5

a) H : blocks containing roughly horizontal edge with a significant vertical
gradient, i.e., GV,i −GH,i > T .

b) V : blocks containing roughly vertical edge with a significant horizontal
gradient, i.e., GH,i −GV,i > T .

c) O : Other blocks containing either horizontal and vertical edges or smooth
regions.

For natural images, there may exist blocks with edges that are neither pre-
dominantly horizontal nor vertical. In addition, the image block may even have
fine-detailed features which cannot be well characterized with a single edge ori-
entation. Therefore, to well represent the edge blocks of natural images, a better
edge block classification model could be adopted. Actually, we can easily extend
our edge classification model into eight directions using the threshold-based vari-
able number of gradients (VNG) algorithm in [15]. Although a slightly better
performance is achieved, the edge block classification model with eight directions
suffers from significantly high computational burden due to the significantly in-
creased feature dimension. Consequently, we take the 3 block types classification
model in our scheme.

3.2 Extraction of EBPM

In order to capture the statistics among different types of edge blocks, we make
use of the neighborhood prediction model for H, V and O blocks in an image. We
illustrate the procedure of feature extraction for H blocks, the similar approaches
can be applied to V and O blocks. Let NH be the number of H blocks in an
image. For the Ωi block of type H, a linear predictor for the central pixel value
Ii using its (B2 − 1) neighbors is given by:

Ii =

B2−1∑
k=1

α
H,k

Ii,k, (7)

where Ii,k is the pixel value of the (i, k) neighbor of block Ωi as indicated in
Fig. 2, and is the prediction coefficient associated with Ii,k. We assume that
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the same prediction model is applied for the all the blocks of same type in an
image. We denote the NH center pixel values and their corresponding predic-
tion coefficients as y = [I1, I2, . . . , IN ]T and α

H
= [α

H,1
, α

H,2
, . . . , α

H,B2−1
]T ,

respectively. We then represent the (B2 − 1) neighbors of each center pixel as a
row vector, and organize the neighbor pixels in all H blocks as a matrix Y of
dimension NH × (B2− 1). The neighborhood prediction model is then expressed
compactly in matrix form as:

y = Yα
H
, (8)

To find a solution for Eqn.(8), we have

e(α
H
) = y − Yα

H
. (9)

The estimation of the prediction coefficients α
H

can then be formulated as a
least-squares (LS) problem with respect to e(α

H
) in Eqn.(9), which is minimized

using a quadratic cost function:

J(α
H
) = e(α

H
)TQe(α

H
), (10)

where Q is the estimated covariance of e(α
H
) (we assumed an identity matrix

in this case). Setting the differentiation of J(α
H
) with respect to α

H
to zero,

we obtain:
α

H
= (Y TY )−1Y Ty . (11)

By applying the same approach to other block types in image, we obtain the
prediction coefficients α

V
and α

O
for V and O blocks. The obtained 3×(B2−1)

prediction coefficients are arranged as Edge Based Prediction Matrix (EBPM)
defined in (12) and used as the intrinsic fingerprint for MF detection.

F = [α
H
,α

V
,α

O
] . (12)

It is obvious that the performance of the proposed blind MF detector is, to a
great extent, dependent on the choice of the block size B. Although a larger block
size leads to improved performance due to a larger feature vector, it may take
risk to have an ill-posed matrix Y TY when the image size under investigation
is not large enough. Therefore B must be properly determined according to the
image size and the expectation of allowed false alarm rate.

Fig. 3 gives the prediction coefficients α
H

obtained from H blocks of original
and filtered Lena images, where B = 5 and T = med {|GV,i −GH,i| ; i ∈ N}.
For H blocks in non-filtered image, it is observed that the prediction coefficients
in the horizontal direction (0.419 and 0.415) are relatively greater than those
in the vertical direction (0.308 and 0.379) as shown in Fig.3 (a). This indicates
that, compared to the pixel values oriented along the vertical direction, the
pixel values in the horizontal direction make relatively larger contribution to
the prediction of the central pixel value. For H blocks in median filtered image,
however, the prediction coefficients in the horizontal direction are significantly
greater than those in vertical direction as shown in Fig. 3 (b), due to the effect
of noise suppression and edge preservation with median filter. In contrast, for
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-0.138 0.419 0 0.415 -0.104 -0.209 0.467 0 0.518 -0.189

0.049 -0.042 0.379 -0.115 0.060 0.076 0.156 0.014 0.089 0.018

0.021 -0.042 -0.122 0.015 0.005 -0.047 -0.041 -0.021 0.014 -0.023

(a) (b)

0.033 -0.007 -0.031 -0.053 0.042 -0.016 0.065 -0.112 0.014 -0.000

-0.002 -0.277 0.559 -0.242 0.015 0.102 -0.272 0.482 -0.237 0.086

-0.043 0.525 0 0.551 -0.102 -0.212 0.573 0 0.616 -0.221

-0.019 -0.224 0.524 -0.281 0.044 0.127 -0.272 0.516 -0.305 0.133

0.038 -0.011 -0.075 0.034 0.003 -0.018 0.035 -0.124 0.062 -0.025

(c) (d)

Fig. 3. Prediction coefficients obtained from H blocks of image Lena (a) original image,
(b) 3×3 median filtered image, (c) 3×3 moving average filtered image, (d) 3×3 gaussian
filtered image with delta=0.5

average and gaussian filtered images (see Fig. 3 (c) and (d)), the difference
between coefficients in horizontal and vertical directions becomes much smaller,
this is because the linear filters tend to blur edges and destroy image details.
The similar results can also be observed from the prediction coefficients of V
blocks in images.

3.3 MF Detector Based on EBPM

The EBPM features can well characterize the statistics around edge regions to
distinguish among the original images, the median filtered images and the linear
filtered images. By incorporating the support vector machine (SVM), the MF
detector based on EBPM is developed. Fig.4 gives the sketch of the proposed
MF detector. First, the image under investigation is divided into non-overlapping
blocks of size B×B, and each block is classified into one of the three block types
according to its horizontal and vertical gradient features. Then, for each edge
block type, we fit the neighborhood prediction model to the corresponding blocks
in image, and estimate the prediction coefficients using LS algorithm. Finally,
we take all the prediction coefficients as the EBPM features and feed them as
inputs to SVM for MF detection.

4 Experimental Results and Analysis

In this section, experiment evidence and analysis on a large image database are
presented to demonstrate the performance of the proposed MF detection scheme.
The comparisons with previous MF detection schemes are also included.
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Fig. 4. Sketch of EBPM based MF detector

4.1 Experimental Setup

To evaluate the performance of the proposed MF detection scheme, we make use
of the well-known image database UCID [16], which includes 1338 uncompressed
TIFF images of 512 × 384 or 384 × 512. The database consists of images with
different texture characteristics and taken under varying lighting conditions. All
of these images are converted to grayscale ones prior to any further processing.
In our experiments, the block size is B = 5 and the threshold for edge block
type classification is set as T = med {|GV,i −GH,i|; i∈N}. In order to enhance
the contribution of edges and fine image details, the image under investigation is
convolved with a 3×3 Laplacian operator prior to extraction of EBPM features.
For each input image, we extract a 3 × (52 − 1) = 72 -D EBPM features as
discussed in Section 3.

We then linearly scaling the feature values associated with individual features
to the range of [−1, 1] and feed them as inputs to a support vector machine
LIBSVM [17] for detection. Throughout all experiments, C -support vector clas-
sification with the non-linear RBF kernel K(xi, xj) = exp(−γ||xi − xj ||2) are
performed with parameters chosen for ensuring no overfitting [18]. The param-
eters i.e., the error penalty parameter C and the RBF kernel parameter γ, are
determined with an exhaustive grid search strategy suggested in [18] over all
possible pairs on the following multiplicative grid:

C ∈ {
2c|c ∈ {−5,−4, . . . , 5}} × γ ∈ {

2g|g ∈ {−5,−4, . . . , 5}} (13)

using five-fold cross-validation. The (C0, γ0) with the highest average cross-
validation accuracy is adopted. To demonstrate the performance, the SVM clas-
sification results are depicted in the form of receiver operating characteristic
(ROC) curve obtained from the five-fold cross-validation test with best (C0, γ0).

In the following, we will evaluate the performance of the proposed MF detec-
tion scheme from two aspects: 1) distinguish MF from original; 2) distinguish
MF from other manipulations.

4.2 Distinguish MF from Original

To evaluate the feature separability, the 72-D EBPM features are extracted from
original and manipulated images using image database UCID. Fig. 5 shows the
results of projecting the original 72-D vectors onto the top two principal com-
ponents (as computed from a principle component analysis(PCA) [19]), which
capture about 67% of the total variance. It is noted that projection points corre-
sponding to different types of sample images tend to clump together in clusters.
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Fig. 5. Projections of 72-D EBPM features extracted from different types of sample
images using UCID database onto a 2-D subspace spaned with top two PCA compo-
nents for median filtered (window size med=3× 3, 5× 5, 7× 7, 9× 9) and (a) original,
(b) average filtered (window size avg=3× 3, 5× 5, (c) gaussian filtered (delt=0.5, 1.5),
(d) bilinear scaled (scaling factor s=0.8, 1.2)

Even in the reduced space, there is a clear separation between original and me-
dian filtered images, suggesting that the proposed EBPM features are useful
fingerprints to distinguish MF from original.

A. MF Detection without Other Manipulations
When no other manipulations are involved, the original images and their median
filtered ones with different filter window sizes are taken as negative (N) and
positive samples (P), respectively. Perfect ROC performances are achieved for
all the filter window sizes as shown in Fig. 6(a). The ROC performance in low
FP rates is zoomed-in and displayed in the center of each ROC curve. It is
also observed that, even for the median filtered image with small window size
(e.g., med=3 × 3), which usually has no visible distortion, the true positive
(TP) rate is consistently kept above 0.95 for all false positive (FP) rates. The
proposed MF detector has a comparable performance to that of Caos scheme
[6] for small to medium window sizes, and slightly better performance for large
window sizes (e.g. med=9× 9). The zoomed-in part in Fig. 6(a) also reveals the
facts that, the performance of our scheme is improved with the increase of filter
window size. When using Caos scheme [6], however, the detection performance
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Fig. 6. ROC curve for MF detection (a) without other manipulations, window size for
median filter: med=3×3, 5×5, 7×7, 9×9, (b) with manipulations before MF, window
size for median filter: med=5 × 5, (c) with manipulations after MF, window size for
median filter: med=5× 5

is degraded slightly for larger window size. This can be explained by the fact
that the probability of zero values on the first-order difference image in texture
regions, the MF fingerprint used in Caos scheme, tends to decrease when large
filter window size is used.

B. MF Detection with Other Manipulations before MF
Fig. 6(b) shows the effects of other image manipulations before MF on the ROC
performance of our MF detection scheme. Several common image manipulations,
including the moving average filtering, the gaussian filtering, bilinear scaling and
JPEG compression, are considered. It is observed from Fig. 6(b) that an almost
perfect discrimination between different manipulated images (N) and their 5× 5
median filtered ones (P) is achieved with the proposed MF detector. Compared
to Caos scheme in [6], our EBPM based scheme achieves significant performance
improvements for gaussian filtered and average filtered images, and comparable
performance for other manipulated images. Perfect performance is also achieved
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for MF detection on resampled images (bilinear scaling as shown in Fig. 6(b)),
suggesting the feasibility of the proposed MF detection scheme to tackle the
effect of previously resampling operation. The result is encouraging as it shows
the initial promise of the forensic detection on the new resampling algorithm in
[7], which applies median filtering to hide the interpolation traces.

C. MF Detection with Other Manipulations after MF
Fig. 6(c) shows the ROC performance of classification between the median-
filtered (5 × 5) sample images’ different post-manipulated versions (P) and the
manipulated original images (N). Common post-processing, such as the moving
average filtering, the gaussian filtering, bilinear scaling and JPEG compression
are applied. For all the manipulations tested, the true positive (TP) rate is kept
above 0.9 for every false positive (FP) rate greater than 0.05, suggesting the good
robustness performance of our MF detection scheme against post-processing. It
is worthwhile to point out that, compared to the Kirchners scheme [5] and Caos
scheme [6], the proposed MF detection scheme is robust against JPEG compres-
sion with different QF. While both the features of streaking artifacts in [5] and
probability of zero values in first-order differences in [6] can not survive even the
moderate JPEG compression. On the other hand, robustness against post linear
filtering is also of forensic interest. Rabiner et al. in [20] proposed to use short
linear filter to diminish streaking artifacts generated with median filter. Fig.
6(c) also shows that the proposed scheme can detect the median filtered images
post-processed by the average filter and gaussian filter with high accuracy, and
performs much better than Caos scheme [6].

4.3 Distinguish MF from Other Manipulations

For image forensics, it is beneficial to know as much as possible about the gen-
eral processing history of an image, thus a wide variety of operations must be
tested. Herein we shall evaluate the performance of the proposed scheme on
distinguishing MF from other manipulations especially from linear smoothers.
As is shown in Fig.5, the cluster of median filtered images has clear separation
with those of other manipulated images, which indicates the effectiveness of the
EBPM features in distinguishing MF from other manipulations.

As is depicted in Fig. 7(a), perfect performance for distinguishing 5×5 median
filtered images (P) from other manipulated images (N) is achieved. Compared
to Cao’s scheme [6], our scheme performs better in classification between MF
and the linear filters. This is because the better edge preservation property of
MF comparing to other linear filters.

Considering that JPEG is the widely used format for image storage and trans-
mission, it is interesting to evaluate the performance of the proposed MF de-
tection scheme for classification between MF and the linear filters after JPEG
compression. It is observed in [5] that the linear filters have similar effects on the
SPAM features as the median filter after JPEG compression, which proliferates
the ambiguities in determination the processing history of images using SPAM
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Fig. 7. ROC curve for the classification between (a) median-filtered (med=5×5) images
and the images processed by other manipulations, (b) the images processed by median
filter (med=5× 5) and linear filters after JPEG compressed

features. Fig. 7(b) shows that an almost perfect discrimination between JPEG
compressed median filtered images (P) and linear filtered images (N) is obtained
for different QF in the range of 55, 75, 95.

5 Conclusion

In this paper, an effective forensic scheme for median filtering detection is pro-
posed using Edge Based Prediction Matrix (EBPM). The statistics around edge
regions, such as neighborhood correlation, noise suppression and edge preserva-
tion, are characterized and analyzed. Through neighborhood prediction model,
the EBPM features are taken as the prediction coefficients for different edge re-
gions. By incorporating the support vector machine (SVM), the MF detector is
developed based on the EBPM features. Extensive simulations are carried out
to demonstrate the effectiveness and robustness of the proposed MF detection
scheme.

In our future work, we will extend the EBPM features as a general purpose
filter detector to identify linear and other non-linear filters.
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Abstract. Extraction of discriminative feature is crucial to machine learning 
approach of image tampering detection. The state-of-the-art Markov transition 
probability feature is extended in this paper. We show that correlation between 
adjacent elements on the difference array of block DCT coefficients can be 
theoretically calculated and provides little information to the classification 
problem. We propose to decorrelate the variables and use the marginal distribu-
tion as feature in image tampering detection. The framework is applied to 1st and 
2nd order Markov transition probability feature. Our experiment result shows the 
new presentation of the feature has competitive performance and greatly reduced 
dimensionality. 

Keywords: Image Tampering Detection, Image Splicing Detection, Markov 
Transition Probability, Machine Learning, Pattern Recognition. 

1 Introduction 

Widely availability of powerful digital image processing software has made it easy to 
produce tampered digital images which are indistinguishable with human eyes. Thus 
effective technique is needed to detect those changes.  

Generally there’re active and passive methods. Active methods solve the problem by 
embedding watermarks or recording checksum to insure the integrity of the image. But 
it cannot deal with legacy content produced before the algorithm was designed. And it 
also changes the original content, which makes it unacceptable in some situations. 

On the contrary, passive methods exploit knowledge of characteristics of natural 
images and their producing procedure. It collects information from cameras, com-
pression algorithms, optics, and natural image models. For a good survey of this field, 
readers are referred to [1].  

                                                           
∗ This research work is funded by the National Science Foundation of China (61071152, 

60702043), 973 Program (2010CB731403, 2010CB731406) of China, Shanghai Educational 
Development Foundation and Project of Beijing Key Laboratory of Communication and  
Information System of Beijing Jiaotong University. 
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One popular approach, in passive methods category, is to solve the problem under 
the framework of two-class pattern recognition. Effective features are extracted and 
used by classifier to predict if an image is an authentic image or a tampered one. Fea-
tures with discriminative power have been discovered [2-3]. And benchmark dataset 
[4] has also been created.  

Markov transition probability feature [5], proposed by Shi, et al., is currently the 
state-of-the-art in this field. The feature has been proved effective in both image tam-
pering detection and steganalysis [6]. The problem of the feature is that the dimen-
sionality is very large. Even with thresholding technique, the dimensionality of the 
feature is still (2T+1)2. T is the threshold of the difference array of block DCT coeffi-
cient. Feature selection has been used for dimension reduction [7-8]. 

In this paper, we extend the Markov transition probability feature from another an-
gle. We show that correlation between adjacent elements on difference array of block 
DCT coefficients can be theoretically calculated, using only property of DCT trans-
form. The result holds regardless of the class of image processed, so it is not useful for 
classification. We propose to decorrelate adjacent elements on the difference array, and 
use the marginal distribution of the new variables as feature. Our experiment result 
shows this not only gives competitive performance, but also solves the dimensionality 
problem of the original Markov transition probability feature. 

The same method has been used to approximate co-occurrence matrix [9]. It may not 
be a good approximation, since the independence of the new variables is not assured. 
But in our problem, it reduces the correlation which has no value to the classification, 
while keeps other aspects of the signals. 

The rest of the paper is organized as follows. In section 2, Markov transition prob-
ability feature is introduced and the correlation between adjacent elements of the dif-
ference array is analyzed. In section 3, KL transform is used to decorrelate the random 
variables. Experimental result is reported in section 4. Section 5 draws the conclusion. 

2 Markov Transition Probability Feature and the Motivation of 
Decorrelation 

2.1 Markov Transition Probability Feature 

An N×M digital image is processed with 8x8 block DCT transform. The absolute value 
of block DCT coefficient array is denoted as {xij} (i=1…N, j=1…M). Then, the  
difference array of horizontal adjacent elements of {xij} is denoted as 

 1, ( [1 1], [1 ])ij ij i jy x x i N j M+= − ∈ − ∈   (1) 

Horizontal Markov transition probability on the difference array is denoted as  
P( yi+1,j | yij ). In [5] and [7], this Markov transition probability is used as feature in 
classification of authentic and spliced images. 
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2.2 Correlation between Adjacent Elements on the Difference Array 

DCT transform approaches KL transform, which is optimal in the decorrelation sense, 
so we can approximate correlation between adjacent block DCT coefficients with zero.  

 ,

, 2

[( )( )]
( , ) 0 ( [1 1])i k jij

ij i k j
x

E x x x x
x x k Nρ

σ
+

+

− −
= ≈ ∈ −  (2) 

x  and σx are mean and standard deviation of { }ijx  respectively. We can preprocess 

{ }ijx  to subtract its mean, which will not affect { }ijy  according to (1). So we have  

 ( ) 0ijx E x= =  (3) 

The following equation can be derived from (2) and (3). 

 ,( ) 0  ( 1,2,... 1)ij i k jE x x k N+ ≈ = −  (4) 

In reality, { }ijx  is the absolute value of block DCT coefficients, but (4) is still a good 

approximation. Using (1) and (4), we can calculate correlation between adjacent  
elements on the difference array. The proof is left in the appendix. 
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Since this correlation is dominated by the property of DCT transform, class information 
is overwhelmed. We calculated the correlation from Columbia Splicing Evaluation 
Dataset (section 4), and plotted it on Figure 1. The figure clearly shows that the  
correlation has similar distribution between two classes of images.  

 

Fig. 1. Correlation between adjacent elements on difference array of block DCT coefficients: (1) 
k=1; (2) k=2 
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We propose that this correlation in { }ijy  can be removed. We use KL transform to 
decorrelate the variables, while any orthogonal transform can be used. 

3 Decorrelation with KL Transform 

3.1 Two Adjacent Elements 

KL transform performs eigenvalue decomposition of the covariance matrix of random 
variables. Then the eigenvectors are used as basis in the transformed space. From the 
above analysis, the correlation of two adjacent elements in { }ijy  is a symmetric matrix 

like 

 
1

1

ρ
ρ
 
 
 

 (6) 

The ideal value of ρ is -0.5. In reality, since the sample image has limited size, ρ es-
timated from sample image is not exactly -0.5, but close enough. In the following 
analysis, we will show that no matter what the real ρ is, the KL transform matrix is not 
changed. 

Eigenvalue of (6) is  

 1

2

1

1

λ ρ
λ ρ

= −
 = +

 (7) 

And the corresponding eigenvectors are 
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Be aware that β has nothing to do with ρ, so the real ρ only affects eigenvalue. Using 

(8), we can transform the adjacent elements in the difference array into new valuables 

 ( )1
1 2
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T ij

i j

yz

yz
β β

+

  
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 (9) 

In this transform, we constructed two new variables, which are orthogonal to each 

other. Their physical meaning is a pair of linear filters operated on the difference array. 

Our feature is extracted from the marginal histogram of the new variables. 
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3.2 Three Adjacent Elements 

Second order Markov transition probability has been used as feature in steganalysis 
[10]. The definition of the second order Markov transition probability is 

2, 1,( | , )i j ij i jP y y y+ + . Similar result as in section 3.1 can be produced. According to the 

analysis in section 2.2, the correlation of three adjacent elements in { }ijy  is 

 

1 0
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The eigenvalues are  
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And the corresponding eigenvectors are  
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Again, β has nothing to do with ρ. Thus we can transform the adjacent elements into 

three new variables  

 ( )
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 (13) 

Marginal histograms of z1, z2 and z3 are used to generate features for image tampering 

detection. 

3.3 Alternative Form of Joint Statistics of Adjacent Elements 

Similar to Markov transition probability, co-occurrence matrix has also been used as 
feature for splicing detection [11-12]. The difference between Markov transition 
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probability and co-occurrence matrix is: the former is conditional probability, the latter 
is join probability. Their relationship is shown with the following equation 

 1, 1,( , ) ( | ) ( )ij i j i j ij ijP y y P y y P y+ +=  (14) 

If we know the joint probability, we will be able to calculate the marginal probability of 
each variable. Thus we can calculate the conditional probability from (14). But this is 
not the case the other way round. We will not be able to know joint probability when we 
only know the conditional probability, because we cannot calculate marginal  
probability from conditional probability.  

This shows that joint probability contains more information than conditional  
probability. In real calculation of conditional probability, we first construct the joint 
probability matrix, and then we normalize every row of the matrix. By doing this, we 
lose n degree of freedom of the data, where n is the number of rows of the matrix. 

But based on our test, they provide similar performance in classification. So we treat 
them as alternative form that describes joint statistics of adjacent elements. Without 
particular notice, we use conditional probability form as proposed by Shi, et al. 

4 Implementation and Experiment Result 

4.1 Concrete Implementation 

We exclude DC component in construction of our marginal histogram. Based on our test, 
including or excluding DC component has little effect on the performance of the features. 

In construction of Markov transition probability, the coefficient of block DCT 
transform is quantized to the nearest integer. In our new form, this quantization gene-
rates rounding error which affects the performance of the classification, so we omit this 
quantization step in our implementation. 

In order to reduce the dimensionality of the Markov transition probability feature, 
the elements on the difference array is processed with threshold T. T is a selected 
positive integer, usually 3 or 4. In our new presentation, the threshold is still necessary. 
The performance decreases without the threshold. Our guess is that without the thre-
shold, the dynamic range of the difference array causes instability in the tail of the new 
constructed marginal histogram.  

The bins of the new marginal histogram are decided according to the dynamic range 
of the difference array. We take (9) as an example. The dynamic range of z1 is decided 
in the following way. 
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The bins of the marginal histogram is selected as [-B … B], B is calculated with 

 
2

( )
2

B floor T=  (16) 

Floor operation means rounding to the nearing integer towards minus infinity.  
Dimension of the feature extracted from this histogram is 2B+1. Dimension of other 
features can be decided accordingly.  

For Simplicity, the constant 
1

2
in (15) can be omitted. The range of z is roughly 

from -2T to 2T. So we can use 4T+1 bins to represent one histogram.  

4.2 Experiment Result 

We tested the performance of our features on Columbia splicing detection evaluation 
datasets [4]. Duplicate images in the dataset are removed. There are totally 1831  
effective images left in the dataset, 921 authentic images and 910 spliced images.  

We use roughly 2/3 of the data as training set, and 1/3 as test set. The dataset is 
randomly split into 20 sets of 1231 training samples and 600 test samples. Average test 
accuracy and their standard deviation are reported in Table 1. Here, we choose T=8. 
And the bins are selected with (16). 

LibSVM [13] is used as classifier. We use Gauss RBF kernel. Parameters are se-
lected by doing grid search with the first 5 sets. Then we take the median of the best 
parameters. 

Our result shows that the performance of the new presentation is comparable with 
the original Markov transition probability feature. For first order Markov transition 
probability, the new presentation is significantly better than the original. P-value of the 
pairwise T-test of the testing accuracy on 20 sets is 0.002. 

The new presentation of the 2nd order Markov transition probability is almost the 
same as the original, but not better. P-value of the pairwise T-test is 0.34. Feature 
dimensionality is 1/10 of the original.  

Table 1. Classification accuracy of Markov transition probability matrix as feature and 
histogram of decorrelated variables as feature on Columbia splicing detection evaluation dataset 

Type of Joint Statistics Feature Dimension Accuracy 
2 elements 1st order Markov Transition 

Probability 
81 87.09 (1.39) 

Our new form (Sec. 3.1) 46 87.97 (1.45) 
3 elements 2nd order Markov Transition 

Probability 
729 85.84 (0.92) 

Our new form (Sec. 3.2) 77 85.54 (1.34) 

Table 1 also shows 2nd order Markov transition probability feature is worse than 1st 
order one on this particular dataset. This is not an intuitive result, because 2nd order 
transition probability includes one more state, so it includes more information as the 
following equation shows. 
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One possible reason is that images contained in this dataset are too small, which are all 
128x128. So they cannot provide an accurate estimation of higher order transition 
probability. More theoretical analysis is left to future research. 

We also tested the performance of our new form when it is combined with moment 
features used in [5, 7]. The result is shown in Table 2. 

From Table 2 we can see that the new form has almost the same performance as the 
original. While the mean is slightly lower, they do not pass T-test. We cannot simply 
say which is better with only 20 randomly selected sets. The advantage of the new form 
is that the dimension of the feature grows linearly with the threshold. 

4.3 Computing Complexity 

In case of two adjacent elements, our new form replaces one 2nd order histogram with 
two 1st order histograms. In order to compare their computing complexity, we recorded 
running time of our Matlab code on 30 randomly selected images in the same dataset. 
The Result is shown in Table 3. 

Result in Table 3 shows that our new form is slightly faster than the original algo-
rithm. Also 1st order histogram needs far less memory to store the data, so our new form 
is more efficient than the original. 

Table 2. Test accuracy of our new form plus moment feature 

Feature T Dimension Accuracy 
Moment+Transition Probability 
Matrix 

3 266 89.86 (1.02) 

Moment+New Form 3 220 89.62 (0.91) 
4 236 89.78 (1.03) 
5 252 89.78 (1.09) 

Table 3. Average Computing time of feature extraction on 30 randomly selected images 

Feature Type Computing Time (seconds) 
Transition Probability Matrix 0.0516 (0.0054) 
Marginal Distribution of two new va-
riables 

0.0502 (0.0005) 

5 Conclusion 

In this paper, we evaluated the transition probability matrix feature proposed by Shi, et al. 
We showed that correlation between adjacent elements on the difference array of block 
DCT coefficients can be theoretically calculated using the property of DCT transform. 
This correlation provides little information to our classification problem. KL transform is 
used to construct new variables which are uncorrelated to each other. Marginal probability 
of the new variables is used as feature in image tampering detection. 
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Our new form of feature construction gives almost the same performance as the 
original transition probability matrix. The advantage is that the dimension is more 
manageable. It grows linearly with the threshold, while the original has square growth 
rate. In terms of computing complexity, it is also more efficient. 

Under our new form, the dimension of 2nd order Markov transition probability fea-
ture has become manageable. But it still cannot give better performance. New ways of 
feature construction other than joint statistics of adjacent elements of difference array is 
needed to further improve the performance. This has motivated us to dig deeper into the 
statistical property of the feature instead of pursuing higher order transition probability. 
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Appendix: Proof of Equation (5) 

Correlation between adjacent elements in { }ijy  can be denoted as 
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Numerator of (18) can be calculated as follows 
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Using (4), (20) can be approximated with 
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Denominator of (18) can be calculated with 
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Substitute (21) and (22) back to (18), we get 
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Similarly, covariance between ijy  and ,i k jy +  (k>1) is 
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According to (22), we know 

 2 0yσ ≠  (25) 

So that we have 

 ,( , ) 0ij i k jy yρ + ≈  (26) 

Thus (5) is derived. 
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Abstract. In order to create convincing forged images, manipulated images are 
usually exposed to some geometric operations which require a re-sampling step. 
Therefore, detecting traces of re-sampling became an important approach in the 
field of image forensics. There are many re-sampling detection techniques de-
scribed in the literature, but their performance has been often examined with a 
small dataset. Besides, performance and robustness have been tested under dif-
ferent conditions, so it is difficult to evaluate and compare them. In this paper, 
we analyze the performance of some selected re-sampling detection techniques 
by using a common testing framework and a large dataset. We also employ  
several kinds of image post-processing to defeat the detectors in order to evalu-
ate their robustness and security. We show that the tested techniques obtain the 
best results when detecting up-sampled images. Unfortunately, most techniques 
are not secure and they can be defeated on different levels by applying post-
processing operations to the forged images. 

Keywords: Image forensics, re-sampling detection, robustness, security. 

1 Introduction 

Nowadays, digital images can easily be altered without leaving visual evidence due to 
the availability of powerful digital image processing tools. Therefore, developing 
techniques for deciding on image authenticity became an urgent need. There are many 
different types of image tampering, which can be detected by different forensic me-
thods [1-3].  

In order to create convincing forged images, manipulated images usually undergo 
geometric transformations, which involve a re-sampling step. Thus, detecting re-
sampling traces is a popular approach in the field of image forensics. Techniques that 
detect re-sampling artifacts are often based on analyzing local linear predictors [4-6] 
or the variance of the second derivatives of images [7-9]. To evaluate the performance 
of the techniques, in [4] the authors used 200 uncompressed images as the original 
dataset, and selected 50 images to create re-sampled versions. The number of tested 
images in [5] and [6] is 200 and all of them have been used to produce re-sampled 
images. The techniques in [7] were tested with only one image, while in [8] used 114, 
and [9] used 40 images.  
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Robustness is another important characteristic of re-sampling detection techniques 
along with detection capacity. A forensic technique is called robust if it is able to 
detect forged images even after post-processing is applied to the forged images. To 
evaluate the robustness of a detection technique, the authors usually apply several 
post-processing operations, such as Gaussian noise addition or JPEG compression to 
re-sampled images. The purpose of the operations is to defeat the technique so that it 
declares a post-processed forged image as authentic. All authors in the aforemen-
tioned papers used simple image processing operations. However, more complex 
attacks can be defined which are tailored towards attacking a specific technique.  
Recently, Kirchner and Boehme [10] proposed some methods to hide traces of re-
sampling, and Stamm et al. [11, 12] offered anti-forensic operations capable of  
disguising key evidence of JPEG compression. 

It is obviously difficult to judge which detection technique is better since they were 
evaluated on different datasets under different testing conditions. To fill this gap, 
Uccheddu et al. [13] proposed an experimental methodology and applied it to evaluate 
and compare two re-sampling detection techniques of Kirchner and Gloe [6] and 
Mahdian and Saic [9]. In the paper, the authors used a dataset of 200 images in differ-
ent categories; both analyzed techniques were tested following the same framework. 
However, in the performance test they considered only re-scaled images and in the 
robustness test, they limited their study to JPEG compression.  

In this paper, we study and implement three widely used re-sampling detection 
techniques of Gallagher [8], Mahdian and Saic [9], and Popescu and Farid [4]. Next, 
we test the techniques with a common large dataset under the same conditions. Sub-
sequently, we apply post-processing to the re-sampled images in order to evaluate the 
robustness of the techniques. We show that these techniques obtain the best results 
when detecting up-sampled images. The techniques in [4, 9] can also work with  
rotated images with high degrees, but the technique in [8] should not be applied to 
rotated images. We also show that all techniques are easily defeated by even simple 
post-processing operations that aim at disguising a forged image as authentic. 

The structure of the paper is as follows. In the next section, we review the imple-
mentation of the considered re-sampling detection techniques.  In Section 3, we ana-
lyze the performance and in Section 4 we evaluate the robustness of the selected  
techniques. Lastly, we conclude the paper. 

2 Implementation of Detection Techniques 

The first barrier for testing re-sampling detection techniques is that their implementa-
tions are often not available. Therefore, we implemented the algorithms according to 
the description in published papers. In this section, we review the techniques in  
[4, 8, 9] and details on their implementation.  

Gallagher realized that low-order interpolated signals (bilinear and bicubic interpo-
lations) introduce periodicity in variance function of their second derivatives with a 
period that is equal to the re-sampling factor [8]. This observation can be used to de-
tect whether an image has been re-sampled. Specifically, the periodicity is examined  
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by computing the discrete Fourier transform (DFT) of the second derivatives of the 
analyzed signals. In image forensics, the signals are rows (or columns) of the  
analyzed image. 

Although Mahdian and Saic [9] proved more generally that the variance of the  
n-derivative of a re-sampled signal is also periodic, they used only the second deriva-
tive in their experiments. This detection algorithm consists of the following steps. 
Firstly, in a similar way as [8], the second derivative of the analyzed signal is calcu-
lated. Next, the Radon transformation is employed to compute projections of magni-
tudes of the second derivative along specified directions determined by angles  
(from 0° to 179° in 1° increments). The authors apply this algorithm to every row  
(or column) of the examined image. The implementation of the core part of the  
technique is available on the website of the authors [14].  

The algorithm of Popescu and Farid [4] is probably the most widely used method. 
The authors noted that there are correlations between neighbouring pixels only in  
re-sampled images. In order to determine the correlations, they employed the expecta-
tion/maximization (EM) algorithm [15]. The EM algorithm estimates the linear corre-
lation between each pixel and its neighbours, then computes the probability of each 
pixel being correlated to its neighbours. The main output of the algorithm is the corre-
lation probability map (p-map) which contains periodic patterns in re-sampled  
images. The corresponding p-map will be more pronounced by transforming into 
frequency (DFT) domain. In our implementation, we used to the EM function of  
Nataraj et al. [16].  

To quantify the performance and robustness, we implement automatic testing  
functions for all techniques. In these techniques, the images to be analyzed are trans-
formed to frequency domain by applying DFT in order to uncover interpolation arte-
facts in the form of peaks. We use a strict threshold-based peak detector for searching 
local maximum (peaks) in the frequency domain. Since there is a trade-off between 
detection rate and false positive rate (FPR), the threshold has been chosen carefully 
through experiments. In this work, we use a simple method to support choosing 
thresholds. The method is as follows: 

1. For each image in the analyzed dataset, apply the detection techniques to produce a 
representation of the image in frequency (DFT) domain. 

2. In the frequency domain, find the highest peak, which is evidence of re-sampling. 
3. Iterate the steps 1 and 2 for all images in the analyzed dataset then gather the high-

est peaks of all images in the dataset and draw their histogram. 
4. Iterate the above steps for different re-sampled datasets and an original dataset. 

Subsequently, we have a set of histograms. These histograms are useful in  
choosing a threshold which satisfies the trade-off between detection rate and FPR. 

Based on the above method, in our test we defined thresholds for each technique so 
that its detection rate is larger than 90% in the test with up-sampled images (with the 
scaling factor of 1.2), and its FPR is lower than 20% in the test with the original im-
ages. Specifically, by using the thresholds, the detections rates of all analyzed  
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techniques are larger than 90%, and the FPR of the techniques of Gallagher [8], 
Mahdian and Saic [9], Popescu and Farid [4] are 18.5%, 19%, and 6.5% respectively. 
As an effort to reduce the FPR for the techniques in [8, 9] to below 10% by adjusting 
the thresholds which they used, we found that their detection rates were decreased 
significantly, so we missed many forgeries. The reason of higher FPR is that many 
false positives were caused by strong textures. Since the techniques in [8, 9] are based 
on detecting the second derivatives of images, strong textures produce clear periodic-
ity, even in original images, so they can yield peaks in the frequency spectrum similar 
to re-sampled images.  

Moreover, since all of these techniques are statistical methods, their test results are 
affected by the dataset in use. Therefore, we use a dataset of both 256 × 256 images 
and 128 × 128 images. In this paper, when we do not specify the size of images, we 
work with images of size 256 × 256 pixels.   

3 Performance Analysis of Detection Techniques 

To assess the performance and robustness of detection techniques correctly, we  
prepare a large image dataset. In this work, we use the same dataset in order to allow 
a fair comparison. First of all, to create a dataset of original images, we collected 
randomly 200 uncompressed images from [17], then converted them to gray-scale, 
and cropped each of them to the size of 256 × 256 pixels. Next, we created different 
datasets of up-sampled, down-sampled, and rotated images with different factors. 
Similarly, we created a dataset of 200 images with the size of 128 × 128 pixels.  

We evaluate the performance of the techniques by testing them with different kinds 
of re-sampled images. Firstly, we test the techniques with up-sampled images. All re-
scaled images are created from the original image dataset by using imresize function 
of Matlab using bicubic interpolation. We found that the techniques can detect up-
sampled images with the scaling factor larger than 1.1 rather well (with a detection 
rate larger than 50%). They detect perfectly (with a detection rate of about 100%)  
re-sampled images of size 128 with a scaling factor larger than 1.3, and re-sampled 
images of size 256 with the scaling factor larger than 1.2. Gallagher [8] showed that 
in the special case of interpolation by a factor of 2.0, there are no meaningful peaks 
produced in normalized frequency. Through experiments, we show that when the 
scaling factor is equal to 2.0, not only the technique of Gallagher, but also all other 
analyzed techniques did not recognize any critical periodic pattern, so the detection 
rate of all techniques becomes very low.  

The experimental results for detecting up-sampled images of size 128 × 128 and 
256 × 256 pixels are presented in Fig. 1 and Fig. 2. Since the detection techniques are 
based on statistics, using lager images for testing, we apparently get stronger and 
more accurate detection results. 

In the same way of testing up-sampled images, we test down-sampled images with 
different scaling factors. We realized that the detection rate of the techniques in  
detecting down-sampled images is rather low (see Fig. 3). The reason is that down-
sampling causes loss of information, thereby limiting the detection capacity of the 
statistical-based techniques. 
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Fig. 1. Detection rate for 128 × 128 up-sampled images 
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Fig. 2. Detection rate for 256 × 256 up-sampled images 

Following the test with up-sampled and down-sampled images, we evaluate the de-
tection techniques on rotated images with different angles. All rotated images were 
created from the 256 × 256 original image dataset by using the imrotate function of 
Matlab with bicubic interpolation. In order to reject the black parts in the corners of 
the rotated images, we crop the image and keep only the center part of size 196 × 196 
of each rotated image for evaluation. The experimental result is presented in Fig. 4. 
We realize that the technique in [4] can detect rotated images (with a rotation angle 
larger than 5 degree) and has a detection rate is about 80%. The techniques are based 
on detecting the second derivatives of images [8, 9] are not robust against rotation. 
Since the Radon transformation is applied to the second derivatives in [9], its  
detection rate is higher than in [8]. 
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Fig. 3. Detection rate for 256 × 256 down-sampled images 
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Fig. 4. Detection rate for rotated images 

4 Robustness Analysis of Detection Techniques 

To make tampering more convincing, post-processing is commonly applied to re-
sampled images. However, post-processing often worsen the performance of detection 
techniques. Thus, in order to measure the robustness of the techniques, we employ 
different post-processing operations to the re-sampled images. We choose 200  
up-sampled images with the factor of 1.2, where the detection rates were very high for 
all techniques. Specifically, the detection rates of the techniques for the up-sampled 
images are larger than 70% in the case of image size is 128 × 128 pixels and larger 
than 90% in the case of image size is 256 × 256 pixels. 
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Fig. 5. Detection rate for up-sampled images with post-processing by adding Gaussian noise     
(solid lines and dashed lines present results for 256 × 256 images and 128 × 128 images) 
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Fig. 6. Detection rate for up-sampled images with post-processing by JPEG compressing   
(solid lines and dashed lines present results for 256 × 256 images and 128 × 128 images) 

 
We applied some post-processing operations such as Gaussian noise addition and 

JPEG compression to the up-sampled images (the scaling factor is 1.2). The detection 
results after the post-processing are presented in Fig. 5 and Fig. 6. While the tech-
niques in [4, 8] are defeated in case of SNR (Signal to Noise Ratio) of the added 
Gaussian noise is lower than 30 dB, the technique in [9] is more robust. All tech-
niques are more robust against adding Gaussian noise with higher SNR. The tech-
nique of Gallagher in [8] works by detecting patterns in pixel-wise differences, so it is 
obviously sensitive to noise, but it is more robust against JPEG compression than the 
technique of Mahdian and Saic [9]. However, JPEG compression creates blocking 
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artifacts and they bring periodical peaks in normalized frequency. These peaks create 
false positives in the detection results and thus the detection rates are sometimes 
growing inversely to the quality factors. In order to quantify the robustness of the 
considered techniques, the test results are shown in detail in Table 1 and Table 2. 

Table 1. Detection rate for up-sampled images without any post-processing [%] 

 Gallagher [8] Mahdian and Saic [9] Popescu and Farid [4] 
128 × 128 

images 
72.5 71.5 86.0 

256 × 256 
images 

100 93.0 100 

Table 2. Detection rate for up-sampled images with post-processing [%] 

 Gallagher [8] Mahdian and Saic [9] Popescu and Farid [4] 
SNR 20 1.5 40.0 0 
SNR 30 26.0 55.0 14.0 
SNR 40 71.5 66.5 65.5 
SNR 50 77.5 69.5 90.5 
JPEG 90 81.5 66.5 99.0 
JPEG 95 92.5 78.0 95.5 
JPEG 97 95.0 84.0 80.5 
JPEG 100 100 92.0 96.5 
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Fig. 7. Detection rate for up-sampled images with post-processing by median filtering  
(solid lines and dashed lines present results for 256 × 256 images and 128 × 128 images) 

In light of [10], we also apply median filtering as a post-processing operation to the 
re-sampled images. In the original papers [4, 8, 9], the authors have not considered 
median filtering. However, during our experiments, we identify it as an effective  
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attack against the re-sampling detectors. Since the median filter is non-linear, it  
defeats well the techniques based on detection of local linear dependency [4]. The 
experimental results of the techniques under test with re-sampled images are pre-
sented in Fig. 7. Some examples of applying Gaussian noise and median filter to an 
image selected from [17] are shown in Fig. 8 and Fig. 9. Based on the analysis, we 
recommend applying these operations to attack the re-sampling detection techniques. 
In order to satisfy the trade-off between the attack effectiveness and the quality of the 
attacked images, we suggest using Gaussian noise with SNR of 30 or median filtering 
with window size of 3. Details on the detection results are shown in Table 3. Al-
though the techniques of Gallagher [8] and Mahdian and Saic [9] seem more robust 
against some attacks than the technique of Popescu and Farid [4], we noted that [8, 9] 
have much higher FPR than [4] with the fixed thresholds we chose for tests. 

   

Fig. 8. An up-sampled image and adding noise by signal-to-noise ratio (SNR) of 20, 30, 40 

   

Fig. 9. An up-sampled image and median filtering by size of 3, 5, 7 

Lastly, we propose a new attack by using order-statistic filtering. The filter  
replaces each pixel in a re-sampled image by the third largest value of the pixel 
among its north, east, south and west neighbours. We use this filter to attack up-
sampled images with a scale factor of 1.2, and then we use the techniques [4, 8, 9] to 
detect the attacked images. In Table 3, we show the efficiency of the attack in  
comparison with other considered attacks. 

A good attack not only reduces the detection rates of detection techniques, but also 
keeps the image quality. To quantify this factor of an attack, we compute the average 
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difference between pairs of re-sampled images (before the attack) and attacked  
re-sampled images (after the attack). The difference between a pair of image can be 
measured by calculating the PSNR (Peak Signal to Noise Ratio). A higher PSNR 
normally indicates that the attacked image is of higher quality. In Table 4 we show 
the average difference between re-sampled dataset (without any attack) and its at-
tacked versions. We realize that the order-statistic filter is better than a median filter 
for attacking the technique of [4]. It should be noted that, although median filtering is 
an effective attack to re-sampling detectors, it may leave evidence which can be  
detected and thus reveal the existence of the attack [18]. 

Table 3. Detection rate for up-sampled images after attack [%] 

Post-processing/ 
Attacks 

Gallagher [8] Mahdian and Saic 
[9] 

Popescu and Farid 
[4] 

Gaussian noise 
with SNR= 30 

26.0 55.0 14.0 

Median filter 
with size= 3 

30.5 25.0 5.5 

Order-statistic 
filter 

71.0 39.0 4.0 

Table 4. Average difference between re-sampled images and attacked re-sampled images [dB] 

Gaussian noise with 
SNR= 30 

Median filter with 
size= 3 

Order-statistic filter 

23.3 18.4 21.0 

5 Conclusion 

Image re-sampling detection is an important problem in the field of image forensics. In 
this paper, we have experimentally tested the performance and robustness of three detec-
tion techniques of Gallagher [8], Mahdian and Saic [9], and Popescu and Farid [4] on a 
large image dataset. The performance and robustness of the techniques can be measured 
by evaluating their detection rates in tests on re-sampled images and post-processed im-
ages respectively. We have noted that all tested techniques can detect up-sampled images 
well, but they also easily be defeated by post-processing operations. Based on our test 
results, the technique of Popescu and Farid seems to be the most reliable, but it can be 
almost completely defeated by median filtering or by order-statistic filtering. 
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Alternative Anti-Forensics Method

for Contrast Enhancement

Chun-Wing Kwok, O.C. Au, and Sung-Him Chui
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Department of Electronic and Computer Engineering

Abstract. Digital image forensic researchers have proposed different
robust detection schemes to classify authentic images and contrast
enhanced images. The main idea of the detectors is based on the peaks
and gaps introduced in the histogram after performing contrast
enhancement on an image. The classifier using these peak-gap artifacts as
feature achieves high accuracy result. After that, Anti-forensic researchers
proposed a method to remove the peak-gap artifacts by local random
dithering method which significantly reduces the accuracy of current
detection scheme. In this paper, an alternative anti-forensic method
is proposed to avoid the peak-gap artifacts and still have good image
quality in terms of PSNR. We perform the experiment by calculating
PSNR between traditional contrast enhanced images and our result
images.

Keywords: Security, Anti-Forensics, Digital Forensics, contrast
enhancement.

1 Introduction

Since currently photo editing software such as GIMP and Adobe Photoshop
are available to many computer users, images can be easily modified. This kind
of software provides lots of functionalities to enhance and manipulate images
easily without any visual artifact. However, in recent years, digital images have
becomes more important in many areas, such as newspapers, evidence in court
which the integrity of images is important. To protect the authenticity of digital
images, image forensic techniques are required.

There are two ways to authenticate an image: 1) watermarking and 2) image
forensic. The watermarking method is an active method whereby prior
information is added to the image explicitly so that authenticity of image can
be easy by extracting the watermarking from the image. However, this kind of
method needs the acquiring-devices containing this ability. However, this is not
available in most cameras nowadays. Thus, image forensic is further developed
to authenticate image “passively” which is to authenticate an image with the
intrinsic fingerprint. In general, there are many digital image manipulation
forensics schemes have been proposed. [4] developed a detector to check image
splicing. [1] proposed a robust method to find the copy-move area within an
image. [7] and [6] developed a classifier to find re-sampling in an image.

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 398–410, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In [9] and [10], the blind forensic algorithms for detecting the globally and
locally applied contrast enhancement have been proposed. They perform contrast
enhancement detection by finding out unique peak-gap artifacts introduced into
the histogram.

In this paper, we present an alternative method to attack the detection scheme
developed by [9]. The idea is based on internal bit depth increment to model
continuous input pixel intensity value. The reason for proposing anti-forensic
method is not to allow people to fool the current detection scheme, rather
we hope current forensic researchers can developer a better and more robust
classification and feature later.

The rest of this paper is organized as follows: Section 2 briefly introduces
the basic idea of contrast enhancement manipulation and the current forensic
method for contrast enhancement, followed by the existing anti-forensic
algorithms in Section 3. Then the proposed anti-forensic method are introduced
in Section 4. In Section 5, the experimental settings and results are shown.
Finally we draw the conclusion in Section 6.

2 Forensic Detection of Contrast Enhancement

In the prior works [9] and [10], blind forensic algorithms for detecting and
estimating contrast enhancement on digital images have been proposed. Contrast
enhancement is a mapping for every pixel values in an image. Let Ω =
{0, 1, . . . , 255} denotes the set of pixel values for 8-bit images, each pixel value
x ∈ Ω in the authentic image is then mapped to a pixel value y ∈ Ω in the
contrast-enhanced image by the mapping function m, such that

y = m(x) (1)

In practice, m might be gamma correction mapping, the histogram equalization
method which spreads the histogram to be uniform.

The authors in [9] found that the histogram of an authentic image, hX(x) is
smooth since there are many factors affecting the images, e.g. CFA interpolation,
lighting and shading environments, CCD noise, etc. After contrast enhancement,
the histogram of output hY (y) are changed according to the mapping m. In
general, contrast enhancement should be 1-to-1 mapping as there is no sense to
map two values to be the same. However, in the digital world, values need to be
quantized to nearest integer value. The histogram hY (y) of pixel values in the
enhanced image can be expressed by the unaltered image’s pixel value histogram
hX(x) as follows,

hY (y) =
∑

x∈Ω

hX(x)l(m(x) = y) (2)

where l(·) denotes the indicator function. This equation shows that each value
of hY must equal to either a single value of hX , a sum of distinct hX values,
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or none if there is no pixel intensity mapped. As a result, impulsive peaks
will occur in hY at y values when multiple x values are mapped. Gaps are
generated in hY at y values when no x values are mapped [9]. Such peak and
gap artifacts can be visualized in Figure 1 in which the top row is an authentic
image and its histogram while the bottom row is a gamma corrected image with
its histogram. These artifacts will serve as the feature that is used to identify
contrast enhancement operation.
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Fig. 1. Top left: original image, Top right: Histogram of original images, Bottom left:
gamma corrected image with γ = 0.7, Bottom right: histogram of gamma corrected
image

In [9], the authors found that histograms should be smooth which means no
sudden gaps and peaks appears. Thus, the Fourier transform of the histogram
should contain lots of low energy while high energy part should be small. The
contrast enhancement detection algorithm proposed in [9] is summarized as
follows:

1. Obtain the image’s histogram h(x).
2. Calculate g(x) as follows,

g(x) = p(x) · h(x) (3)

where p(x) is a pinch off function to remove the high frequency effect caused
by the high end and low end saturated images.

3. Transform g(x) to the Fourier frequency domain, G(ω), and obtain the high
frequency measure F according to

F =
1

N

∑

ω

|β(ω)G(ω)| (4)



Alternative Anti-Forensics Method for Contrast Enhancement 401

Here the cutoff function β(ω) used to compute the weight of high frequency
component is simply designated as

β(ω) =

{
1 |ω| ≥ c
0 |ω| < c

(5)

where c is a user specified cutoff frequency.
4. Apply the threshold test method to determine if contrast enhancement has

been performed.

3 Existing Anti-Forensic Method

In this section, we briefly describe the anti-forensic method developed by [2].
They apply the basic idea of dithering and design an anti-forensic scheme to
attack current forensic method. The traditional contrast enhancement operation
involves two steps. First, the primary mapping function m0(·) would transform
the integer pixel value x ∈ Ω to be a real number:

y0 = m0(x) (6)

Secondly, the resulting pixel value y is obtained by rounding y0,

y = [x] (7)

where [·] is the rounding function which maps a real number to the nearest
integer value. Combining equation 6 and equation 7, result in m(x) = [m0(x)].

According to this formulation, the histogram of the output images can be
written as,

hY (y) =
∑

x∈Ω

hX(x)l(y0 ∈ [y − 1

2
, y +

1

2
]) (8)

In this formula, gaps and peaks are generated when no gray level or multiple
gray levels are mapped into the unit neighboring range of y. In [2], they perform
local random dithering to avoid generating gaps and peaks in the histogram.
Therefore in the pixel domain,

y = [m0(x) + nx] (9)

where nx ∼ N(0, σ2
x). As mentioned in the paper [2], in order to avoid detection,

variance of the dithering noise should be adjusted with the original pixel values.
That means variance is larger for whose pixel value has higher probability to
have peaks or gaps.
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4 Proposed Anti-Forensic Method

The paper [2] used the local randomdithering technique when performing contrast
enhancement which can remove the gaps and peaks. However, some problems are
introduced: 1) the paper does not specify how to select an appropriate variance
for different intensity values. 2) After local random dithering with Gaussian
noise, the resulting histogram conforms the Gaussian mixture model [11].

When omitting the rounding function in equation 9,

hY = h′
X ∗ hN (10)

where hN is the Gaussian function which low-passes the histogram h′
X , the

histogram after contrast enhancement. As result, the high-frequency energy
will be suppressed by the noise. Instead of removing the peaks-gaps artifacts,
we try to prevent from generating these artifacts. This work is inspired by
camera acquisition and raw-image editing. When capturing photos using the
camera, the image undergoes some image processing before being saved into
the memory. Those image processing methods include noise filtering, gamma
correction, contrast stretching, white balance, etc. However, even if an image
undergoes contrast enhancement, the histogram of that image still be smooth.
This is similar to raw-image editing, as users like to process images in raw format
because the image contains more intensity precision.

In practice, m is usually monotonically increasing. We realised that most
mapping should be 1-to-1 mapping, given that the input domain and output
domain are continuous, since it is not likely to mapping different intensity values
to a same one. The gaps and peaks are generated when we quantize the output
into integer value so that there might be multiple values mapped into the same
integer value.

To solve this problem, we increase the bit depth to simulate higher precision
by the internal bit depth increase method (IBDI) [5]. Internal bit depth increase
is currently used for video coding and it shows that it can increase the coding
efficiency. In this paper, we creatively apply this method into our problem. First,
we increase the bit depth for each pixel by

f̃X(x, y) = fX(x, y) + n (11)

where fX is the input image, n ∼ uniform(−0.5,0.5). We denote higher bit
depth value as f̃ . We represent the extra bit depth information in the floating
point precision. The reason for choosing n to be uniform distribution is that we
assume that quantization error is uniform. We decrease 1000 12-bit images to
8-bit images and calculate the error due to bit-depth decrease, the distribution
is shown in Figure 2.

After increasing the bit depth of image fX , we perform contrast enhancement
as usual:

f̃Y (x, y) = m̃(f̃X(x, y)) (12)
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Fig. 2. The distribution of quantization error

where m̃ is the contrast mapping function in higher bit depth and f̃Y is the bit
depth increased result image. m̃ can be obtained by interpolating or polynomial
approximating of m.

Finally, we perform rounding to obtain the same bit depth as the input image.

fY (x, y) = [f̃Y (x, y)] (13)

5 Experiment and Results

5.1 Test Data Set

We test our method with a database of 1582 uncompressed and unaltered
photographic images downloaded from [8] for a quantitative evaluation. The
test images include natural scenes, buildings and different varieties of objects.
These images are stored in TIFF format with sizes ranging from 384 × 512 to
480 × 640 pixels. In our experiment, for the color images, color are converted to
gray scale images using the following equation,

Y = 0.299R+ 0.587G+ 0.114B

for every pixel. Then, the contrast-enhanced gray scale images are created by
applying the gamma correction:

m̃(s) =
[
256

( s

256

)γ]

where γ value ranges from 0.5 to 1.5 in our experiment.
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5.2 SVM Configuration

For classification, we use the LIBSVM Support Vector Machine library [3] for
our classifier which classifies authentic images and contrast-enhanced images.
We set the SVM parameter as follows,

SVM Type C-SVC

Kernel Type Radial Basis function (eγ|u−v|2)
Error Cost obtained from a 5-fold
Gamma grid-search cross-validation process

5.3 Results

In Fig. 3, the top row is the authentic image and its histogram. The second
row is, from left to right, the image after gamma correction with γ = 0.7
and its histogram, method in [2] with γ = 0.7 and its histogram, followed by
the proposed method with γ = 0.7 and its histogram. The third row is the
experiment with γ = 1.2. It is clearly shown that the F value in the original
image is small compared with the contrast-enhanced image. In Fig. 3, both
method in [2] and ours can remove the gaps and peaks in the histogram while
our method obtains higher PSNR.

Fig. 3. Top row: original image and its histogram (F = 0.142). Middle row: gamma
corrected images with γ = 0.6 and its histogram (F = 2.614), image using the method
in [2] and its histogram (PSNR= 47.5dB, F = 0.071), image using proposed method
and its histogram (PSNR=52.6dB, F = 0.058). Bottom row: gamma corrected image
with γ = 1.2 and its histogram (F = 1.87), image using method in [2] and its histogram
(PSNR = 47.5dB, F = 0.536), image using proposed method and its histogram (PSNR
= 55.1dB, F = 0.417).
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Fig. 4. F values comparison of contrast enhancement with γ = 0.6

Undetectability. We compute F value in eq. 4 for each image as a feature
for classification. In Fig. 4 and Fig. 5, they show the F value of Traditional
Contrast Enhancement, BJTU method, proposed method and original images
with γ = 0.6 and γ = 1.2, respectively. It shows that both anti-forensic methods
achieve similar F values as original images, thus it is hard to use the F value to
classify the original images and the anti-forensic images.

We use ROC to show the undetectability of our anti-forensic method also. In
Fig. 6, this is the ROC of the detection rate of the traditional contrast enhanced
method. In Fig. 7 and Fig. 8, it is clear to see that both the BJTU method and
our method decrease the accuracy of the current forensic method. The following
table shows the AUC with different methods, the AUC value, the closest to 1,
means the classifier can perfectly classify all data, while the AUC value which
is closest to 0.5 means the classifier cannot classify based on the feature. Thus,
in our experiment, the closest to 0.5, the better it is.

average AUC
Method γ = 0.5 γ = 0.6 γ = 0.7 γ = 0.8 γ = 0.9 γ = 1.1 γ = 1.2 γ = 1.3 γ = 1.4 γ = 1.5

Traditional 0.991 0.991 0.987 0.981 0.979 0.976 0.984 0.989 0.992 0.993

[2] 0.751 0.516 0.555 0.565 0.552 0.484 0.561 0.638 0.693 0.751
Proposed 0.519 0.490 0.501 0.480 0.496 0.493 0.579 0.637 0.718 0.772



406 C.-W. Kwok, O.C. Au, and S.-H. Chui

200 400 600 800 1000 1200 1400
0

1

2

3

4

5

6

7

8

Image no

F
 v

al
ue

F value comparsion with γ = 1.2

 

 
Traditional Contrast Enhanced
BJTU Method
Proposed Method
Original Image

Fig. 5. F values comparison of contrast enhancement with γ = 1.2
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Fig. 6. ROC of contrast enhancement with γ = 0.5, 0.6, 0.7, 0.8, 0.9, 1.1, 1.2, 1.3, 1.4, 1.5
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Fig. 7. ROC of contrast enhancement using BJTU method with γ =
0.5, 0.6, 0.7, 0.8, 0.9, 1.1, 1.2, 1.3, 1.4, 1.5
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Fig. 8. ROC of contrast enhancement using proposed method with γ =
0.5, 0.6, 0.7, 0.8, 0.9, 1.1, 1.2, 1.3, 1.4, 1.5



408 C.-W. Kwok, O.C. Au, and S.-H. Chui

200 400 600 800 1000 1200 1400
40

45

50

55

Image no

P
S

N
R

 (
dB

)

PSNR comparsion with γ = 0.6

 

 

BJTU
Proposed

200 400 600 800 1000 1200 1400
40

45

50

55

Image no

P
S

N
R

 (
dB

)

PSNR comparsion with γ = 1.3

 

 

BJTU
Proposed

Fig. 9. ROC of contrast enhancement with γ = 1.2

Quality Comparison. PSNR is used for comparing image quality between the
method in [2] and ours. We used the traditional contrast enhancement method
as our reference I and anti-forensic image K as input:

MSE =
1

mn

m−1∑

i=0

n−1∑

j=0

[I(i, j)−K(i, j)]2

PSNR = 20 · log10
(

255√
MSE

)

The result is as follows:

average PSNR (dB)
Method γ = 0.5 γ = 0.6 γ = 0.7 γ = 0.8 γ = 0.9 γ = 1.1 γ = 1.2 γ = 1.3 γ = 1.4 γ = 1.5

[2] 47.57 47.50 47.51 47.55 47.53 47.53 47.53 47.46 47.46 47.50
Proposed 54.35 53.91 54.04 54.34 54.30 54.60 54.69 54.07 54.28 54.62

Gain +6.78 +6.41 +6.53 +6.79 +6.77 +7.07 +7.16 +6.61 +6.82 +7.12

6 Discussion

It is hard to compare the result between our method and method [2] because
BJTU method can select different variances but in this experiment, we just use
σ = 1 which is the same as the experiment in [2]. However, theoretically, if
we want to achieve higher undetectability for the BJTU method, we can add a
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more severe noise to the image but it decreases the PSNR of the image also. In
our method, we have better undetectability as well as having better PSNR. The
reason is that the uniform we added also undergoes contrast stretching. Thus,
noise level is dependent on different intensity values.

From the ROC curve, it is obvious that the undetectability decreases while
the γ increases. This is because some images in the test set are over exposed,
that means there is a strong peak at high intensity in the histogram. This peak
will be suppressed by the pinch-off function in eq. 3. However, when the image
undergoes contrast enhancement, the peak will shift to the left in the histogram,
then it will not be suppressed by the function anymore. To solve this problem,
we can combine both methods, which means severe noise can be added to spread
out the peak.

fY = [m(fX + nU ) + nX ] (14)

where nU is a uniform noise within -0.5 to 0.5 and nX is a Gaussian noise with
different variances to spread out the peak for a specific intensity.

7 Conclusion

In this paper, we have proposed an anti-forensic method to remove peak-gap
artifacts in the histogram by increasing the internal bit depth of the image.
Although there is an existing method to perform anti-forensic of contrast
enhancement, our method has better image quality in terms of PSNR. Our
proposed anti-forensic method works with various experiments with a large
image database. This shows that our proposed method can result in the wrong
classification in the current forensic method, which suggests that current forensic
methods of contrast enhancement need to be improved.

Acknowledgement. This work has been supported in part by the Innovation
and Technology Commission (GHP/048/08) of Hong Kong, China.
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Abstract. In this paper, a simple yet effective anti-forensic scheme capable of 
misleading double JPEG compression detection techniques is proposed. Based 
on image resizing with bilinear interpolation, the proposed operation aims at 
destroying JPEG grid structure while preserving reasonably good image quality. 
Given a doubly compressed image, our attack modifies the image by JPEG 
decompressing, shrinking and zooming the image with bilinear interpolation 
before JPEG compression with the same quality factor as used in the given 
image. The efficacy of the proposed scheme has been evaluated on two 
prominent double JPEG detection techniques and the outcome reveals that the 
proposed scheme is mostly effective, especially in the cases that the first quality 
factor is lower than the second quality factor. 

Keywords: Anti-Forensics, Counter-Forensics, Double JPEG Compression, 
Shrink-and-Zoom, Image Resizing, Bilinear Interpolation, Image Rotation, 
Low-Pass Filtering, Histogram Equalization, Tampering Detection. 

1 Introduction 

The advent of digital cameras as well as image editing tools has made digital images 
new form of statue of memory. Duplication, distribution, or tampering of such media 
can be easily done which calls for the necessity to be able to trace back the 
authenticity or history of media. Digital image forensics is a branch of research that 
aims to resolve the imposed problem. As sophisticated as digital image forensic 
schemes have been designed on the one hand, there are weak points of such schemes 
on the other hand. Over the past few years, anti-forensics has emerged as a relatively 
new branch of research. It aims at revealing the weakness of forensic technology and 
this may lead to improve the next generation of such a technology. 

Double JPEG compression detection has been of great significance to digital image 
forensics, especially to image steganlysis and tampering detection. Its goal is to 
distinguish between JPEG images compressed once and those compressed twice. In 
this paper, we introduce an anti-forensic technique and we show its effectiveness on 
two highly effective double JPEG compression schemes. 

2 Prior Art 

In [1], an anti-forensic scheme to hide evidence of JPEG compression by adding 
adjustable noise to DCT coefficient of JPEG compressed images and removing 
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blocking artifacts was proposed. It has been shown that the anti-forensically modified 
images have statistical properties close to those of uncompressed images. In [2], the 
authors proposed de-blocking operation on top of the scheme introduced in [1] to fool 
forensic schemes that rely on the evidence of JPEG compression. The authors of [3] 
also indicated that their scheme could potentially mislead double JPEG compression 
schemes and extensively presented the afore-mentioned anti-forensic schemes.  

3 Double JPEG Compression Detection 

Double compression artifacts, also known as double quantization (DQ) artifacts, can 
be effectively traced by analyzing the statistical properties of DCT coefficients and 
are characterized by peak-and-valley pattern in a JPEG mode histogram. According to 
[4], double compression introduces periodic peak artifacts to a JPEG mode histogram 
when the ratio of second quantization step (q2) over the first one (q1) is not an integer; 
otherwise, the mode histogram of singly compressed and doubly compressed images 
would be indistinguishable. In JPEG compression, the expected quality of compressed 
images is user-defined and defined by a quality factor (QF) which is  an 8×8 matrix 
filled up with 64 quantization steps; therefore, in the generation of a doubly 
compressed image, we have to specify first quality factor (QF1) and second quality 
factor (QF2). The aforementioned condition of periodic artifacts implies that the 
detection of double JPEG compression of doubly compressed images generated by 
QF1 = QF2 is intrinsically undetectable with this approach. Note that some new 
strategy has made this detection doable [5]. 

Several double JPEG compression detection schemes have been adopted under the 
passive-blind framework; however, in this paper, we pick up two rather efficient 
schemes to be attacked: 1) [6] proposed 324-dimensional feature vector derived from 
applying Markov process to horizontal, vertical, major diagonal and minor diagonal 
difference JPEG 2-D arrays. Herein, we abbreviate the features as MP-324. Owing to 
the limitation in the size of image dataset to be used, we modify MP-324 by ignoring 
the features generated from both diagonal difference arrays which results in the 
feature dimensionality reduction from 324 to 162. We therefore abbreviate the 
modified features as MP-162. The efficacy of image features have been evaluated by 
Support Vector Machine; 2) [7] utilized the probabilities of the first digit of 20 
quantized JPEG AC modes to form a 180-dimensional feature vector which is 
abbreviated in this paper as MBFDF. The effectiveness of image features has been 
assessed by Fisher Linear Discriminant (FLD). 

Per pair of first quality factor (QF1) and second quality factor (QF2), both double 
JPEG compression detection schemes have been re-evaluated using the corresponding 
classification settings over 1,338 pairs of singly and doubly compressed images in 
gray-scale of size 384x512 (landscape) or 512x384 (portrait). These images were 
created from UCIDv2 [8], an uncompressed image dataset, with a pair of first and 
second quality factors (QF1, QF2) = (a, b) where a, b ϵ {50, 60, 70, 80, 90} and a ≠ b. 
Over the generated dataset, for both schemes, we independently train and test 
classifiers for 20 times and report the average detection accuracies. Per iteration, 
SVM [9] with random data partition (5/6 for training and 1/6 for testing) has been 
employed to re-evaluate MP-162 on the generated dataset and tabulate the result in 
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Table 1. To re-evaluate MBFDF, FLD with randomly selected 1138 images for 
training and the 200 images for testing has been employed for 20 independent runs, 
the results of which appear in Table 2. Please be noted that the re-evaluated detection 
rates slightly differ from what have been reported in [6] and [7] potentially because 
of: 1) different dataset, different random partition, and different features, for MP-162; 
2) different random partition, for MBFDF. 

Table 1. Detection accuracy of MP-162 

QF1/QF2 50 60 70 80 90 
50 - 100.00 100.00 100.00 100.00 
60 99.93 - 100.00 100.00 100.00 
70 99.98 100.00 - 100.00 100.00 
80 99.91 99.64 100.00 - 100.00 
90 99.98 99.96 99.62 99.62 - 

Table 2. Detection accuracy of MBFDF 

QF1/QF2 50 60 70 80 90 
50 - 100.00 100.00 100.00 100.00 
60 100.00 - 100.00 100.00 100.00 
70 100.00 100.00 - 100.00 100.00 
80 99.93 99.63 100.00 - 100.00 
90 99.88 99.93 99.98 99.95 - 

4 Shrink-and-Zoom Attack 

Obfuscating DQ artifacts is central to anti-forensics. Such deliberate attacks have 
created credibility gap on many forensic schemes that rely upon the trace of DQ 
artifacts, e.g., image tampering detection schemes derived from the DCT domain; 
however, in this anti-forensic work, we limit our attention to misleading double 
compression detection schemes of interest in the belief that the generalization of the 
attacks could be extended to other related forensic applications.  

In this paper, we propose a simple attack on doubly compressed images which 
effectively fools double JPEG compression detection schemes. The rationale behind 
the attacks is to disrupt JPEG grid structure. The original concept is from steganalysis 
[10] in which the JPEG grid structure of a given JPEG image has been destroyed by 
calibration attack which follows the following procedures: 1) decompression; 2) 
cropping 4 rows and 4 columns; 3) re-compression with the same QF. Although it has 
been proven that calibration can effectively reduce DQ artifacts, the inconsistency in 
image size caused by image cropping would leave an observable trail of image 
modification. We then propose Shrink-and-Zoom (SAZ) attack on a doubly 
compressed image to suppress DQ artifacts while to maintain the original image size 
as well as to preserve good image quality. The procedure of SAZ attack on a given 
doubly compressed image is as follows: 
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1. JPEG decompressing a given doubly compressed image 
2. Shrinking the image of size X by Y to sX by sY, where s is the degree of 

shrinkage and 0<s<1 
3. Zooming the shrunk image back to its original size X by Y. In this paper 

s = 0.9 and bilinear interpolation are recommended.   
4. JPEG compressing the resultant image in Step 3 with QF2 

The strategy for disrupting JPEG grid structure employed in SAZ attack is basically 
double image resizing. Image resizing involves interpolation to estimate pixel values 
of the location previously non-existent. Even though there are many interpolation 
algorithms, we opt to employ bilinear interpolation because it not only retains 
reasonably good image quality but also powerfully attacks double compression 
detection schemes. Although image resizing has been mentioned in [11] as an 
alternative way to destroy JPEG grid structure, to our best knowledge, there is no 
anti-forensic scheme reported that this technique can fail double JPEG compression 
detection schemes. 

We have found experimentally that the degree of shrinkage(s) and choice of 
interpolation have a strong connection with the effectiveness of DQ artifact 
elimination and image quality. Generally speaking, the smaller the s is, the worse the 
quality of anti-forensically modified image and the more severe the attack become; 
however, beyond some certain s, the effectiveness of the attack improves little while 
the image quality of the attacked image degrades greatly. 

4.1 Image Quality Measure (PSNR) 

One of the ultimate goals of anti-forensic schemes is to preserve the visual quality of 
the image to be attacked. Usually expressed in terms of logarithmic decibel, peak 
signal-to-noise ratio (PSNR) has been widely used as a measure on image quality of 
reconstruction of lossy image and is defined as a function of mean squared error 
(MSE) of two m×n gray-scale images I and J. Either I or J is a noisy approximation of 
the other. Please be noted that in the experimental setting presented in this paper, anti-
forensically modified images is considered as a noisy approximation of doubly 
compressed images which is considered as a reference image.  
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MaxI is the maximum pixel value of the image, e.g., in this paper, 8 bits are used to 
represent one pixel, MaxI is 255. 
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Fig. 1. (left) Doubly compressed image generated from ucid01248 using (QF1, QF2) = (60, 
80); (right) The anti-forensically modified image generated from SAZ with s = 0.9 and bilinear 
interpolation. The PSNR (dB) between two images is 35.97 dB (the left picture was used as a 
reference image).  

 

Fig. 2. Mode histograms of generated from generated from the two images in Fig. 1 

In this paper, the image ucid01248 in the UCID [8] dataset was used in the 
demonstrations of the proposed anti-forensic techniques which depict the 
effectiveness of the techniques in terms of visual quality preservation and DQ artifact 
elimination capability. In Fig. 1, the visual difference between the two images in the 
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figure is virtually indiscernible subjectively but also the quantitative difference 
measure between the two images is quite acceptable. The histogram in Fig. 2 (Left) 
has a peak-and-valley pattern (DQ artifacts) caused by double JPEG compression 
while  Fig. 2 (Right) contains no such a DQ artifacts associated with double JPEG 
compression which indicate that SAZ suppresses DQ artifacts to a considerable 
degree at a given pair of quality factors. Consequently, SAZ is capable of destroying 
DQ artifacts while preserving decent visual quality of the resultant anti-forensically 
modified images. 

4.2 Evaluation on Anti-Forensic Scheme 

In double JPEG compression detection, doubly compressed images are considered 
positive instances, while singly compressed ones are considered as negative instances. 
True positive (TP) rate is the percentage of doubly compressed images correctly 
classified, while true negative (TN) rate is the percentage of singly compressed 
images correctly classified. To evaluate the effectiveness of the proposed anti-forensic 
scheme, the key measure is the rate at which a classifier, trained for detecting double 
JPEG compression, classifies the anti-forensically modified images as doubly 
compressed images; the lower the more powerful of the proposed anti-forensics 
scheme, The evaluation process can be briefly described as follows: 1) conduct SAZ 
attack on a given doubly compressed image; 2) extract image feature vector; 3) feed it 
to the corresponding 20 trained classifiers. Table 3 shows the relationship between s, 
average PSNR, TP rates after SAZ attack on doubly compressed images generated 
from the UCID [8].   

Table 3. Average PSNR, TP rate after SAZ attack versus s 

s 0.998 0.9 0.5 
PSNR (dB) 35.21 32.38 28.58 

TP Rate (MP-162) 48.40% 33.74% 21.90% 
TP Rate (MBFDF) 19.50% 12.40% 8.60% 

Please be noted that the average PSNR in dB is calculated by averaging the PSNR 
before converting it to dB.  Table. 3 reveals that smaller s brings about more effective 
attack while decreases the average PSNR (dB). To maintain acceptable image quality, 
we choose s = 0.9.  

Table 4. Detailed average TP rates of MP-162 

QF1\QF2 50 60 70 80 90 

50  - 100.00 100.00 100.00 100.00 

60 99.87  - 100.00 100.00 100.00 

70 99.87 100.00 -  100.00 100.00 

80 100.00 99.60 100.00 -  100.00 

90 99.96 99.96 99.42 99.64 -  
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Table 5. Detailed average TP rates of MP-162 after SAZ attack with s = 0.9 

QF1\QF2 50 60 70 80 90 

50  - 0.13 0.00 0.00 0.00 

60 1.26 -  0.00 0.00 0.00 

70 30.09 19.10  - 0.13 0.00 

80 33.77 38.21 6.05  - 0.13 

90 100.00 99.78 99.55 9.87 -  

The average TP rates before SAZ attack are reported in Tables 4 and 6 in 
comparison with the corresponding average TP rates after SAZ attack in Tables 5 and 
7. From Tables 4 to 7, it is noticeable that SAZ is more effective to mislead the 
trained classified when QF1<QF2 than when QF1>QF2. The intuitive explanation of 
this phenomenon is discussed in Section 4.3 along with a quantitative measure to 
support the claim. 

The effectiveness of SAZ is confirmed by the low TP rates after SAZ attack as 
shown in Tables 5 and 7. In all cases, SAZ almost perfectly attacks the upper triangle 
of the tables where QF1 < QF2; however, in the lower triangle of the tables where 
QF1 > QF2, SAZ is less effective. This phenomenon can be intuitively explained by 
the following reasons: 1) when QF1 < QF2, DQ artifacts are so obvious that SAZ can 
powerfully distort the statistical properties of the doubly compressed images; 2) when 
QF1 > QF2, DQ artifacts exist less severely, hence being more difficult for SAZ to 
distort the statistical properties of such doubly compressed images. 

Table 6. Detailed average TP rates of MBFDF 

QF1\QF2 50 60 70 80 90 

50  - 100.00 100.00 100.00 100.00 

60 100.00 -  100.00 100.00 100.00 

70 100.00 100.00 -  100.00 100.00 

80 99.85 99.40 100.00 -  100.00 

90 99.75 99.85 99.95 99.90  - 

Table 7. Detailed average TP rates of MBFDF after SAZ attack with s = 0.9 

QF1\QF2 50 60 70 80 90 

50 - 1.00 0.00 0.00 0.00 

60 10.55 - 0.20 0.00 0.00 

70 30.80 17.95 - 0.00 0.00 

80 1.60 41.20 10.00 - 0.00 

90 90.65 26.80 14.80 3.20 - 
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4.3 Statistical Deviation by SAZ 

We measure the statistical changes in feature level introduced by SAZ by comparing 
two statistical parameters K and K̂ whose calculation is depicted in Fig. 3 and values 
are tabulated in Tables 8 to 11. To calculate both K’s, a singly compressed image with 
QF2 is used as a reference image. K is the L1 distance between feature vectors 
extracted from a given doubly compressed image and the reference image, while K ̂ is 
the L1 distance between feature vectors extracted from the anti-forensically modified 
image and the reference image. That’s, K represents the change with respect to the 
reference image in feature-level introduced by double compression, K introducing the 
change with respect to the reference image in feature-level introduced by SAZ. Mean 
values of K and K ̂ are tabulated in Tables 8 to 11. 

When QF1 < QF2, K̂ is much less than K which means that SAZ moves the 
statistical properties of the anti-forensically modified images closer to their 
corresponding singly compressed versions (the reference images). When QF1 > QF2, 
K ̂ is generally close to K which means that SAZ slightly distort the statistical 
properties of the anti-forensically modified images. SAZ is therefore generally less 
effective under this situation. The amount of difference between K and K ̂ indicates 
the degree of statistical deviation introduced by SAZ. 

 

Fig. 3. Block diagram of K and K̂  

Table 8. Means of K of MP-162 

QF1\QF2 50 60 70 80 90 

50 -  2.97 11.14 13.26 18.26 

60 1.82 -  5.39 14.85 16.05 

70 1.79 1.57 -  4.40 15.06 

80 1.45 1.24 1.89  - 11.82 

90 0.30 0.44 0.36 1.02 -  
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Table 9. Means of K̂ of MP-162 

QF1\QF2 50 60 70 80 90 

50 -  1.98 2.97 3.80 4.73 

60 1.41 -  2.40 2.95 4.41 

70 1.97 1.54 -  2.36 3.98 

80 1.59 1.44 1.61  - 3.03 

90 1.27 1.35 1.51 1.73 -  

Table 10. Means of K of MBFDF 

QF1\QF2 50 60 70 80 90 

50  - 5.44 21.57 23.42 21.62 

60 3.59 -  7.61 22.20 22.71 

70 3.10 4.30  - 11.18 21.14 

80 2.79 1.52 4.08 -  18.08 

90 0.80 1.14 1.26 1.59 -  

Table 11. Means of K̂ of MBFDF 

QF1\QF2 50 60 70 80 90 

50  - 3.49 4.96 4.86 4.57 

60 4.03  - 3.01 4.07 4.54 

70 4.76 4.47  - 3.45 4.31 

80 3.20 3.95 4.35 -  3.17 

90 3.40 3.57 3.37 3.39  - 

5 Alternatives to SAZ 

As mentioned before, the ultimate goal of the anti-forensic scheme proposed in this 
paper is to disrupt JPEG grid structure. It has been shown in the above Sections that 
SAZ, based on image resizing, is one of effective methods; however, we would like to 
point out, without large-scale empirical validation, a few other methods that could 
possibly be also effective in JPEG grid disruption. 

First, image rotation is able to disrupt JPEG grid structure as also having been pointed 
out in [11]; however, we do not recommend this operation because of the following 
reasons: 1) Image rotation would require image cropping to eliminate artificial image 
boundary and result in the inconsistency between image sizes; 2) Image rotation would 
make the spatial coordinate of the anti-forensically modified image nonaligned with the 
corresponding doubly compressed image which leads to unacceptably low PSNR. 
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Second, low-pass filtering can be considered as an equivalent operation of SAZ. 
There are of course various ways to apply low-pass filter to an image; for the sake of 
simplicity, we choose to convolute a 3×3 mean filter to a given doubly compressed 
image and then JPEG compress the filtered image with QF2.  

 

Fig. 4. (left) Doubly compressed image generated from ucid01248 using (QF1, QF2) = (60, 
80); (right) The anti-forensically modified image generated by convoluting a 3×3 mean filter on 
the doubly compressed image. PSNR (dB) between two images is 34.57 dB (the right picture 
was used as a reference image).  

 

Fig. 5. Mode histograms generated from the two images in Fig. 4 
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Fig. 6. (left) Doubly compressed image generated from ucid01248 using (QF1, QF2) = (60, 
80); (right) The anti-forensically modified image generated by conducting histogram 
equalization. PSNR (dB) between two images is 10.63 dB (the right picture was used as a 
reference image).  

 

Fig. 7. Mode histograms generated from the two images in Fig. 6 
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Fig. 4 and Fig. 5 confirm the effectiveness of the usage of a low-pass filter not only 
to preserve image quality but also to eliminate DQ artifacts; under the same 
circumstances, the resultant PSNR suggests that image quality retained by 
convoluting a 3×3 mean filter to the corresponding doubly compressed image is 
slightly worse than that retained by SAZ. We may also visually see that the obtained 
anti-forensically modified image in Fig. 4 (Right) is a little more blurry than that in 
Fig. 1. This is, however, in no ways, a definite conclusion as other choices of  
low-pass filter may bring off a higher PSNR.  

Third, intensity transformations, such as histogram equalization and logarithmic 
transformation, can also destroy DQ artifact. They globally change the relationship 
among pixel intensity in the given image; in some sense, depending on the degree of 
change introduced to a compressed image, such operations create a seemingly new 
uncompressed image with similar visual semantic content with virtually no DQ 
artifacts. In Fig. 6 and Fig. 7, we demonstrate the effectiveness of applying histogram 
equalization to the given doubly compressed image. As expected, PSNR of the two 
images in Fig. 6 is unacceptably low, only 10.63 dB, but DQ artifacts have been 
removed to some extent as shown in Fig. 7. Although intensity transformation  
may work very effectively in hiding the traces of DQ artifacts, we do not recommend 
this approach such it is most likely to yield a noticeably change in the attacked 
images. 

6 Discussion and Concluding Remarks 

6.1 SAZ in a Nutshell 

In this paper, we introduce an anti-forensic operation capable of misleading two 
highly effective JPEG double compression detection schemes [6] and [7].  There are 
two ultimate goals of anti-forensic schemes: 1) image quality preservation; 2) 
obfuscating forensic artifacts. The proposed attack relies upon image resizing with 
bilinear interpolation and is called Shrink-and-Zoom (SAZ). The efficacy of SAZ is 
assessed by the rate at which a classifier, trained for double JPEG compression 
detection, classifies anti-forensically modified images as doubly compressed images. 
That is, the lower such a rate, the more powerful the attack is. To operate SAZ, the 
scaling factor s is the key parameter that controls not only the image quality but also 
TP rates after the attack. We choose s = 0.9 which yield a reasonable balance between 
PSNR and TP rates after the attack. 

The performance gap between TP rates between before and after SAZ attack also 
indicates how effective the attack is; that is, the lower TP rate after the attack than TP 
rate before the attack, the more effective the attack is. Although in most cases, the TP 
rates after the attack are lower than those before the attack, it has been observed that 
TP rate after the attack is slightly higher than TP rate before the attack for only two 
combinations of QF1 and QF2 and in such cases the attack can be deemed ineffective.  

When TP rate after SAZ attack is lower than TP rate before the attack, the attack 
moves the statistical properties of anti-forensically modified images closer to those of 
singly compressed images. On the other hand, when TP rate after the attack is higher 
than TP rate before the attack (as said before, this is rare), the attack moves the 
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statistical properties of anti-forensically modified images further away from those of 
singly compressed images. The relationship between TP rates before and after the 
attack implies the direction toward which the attack moves the statistical properties of 
features, while the difference between K and indicates the degree of statistical 
deviation the attack brings forth.  

6.2 The Connection between Anti-Forensic Schemes of Double JPEG 
Compression Detection and the Practicality of Image Tampering Detection 
Schemes 

Image tampering detection has been a hot research topic over the past few years. 
Many such schemes, such as [12], [13], and [14], have been proposed to measure 
irregularity caused by image tampering from observed JPEG coefficients and 
evaluated over some public datasets, e.g., [15] and [16]. These schemes generally 
perform fairly well within the datasets used; however, its practicality is still 
questionable as it has been reported in [14] that the accuracy of testing real-life 
tampered images, of which the ground truths are known but the processing histories 
done to the images are not, collected from the Internet on the classifiers trained over 
[16] is much lower than that evaluated by using the testing images in the used dataset. 

What has been presented all along this paper could partly explain why image 
tampering detection schemes derived from JPEG coefficients have performed poorly 
in reality. Assuming no further malicious attack, image resizing and image rotation 
seem to be frequent choices of non-malicious image processing operation that makes 
a given image suitable for being displayed in an Internet browser while image 
enhancement operations like histogram equalization as well as low-pass seem to be 
done relatively much less. However, any of such non-malicious image operations is 
likely to be applied to any digital image before its distribution over the Internet and it 
can potentially obfuscate the traces of tampering artifacts left in the JPEG 
coefficients. In other words, for compressed domain methods, tampered images 
generated from JPEG images are susceptible to many common image processing 
operations; consequently, the practicality of such methods is limited. SAZ as well as 
some other methods discussed in Section 5 is most likely to be able to confuse image 
tampering detection schemes that rely on JPEG information. 
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Abstract. Image secret sharing is a steganography communication approach which 
provides the functionality of tolerance data corruption or loss. In this paper, we 
combined existing methods [5] and [8], proposed two improved (2, 4)-threshold 
image secret sharing methods, the method I is based on multi-secret sharing mode, 
and method II is based on priority sharing mode. In improved methods, Huffman 
coding and the difference matrix are used to reduce the size of shadow images, 
image blocks are used to limit error-propagation. Comparing with the existing 
methods, the characters of the proposed methods are as follows: (1) the sizes of 
generated shadow images are smaller; (2) method II provided a lossless secret 
image recovery approach with smaller shadow images. The experimental results 
show that the sizes of shadow images are only 30% (method I) and 15% (method 
II) of the original secret image. 

Keywords: (r, n)-Threshold, Image secret sharing, Huffman coding, Difference 
matrix. 

1 Introduction 

With the development of computer and multimedia technologies, the exchanges of 
multimedia information have become very extensive. At the same time, information 
eavesdropping is very easy. The loss or damage of some sensitive information such as 
government documents, financial information, military intelligence, will cause serious 
losses. Therefore, how to provide a secure data transmission method is an urgent 
issue. As one of the secret communication methods, traditional data encryption 
technology cannot meet the needs of multimedia information secure transmission 
while the steganography communication technology emerges in recent years. 

Steganography communication is achieved by information hiding techniques, 
which is becoming a hot research topic in recent years because of its advantage in the 
field of information security. 
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Information hiding [1] is a technique that hiding the secret information into carrier 
information such as images, texts, voice and videos. Only the legitimated participants 
can recover the secret information from the stego-carriers. The purpose of information 
hiding is preserving the confidentiality of the secret information and providing a 
secure way for information transmission. On the other hand, it is necessary that 
information hiding does not affect visual or auditory effect of the stego-carriers. 

Image is a typical multimedia form, as an effective method to implement 
information hiding, image digital watermarking has been developed in recent years. 
However, traditional image watermarking technology embed the secret information 
into a single carrier image, once the carrier image is destroyed, secret information will 
lose forever. Image secret sharing [2] is a mechanism that does not suffer above 
mentioned problem. The study of image secret sharing started from the concept of 
Visual cryptography [2]. Visual cryptography can be considered as a development of 
the cryptology unconditional security protocol----secret sharing is used in the field  
of the digital image authentication. The basic idea behind visual cryptography is to 
split a secret image into n shares, each of them is called a shadow image, and then 
send shadow images to n legitimate receivers. In the retrieval phase, a subset of the 
legitimate receivers printed the shadow images that they held on the transparent film 
and then overlap with those films, and then the secret image can be retrieved. By 
using this way, the subsets of legitimate receivers are able to see the secret image 
which is retrieved through the visual directly, while the illegal participants have 
nothing information about the secret image. 

In recent years, steganography communication has been concerned greatly, and 
emerged many image secret sharing schemes which adapt to the needs of various 
applications. The methods of image secret sharing can be divided into two categories, 
one is image pixel-based and another is based on image blocks. 

Shamir [2] is one of the typical pixel-based methods of Image Secret Sharing. 
Another typical method is proposed by Thien [3]. It is a (r, n)-threshold image secret 
sharing scheme. In their schemes, the N×N secret image is divided into several shares, 
each share has r pixels, and each pixel belongs to one and only one share. For j-th 
share, r-1 degree polynomial is constructed as follows: 

( ) ( )1
0 1 1 mod 251r

j rq x a a x a x −
−= + + +                      (1) 

Here 0 1 1, , , ra a a −  are the r pixels of the j-th share. By this way, the size of each 

generated shadow image is 1/r of the original secret image.  
Lin and Tsai [4] proposed an approach based on Shamir (r, n)-threshold image 

secret sharing. In their scheme, n shadow images were generated by computing the 
pixel values of the given secret image. These shadow images are then hidden in n 
user-selected camouflage images. Furthermore, an image watermarking technique is 
employed to embed fragile watermark signals into the camouflage images by using 
parity-bit checking. Their method provides the capabilities of steganography and 
authentication, simultaneous. 

In the application of image secret sharing, shadow images are usually used as 
watermark signals which are embedded into the camouflage images. To achieve a 
high-quality visual effect, the smaller shadow images are necessary. In order to 
decrease the size of the shadow image, scholars have tried lots of different 
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approaches. Wang and Su [5] proposed a method that computed the difference image 
of the secret image, and compress the difference image by using Huffman coding, 
then achieve (r, n)-threshold image secret sharing. The experimental results shown 
that generated shadow image is about 40% smaller than that of the method in  
Thien [3]. 

Another category of image secret sharing method is image block-based approach. 
Typical schemes can be seen from [6], [7], and [8].  

In [6], Li Bai proposed a reliable (r, n)-threshold image secret sharing method that 
incorporates two r-out-of-n secret sharing schemes: i) Shamir's secret sharing scheme 
and ii) matrix projection secret sharing scheme [9]. By using their methods, the size 
of generated shadow image is 1/r+1/n of the secret image, which is bigger than that of 
the method of Thien [3]. Wang et al. [7] proposed a scalable image secret sharing 
scheme by using three sharing styles, namely the multi-secret mode, priority mode 
and progressive mode. These modes are designed to show diverse restoration effects 
for secret image. In their schemes, the size of each shadow image is half of the 
original secret image. Subsequently, Lin et al. [8] changed the shadow generation 
method of [7], the size of each shadow image is (2n-r)/n2 of the original secret image. 

In order to convenient for steganography communication, small shadow images are 
necessary. However, it is a challenging by using small shadow images to recover the 
original secret image. In this paper, based on image secret sharing method [5] and [8], 
we proposed two improved (2, 4)-threshold image secret sharing methods, which are 
based on multi-secret sharing mode and priority sharing mode, respectively. In multi-
secret sharing mode, the secret image was partitioned into sub-images, and computed 
difference image for every sub-image, then compressed difference images by using 
Huffman coding, and generated shadow images. In priority sharing mode, instead of 
dividing secret image into sub-images, the secret image was partitioned into bit-level 
images, then compressed the bit-level images by taking the smallest pixel value of 
every 2×2 pixel block. The experimental results show that the shadow image sizes of 
improved methods are only 30% (method I) and 15% (method II) of the original 
secret image. 

The remainder of this paper is organized as follows: improved methods are 
described in section 2 and section 3, and experimental results are shown in section 4. 
Finally, a brief conclusion is summarized in section 5. 

2 The Proposed Method I: Multi-secret Sharing Mode  

Inspired by the idea of literature [5] and [8], in this section, we presented an improved 
image secret sharing scheme based on Multi-Secret Sharing Mode. 

2.1 Overall Structure 

Proposed method consists of three phases: image pre-processing phase, shadow image 
generation phase, and secret image recovery phase (see Fig.1). 
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Dividing I into four non-
overlapping sub-image: I1, I2, I3, I4

Generating difference matrix 
of each 8×8 block

Huffman codingGenerating row vectors:
D1, D2, D3, D4

Generating sharing share Generating sub-shadow images si(1), si(2),
si(3), si(4), si(5), s i(6)

Combing the 24 sub-shadow images, 
generating four shadow images

Embedding these four shadow images 
to carrier images as watermark

Taking a pixel from each of 
the shadow images

Converting the coefficients into binary numbers, and
then, Huffman decoding is used to obtain the pixels
of difference image

Inverse difference
transformation

Recovered
secret image

Pre-processing
Shadow

 generation 
R

ecovery phase

Original image I Dividing each sub-image into
8×8 non-overlapping blocks

Using r pixels and Lagrange’s interpolation to generate the 
coefficients of the Lagrange polynomial

Internet
 

Fig. 1. The structure of multi-secret sharing mode 

2.2 Algorithm Description 

(1) Image pre-processing 

① Using the multi-secret sharing mode [7], dividing the original secret image I 
into n parts 1 2, , , nP P P , and such that: 

, 1 ,

, 1 ,

1
, 1 ,

i
i

i j

i

P P j n

P P i j n

P P i n
n

ϕ

⎧ = ≤ ≤⎪
⎪

= ≤ ≠ ≤⎨
⎪
⎪ = ≤ ≤
⎩



                            (2) 

For example, for (2, 4)-threshold (r=2, n=4) scheme, the image I (the size is N×N) is 
divided into four sub-images 1 2 3 4, , ,I I I I  (the size is N/2×N/2). Fig. 2 (b) and (c) 

show two separation modes of Fig.2 (a). 

②  Dividing every sub-image ( )1,2,3, 4kI k =  into 8×8 image blocks k
uE ,  

u=1,..., (N/16)× (N/16). 
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    (a)                   (b)                    (c) 

Fig. 2. (a) Original image; (b) Separation mode I; (c) Separation mode II 

③ Computing difference matrix k
ijdiff  for each 8×8 image block: 

11 12 18

21 22 28

81 82 88

k
ij

a a a

a a a
diff

a a a

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦




   


     1, 2,3, 4,k =  , 1, 2, , /16i j N=        (3) 

Here,        ( ) ( )
( ) ( )

( , ) 1, 1

, 1, 1, 1

, , 1

k
u

k k
st u u

k k
u u

E s t s t

a E s t E s t s t

E s t E s t others

⎧ = =
⎪= − − ≠ =⎨
⎪ − −⎩

          , 1,2, ,8s t =      (4)       

④ Combining k
ijdiff  to generate matrix kDiff :  

 

11 12 1, /16

21 22 2, /16

/16,1 /16,2 /16, /16

k k k
N

k k k
N

k

k k k
N N N N

diff diff diff

diff diff diff
Diff

diff diff diff

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦




   


 ( )1,2,3, 4k =         (5) 

⑤  Re-arranging elements of Diffk by row to generate a row vector, and 
compressing it by using Huffman coding, then converting the results into 0~255 
decimal numbers, denoted as kD ( )4,3,2,1=k . 

The purpose of using difference matrix is to reduce the size of shadow images. 
However, once an error occurred in the shadow image, it will cause error spread in the 
recovery phase. To overcome this problem, we divide the secret image into non-
overlapping 8×8 image blocks; by this way, the error propagation is limited within a 
single image block. 

(2) The shadow generation algorithm 
We use (2, 4)-threshold scheme [8] to generate shadow images. The algorithm 

steps are as follows: 
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① Generating block-shadow images: Taking every four pixels, in sequence, from 

kD ( )4,3,2,1=k  as a sharing share, denoted as{ }0 1 2 3, , ,a a a a , then construct Lagrange 

polynomial for each sharing share: 

( ) ( )3
0 1 3 mod 2i t

kq x a a x a x= + + +                       (6) 

where t=8, i=1,...,||Dk||/4, ||·|| is norm operation. Use )(xqi
k  as one pixel of ( )ks x , 

generate six block-shadow images ( )ks x , 1, 2, ,6x =  .   

② Combining the 24 block-shadow images which obtained from step ① to 
generate four shadow images 1 2 3 4, , ,SH SH SH SH , the algorithm is described in Table 1.  

Table 1. The algorithm to generating shadow images 1 2 3 4, , ,SH SH SH SH  

Shadow 
images 1D  2D  3D  4D  

1SH  ( ) ( ) ( )1 1 11 , 2 , 3s s s  ( )2 1s  ( )3 1s  ( )4 1s  

2SH  ( )1 4s  ( ) ( ) ( )2 2 22 , 3 , 4s s s  ( )3 2s  ( )4 2s  

3SH  ( )1 5s  ( )2 5s  ( ) ( ) ( )3 3 33 , 4 , 5s s s  ( )4 3s  

4SH  ( )1 6s  ( )2 6s  ( )3 6s  ( ) ( ) ( )4 4 44 , 5 , 6s s s  

(3)Secret image recovery algorithm 
According to (2, 4)-threshold scheme, the secret image can be reconstructed by 

anyone who obtains at least two shadow images from the four generated shadow images. 

① Taking one pixel in sequence from each of the r (2≤r≤4) shadow images (they 
are a subset of ( ){ ( ) ( )}1 , 2 , , 6i i i

k k kq q q ), and using Lagrange’s interpolation to 

compute the coefficients 0 3, ,a a  of formula (6). 

② Converting the coefficients 0 3, ,a a  into binary numbers, then use Huffman 

decoding to reconstruct the difference images 
1 2', ', , 'rD D D , the size is N/2×N/2. 

③  Taking the inverse-difference transformation for reconstructed r difference 
images 

1 2', ', , 'rD D D , then obtain the sub-images 1 2', ', , 'rI I I . The inverse-difference 

transformation is shown as follows:   

( )

( )

( )

( )

1

1

' , 1, 1

' , ' , 1, 1

' ,

i

j

i i
j

k

i
k

D j k j k

I j k D j k j k

D j k o t h e r s

=

=

⎧
= =⎪

⎪
⎪⎪= ≠ =⎨
⎪
⎪
⎪
⎪⎩

∑

∑

                   (7) 

Here, ;,...,2,1 ri =  2/,...,2,1, Nkj = .  
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3 The Proposed Method II: Priority Sharing Mode 

The image secret sharing scheme based on bit-level decomposition was originally 
proposed by Lakac et al. [10-12]. Wang et al. [7] followed their idea proposed the 
priority sharing mode for image secret sharing. In order to provide a loss-less 
reconstruction method, we improved the method of literature [7], present an image 
secret sharing method with loss-less priority sharing mode and smaller shadow 
images, and the algorithm steps are as follows: 

(1) Image pre-processing 
① Dividing the secret image I into n bit-level images 0 1 1, , , nP P P −  by using  

bit-level decomposition technique [7], and satisfy: 

( )

( ) ( )
( ) 1

1

i
i

i j

B P B I i n

B P B P i j n

⎧ = ≤ ≤⎪
⎨

= ∅ ≤ ≠ ≤⎪⎩




                         (8) 

Here ( ) }{ 1 1 0, , ,mB I b b b−=   is the set of bit-level images for a certain pixel in  

I, m is the depth of a pixel, 
0b  is the least significant bit, and 1mb −  is the most 

significant bit. Base upon the characteristics of a pixel value, the bits in B(I) follows a 
partial ordering 1 2m mb b− −> … > 0b , where i jb b>  means ib  is more significant  

than 
jb . 

Taking (2, 4)-threshold scheme and 8-level decomposition for example. Dividing 
the original image I into 0 1 2 3 4 5 6 7, , , , , , ,P P P P P P P P , and combing them to generate four 

combined bit-level images 1 2 3 4, , ,I I I I . Fig.4 and Fig.5 show two combined models, 

the depth of each pixel in Fig.4 and Fig.5 is only 2. Fig.4 shows combined model 
I: }{ ( ) } ( ){1 7 6 2 5 4 3( ) , , , ,B I b b B I b b B I= = = { }3 2,b b , ( ) { }4 1 0,B I b b= . Fig.5 shows 

combined model II: }{ ( ) { }1 7 3 2 6 2( ) , , , ,B I b b B I b b= = ( ) { }3 5 1,B I b b= , ( ) { }4 4 0,B I b b= . 

 

Fig. 3. Original image (128×128) 
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 (a)                    (b)                  (c)                     (d) 

Fig. 4. Combined model I: (a)-(d) are combined bit-level images 1 4,...,I I
 

 

(a)           (b)                     (c)                 (d) 

Fig. 5. Combined model II: (a)-(d) are combined bit-level images 1 4,...,I I  

② Dividing B(Ii) (i=1,2,3,4) into 2×2 image blocks, denote as: 

      2 1,2 1 2 1,2

2 ,2 1 2 ,2

j k j ki
jk

j k j k

b b
g

b b
− − −

−

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 (j,k=1,2,…,N/2)                          (9)       

We denote the minimum value of i
jkg  as i

jkm , that is { 2 1,2 1 2 1,2min ,i
jk j k j km b b− − −=  

}2 ,2 1 2 ,2,j k j kb b− , and define matrix iM (the size is N/2×N/2,i=1,2,3,4) that are 

constructed by i
jkm , and reconstruct images iIM by iM . Defining matrix iD  that 

would be used in recovery phase, the elements of iD  are as follows: 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−

−−
=

−

−−−
i
jkkj

i
jkkj

i
jkkj

i
jkkji

jk
mbmb

mbmb
d

2,212,2

2,1212,12  (j,k=1,2,…,N/2)             (10) 

③ Dividing iIM  (i=1, 2, 3, 4) into 8×8 image blocks i
uE , u=1, ..., N/16×N/16, and 

computing the difference matrix i
jkdiff  for each 8×8 image block by formula (11):   

11 12 18

21 22 28

81 82 88

i
jk

a a a

a a a
diff

a a a

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦




   


(i=1, 2, 3, 4)                       (11) 
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Here, ( ) ( )
( ) ( )

( , ) 1, 1

, 1, 1, 1

, , 1

i
u

i i
st u u

i i
u u

E s t s t

a E s t E s t s t

E s t E s t others

⎧ = =
⎪= − − ≠ =⎨
⎪ − −⎩

  )8,...,2,1,( =ts                    (12)       

④ Combining i
jkdiff  to generate matrix 

iDiff : 

11 12 1, /16

21 22 2, /16

/16,1 /16,2 /16, /16

i i i
N

i i i
N

i

i i i
N N N N

diff diff diff

diff diff diff
Diff

diff diff diff

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦




   


( )4,3,2,1=i               (13) 

⑤ Re-arranging elements of iDiff  by row to generate a row vector, and 

compressing it by Huffman coding, then converting the output into 0~255 decimal 
numbers, noted as ( ) ( )1 2 3 4, , ( ), ( )C I C I C I C I . 

(2) The shadow generation algorithm 
This algorithm involving two steps: first, for each ( )iC I  (i=1,2,3,4), (4,6)-threshold 

scheme is used to generate six sub-shadow images, then combining the obtained 24 
sub-shadow images to generate four shadow images 1 2 3 4, , ,SH SH SH SH .  

①  Taking every four pixels, in sequence, from ( )iC I  (i=1,2,3,4) as a sharing 

share, denoted as }{ 0 1 2 3, , ,a a a a , then construct Lagrange polynomial for each 

sharing share: 

( ) ( )3
0 1 3 mod 2i t

kq x a a x a x= + + +                     (14) 

Here, 4,3,2,1=k , i=1,..., ||C(Ii)||/4, ||·|| is norm operation. Take )(xqi
k

 as one pixel 

of ( )ks x , generate six sub-shadow images ( )ks x , 1,2,...,6x = .   

② Combining the 24 sub-shadow images obtained from step ①, then generate 
four shadow images 1 2 3 4, , ,SH SH SH SH , the algorithm is described in Table 2.  

Table 2. The algorithm of generating shadow images 1 2 3 4, , ,SH SH SH SH  

Shadow  
image 

( )1C I  ( )2C I  ( )3C I  ( )4C I  

1SH  ( ) ( ) ( )1 1 11 , 2 , 3s s s  ( )2 1s  ( )3 1s  ( )4 1s  

2SH  ( )1 4s  ( ) ( ) ( )2 2 22 , 3 , 4s s s  ( )3 2s  ( )4 2s  

3SH  ( )1 5s  ( )2 5s  ( ) ( ) ( )3 3 33 , 4 , 5s s s  ( )4 3s  

4SH  ( )1 6s  ( )2 6s  ( )3 6s  ( ) ( ) ( )4 4 44 , 5 , 6s s s  
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(3) Secret image reconstruction algorithm 
① Taking one pixel in sequence from each of the r (2≤r≤4) shadow images (they 

are a subset of ( ){ ( ) ( )}1 , 2 ,..., 6i i i
k k kq q q ), and using Lagrange’s interpolation to recover 

the coefficients 0 3,...,a a  in formula (14). 

② Converting the coefficients 0 3,...,a a  into binary numbers, then use Huffman 

decoding to recover the difference bit-level images 
1 2', ', ..., 'rG G G , their size is 

N/2×N/2. 
③ Using inverse-difference transformation shown in formula (15) to obtain the 

bit-level images 
1 2', ',..., 'rM M M . 

( )

( )

( )

( )

1

1

' , 1, 1

' , ' , 1, 1

' ,

i

j

i i
j

k

i
k

G j k j k

M j k G j k j k

G j k o th ers

=

=

⎧
= =⎪

⎪
⎪⎪= ≠ =⎨
⎪
⎪
⎪
⎪⎩

∑

∑
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Here ;,...,2,1 ri = 2/,...,2,1, Nkj = .   

④Accumulating 'iM  and the corresponding matrix iD  to obtain 'iI  by formula 

(16), and obtain the recovered secret image 'I  by formula (17). Recovered secret 
image is lossless since the action of iD . 
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Here, ;,...,2,1 ri = 2/,...,2,1, Nkj = . 

1 2' ' ' ... 'rI I I I= + + +                                        (17) 

4 Experimental Results 

4.1 The Experimental Results for Method I 

In this section, some experimental results are given to show the validity of the 
proposed method. In experiments, we use 128×128 gray-level image as the secret 
image (see Fig.6 (a)), and divide the secret image into four sub-images (see Fig.6 (b)). 
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                        (a)                                  (b) 

Fig. 6. (a) Original secret image; (b) Four sub-images 

By using the algorithm of section 2.1.2, four shadow images are generated (see 
Fig.7 (a), (b), (c), (d)), the size of each shadow image is 14×192, which is only 30% 
of the original secret image. 
 

 
(a)                                      (b) 

 
       (c)                                       (d) 

Fig. 7. Four shadow images generated by using the multi-secret sharing mode 

 
(a)                       (b)                     (c)                    (d) 

 
          (e)                      (f)                      (g)                    (h)          

 
(i)                   (j)                    (k)  

Fig. 8. Reconstructed images by using different numbers of shadow images in multi-secret sharing 
mode, where (a)-(f) are recovered images by using two shadow images, (g)-(j) are recovered 
images by using three shadow images, and (k) is recovered image by using four shadow images 
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Fig.8 shows the recovered secret images by the multi-secret sharing mode. Fig.8 
(a)-(f) are images reconstructed from any two of the four shadow images in Fig.7. 
They are the half of the secret image. The images reconstructed from any three of the 
shadow images of Fig.7 are shown in Figs.8 (g)-(j), and each one is three-quarters of 
the secret image. Fig.8 (k) is the image reconstructed using all of the shadow images 
of Fig.7, and is a lossless version of the original secret image. As can be seen from the 
experimental results, the number of recovered sub-images is proportional to the 
number of used shadow images. 

4.2 The Experimental Results for Method II 

We still use 128×128 gray-level image as the secret image. First, we divide the secret 
image into bit-level images by model I in section 2.2 (see Fig.4). We compress every 
four neighboring pixels of each combined bit-level image into one pixel by formula 
(9). The size of the compressed images is one quarter of the original secret image. 
Fig.9 (a)-(d) are the results by compressing Fig.4 (a)-(d). 

 

(a)                (b)                  (c)                 (d) 

Fig. 9. (a)-(d) are compressed bit-level images by compressing Fig.4 (a)-(d), respectively 

The shadow images SH1, SH2, SH3, SH4 generated by the shadow generation 
algorithm described in section 2.2 are shown in Fig.10, the size of each shadow image 
is 6×192, which is only 15% of the original secret image. 

 
     

(a) SH1                                    (b) SH2  
 

 
(c) SH3                                    (d) SH4 

Fig. 10. Shadow images generated by using the priority sharing mode 

Fig.11 shows the recovered secret images by using priority sharing mode. Fig.11 
(a)-(f) are reconstructed images by using any two of SH1, SH2, SH3, SH4; Fig.11(g)-(j) 
are reconstructed images by using any three of SH1, SH2, SH3, SH4; Fig.11(k) is the 
reconstructed image by using four shadow images SH1, SH2, SH3, SH4. As can be seen 
from Fig.11, the quality of the reconstructed images are different, it is related to the 
shadow images number and their significance. When the shadow images that are used 
to reconstruct the secret image have higher significance, a higher resolution 
reconstructed image can be obtained. 
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     (a)                     (b)                 (c)                    (d) 

   
  (e)                   (f)               (g)                   (h) 

   
    (i)                    (j)               (k)          

Fig. 11. The reconstructed images by using priority sharing mode. (a)-(f) are reconstructed 
images by using two shadow images, (g)-(j) are reconstructed images by using three shadow 
images, and (k) is reconstructed image by using four shadow images 

Comparing the shadow image sizes of the proposed methods with that of the 
existing methods [3], [5], and [8], the results are list in Table 3. As can be seen from 
Table 3, comparing with the method [3], [5], and [8], the sizes of the shadow images 
generated by proposed methods are smaller. They are only 30% (method I) and 15% 
(method II) of the original secret image. 

Table 3. The size of the shadow images generated by proposed methods and the existing methods 

Methods Secret image Shadow image (bits) 
Thien [3] 128×128 128×64=8192 

Wang'07 [5] 128×128 4915 
Wang'10 [8] 128×128 32×192=6144 

Proposed method I   
(Multi-secret sharing mode) 

128×128 14×192=2688 

Proposed method II 
(Priority sharing mode)  

128×128 6×192=1152 
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5 Conclusions 

Image secret sharing techniques have wide application prospects in the image content 
protection, digital rights management, Steganography communication, etc. In this 
paper, using priority sharing mode and multi-secret sharing mode [7], we have 
proposed two (2, 4)-threshold image secret sharing methods. Comparing with [5] and 
[8], our methods provide smaller shadow images. In image secret sharing scheme, the 
size of shadow images is important. Small shadow images are necessary for saving 
storage space and transmission time, it is also required for hiding shadow images in 
host images, and storing shadow images on distributed web-based servers. 
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Abstract. The anonymization of sensitive microdata (e.g. medical
health records) is a widely-studied topic in the research community. A
still unsolved problem is the limited informative value of anonymized mi-
crodata that often rules out further processing (e.g. statistical analysis).
Thus, a tradeoff between anonymity and data precision has to be made,
resulting in the release of partially anonymized microdata sets that still
can contain sensitive information and have to be protected against un-
restricted disclosure. Anonymization is often driven by the concept of
k-anonymity that allows fine-grained control of the anonymization level.
In this paper, we present an algorithm for creating unique fingerprints of
microdata sets that were partially anonymized with k-anonymity tech-
niques. We show that it is possible to create different versions of partially
anonymized microdata sets that share very similar levels of anonymity
and data precision, but still can be uniquely identified by a robust fin-
gerprint that is based on the anonymization process.

Keywords: k-anonymity, fingerprinting, generalization, algorithm.

1 Introduction

When releasing microdata containing sensitive information such as medical health
data for research purposes, a tradeoff between data privacy and data quality has
to be made. On the one hand, completely anonymized data records are often
too generalized to be useful for further processing (e.g. statistical analysis), on
the other hand, anonymization is desirable and often even demanded to achieve
regulatory compliance such as Directive 95/46/EC in the European Union or
the Health Insurance Portability and Accountability Act (HIPAA), which regu-
lates the processing of medical health data in the United States. k-anonymity [8]
is a technique that allows defining a fine-grained level of anonymity for micro-
data. Although partially anonymized data is usually protected by special usage
restrictions, both technical and organizational misuse (e.g. unauthorized disclo-
sure) can not be eliminated. Fingerprinting is a passive form of security, meaning
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that it can help to identify the source of disclosure after it took place. In this
paper, we take our idea of using k-anonymity techniques for fingerprinting par-
tially anonymize microdata presented in [6] and introduce an algorithm for the
generation of a batch of partially anonymized microdata sets that share the same
levels of anonymity and similar levels of data precision while being uniquely iden-
tifiable by a robust fingerprint. A typical application scenario for our approach
is the release of partially anonymized microdata sets to multiple receivers (e.g.
research institutions, universities, etc.). Instead of delivering identical copies, for
each receiver the microdata is anonymized in a slightly different way. The an-
onymization process inherently generates a fingerprint that is contained in every
single record of a given set and unique for each set. Thus, in the case of unau-
thorized data disclosure, it is possible to identify the source of the leak based on
the fingerprint.

The rest of the paper is structured as follows. Section 2 summarizes the con-
cept of k-anonymity and our idea of fingerprinting partially anonymized mi-
crodata presented in [6]. Our proposed algorithm is explained in Section 3.1.
In Section 4, we evaluate security aspects, including the problem of inference
attacks, and finally, we conclude in Section 5.

2 Related Work

2.1 k-Anonymity

Sweeney [5,8] showed that even after removing uniquely identifying attributes
(e.g., name or social security number) from medical health data, people can
still be identified by so-called quasi-identifiers (QI), i.e. attributes such as ZIP
code, birthdate, and sex that can be linked in order to break anonymization. Her
introduced concept of k-anonymity is a widely adopted anonymization technique.
The k-anonymity criterion is satisfied, if each record is indistinguishable from
at least k-1 other records with respect to the quasi-identifiers. Hence, quasi-
identifying attributes must have the same values within an equivalence class, so
that it is impossible to uniquely link a person to a specific record within the
class. By raising the value of k, high levels of anonymity can be achieved with
this anonymization technique, however, to maintain significance of the data,
often lower anonymization levels need to be chosen.

Over the past years, several improvements to the idea of k-anonymity were
proposed. �-diversity tries to enhance anonymity in cases where little diversity in
sensitive attributes occurs by requiring that each equivalence class has at least �
well-represented values for each sensitive attribute [3]. Another improvement to
k-anonymity is t-closeness that requires that the distribution of a sensitive at-
tribute in any equivalence class is close to the distribution of the attribute in the
original table [2]. Both, �-diversity and t-closeness are additional, tightened crite-
ria to k-anonymity, but do not replace its original idea. Our proposed algorithm
is explained using the original k-anonymity criterion. However, an adaption to
�-diversity and t-closeness would not require any modifications of the algorithm.
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Generalization is the main strategy for achieving k-anonymity. Hereby, data
granularity is reduced to unify the data records. Figure 1 shows possible gener-
alizations for two different quasi-identifiers. The characters a and b define the
two quasi-identifiers sex and birthdate that have different levels of generalization
(described by the numbers 0 to 2).

Person

Female Male

1970

Jan. Dec.

1 2

...

1 2 ......

1

ba

0

2 ......

G
ranularity

High

Low

Original Data

Fig. 1. Generalization strategies for two quasi-identifiers

2.2 Data Precision Metrics

Generalization almost always results in the loss of information. To be able to
judge the quality of a resulting generalized data set, metrics that make this
loss of information measurable need to be devised. We will use this definition
of quality for generating the classes of equivalent generalization strategies, since
we target at providing all recipients with almost the same data quality.

Samarati Metric. The Samarati Metric [4] is defined by simply adding the gener-
alization levels of the quasi-identifiers. This approach has the positive effect that
it is very intuitive and easy to calculate, but has a serious drawback: This metric
only counts the generalization steps without taking the total number of possible
generalizations for an identifier into account.The generalization from {female,
male} to {person} results in a much higher information loss than generalizing
a date (e.g. birthdate) from a timestamp-granularity to the day-granularity. In
the Samarati Metric both operations may yield the same information loss.

Precision Metric[7]. contrary to the Samarati Metric, not every generalization
possesses the same weight, but this is calculated with respect to the maximum
generalization depth possible for a quasi-identifier. In case an identifier possesses
more than one level of generalization, the weight of generalizing is defined by

Number of levels generalized

Number of possible generalization levels

Example: For the quasi-identifier birthdate (original granularity: timestamp),
three levels of generality are defined: {day, month, year}. Thus generalizing
birthdate from timestamp-level to day-level results in a weight of 1

3 . Contrary,
generalizing the quasi-identifier sex from {female, male} to {person} still results
in a weight of 1. One drawback of the Precision Metric lies in the fact that
it is completely unrelated to the actual data (a drawback that is valid for the
Samarati Metric as well).
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Modified Discernability Metric DM∗. This is a slightly modified version of the
Discernability Metric and was proposed by El Emam et al. in [1]: N denotes
the number of classes and ni the number of elements of the i-th class. Then the
Modified Discernability Metric DM∗ is defined by DM∗ =

∑N
i=1 n

2
i .

The big advantage of this metric lies in the fact that the sizes of the resulting
classes are incorporated into the data quality.

Our research has shown that in general a perfect metric does not exist and that
the practicability of the results heavily depends on the source data, the types of
attributes and the generalization patterns. In real life scenarios, the choice for a
specific data precision metric has to be based on these parameters.

2.3 Algorithm for Finding the Optimal Solution

All possible generalization strategies can be depicted by the lattice diagram
shown in Figure 2. A node in the diagram is generated by generalizing one
quasi-identifier by one level, i.e. the diagram shows all generalizations that can
be derived by generalizing by one level at once and their relations. For example,
a1 refers to the second generalization step of the quasi-identifier a.

El Emam et. al. [1] proposed an algorithm for calculating the optimal gener-
alization strategy (i.e. the generalization with the highest data precision) with
respect to a given metric.

The algorithm finds all k-anonymous nodes for each generalization-strategy.
The algorithm uses a technique called predictive tagging for reducing the work-
load by being able to tag nodes in the lattice diagramwithout directly calculating
their level of anonymity: Since a metric fulfills the axiom of monotony, the two
statements hold true:

– If a node in the diagram is k-anonymous, then all nodes above it in the
diagram are at least k-anonymous too, i.e. by further generalizing a k-
anonymous classification, the k-anonymity is not lost.

– If a node in the diagram is not k-anonymous, then all nodes below it in the
diagram can not be k-anonymous.

When all generalization-strategies are evaluated, the globally lowest node is
chosen.

2.4 Fingerprinting

The term watermarking defines techniques that add visible or hidden informa-
tion (e.g. a copyright notice) to the target data. The important aspect in this
definition is that adding a watermark modifies the target data. This modifica-
tion can either be visible (e.g. a text overlay in an image file) or invisible (e.g.
by implementing steganographic techniques) to the user. In both cases, the wa-
termark information is additional data that is combined with the target data.
In contrast to watermarking, the definition of fingerprinting is not consistent
among the research community. There exist at least two definitions. The first
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(a0, b0)

(a1, b0) (a0, b1)

(a1, b1)

(a1, b2)

(a0, b2)

k-anonymous

Not k-anonymous

Fig. 2. Generalization strategies for two quasi-identifiers

one describes fingerprinting as a subtype of watermarking where a unique water-
mark (i.e. the fingerprint) is added to each copy of the target data. The second
definition distinguishes fingerprinting from watermarking by the source of the
fingerprint. While in watermarking, information is actively added, fingerprinting
uses intrinsic properties of the data to uniquely differentiate the copies of the
data. In both definitions, however, the uniqueness of the fingerprint is the key
concept that enables a data owner to uniquely link a data customer to a specific
file. Our schema is based on the idea of extracting unique fingerprints from the
data structure, thus follows the second definition.

In the past, the concept of fingerprinting microdata was discussed by Wil-
lenborg and de Waal [9] and Willenborg and Kardaun [10]. In both approaches,
fingerprints are built from combinations of identifying variables in the microdata
records and are used for identifying specific records in a set of microdata.

2.5 Extracting Unique Fingerprints from Generalization Patterns

This subsection summarizes our previous work on devising a fingerprinting tech-
nique based on k-anonymity [6]. This technique aims at enabling the identifica-
tion of a source microdata set based on the analysis of a single record. Thus, the
fingerprint is the same for every record in a given set and unique for each set.
The scenario for our method is the release of sensitive microdata (e.g. medical
health records) to multiple receivers (e.g. universities). The idea is that each
receiver gets a differently anonymized data set that can be uniquely identified
by a single record based on this fingerprint.

When sensitive microdata sets are anonymized using k-anonymity techniques,
the choice of generalization levels for the quasi-identifiers influences the value of k
and the quality of the anonymized data. In general, data quality decreases and k
increases with higher generalization levels as generalization removes information
expressiveness of the data and more records look the same with respect to the
quasi-identifiers, resulting in larger equivalence classes.
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The fingerprints in our approach are formed by the generalization levels of
quasi-identifiers used for anonymization. That generalization levels are chosen
differently for each released microdata set in a way, that the data quality val-
ues of the datasets are all roughly the same. Our proposed algorithm identifies
similar anonymization strategies; strategies that generate anonymized datasets
that meet a specified level of k and share similar data quality. Figure 3 explains
our approach of generating anonymized data sets with different generalization
strategies. All candidate data sets above the defined threshold of k are compared
and clustered with respect to data quality. Data sets from one cluster are then
released to different data receivers. The generalization strategy used for a dataset
can be extracted from every single record, thus allowing the identification of the
source data set.

le
ve

l o
f k

data quality

minimum level
of k

Fig. 3. Clustering similar anonymization strategies

Table 1. Original data and two anonymized sets (k = 2)

Original data First Set Second Set

name sex birthdate disease sex birthdate disease sex birthdate disease

Bob m 19.03.1970 chest pain F 1970 chest pain P 03.1970 chest pain
Dave m 20.03.1970 short breath M 1970 short breath P 03.1970 short breath
Alice f 18.04.1970 obesity F 1970 obesity P 04.1970 obesity
Eve f 21.04.1970 short breath M 1970 short breath P 04.1970 short breath

3 Approach

In this section we propose an algorithm for the generation of unique fingerprints
for microdata sets and an algorithm for the identification of the source of a data
leak.
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3.1 Algorithm for Generating Fingerprints

Our approach is based on El Emam’s algorithm for calculating the optimal
solution (see Section 2.3). Since we need all k-anonymous solutions instead of
just the optimal one (i.e. the one with minimum information loss), we cannot
rule out the more general solutions of a solution found, but still have to calculate
the data precision for each of these nodes.

1. Define a minimum k for the k-anonymity criterion, the minimum and max-
imum levels of data loss lmin and lmax and the data precision metric to be
used.

2. Define the generalization strategies for each identifier.
3. Calculate the lattice diagram derived from all possible generalizations.
4. Choose a node at middle height and decide whether it is at least k-anonymous.

(a) In case it is not, rule out all nodes below in the lattice diagram.
(b) In case it is, mark all nodes above the chosen one as possible solutions.

5. Start with step four for the remaining subgraph, similar to the original al-
gorithm.

6. In case no subgraph is left, start by choosing another initial node at middle
height and proceed with step four until all nodes are evaluated.

7. For each at least k-anonymous solution, calculate data precision and the
actual k. Remove all solutions with data precision outside the bounds of
lmin and lmax.

8. Classify and cluster the solutions by their data precision.
9. Create “similar” microdata sets based on results in one cluster and distribute

them to the recipients.

Following we give further details on some of the steps:

Data Precision Metrics and Maximum Levels (Step 1). All recipients shall be
provided with (roughly) the same level of data precision. Thus, the method of
measuring data precision can have a great impact on the definition of the classes
of equivalent anonymization strategies (with respect to data quality). Table 2
gives an overview on the perceived data precision of the data from Table 1 based
on all identified generalization techniques (see Figures 1 and 2), with respect
to the three metrics discussed in Section 2.2. Additionally, it must be decided
beforehand, how big the maximum tolerable data loss is.

Table 2. Impact of different metrics

Node Sam Prec DM∗ k

(a0, b0) 0 0 4 1
(a1, b0) 1 1 4 1
(a0, b1) 1 0.5 8 2
(a0, b2) 2 1 8 2
(a1, b1) 2 1.5 8 2
(a1, b2) 3 2 16 4
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Eliminating Nodes (Step 4). Contrary to the algorithm for finding the optimal
solution as proposed in 2.3, the nodes above the chosen one cannot be ruled out
in case of 4.b (i.e. the node represents a k-anonymous generalization), since we
need all solutions, not only the optimal one.

Clustering the Solutions (Step 8). In step eight the solutions are clustered by
data loss. As discussed in Section 2.2, the data precision metric can have a great
impact on the measured data loss and thus on the resulting clustering. Some
metrics lead to finer grained results, thus no real clustering can be achieved by
using the equality-function (see the case using the precision metric in Table 2).
Here, a reasonable form of discretization (e.g. rounding or defining intervals)
needs to be applied in order to generate usable classes.

Final Distribution (Step 9). Before distribution, a list containing all assignments
from generalization patterns to recipients is generated. We will later refer to this
list as the pattern-list.

In section 3.3 we provide a detailed step-by-step-walkthrough of this
algorithm.

3.2 Principle of the Identification of Data Leaks

In this section we introduce the algorithm for detecting data leaks (see Figure 4
for an illustration). The scenario is based on a data holder encountering data
samples in the wild that he gave to other organizations in an anonymized (and
fingerprinted) form.

1. The original data holder encounters some leaked data samples.
2. The underlying generalization pattern of this data is extracted.
3. The pattern is compared to the pattern list.

(a) In case the pattern directly matches the pattern of the data given to a
receiver, this receiver is identified as the source of disclosure.

(b) Otherwise, calculate the minimum of receivers that possess the knowl-
edge (i.e. data) to be able to generate the encountered data set structure.

Figure 4 explains the approach.

Example Original Data D0 is anonymized using two different patterns, (a1, b1)
and (a0, b2) thus generating the anonymized data sets D1 and D2 respectively.
Recipient R1 is provided with D1 and R2 with D2. If, for example, a data
record of the form (a0, b2) is disclosed (i.e. in our examples this would be a data
record where “sex” is provided at original granularity and “birthdate” at year-
granularity), it is easy to identify user U2 as source of the leaked data, since user
U1 would not be able to provide this much detail on the QI “sex”.
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Person

Female Male

1970

Jan. Dec.

1 2

...

1 2 ......

1

b

a
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......
(m, 1970)

Pattern

U1(a1, b1)

U2(a0, b2)

User

(m, 1970)Data record is encountered

Retrieve generalization pattern of the record

Lookup pattern in pattern-list

Matching pattern is found

3

a1

a0

b2

b1

b0

(a1, b1) U1

Matching pattern is not 
found (a0, b1) U1 + U2

1

2

Identify User

Identify min. combination of users needed to generate pattern

Fig. 4. Identifying the source of data leakage based on data-patterns

3.3 Step-by-Step Description

For this example, we use the microdata from Table 1. In step one we define the
side constraints k = 2, lmin ≥ 1, and lmax ≤ 2 (minimal and maximal level of
data loss) and choose the Samarati metric for measuring data precision. In step
two and three we use the generalization strategy from Figure 1, yielding to the
lattice diagram shown in Figure 5.

Analogous to El Emam’s algorithm, we then choose a node of middle height
as starting node for step four, e.g. (a1, b0). This generalization does not fulfill
the 2 − anonymity criterion, thus we can rule out all nodes below (a1, b0) (in
our example, this applies to one node only: (a0, b0)), because they would not
fulfill the criterion as well (Step 4a). We now take the resulting subgraph of the

(a0, b0)

(a1, b0) (a0, b1)

(a1, b1)

(a1, b2)

(a0, b2)

Fig. 5. Lattice diagram after step three
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Table 3. Generalization (a1, b0)

Sex (a) Birthdate (b)

p 19.03.1970
p 20.03.1970
p 18.04.1970
p 21.04.1970

(a0, b0)

(a1, b0) (a0, b1)

(a1, b1)

(a1, b2)

(a0, b2)

Start Node

Derived through 4b

Chosen in step 5

Derived through 4a

Fig. 6. Lattice diagram after the first generalization path

chosen generalization path (Step 5) and apply Step 4 to node (a1, b1), which
fulfills k = 2, and thus (by applying Step 4b) the node (a1, b2) fulfills the 2-
anonymity criterion as well. This leads to the intermediate lattice diagram shown
in Figure 6.

As no subgraph is left, we arrive at Step 6 and again choose a starting node
(a0, b1). It does provide 2-anonymity, so we can continue with Step 4b and and
mark node (a0, b2) as a possible solution. The resulting lattice diagram is shown
in Figure 7.

Since we now have traversed through the entire lattice diagram, we can pro-
ceed with Step 7 and calculate the data precision and the actual k for each node
that fulfills the 2-anonymous criterion (see Table 4).

(a0, b0)

(a1, b0) (a0, b1)

(a1, b1)

(a1, b2)

(a0, b2)

Start Node

Derived through 4b

Chosen in step 5

Derived through 4a

Chosen in step 6

Derived through 4a

Fig. 7. Lattice diagram after the second generalization path
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Table 4. Data loss and k for solutions

Node Data Loss k

(a0, b1) 1 2
(a0, b2) 2 2
(a1, b1) 2 2
(a1, b2) 3 4

We remove node (a1, b2) from the solution set, since the data precision is out
of our defined bounds for the data loss lmin and lmax. The remaining candidate
microdata sets are shown in Table 5.

Table 5. Generalization results

(a0, b1) (a1, b1) (a0, b2)

Sex Birthdate Sex Birthdate Sex Birthdate

m 03.1970 p 03.1970 m 1970
m 03.1970 p 03.1970 m 1970
f 04.1970 p 04.1970 f 1970
f 04.1970 p 04.1970 f 1970

Finally, by clustering the remaining data sets by data precision, we derive gen-
eralization clusters. All solutions in such a cluster will be treated as being equiva-
lent with respect to the data quality provided. In some cases (e.g. when the classes
are too small), we have to use ranges instead of exact values as classification cri-
teria. In our example we derived two clusters: C1 = {(a0, b1)} with data precision
of 1 and C2 = {(a1, b1), (a0, b2)} with the data precision of 2.

In case the data needs to be sent to two receivers, we choose cluster C2

and send data anonymized with strategy (a1, b1) to the first recipient and data
anonymized with strategy (a0, b2) to the second one. Additionally, a list con-
taining tuples of data receivers and generalization patterns used is stored by the
provider. When data is disclosed, the provider can determine the generalization
levels of the quasi-identifier attributes and then compare it to generalization the
patterns stored. Thus, it is possible to identify the original owner of the data
based on the unique generalization variant.

4 Evaluation

In this chapter we focus on the evaluation of the following aspects:

1. Number of possible fingerprints
2. Robustness of the fingerprints
3. Removing the fingerprint by utilization of complementary releases
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Number of Fingerprints. When utilizing this approach for fingerprinting, it is
very important that the owner of the original data is able to generate enough
fingerprints, i.e. there must exist enough suitable anonymization patterns so that
each recipient can be given a unique dataset. Unfortunately this number depends
on various parameters like number of quasi-identifiers and generalization levels,
the anonymization level k, the data precision metric in use, and last but not
least the actual data itself. Therefore, an exact number cannot be given without
analyzing the source data. Still an upper bound can be retrieved by plainly
looking at the quasi-identifiers and their respective generalization strategies.

Be N the number of quasi-identifiers and ni the number of generalization
levels of the i-th QI. Then F is an upper bound for the number of different
fingerprints with

F =

N∏

i=1

ni

Robustness of a Fingerprint. In this paragraph we discuss how fingerprints de-
vised by our method can be removed or changed in a way to avoid detection
of the disclosing participant. Since the actual granularity of the data is used
for fingerprinting, every removal must incorporate changing the generalization
patterns. Since the attacker is not in the possession of finer grained data, the
only reasonable way would lie in further generalization of one or more quasi-
identifiers (actually the attacker could also “invent” finer granulations than he
possesses, thus faking the data. Still, this would result in wrong, thus worthless
data). This approach results in two major drawbacks:

1. In order to get undetectable, the disclosing party must be in the possession
of the generalization strategy that was used for the other recipients, i.e. if
U1 received data with the pattern (a1, b2) and U2 received (a2, b1), reducing
U2’s granularity to (a3, b1) does not avoid U2’s detection.

2. Even if detection is avoided by the disclosing user, the data quality is reduced
significantly. In our example, U1 would at least need to generalize the data
to the form (a2, b2) which is much more general than the data U1 would be
able to disclose.

Removing Fingerprints through Complementary Releases. Collusion attacks uti-
lizing complementary releases can pose a severe threat to the anonymization of
the data sets. Still, our fingerprint can lead to detection of the leaking parties,
although it can not be guaranteed anymore.

The following examples shows detection of two collaborating leaking parties.
The quasi-identifiers birthdate and sex are generalized like in the previous ex-
amples and zip code is granulated on two levels.

Revelation of the record {03.1970, p, 1015, short breath} reveals data
sets one and two as sources: The month of birth could only be extracted from
data set one, the zip code in this granulation only from data set two.
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Table 6. Original data and three generalizations

data set name sex birthdate zip code disease

original data
set

Bob m 18.03.1970 1004 chest pain
Dave m 19.03.1970 1015 short breath
Alice f 20.04.1970 1004 obesity
Eve f 21.04.1970 1015 short breath

anonymized
set 1

- p 1970 1004 chest pain
- p 1970 1015 short breath
- p 1970 1004 obesity
- p 1970 1015 short breath

anonymized
set 2

- p 03.1970 100X chest pain
- p 03.1970 101X short breath
- p 04.1970 100X obesity
- p 04.1970 101X short breath

anonymized
set 3

- m 1970 100X chest pain
- m 1970 101X short breath
- f 1970 100X obesity
- f 1970 101X short breath

5 Conclusion

In this paper, we introduced an algorithm for fingerprinting partially anonymized
microdata sets. The main idea is to take the different generalization patterns that
can be used to achieve k-anonymity. Our approach is based on an algorithm for
finding the optimal solution for the k-anonymity criterion and generates groups
of microdata sets that share similar levels of anonymity and data precision.

In contrast to previous work, our fingerprinting method does not aim at iden-
tifying a single record from a database, but the identification of the source data
set by just analyzing one record out of it. Every single record of the data set
stores the same fingerprint that is unique and identifying for the data set it
was take from. A typical application scenario for our approach is the release of
microdata sets for research purposes to multiple receivers (e.g. universities). In
the case of data disclosure, the source can be identified by even a single record.

Future work will focus on the threat of collusion attacks. We aim at con-
structing collusion-free data sets, i.e. data sets that do not allow to thwart the
k-anonymity criterion by combining them.
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Abstract. To mitigate privacy concerns, scrambling can be used to conceal face 
regions present in surveillance video content. Given that lightweight scrambling 
tools may not protect chroma information in order to limit bit rate overhead in 
heterogeneous usage environments, this paper investigates how the presence of 
non-scrambled chroma information in face regions influences the effectiveness 
of automatic and human face recognition (FR). To that end, we apply three au-
tomatic FR techniques to face images that have been privacy-protected by 
means of a layered scrambling technique developed for Motion JPEG XR,  
testing the effectiveness of automatic FR and layered scrambling using various 
experimental conditions. In addition, we investigate whether agreement exists 
between the judgments of 32 human observers and the output of automatic FR. 
Our experimental results demonstrate that human observers are not able to suc-
cessfully recognize face images when simultaneously visualizing scrambled 
luma and non-scrambled chroma information. However, when an adversary has 
access to the coded bit stream structure, the presence of non-scrambled chroma 
information may significantly contribute to privacy leakage. By additionally 
applying layered scrambling to chroma information, our experimental results 
show that the amount of privacy leakage can be substantially decreased at the 
cost of an increase in bit rate overhead, and with the increase in bit rate over-
head dependent on the number of scalability layers used. 

Keywords: Chroma information, face recognition, Motion JPEG XR, privacy 
protection, scalability, scrambling, video surveillance. 

1 Introduction 

Present-day video surveillance systems often come with high-quality video capture 
capabilities and plenty of computational resources, making it possible to detect and 
recognize human faces with increasing rates of success. This ability has recently 
raised privacy concerns [1]. To mitigate these privacy concerns, scrambling can be 
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leveraged to conceal the identity of face images in video content originating from 
surveillance cameras. 

The past few years have witnessed the development of a wide range of content-
based tools for protecting privacy in video surveillance systems. The authors of [2] 
propose two scrambling techniques to conceal regions-of-interest (ROIs) in video 
sequences compliant with MPEG-4 Visual: a transform-domain technique that pseu-
do-randomly flips the sign of selected transform coefficients and a codestream-
domain technique that inverts selected bits of codewords in a compressed bit stream. 
Descrambling privacy-protected ROIs can only be done by authorized users (i.e., 
users in possession of a secret key), thus ensuring privacy preservation. To hide iden-
tity revealing features (e.g., faces or vehicle tags), the authors of [3] propose and eva-
luate a format-independent encryption scheme that randomly permutes pixel values in 
each macroblock before compression. The permutation-based encryption scheme 
tolerates lossy compression and is also robust to transcoding (without requiring access 
to secret keys). In [4], we introduce a layered scrambling technique that aims at con-
cealing the identity of face images in video sequences scalably encoded with Motion 
JPEG XR. To that end, we make use of Random Sign Inversion (RSI), Random Per-
mutation (RP), and Random Level Shift (RLS) to scramble the different types of luma 
subbands that make up face regions. Also, in [5], we present a video surveillance 
system that makes use of the Scalable Video Coding (SVC) extension of H.264/AVC. 
To ensure privacy protection, we detect face regions and scramble these regions by 
means of RSI, making use of a different secret key for each layer in the SVC bit 
stream. Finally, it is worth mentioning that the authors of [6] introduce a framework 
for joint encryption and compression for the purpose of content access control. To 
that end, video data are modified in the frequency domain by means of selective bit 
scrambling, block shuffling, and block rotation of the transform coefficients and  
motion vectors. 

In general, content-based tools for privacy protection alter the visual information 
present in privacy-sensitive regions. However, altering visual information typically 
breaks the effectiveness of coding tools such as entropy coding, thus leading to bit 
rate overhead. Consequently, content-based tools for privacy protection need to find a 
proper balance between the level of security offered on the one hand and the amount 
of bit rate overhead on the other hand. As a result, to limit bit rate overhead, content-
based tools for privacy protection may only scramble luma information, leaving 
chroma information unprotected [4, 7-11]. 

In this paper, we study and quantify the influence of the presence of non-scrambled 
chroma information on the effectiveness of automatic and human FR. To that end, 
following the objective evaluation methodology of [12], we apply three automatic FR 
techniques to face images that have been privacy-protected in the luma domain by 
means of a layered scrambling technique developed for Motion JPEG XR [4], testing 
the effectiveness of automatic FR and layered scrambling using various experimental 
conditions. In addition, we extend the objective evaluation methodology of [12] in 
order to investigate whether agreement exists between the judgments of 32 human 
observers and the output of automatic FR. Note that the objective evaluation  
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methodology of [12] was not available yet at the time of designing and testing the 
layered scrambling technique for Motion JPEG XR presented in [4]. 

Note that, besides FR, perception-based security metrics such as Luminance Simi-
larity Score (LSS) and Edge Similarity Score (ESS) can be used to assess the level of 
privacy protection offered by scrambling [13], as well as more advanced visual secu-
rity metrics (e.g., the metric outlined in [7], making use of local features). However, 
these metrics are general in nature and are thus not able to take advantage of domain-
specific information (e.g., face information). As a result, these general security me-
trics may overestimate the level of protection offered by privacy-preserving tools. 
Therefore, when a privacy-threatening tool such as (automatic) FR can be applied, we 
believe it is better to make use of face recognition rates in order to assess the level of 
protection offered by a particular tool for privacy protection. 

Our experiments demonstrate that human observers are not able to successfully 
recognize face images when simultaneously visualizing scrambled luma and non-
scrambled chroma information. However, when an adversary has access to the coded 
bit stream structure, the presence of non-scrambled chroma information may signifi-
cantly contribute to privacy leakage. By additionally applying layered scrambling to 
chroma information, our experiments show that the amount of privacy leakage can be 
substantially decreased at the cost of an increase in bit rate overhead, and with the 
increase in bit rate overhead dependent on the number of scalability layers used. 

This paper is organized as follows. In Section 2, we briefly review layered scram-
bling for Motion JPEG XR. In Section 3, we describe our experimental setup. We 
subsequently present and discuss experimental results in Section 4. In Section 5, we 
detail the costs and benefits of layered scrambling of chroma information. Finally,  
we provide concluding remarks and directions for future research in Section 6. 

2 Layered Scrambling for Motion JPEG XR 

The video surveillance system studied in this paper makes use of Motion JPEG XR to 
encode video content captured by surveillance cameras. Motion JPEG XR offers a 
low-complexity solution for the intra coding of high-resolution video content, while at 
the same time offering quality and scalability provisions that are similar to the quality 
and scalability provisions of Motion JPEG 2000 and the Scalable High Intra Profile of 
H.264/AVC SVC [14-15]. The aforementioned features allow designing video sur-
veillance systems that are able to facilitate real-time monitoring in diverse usage envi-
ronments, ranging from desktop PCs connected to a wired network to mobile devices 
connected to a wireless network. 

In [4], to facilitate privacy protection, we apply a layered scrambling technique to 
the luma subbands that make up face regions [4]. Specifically, we apply RLS, RP, and 
RSI to the DC, LP, and HP luma subbands of face regions, respectively. That way, it 
is possible to trade-off the visual importance of subbands against the amount of coded 
data in the subbands, the level of security offered by a particular scrambling tool, the 
impact of a particular scrambling tool on the coding efficiency, and the computational 
complexity of a particular scrambling tool. For more details regarding layered  
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scrambling for Motion JPEG XR, we would like to refer the reader to [4]. Note that 
the layered scrambling technique under consideration can be applied to any coding 
format that allows organizing its transform coefficients in subbands (layered scram-
bling in H.264/AVC could for instance be realized by taking advantage of data parti-
tioning). 

3 Experimental Setup 

To construct sets of training, gallery, and probe face images, we collected 3070 fron-
tal face images of 68 subjects from the ‘talking’ image set of CMU PIE [16]. This 
resulted in the use of 68 gallery, 340 training, and 2662 probe face images. Further, 
assuming that an adversary does not have access to an implementation of layered 
scrambling for Motion JPEG XR, we only scrambled the probe face images. Conse-
quently, the probe face images represent privacy-protected face images that appear in 
video content originating from surveillance cameras. 

To encode face images, we inherited the settings previously used in [4] for the 
“ATM” video sequence [17]. This implies that we encoded face images with a spatial 
resolution of 192×192 and with a quantization parameter (QP) value set to 20. 

To investigate the privacy-preserving nature of layered scrambling for Motion 
JPEG XR, we made use of the following automatic FR techniques: Principal Compo-
nent Analysis (PCA) [18] and Fisher’s Linear Discriminant Analysis (FLDA) [19], 
which both make use of global features, and Local Binary Patterns (LBP) [20], which 
makes use of local features. When using PCA- and FLDA-based FR, we followed the 
recommendations made by the FERET protocol to normalize face images [21]. When 
using LBP-based FR, we followed the preprocessing method of [20]. Also, when 
using LBP-based FR, we sampled eight binary patterns on a circle of radius two for 
each 16×16 region. Further, we applied layered scrambling after geometrical align-
ment, assuming that face detection is accurate and that eye coordinates are known. 

We plotted FR results on a Cumulative Match Characteristic (CMC) curve [21]. To 
facilitate a fair comparison, we adopted the best found correct recognition rate 
(BstCRR) for PCA- and FLDA-based FR [22]. BstCRR reports the highest true posi-
tive recognition rate by means of an exhaustive search, varying the dimension of the 
feature vectors. On the other hand, we obtained the recognition rate for LBP-based FR 
for feature vectors with a maximum dimensionality of 8496 (the 144 blocks are 
represented by 59 features each). 

Besides objective assessments, we also conducted subjective assessments with 32 
human observers. For each of the experimental settings used, we presented three 
scrambled probe face images of different subjects to the human observers. Given a 
probe face image and a set of twelve gallery face images, we subsequently asked the 
human observers to select the gallery face image that is most similar to the given 
probe face image. The human observers were also able to indicate that a suitable 
match could not be found. Further, we allowed the human observers to study the 
probe face images at different zoom levels. In addition, we enhanced the contrast of 
the probe face images. This reflects a real-world scenario in which an attacker has 
complete control over the scrambled probe face images. 
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4 Assessment of Chroma-Induced Privacy Leakage 

In this section, we present our objective and subjective assessments, studying and 
quantifying privacy leakage induced by the presence of non-scrambled chroma infor-
mation in face images. 

4.1 Notations 

Table 1 introduces a number of notations used throughout the remainder of this paper. 
DC, LP, and HP denote a DC, LP, and HP subband, respectively. A first subscript is 
used to denote the incremental use of several subbands. Specifically, S1, S2, and S3 
represent the use of DC, DC+LP, and DC+LP+HP, respectively. A second subscript 
is used to denote the presence of luma and/or chroma channels. Finally, a prime is 
used to indicate the use of scrambling. As an overall example, 

YS ,3
′ indicates that the 

DC, LP, and HP subbands of the luma channel have been scrambled: 

YYYY PHPLCDS ′+′+′=′
,3

. 

Table 1. Summary of notations used 

Notation Explanation 
DC, LP, and HP DC, LP, and HP subband 
S3, S2, and S1 DC+LP+HP, DC+LP, and DC 
Subscripts (Y, Co, and Cg) Luma and chroma channels (Y, Co, and Cg) 
Prime (′) Scrambled image data 

4.2 Objective Assessments 

Our objective assessments consist of four experiments: 1) distance measurement for 
automatic FR applied to privacy-protected probe face images; 2) automatic FR ap-
plied to scrambled luma information; 3) automatic FR applied to scrambled luma and 
non-scrambled chroma information; and 4) automatic FR applied to non-scrambled 
chroma information. 

Distance Measurement – The effectiveness of automatic FR depends on the metric 
used for measuring the distance between the feature vector of a probe face image and 
the feature vectors of the gallery face images. In this experiment, we investigate the 
influence of the following distance metrics on the effectiveness of automatic FR: 
Euclidean distance, Mahalanobis distance, Cosine distance, and Chi-square distance 
(denoted as DE, DM, DC, and DH, respectively). 

When making use of non-scrambled probe face images, Fig. 1 shows that PCA-, 
FLDA-, and LBP-based FR are most effective when the Mahalanobis, Euclidean, and 
Chi-square distance metric are used, respectively (PCA-, FLDA-, and LBP-based FR 
achieve a rank 1 recognition rate of 84%, 96%, and 95%, respectively). These obser-
vations independently confirm results previously presented in the scientific literature 
[19],[20],[24]. However, when making use of scrambled probe face images, our  
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visual clues such as skin color information, the shape of a face, the presence of four 
corners in the face images, and even slight differences in face orientation. In addition, 
we can observe that PCA-based FR is able to achieve perfect objective recognition 
rates, regardless of the different types of subbands used. 

Scrambled Luma and Non-scrambled Chroma Information – Again assuming that 
an adversary has access to the compressed bit stream structure, Fig. 6 shows the sub-
jective recognition rates obtained for probe face images with scrambled luma and 
non-scrambled chroma information. From both the subjective recognition rates and 
the example face images shown, we can observe that scrambled luma information 
significantly hampers the identification of probe face images when simultaneously 
visualizing scrambled luma and non-scrambled chroma information. On the other 
hand, we can observe that PCA-based FR is able to achieve perfect recognition rates 
(see ORR in Fig. 6). The latter can be attributed to the presence of non-scrambled 
chroma information and the use of a limited number of gallery face images. 

To summarize, the experimental results presented in Fig. 5 and Fig. 6 indicate that, 
when an adversary has access to the compressed bit stream structure, non-scrambled 
chroma information can be successfully used to identify probe face images that have 
only been privacy-protected in the luma domain. 

 

 

Fig. 6. Subjective and objective results for scrambled luma and non-scrambled chroma information 
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than 4.1%, demonstrating that a high level of privacy protection can be achieved by 
scrambling both the luma and the chroma channels.  

Fig. 8 shows that scrambling both the luma and chroma channels results in a total 
bit rate overhead of 7.0%, 18.1%, and 46.4% for S3, S2, and S1, respectively, using a 
value of 8 for the RLS parameter L (see [4]). Compared to the case in which only 
luma information is scrambled, the increase in bit rate overhead is 5.4%, 14.1%, and 
36.9% for S3, S2, and S1, respectively. Note that we measured the overhead relative to 
the size of the face image (and not to the size of the whole image, which includes both 
the face image and background information), thus assuming a worst case scenario 
(dependent on the scenario, face regions may make up a large part of the video con-
tent). Further, Fig. 8 also presents bit rate overhead numbers when using 4:2:0 sub-
sampling. Note that sub-sampling decreases the level of privacy protection, given the 
lesser amount of data available for scrambling. For instance, in the ideal case where 
all transform coefficients are non-zero and where the RLS parameter L is set to 8, the 
use of chroma sub-sampling reduces the total number of combinations required to break 
the protection of 10 MBs from 3.6×10722 to 1.7×10360. 

The results above show that, although scrambling chroma information increases 
the level of privacy protection, it comes with a higher bit rate overhead. The latter 
may be of concern when multiple video streams need to be simultaneously delivered 
in diverse usage environments. 

 

 

Fig. 8. Bit rate overhead when making use of scrambled luma and chroma information: (a) 
4:4:4 color format and (b) 4:2:0 color format 

6 Conclusions and Directions for Future Research 

This paper studied and quantified the influence of non-scrambled chroma information 
on the effectiveness of automatic and human FR. To that end, we made use of three 
automatic FR techniques to test the effectiveness of a layered scrambling technique 
developed for Motion JPEG XR, taking into account the following four experimental 
conditions: 1) distance measurement for automatic FR applied to privacy-protected 
probe face images; 2) automatic FR applied to scrambled luma information; 3) auto-
matic FR applied to scrambled luma and non-scrambled chroma information; and 4) 
automatic FR applied to non-scrambled chroma information. In addition, we investi-
gated whether agreement exists between the judgments of 32 human observers and 
the output of automatic FR for the following two experimental conditions: 1) human 
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FR applied to non-scrambled chroma information and 2) human FR applied to scram-
bled luma and non-scrambled chroma information. 

Our results show that human observers were not able to successfully recognize face 
images when simultaneously visualizing scrambled luma and non-scrambled chroma 
information. However, when an adversary has access to the coded bit stream struc-
ture, the presence of non-scrambled chroma information may significantly contribute 
to privacy leakage (rank 1 recognition rates > 88% when applying automatic FR to 
non-scrambled chroma information). Consequently, for video surveillance applica-
tions requiring a high level of privacy protection, our results indicate that both luma 
and chroma information needs to be scrambled. We therefore applied layered scram-
bling to both luma and chroma information, showing that a higher level of privacy 
protection can be achieved (rank 1 recognition rates < 4.1%) at the cost of an increase 
in bit rate overhead of 36.9% (DC), 14.1% (DC+LP), and 5.4% (DC+LP+HP), mea-
suring overhead relative to the case where only luma information is scrambled. 

In order to compile a benchmark for tools for privacy protection, future research 
will focus on identifying additional worst case scenarios. This benchmark could for 
instance be used to design a more effective evaluation framework for privacy preser-
vation. This benchmark could also be used to design more effective tools for privacy 
protection. Finally, we plan to evaluate the use of layered scrambling in coding for-
mats other than Motion JPEG XR. 
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Abstract. This paper presents a perceptual image hashing algorithm based on 
wave atom transform, which can authenticate the content preserved images and 
distinguish the content altered ones in authentication module. Wave atoms are 
employed since it has significantly sparser expansion and better feature 
extraction capability than traditional transforms, like wavelet and DCT. In 
addition, a randomized pixel modulation based on RC4 algorithm is performed 
to ensure the security. According to the experimental results, the proposed 
scheme is sensitive to content-alteration attacks with the resiliency to content-
preserving operations, such as JPEG compression, Gaussian noise and contrast 
enhancement. Moreover, compared with some other image hashing algorithms, 
the proposed approach also achieves better performance at the aspect of 
robustness.  

Keywords: Image hashing, Authentication, Robustness, Wave atom transform. 

1 Introduction 

Nowadays, the popularity of image editing tools has led to an enormous growth of 
image illegal use, such as image forgery and unauthorized utilization. A traditional 
solution to prevent this is to generate a hash using some standard cryptographic hash 
functions, and form a digital signature by some public key encryption algorithms [1]. 
This kind of hash functions is very sensitive and even one bit change in the message 
will result in significant changes in the hash value. However, it is the sensitivity that 
makes these functions not applicable to digital images. Since images will also be 
considered as the identical one even if they have undergone some content-preserving 
manipulations, like JPEG compression, contrast operation or median filtering.  

Recently, many perceptual image hashing schemes have been proposed [2-11]. The 
core idea of image hashing is to construct a hash by extracting the characteristics of 
human perception in images, and use this hash to authenticate or retrieve an image 
without considering the various variables or formats of this image. This kind of 
schemes takes the changes of human perception into account and ignores the 
perceptually unnoticeable changes. And they have drawn a lot of attentions owing to 
the outstanding performance against some common signal processing operations.  

The state of the art techniques of image hashing schemes are roughly classified 
into four categories, including image statistics based approach [2-4], relation based 
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schemes [5, 6], low-level image feature extraction [7, 8], and preservation of coarse 
image representation [9-11]. The methodology used in [2-4] is to construct the hash 
by selecting some invariant statistics characteristics of images in order to obtain great 
robustness, such as mean, variance and higher moments of intensity values of image 
blocks. In relation based schemes, the invariant relationships of coefficients in DCT, 
wavelet or other transforms are employed to generate the hash, such as the invariant 
relation of DCT coefficients in the same position of different blocks before and after 
JPEG compression [5], and the invariant relation of a parent and child node located at 
the multiple scales in wavelet decomposition [6]. Approaches based on image feature 
extraction [7, 8] usually extract hash features by detecting the salient image feature 
points, and possess good robustness. Schemes on preservation of coarse image 
representation extract hash features by making use of the coarse information of the 
whole image, such as the coefficients of low frequency in DCT [9] or Fourier 
transform [10], the low-rank decomposition of nonnegative matrix factorization 
(NMF) [11], and so forth. 

At present, it is known that there are plenty of image hashing schemes using 
wavelet, DCT and other transforms. However it is expected that wave atom transform 
can achieve better performance than other transforms in image hashing. Demanet and 
Ying introduced wave atoms in 2007 [12], which are a recent addition to the 
repertoire of mathematical transforms of computational harmonic analysis. They have 
been proved to have a dramatically sparser expansion of wave equations than 
traditional transforms, which come either as an orthonormal basis or a tight frame of 
directional wave packets, and are particularly well suitable for representing oscillatory 
patterns in images. Motivated by these characteristics, this paper finds out the 
feasibility of wave atom transform applied in image hashing.  

The rest of this paper is structured as follows. Section 2 shows a brief overview of 
wave atom transform. The proposed algorithm is described in Section 3. The 
experiments and analysis are presented in Section 4, whereas the conclusions are 
giving in Section 5. 

2 Wave Atom Transform 

Demanet and Ying introduced wave atoms as a variant of 2-D wavelet packets in 
2007 [12], which can adapt to arbitrary local directions of a pattern, and also can 
sparsely represent anisotropic patterns aligned with the axes. Oscillatory functions 
and oriented textures in wave atoms have been proved to have a dramatically sparser 
expansion compared to some other fixed standard representations like Gabor filters, 
wavelets, and curvelets. Wave atoms interpolate precisely between Gabor atoms [13] 
and directional wavelets [14]. The period of oscillations of each wave packet is 
related to the size of essential support via parabolic scaling, wavelength ~ (diameter)2. 

Wave atoms can be constructed from tensor products of adequately chosen 1-D 
wave packets. Let ߰௠,௡௝ ሺݔሻ represent a 1-D wave packet, where ݆, ݉ ൒ 0, and ݊ ௝,௡ݔ centered around ,ܼא ൌ 2ି௝݊  in space and േݓ௝,௠ ൌ  േ2ߨ௝݉  in frequency 
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respectively, with ܥଵ2௝ ൑ ݉ ൑  ଶ2௝. The basis function is defined combining dyadicܥ 
scaled and translated versions of ෠߰௠଴  in frequency domain as the following 

 ߰௠,௡௝ ሺݔሻ ൌ ߰௠௝ ሺݔ െ 2ି௝݊ሻ = 2௝/ଶ߰௠଴ ሺ2ି௝ݔ െ ݊ሻ  (1) 

where ߰௠଴ ሺݓሻ ൌ ݁ି௜௪/ଶሾ݁௜ఈ೘݃ሺ߳௠ሺݓ െ ሺ݉ߨ ൅ 1/2ሻሻ ൅ ݁ି௜ఈ೘݃ሺ߳௠ሺݓ െ ሺ݉ߨ ൅ 1/2ሻሻሻሿ (2) 

with ߙ௠ ൌ ߨ 2⁄ ሺ݉ ൅ 1 2⁄ ሻ , ߳௠ ൌ ሺെ1ሻ௠  and ݃  a real-value compactly-support ܥஶ bump function such that ∑ |߰௠଴ ሺݓሻ|௠ ଶ ൌ 1. 
For each wave ݓ௝,௠ at scale 2ି௝, the coefficient ௝ܿ,௠,௡ is treated as a decimated 

convolution. Discretize the sample u at ݔ௞ = kh, h= 1/N, k=1,ڮ,N, and the discrete 
coefficients ௝ܿ,௠,௡஽  are calculated by utilizing a reduced inverse FFT inside an interval 
of size 2௝ାଵߨ, centered around the origin. 

 ௝ܿ,௠,௡஽ ൌ  ∑ ݁௜2ି௝௡௞௞ୀଶగቀିଶೕ ଶൗ ାଵ:ଵ:ଶೕ ଶൗ ቁ ∑ ෠߰௠ఫ ሺ݇ ൅ 2ఫ݌ሻതതതതതതതതതതതതതതതതത௣אଶగ௓ ොሺ݇ݑ ൅ 2௝݌ሻ  (3) 

The 2-D orthonormal basis functions with four bumps are formed by individually 
utilizing products of 1-D wave packets in frequency plane. Let ߤ  ൌ ሺ݆, ,࢓ ሻ࢔ ൌሺ݆, ݉ଵ, ݉ଶ, ݊ଵ, ݊ଶሻ, the basis function is modified as 

 ߶ఓାሺݔଵ, ଶሻݔ ൌ  ߰௠ଵ௝ ሺݔଵ െ  2ି௝݊ଵሻ߰௠ଶ௝ ሺݔଶ െ  2ି௝݊ଶሻ  (4) 

A dual orthonormal basis can be established from the “Hilbert-transformed” wavelet 
packets as 

 ߶ఓି ሺݔଵ, ଶሻݔ ൌ ௠ଵ௝߰ܪ  ሺݔଵ െ 2ି௝݊ଵሻ߰ܪ௠ଶ௝ ሺݔଶ െ 2ି௝݊ଶሻ  (5) 

By combining eq. (4) and eq. (5), basis functions with two bumps are provided in 
frequency domain, and directional wave packets oscillate in one single direction. 

 ߶௨ሺଵሻ ൌ ሺ߶௨ା ൅ ߶௨ି ሻ/2 ,   ߶௨ሺଶሻ ൌ ሺ߶௨ା െ  ߶௨ି ሻ/2  (6) ߶௨ሺଵሻand ߶௨ሺଶሻ are denoted as ߶௨ together, and form the wave atoms frame.  

3 Proposed Algorithm 

In this section, a wave atoms based image hashing scheme is proposed. According to 
the previous research [15], it has been found that the wave atom coefficients in the 
middle frequency sub-bands are robust to common signal processing attacks. This 
property is also useful when wave atoms are applied to image hashing. Besides, in 
order to enhance the security of the proposed scheme, a randomized pixel modulation 
(RPM) [16] is used. Before taking the wave atom transform, all pixels in spatial 
domain are randomly modulated using a pseudo-random secret key stream based on 
RC4. The details of the proposed algorithm are shown below. 
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3.1 Hash Generation 

The block diagram of the hash generation is shown in Fig. 1(a) & (b) and the detailed 
procedures are described as follows:  

 

Fig. 1(a). Hash extraction module 

 
Fig. 1(b). Randomized pixel modulation  

Step 1: Let I denote the input image of size N ൈ N. Divide I into a number of non-
overlapping blocks, each with dimension J ൈ J. Thus, ܰଶ/ ܬଶ blocks are generated. 
Let ௜ܲ  denote these blocks, where ݅ ൌ 0, ڮ , ܰଶ/ ܬଶ െ 1. In this implementation, each 
block is divided into 16 ൈ 16 pixels. 

Every block is randomly permutated by the sequence, which is obtained from 
sorting the pseudo-random numbers generated by RC4 algorithm and governed by the 
secret key K1. Let ௜ܲሺݔ, ሻݕ  represent the gray value of a pixel at spatial domain 
location ሺݔ, ሻ in the block ௜ܲݕ . Denote ௜ܵሺ݉ሻ as the new sequence of each block, 
where ݅ is the block index and ݉ is the index of a particular element ௜ܵ . In order to 
make the image hash code dependent on the secret key, the RPM transform [16] is 
employed to modulate every pixel in every block as the following 

 ௜ܲሺݔ, ሻᇱݕ ൌ ௜ܲሺݔ, ሻݕ ൅ α ൈ  ௜ܵሺ݉ሻ  (7) 

where ௜ܲሺݔ, ሻᇱ is the new pixel value and 1ݕ ൑ ,ݔ ݕ ൑ ,ܬ 1 ൑ ݉ ൑   .ଶܬ
 
Step 2: By going through wave atom transform, the image is decomposed into five 
scale bands; each scale band has different frequency. For every scale band, there are a 
number of sub-blocks which consists of a great deal of wave atom coefficients. 
Among these scale bands, the third scale band is selected to compute the hash code, 
since middle frequency scale coefficients are more robust than high frequency ones, 
 



472 F. Liu and L.-M. Cheng 

and also more fragile than low frequency ones. Since the energy of wave atom 
coefficients captures most information of main image features, the intermediate hash 
can be computed by exploring the mutual relationship between these sub-blocks.  
Step 3: Denote ܥሺ݆, ݉ଵ, ݉ଶ, ݊ଵ, ݊ଶሻ as wave atom coefficients, where j is the scale, 
and ݉ଵ, ݉ଶ, ݊ଵ, ݊ଶ represent the phase. Assign an index ݅ for each sub-block in the 
third scale band. Let  ܧ௜  be the energy of the ݅-th block. 

For all non-empty blocks in the third scale band 

∑=݅ܧ     ∑ Cሺ݆, ݉ଵ, ݉ଶ, ,݌ ሻଶ௟భ௣ୀଵ௟మ௤ୀଵݍ  (8) 

where ݈ଵ and ݈ଶ represent the length and width of the sub-block respectively.  
    To ensure that the information of features used to generate the hash code cannot 
be exposed, a random permutation based on RC4 is applied to ܧ௜ , and the new 
sequence E௜ᇱ is generated. 

Let the total number of non-empty blocks in the third scale band be ݐ. The energy 
difference between each two blocks is used to generate one hash bit. The intermediate 
hash can be calculated as follows:  

 ݄ሺ௜ሻ ൌ ൜   1,   ݂݅ E௜ᇱ ൐ E௜ାଵᇱ0,    ܱ݁ݏ݅ݓݎ݄݁ݐ  (9) 

where ݅ א ሾ1, ڮ , ݐ െ 1ሿ. 
 
Step 4: To increase the security of hash code, a pseudo-random sequence generated 
by the secret key ܭଶ is employed to XOR the intermediate hash ݄ based on RC4 
algorithm and generates the final hash ܪ. 

3.2 Image Authentication 

The image authentication module, which is employed to authenticate the received 
image, is shown in Fig. 2. Using the same parameters ܰ, ,ଵܭ ,ଶܭ  the system ,ܬ and ߙ
calculates the received image’s hash code and makes the comparison with the original 
hash code. The image authentication procedure is described as follows: 

 

Fig. 1. Image authentication module 

Step 1: The received image goes through the same steps as described in Section 3.1 to 
obtain the hash code ܪᇱ. 
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Step 2: The normalized hamming distance d of these two hash code is then computed 
as the following. 

Denote the ݅-th values of ܪ and  ܪᇱ  as ܪሺ݅ሻ  and ܪᇱሺ݅ሻ  respectively, and ܮ as 
the length of the image hash.  

                       ݀ሺܪ, ᇱሻܪ ൌ 1 ⁄ܮ ∑ ,ሺ݅ሻܪሺߜ ᇱሺ݅ሻሻ௅௜ୀଵܪ  (10) 

where ߜ൫ܪሺ݅ሻ, ᇱሺ݅ሻ൯ܪ ൌ ൜0, ሺ݅ሻܪ ൌ ,ᇱሺ݅ሻ1ܪ ሺ݅ሻܪ ്  ᇱሺ݅ሻ (11)ܪ

Step 3: Denote ߴ  as a threshold to distinguish the two images. If the calculated 
normalized hamming distance is larger than ߴ , the image ܫԢ  is considered as 
tampered or even a different image, which is unauthentic. Otherwise the image ܫԢ will 
be authenticated.  

4 Experiments and Analysis 

In order to test the proposed algorithm for image authentication, 21 gray-scale images 
of size 512 × 512 are used as the original test images, and the total numbers of images 
for content-preserving operations and content-alteration attacks are 819 and 609, 
respectively. In this paper, the normalized hamming distance d is used as the metric. 

4.1 Content-Preserving Experimental Analysis 

It is important to notice that a good perceptual image hashing scheme can authenticate 
perceptually identical images and distinguish the perceptually different images. In this 
section, some content-preserving signal processing operations are applied to illustrate 
the performance of proposed scheme. Table 1 shows the average normalized 
hamming distance of 21 original images under those operations based on different α. 
The parameter α in eq. (7) is used to enhance the security of hashing code such that 
the new pixel value depends on both the original pixel value and the secret key. 
Without knowing the secret key, an attacker cannot extract the hash code accurately, 
and cannot create a forged image. 

Note that d is expected to approach zero for the perceptual identical images and 
approach 0.5 for different images. From Table 1, it can be observed that the values of 
d between the original and processed images are small and less than 0.1 for all cases, 
except rotation manipulations. Since the coefficients in the third scale band of wave 
atom transform cannot be changed greatly without change the content of the image. 
However rotation manipulation will change the positions of image pixels and destroy 
the correlations of original wave atoms, thus result to a larger d. Therefore, if the 
threshold ߴ  is selected as 0.1, the proposed scheme can authenticate the images 
which go through all kinds of content-preserving operations presented in Table 1 
except rotation. 
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Table 1. Average normalized hamming distance under different operations 

Image Parameter 
Normalized Hamming Distance d 

α =0.1 α = 0.2 α = 0.3 α = 0.4 α =0.5 

JPEG 
(quality factor) 

5 0.04210 0.03589 0.03589 0.04141 0.03658 
15 0.02208 0.01311 0.01863 0.02830 0.03451 
25 0.01863 0.00690 0.01380 0.02484 0.03796 
50 0.01380 0.00621 0.01449 0.02692 0.03451 
85 0.01449 0.00138 0.00966 0.02346 0.04693 

       

Gaussian Noise 
(standard variance) 

5 0.02415 0.02139 0.02346 0.03175 0.03865 
10 0.04486 0.04210 0.04417 0.04831 0.05521 
15 0.05659 0.04969 0.05176 0.05728 0.06556 
20 0.07384 0.07108 0.06901 0.07039 0.07453 

       

Salt and Pepper 
Noises Addition 
(noise density) 

0.01 0.02484 0.02484 0.01794 0.03520 0.04072 
0.04 0.04003 0.02622 0.04279 0.05521 0.05314 
0.06 0.05107 0.05521 0.04969 0.06625 0.06763 
0.08 0.06004 0.05452 0.05797 0.05935 0.07246 
0.1 0.06418 0.06418 0.06694 0.06832 0.07108 

       

Gaussian Low Pass 
Filtering 

(Standard Variance, 
Window) 

0.5,3 0.01311 0.00276 0.01104 0.02484 0.03451 
3,3 0.01794 0.00759 0.01311 0.02415 0.03382 

0.5,5 0.01311 0.00276 0.01104 0.02484 0.03451 
1.5,5 0.02415 0.01380 0.01656 0.02484 0.03313 
3,5 0.02761 0.01725 0.02001 0.02692 0.03382 

       

Median Filtering 
(filter size) 

3×3 0.02553 0.01932 0.02622 0.03313 0.04555 
5×5 0.03313 0.02968 0.03520 0.03934 0.04900 
7×7 0.04624 0.03589 0.03865 0.04279 0.04969 
9×9 0.05452 0.04555 0.04693 0.04831 0.05107 

       
Histogram 

Equalization 
 0.05521 0.04900 0.04900 0.04900 0.05728 

       

Contrast 
Change 

10% 0.01656 0.00207 0.00759 0.02139 0.03244 
20% 0.02070 0.00897 0.01173 0.02139 0.03382 
-10% 0.01311 0.00276 0.01104 0.02484 0.03451 
-20% 0.01242 0.00345 0.01173 0.02553 0.03520 

       
Cropping 20% 0.09386 0.08627 0.08765 0.08489 0.08351 

       

Scaling 50% 0.00276 0.00345 0.00690 0.00966 0.01042 
       

Laplacian 
Sharpening 
(operator) 

0.1 0.01380 0.02415 0.03244 0.04210 0.05176 
0.3 0.01311 0.02346 0.03175 0.04141 0.05107 
0.6 0.01311 0.02346 0.03175 0.04141 0.05107 
0.8 0.01311 0.02346 0.03175 0.04141 0.05107 
1 0.01242 0.02277 0.03106 0.04072 0.05038 

       

Rotation 

5 o 0.14631 0.14700 0.14700 0.14010 0.14424 
10 o 0.16701 0.16218 0.15804 0.15114 0.15114 
15 o 0.23395 0.22774 0.22498 0.21946 0.22084 
20 o 0.26501 0.25880 0.25742 0.25052 0.24914 
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4.2 Content-Alteration Experimental Analysis 

To prove the capability of detecting image content alterations, 609 images are used to 
test in total, and only several tampered versions of image Lena have been shown in 
Fig. 3. Table 2 shows the normalized hamming distances between the hash of Lena 
and tampered versions of Lena in different values of α. 

It is observed that the distances d between the hash of Lena and tampered versions 
of Lena are normally larger than the distances between the original images and 
content-preserving processed ones. However, the distances decrease with the increase 
of α. Note that the randomness in the hash is increased with the value of α, but the 
capability of the tampering detection is also decreased. From eq. (7), it can be seen 
that the new pixel value ௜ܲሺݔ,  ሻᇱ is affected by the value of α. It can be explainedݕ
that the larger value of α causes a large offset of ௜ܲሺݔ,  ሻᇱ. In other words, the newݕ
pixel value ௜ܲሺݔ, ,ݔሻᇱ will be less influenced by the original pixel value ௜ܲሺݕ  ሻ of theݕ
original image itself. Therefore, the capability of tampering detection is degraded. 
 

  
(a) (b) (c) 

  
(d) (e) (f) 

  
(g) (h) (i) 

Fig. 2. Tampered versions of image Lena 
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Table 2. Normalized hamming distance against different tamperings 

Image 
Normalized Hamming Distance d 

α =0.1 α = 0.2 α = 0.3 α = 0.4 α =0.5 

Malicious 
Attack 

(a) 0.39130 0.33333 0.34783 0.30435 0.28986 
(b) 0.10145 0.08696 0.08696 0.05797 0.05797 
(c) 0.13043 0.10145 0.10145 0.11594 0.14493 
(d) 0.30435 0.24638 0.18841 0.17391 0.14493 
(e) 0.14493 0.11594 0.10145 0.08696 0.08696 
(f) 0.15942 0.17391 0.14493 0.11594 0.10145 
(g) 0.15942 0.10145 0.13043 0.13043 0.14493 
(h) 0.13043 0.07246 0.07246 0.05797 0.07246 
(i) 0.10145 0.11594 0.08696 0.07246 0.05797 

 
It is noteworthy that the threshold ߴ is a tradeoff to evaluate the robustness and the 

capability of the tampering detection. By comparing these two tables, it can also be 
observed that when the value of ߴ decreases, the capability to detect the malicious 
tampering will be increased, but the sensitivity of content-preserving operations 
becomes relatively higher. 0.1 = ߴ is found to be an optimal value to discriminate the 
content-preserving and content-alteration operations. Taking all criteria into 
consideration, we come to the conclusion that if α and ߴ are chosen as 0.1 and 0.1 
respectively, the proposed algorithm is robust to common signal processing 
manipulations as shown in Table 1 and also able to detect all malicious tampered 
images as shown in Fig.3. In addition, the security of the proposed scheme has also 
been guaranteed. 

4.3 Comparisons with Related Schemes 

Moreover, three image hashing algorithms proposed by Guo et al. [17], Seo et al.[18] 
and Venkatean et al. [3] have been compared with the proposed scheme in which α is 
chosen as 0.1. Guo et al proposed a content based image hashing scheme via wavelet 
and radon transform, while Seo’s scheme and Venkatean’s scheme is only based on 
the radon transform and wavelet transform respectively. Fig. 4 shows the performance 
of these image hashing schemes in terms of normalized hamming distance. 

As shown in Fig. 4(a), the robustness performance of proposed scheme is better 
than Guo’s scheme and Seo’s scheme but a little worse than Venkatean’s scheme 
under JPEG compression, where the normalized hamming distance of the proposed 
scheme is kept below 0.05. With the increase of Gaussian noise strength in Fig. 4(b), 
the proposed scheme still keeps greater robustness, and performs the best among the 
four methods. Considering the effect of Gaussian filtering, Median filtering and 
contrast change, the performance of our proposed method is better than the other three 
where the normalized hamming distances are all below 0.1, whereas in other schemes, 
the normalized hamming distance is above the threshold of 0.1 in some cases. 

To conclude, the simulation results reveal that our scheme is superior to the 
schemes proposed by Guo et al., Seo et al. and Venkatean et al. The use of third scale 
band of wave atom transform enables the algorithm to extract invariant features from 
images, which are generally robust against image manipulations. 
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(a) Effect of JPEG Compression (b) Effect of Gaussian Noise 

(c) Effect of Gaussian Filtering (d) Effect of Median Filtering 

 

(e) Effect of Contrast Change  

Fig. 3. Normalized hamming distance between the original images and modified images 

5 Conclusion 

In this paper, we have proposed a perceptual hashing scheme for image authentication 
based on wave atom transform and randomized pixel modulation. The proposed 
algorithm can authenticate the images which have undergone common content 
preserved image processing operations, such as JPEG compression, histogram 
equalization, low-pass filtering, median filtering, Gaussian noise and contrast 
enhancement. It is simultaneously sensitive to malicious tampering with the guaranty 
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of system security. Instead of using traditional transform like wavelet, DCT or other 
transform, we propose to employ wave atom transform for the sparser expansion and 
better characteristics to extract texture features when compared with others. The 
comparison results also show that the proposed scheme achieves better performance 
than the schemes proposed by Guo et al [17], Seo et al [18] and Venkatean et al [3].  
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Abstract. Witsenhausen’s counterexample was proposed more than
four decades ago in order to show that affine control strategies are not
optimal for systems with non-classical information patterns. Finding the
optimal solution to Witsenhausen’s problem however remains an open
problem. Recently, the stochastic control community has re-discovered
Costa’s Dirty Paper result as a potential solution to Witsenhausen’s
problem. In this paper the similarities and differences between Witsen-
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pared with those proposed for watermarking detection.
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1 Introduction

Control theory is a multidisciplinary field of research where Engineering, Math-
ematics and Physics interplay. The goal of control design is to modify the input
of a dynamical system (which may be thought of as a physical plant) in order to
make the system’s output follow a reference value. The combined system is com-
posed of a physical plant, and a controller (usually implemented in software),
which is the part of the system in charge of modifying the plant’s input. When-
ever randomness is involved in the system input or dynamics, stochastic control
is typically used. Please see [12] for a detailed discussion of such concepts.
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In real applications, several different controlled systems (with the correspond-
ing controllers) could co-exist. If those controllers are allowed to make decisions
without communicating between them or communicating with a centralized con-
trolling entity, the resulting problem is usually denoted Decentralized Control.
One of the most interesting cases in that scenario is that where the different
controllers observe different input signals. It is within this particular framework
that Witsenhausen proved more than four decades ago that the optimal control
strategy, even when linear systems with quadratic performance objective and
Gaussian noise are considered, can not be an affine function of the state [36].

Although the non-optimality of affine strategies has been formally proven,
Witsenhausen’s work does not establish what the optimal solution is. Indeed, this
problem has received great attention, and even today the optimal solution for
Witsenhausen’s problem remains elusive. Interestingly, in the last years Grover
et al. have pointed out links between distributed control, in particular one of the
most promising approaches to Witsenhausen’s problem, and Costa’s dirty paper
coding [21,22].

The objective of our work is to present Witsenhausen’s problem from a media
security perspective. A review of the solutions proposed for this problem are
introduced and compared for the first time with those proposed for different
multimedia security applications; similarities and differences between Witsen-
hausen’s counterexample and multimedia security problems are pointed out.

The remaining of this paper is organized as follows: after briefly introduc-
ing our notation in Sect. 1.1, Witsenhausen’s problem is formally presented in
Sect. 2. Digital watermarking classical problems are reviewed in Sect. 3, and the
solutions proposed to Witsenhausen’s problem are summarized and compared
with watermarking detection strategies in Sect. 4. Then, Witsenhausen’s problem
is compared with two classical problems in multimedia security: authentication
(in Sect. 5) and reversible watermarking (in Sect. 6). Finally, the conclusions of
this work are presented in Sect. 7.

1.1 Notation

We denote scalar random variables with capital letters (e.g. X) and their out-
comes with lowercase letters (e.g. x). The same notation criterion applies to
L-dimensional random vectors and their outcomes, denoted in this case by bold
letters (e.g. X, x). The ith component of a vector X is denoted as Xi. The power
of signal X is denoted by σ2

X � E{X2
i }, being valid for any i, as the components

of the considered vectors are assumed to be i.i.d..

2 Witsenhausen’s Counterexample

The general objective in stochastic control is to minimize the expected value of
a target function, for given noise distributions [12]. The most basic scenario is
based on what is referred to as the classical information pattern, which assumes
that all actions performed by the controllers are based on the same data, and
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that any data available at a given time will be also available at all later times. In
that framework, and if linear systems, quadratic objective criteria and Gaussian
noise are considered, the optimal solution was proven to be an affine function of
the system’s state.

In 1968 Hans S. Witsenhausen [36] showed by means of a counterexample,
that affine control functions are no longer optimal solutions to problems where
the information pattern is not classical. This counterexample is based on the
modification by a first controller of a variable x (which in most of his paper is
assumed to follow a Gaussian distribution) by adding a variable w. The resulting
variable y = x + w passes through a Gaussian channel; we denote by n the
realization of that Gaussian channel, and by z = y + n the output variable,
which in turn feeds into a second controller that aims to provide an estimate
ŷ of y based only on z with an estimation error q = y − ŷ. This framework
does not follow a classical information pattern, since x is known only to the first
controller, but not to the second. The proposed target function is

k2E{W 2}+ E{Q2},
i.e., the sum of a weighted version of the variance of the signal introduced by
the first controller (that is, k2E{W 2}) and the variance of the estimation error
at the second controller E{Q2} (assuming that both W and Q are zero-mean).

Witsenhausen derived the optimal affine solution, and compared its achieved
target function value with that obtained by using w = σXsign(x) − x, and
q = y − σX tanh(σXz). He was then able to show that the value of the target
function achieved by this strategy is strictly smaller than that obtained by the
optimal affine solution thus proving that affine solutions for control problems
with non-classical information patterns are no longer optimal.

Nevertheless, as Witsenhausen established in his paper, the solution proposed
as counterexample is itself far from being optimal. Since the publication of the
original paper, a large number of papers in the stochastic control field have
been published in an attempt to derive the optimal controlling strategies for
Witsenhausen’s counterexample. An optimal solution for a general framework
has not yet been found, but the proposed schemes have considerably reduced
the value of the target function resulting from Witsenhausen’s original strategy.
Some of these proposals are reviewed in the following sections, then compared
with different strategies designed for dealing with multimedia security problems.

2.1 Vector Witsenhausen’s Problem

Although Witsenhausen’s original counterexample used scalar signals, Grover
and Sahai have introduced the vector version of that problem [20], where the
signal entering the first controller x is modified by the addition of a signal w,
yielding y. The observation noise n is added to y, so that the second controller
must provide an estimate of y, which we denote by ŷ, based just on z = y + n.
Similarly to the scalar case, the target function in the vector scenario is given
by

k2E{||W||2}+ E{||Q||2}.
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C1

C2
X

W

Y

N

Z Ŷ Q

Fig. 1. Block-diagram of Witsenhausen’s multidimensional problem

As we discuss later, this extension to the multidimensional case allows for the
use of more complex coding strategies that lead to target function reduction.

A block-diagram ofWitsenhausen multidimensional problem is found in Fig. 1.

3 Classical Problems in Digital Watermarking

In digital watermarking, two major problems are typically distinguished: one-
bit watermarking (a.k.a. zero-bit watermarking, or watermark detection problem)
and multibit watermarking (a.k.a. watermark decoding problem).1 In the first
problem, the receiver side tries to determine whether a given watermark, which
is a priori known, is present or not at the available signal. This then is a binary
hypothesis problem. A block-diagram of the watermark detection problem is
shown in Fig. 2. On the other hand, in the multi-bit watermarking problem the
presence of a watermark is assumed, and the objective is to determine which
message, from a finite set of possibilities, has been embedded at the transmitter
side; consequently, it is a multiple hypothesis problem.

Due to their different natures, the measures used for quantifying the goodness
of one-bit and multi-bit watermarking are also different. For one-bit watermark-
ing the probability of false-positive (or false-alarm) and the probability of false-
negative (or missed-detection) are used, while in the multi-bit watermarking, the
probability of decoding error (or some related measure, as the Bit Error Rate) is
typically used. Considering these measures, and the imperceptibility constraints
the watermark detection and decoding problems are formalized as

minW:E{||W||2}≤De,Pfp≤P target
fp

Pfn, and

minW:E{||W||2}≤De
Pe,

respectively, where Pfp stands for the false positive probability, Pfn for the
false negative probability, Pe for the probability of decoding error, and De for
the maximum allowed mean embedding distortion. Note that the watermark
detection problem may be defined from its dual counterpart, i.e. by fixing a
target false negative probability and minimizing the false positive probability.

1 Other watermarking problems, such as those of steganography, authentication, or
reversible watermarking, may be regarded as subclasses where additional constraints
or modified versions of the target function are considered.
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Fig. 2. Block-diagram of watermark detection problem

Since the birth of digital watermarking in the late 1990’s, a large number
of different strategies have been proposed for dealing with both problems. The
significant advances achieved so far have dramatically improved the performance
of early watermarking schemes, to the point that a well-grounded theory is now
available.

Although the block-diagrams for Witsenhausen’s counterexample and the wa-
termark detection problem are rather similar, one wonders how deep this sim-
ilarity actually is, and what are the main differences between both problems.
The target of the next section is to explore these similarities and differences.

3.1 Similarities and Differences of Witsenhausen’s Counterexample
with Watermark Detection

Although at first, the two problems may seem completely different, the fact is
that the problems share some common traits:

– Both schemes have a non-classical information pattern. Specifically, in water-
marking detection, the embedder observes the original host signal x, while
the detector must make its decision based solely on the received attacked
signal, z. Similarly, in Witsenhausen’s counterexample, the first controller
observes x, while the second controller estimates its output based only on
the observation of z.

– Another similarity stems from the constraint on the watermark variance;
this constraint is explicit in the watermark detection problem, and implicit
in Witsenhausen’s counterexample. Indeed, in the latter case the watermark
variance (i.e., the variance of the signal introduced by the first controller)
can not be arbitrarily large, as this would increase the score of the target
function yielding a de facto non-feasible point. In other words, it is the target
function itself that constrains the considered embedding functions to use
a reduced watermark variance. This constraint on the watermark variance
will strongly influence which codes are good for transmitting the desired
information from the embedder (or the first controller) to the detector (or
the second controller).

– In both cases, the transmitted signals are sent through an additive white
Gaussian channel. As the channel noise distribution is the same in both
cases, the shape of the used codes will share some geometrical characteristics
that make them suitable for coping with such noise distribution.
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– Both scenarios deal with zero-rate problems, meaning that no additional
information, besides that used for estimating the signal produced by the
first controller or the presence of the watermark, is transmitted. This the
main reason for focusing our comparison of multimedia security and Wit-
senhausen’s counterexample on watermark detection techniques (and in the
next sections, on other zero-rate multimedia security problems). A remark-
able exception to the zero-rate nature of Witsenhausen’s counterexample can
be found in [21], where Grover and Sahai consider the use of Costa-based
schemes for conveying additional information.

– In both cases, the host signal may be interpreted as an interfering factor.
This is now obvious and widely recognized within the watermarking research
community. In fact, one of the major drawbacks of early embedding schemes
(both for detection and decoding watermarking) was the interference due to
the host signal, which made the reliable transmission of information very
hard. One of the first mechanisms devised for dealing with this problem
was to introduce the watermark in reduced-dimensionality domains, in an
attempt to improve the signal-to-noise (SNR) ratio achieved in the original
domain, but at the expense of a reduced available payload.

Similarly, in Witsenhausen’s counterexample, the larger the variance of the
host signal x, the more difficult it is for the second controller to estimate
the transmitted signal y. As a degenerate case illustrating this fact, one
may think of a zero-variance host signal; in such case both controllers could
use trivial strategies (e.g., w = 0 and ŷ = 0) that provide a null-score of
the non-negative target function, and, consequently, an optimal solution. As
the variance of the host signal is increased, the design of suitable strategies
become harder and the target function increases.

Concerning the differences between both problems, probably the most obvious is
the fact that in Witsenhausen’s counterexample, an estimate of the watermarked
signal must be provided. Nevertheless, if one considers this estimate as a two-
step procedure (as is done in state-of-the-art schemes), where the watermarked
signal estimate is itself based on a preliminary estimate of the codeword used at
the first controller, this difference is not so distinctive as one could initially think.
Indeed, this first stage of the estimate in Witsenhausen’s counterexample may be
seen as a characteristic shared with the watermark detection problem, as in both
cases one is looking for the codeword used at the embedder. In Witsenhausen’s
problem however, there is only one set (codebook) of possible codewords as
opposed to the watermark decoding problem, where there is a codebook for each
possible transmitted message.

Consequently, although both problems seem to be rather different at first
sight, the fact is that strong links between them exist. These connections con-
stitute the reason why techniques used to solve each problem are quite similar.
Since the watermark detection problem is the one in multimedia security that
shares more characteristics with Witsenhausen’s scenario, in the next section
we review some of the strategies proposed in the literature for dealing with
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Witsenhausen’s counterexample, and analyze their relationship with well-known
watermark detection methods.

4 A Review of Existing Techniques for Witsenhausen’s
Problem

The first strategies proposed for minimizing Witsenhausen’s target function date
back to Witsenhausen’s original paper [36]. The first of them, is the non-optimal
affine solution. In that case, y = λx, with λ an appropriate real constant. The
multidimensional version of this embedding strategy has been used for a long
time in watermarking, both for detection and decoding problems, where it is
known as Multiplicative Spread-Spectrum. For example, Barni et al. analyze in
[4] a watermarking scheme with embedding function yi = xi(1 + λbi), both for
watermark detection and decoding, where bi the message to be hidden. This
was not the first time that such a strategy was used in a watermarking context;
Cox et al. [10] had employed it several years before, although just for multibit
watermarking.

In the counterexample given byWitsenhausen, the signal produced by the first
controller is constructed as w = σXsign(x) − x, so y = σXsign(x). The result
resembles a sign-quantization strategy. This strategy may be interpreted as an
example of the well-known Quantization Index Modulation (QIM) proposed by
Chen and Wornell [8], where only one index is used and the quantizer has only
two possible levels that are symmetrical (antipodal) about the origin. Although
this is clearly not the most general configuration of QIM, this embedding strategy
also fits within the QIM framework. Additionally, and although this strategy was
sufficient in Witsenhausen’s scenario for improving the results achieved by the
optimal affine strategy, from the watermarking perspective it has the serious
drawback of the large embedding distortion that it requires (as the watermarked
signal is binary antipodal). To the best of our knowledge, this embedding strategy
has never been used in the multimedia security field.

A non-affine strategy similar to that proposed by Witsenhausen, but with
improved performance, was put forward by Bansal and Basar [3]. In this case
w = σX

√
2/πsign(x)−x, but a binary antipodal quantizer is used. Furthermore,

this work proves that affine solutions may still be optimal even in non-classical
information patterns scenarios, if the target function does not depend on the
product of the control variables. Finally, they also considered a generalized con-
trol strategy to exploit the benefits from both linear and non-linear strategies,
proposing the use of w = εsign(x) + λx− x.

An interesting result illustrating the hardness of the search for the optimal
solution to Witsenhausen’s counterexample is due to Papadimitriou and Tsit-
siklis [33]. The authors proved that the discretized version of Witsenhausen’s
problem is fundamentally intractable, as it is an NP-complete problem therefore
ustifying the lack of progress in the search for the optimal solution. Additionally,
they relate the complexity of the discrete problem with that of the continuous
one, proving the nonexistence of realistic algorithms for the continuous case.
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In [11] Deng and Ho used ordinal optimization to study Witsenhausen’s
counterexample. Specifically, they implicitly deal with the problem of the large
embedding distortion induced by the use of binary antipodal quantizers. By
introducing multilevel quantizers, the authors were able to reduce the quantiza-
tion error, or in other words, the variance of the signal introduced by the first
controller. As long as the quantization levels are far enough for ensuring their
correct estimation at the detector, an increased number of quantization levels
reduces Witsenhausen’s cost.

This idea is further explored at [25] by Lee et al.. In that work the authors
study the effect of the number of quantization levels (if the quantization levels
are broken down, the first stage of Witsenhausen’s target function is reduced,
but the difficulty of estimating y at the second controller increases), the quan-
tization boundary values, and the quantized values. Even more interestingly, by
using numerical methods, they prove that by considering piecewise linear func-
tions, instead of pure step functions, the target function may be decreased. This
last result clearly links to another well-known concept in watermarking: Dis-
tortion Compensation (DC). The basic idea behind Distortion Compensation is
that by adding back a part of the quantization error to the quantized signal,
the quantization error variance (i.e., the watermark variance in the watermark-
ing application, or the variance of the signal introduced by the first controller
in Witsenhausen’s scenario) is reduced, allowing to inflate the used quantizer,
and consequently providing increased robustness against channel attacks. This
idea, which was proposed for the first time by Costa [9] in a purely information
theoretic scenario, has been exploited in the watermarking field by the DC-
QIM [8] and Scalar Costa Scheme (SCS) [13] schemes. Remarkably, this link
was overlooked in the stochastic control literature at [25] (where DC quantiza-
tion schemes were implicitly proposed for the first time in that scenario), and
later discovered by Grover and Sahai (see, for example, [21]), whose works we
will discuss below. Finally, a hierarchical search numerical method is proposed
in [25] for the computation of the parameters of the proposed scheme (number
of quantization levels, quantization boundaries, and value of the quantization
levels).

Similar results showing the convenience of using sloped step functions (or sim-
ilarly distortion-compensated quantization strategies) have also been obtained
by Baglietto et al. [2] and Li et al. [26]. Baglietto et al.’s methodology is based on
constraining the control functions to have some parameterized fixed structure,
denoted by nonlinear approximation networks; stochastic approximation is used
for solving the resulting nonlinear programming problem. On the other hand, the
approach followed by Li et al. is based on discretizing the problem and formulat-
ing it as a potential game; the authors solve it by using the learning algorithm
known as Fading Memory Joint Strategy Fictitious Play with Inertia [30].

In recent years, Grover and Sahai have published a series of interesting articles
on Witsenhausen’s counterexample, where they establish connections between
this problem and open problems in communications, such as those of the cog-
nitive radio channel, the multiple access channel with partial state information
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at the encoder, state masking [32] or Dirty Paper Coding (DPC) [9] (although
surprisingly they do not mention the links with existing data hiding methods,
as the aforementioned DC-QIM and SCS). Indeed, in [21] the authors interpret
Witsenhausen’s problem as a particular case of the wireless communication prob-
lem which they name Assisted Interference Suppression. Furthermore, in [21] the
authors also propose several solutions to Witsenhausen’s vector problem, where
the most suitable alternative is chosen depending on the working-point (defined
by σ2

X and k2):

– w = −x, so y = 0. In this case, the estimation at the second controller is
trivial, and the variance of the estimation error is null. Therefore, only the
first stage of Witsenhausen’s cost will be non-null (specifically, k2σ2

X). This
strategy makes sense for small values of k2 and small values of σ2

X .
– w = 0, so y = x. This may be considered to be the counterpart of the

previous scheme, as the first stage of Witsenhausen’s target function is zero.
The estimation at the second controller will be an MMSE estimation (i.e.,
Wiener’s filter) of y given z, yielding a Witsenhausen’s cost of σ2

Xσ2
N/(σ2

X +
σ2
N ). This strategy makes sense for large values of k2.

– A randomized nonlinear controller based on the quantization of x by using a
random codebook of square radius per dimension equal to σ2

X−σ2
W . This is a

pure quantizer, in the sense that distortion compensation is not considered.
Due to its connections with the rate-distortion function, and noticing that
the cardinality of the quantizer is chosen in order to avoid decoding mistakes,
the authors name this strategy Joint Source-Channel Coding (JSCC). This
approach makes sense for small values of k2 and large values of σ2

X .
– Dirty Paper Coding based strategy [9]. Similarly to the previous scheme, a

random codebook is used, although in this case the square radius per dimen-
sion is equal to α2σ2

X + σ2
W , where α stands for the distortion compensation

parameter. Interestingly, the authors consider both the case where DPC is
used for conveying additional information to that about y (related to the
previously explained multi-bit watermarking problem), and the case where
the quantization aims at aiding the estimation of y. Therefore, no additional
information is transmitted, yielding a Costa’s zero-rate problem, related to
watermark detection problem. The estimation stage is based on first quan-
tizing the received signal z with the considered codebook (as done in conven-
tional DPC schemes), followed by a second stage where an MMSE estimator
is applied to estimate the self-noise at the first controller. The quantization
error at the first controller scaled by (1 − α), given the total quantization
noise at the second controller (which assuming that the codeword used at
the first controller is correctly determined, is the sum of the self-noise and
the channel AWGN). This two-step procedure reveals one of the similarities
between Witsenhausen’s counterexample and watermark detection problems
as outlined in Sect. 3.1.

– Marginal improvements are also achieved by implementing the first controller
as a two-stage process in which X is first scaled down to reduce its power,
and then DPC is applied.
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Additionally, it is important to point out that in [21] the authors show that the
performance that can be achieved by using Witsenhausen’s multidimensional
version problem, is strictly better than that achieved by using its scalar coun-
terpart, due to the advantages brought about by multidimensional codes.

Grover et al. also proposed in [19] the use of lattice-based quantization strate-
gies for performing the quantization. Their analysis is based on considering the
packing and covering radii, following an approach similar to that in [14].

Although lattice-based quantization strategies to multimedia security have
been typically used for mult-ibit watermarking, where their optimality was proven
by Erez and Zamir [15], there are also examples where they have been used for
detection purposes. One of the most relevant contributions in this direction is
due to Liu and Moulin [27], where the authors derive the error exponents of
watermarking detection both for Additive Spread Spectrum and QIM. They as-
sume that lattices are used in the QIM case and that the distortion compensation
parameter takes the value proposed by Costa [9], being the detection region a
hypershpere. Other work where quantization-based schemes were suggested for
dealing with one-bit watermarking is [34], where Pérez-Freire et al. proposed to
quantize the correlation of a series of pseudorandom-sequences and the original
host signal (i.e., the projection of x onto a pseudorandomly generated subspace)
without considering distortion compensation. Furthermore, they propose several
detection regions in order to determine if the received signal z is watermarked
or not.

Finally, we would like to mention that strategies which are not based on quan-
tizing the host signal were proposed in the watermarking literature for reducing
the host signal interference. As an example, in [6] Cannons and Moulin’s effec-
tively reduce the host signal interference thanks to the exploitation of a hash of
the original signal available at the detector. Given that the hash provides infor-
mation about the original host signal belonging to a given subset of the signal
space, it allows to condition the probability density function (pdf) considered
by the detector.

Another strategy for reducing host signal interference not based on quantiza-
tion, is the Improved Spread Spectrum technique due to Malvar and Florencio
[29], which was initially intended for decoding watermarking scenarios. In con-
trast, no control strategies similar to [6] or [29] have been suggested for dealing
with Witsenhausen’s counterexample.

5 Links between Witsenhausen’s Counterexample and
Authentication

Multimedia authentication methods may be basically divided into two main
categories: those that complement the digital content under analysis with an ad-
ditional authentication code used for checking the authenticity (e.g. Image Mes-
sages Authentication Codes [37], Approximate Message Authentication Codes
[18], or Noise Tolerant Message Authentication Code [5]), and those that em-
bed the information required for checking whether the considered contents is a
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fake or not, in the content itself by using watermarking techniques. As we are
interested in the comparison with Witsenhausen’s counterexample, we focus in
this work on the second category. For those methods, and similarly to zero-bit
watermarking, the authentication problem is a binary hypothesis test, where the
binary decision tries to determine if a given content was modified or not. In any
case, as long as the authenticating methods are based on estimating the code-
word used at the embedder, most of the similarities pointed to above between
Witsenhausen’s counterexample and watermark detection still hold.

These similarities are even more pronounced for some particular authenti-
cation methods, such as the one due to Martinian et al. [31]. In that work,
the authentication process is split into two steps: first, the codeword used at
the embedder is estimated, and then a reconstruction of the original host sig-
nal is produced. This estimate of the original host signal x (instead of y, as
in Witsenhausen’s counterexample) is required to be free from the effects of
any modifications by the editor, so it will be effectively defined by the encoder.
Furthermore, the set of possible modifications on the watermarked signal y is
constrained to verify a so-called reference channel model. For the case of Gaus-
sian host and channel and quadratic distortion measures, Martinian et al. use
a Gaussian random codebook for quantizing the original host signal, including
distortion compensation.

A scheme conceptually similar to that in [31], but without the final estimation
stage, was proposed by Fei et al. [16]. There, the authors define the admissible
set, a deterministic set that characterizes the legitimate modifications that an
authenticated signal may be subjected to in order to be considered authentic,
similarly to the reference channel in [31]. Additionally, Fei et al.’s scheme is also
based on the quantization of the original host signal, although in this case the
use of distortion compensation is not considered, and lattice-based quantization
instead of random quantization is used. This difference raises a security problem
since a periodic structure, such that of the lattice, should not be used for de-
termining the authenticity of a content, since as soon as an attacker has access
to any authenticated object he/she could produce as many falsely authenticated
contents as he/she wishes. This of course is not the case for random-coding based
schemes, where the observation of a centroid does not supply any information
about the rest of the codewords in the considered . On the other hand, this
lack of structure renders random-coding-based schemes difficult to implement
in practice. The solution proposed by Fei et al. relies on two nested lattices,
where the coarse lattice is actually used for quantizing the original host signal,
and in a second stage a point of the fine lattice within the Voronoi region of
the chosen coarse-lattice centroid is pseudo-randomly selected depending on a
secret key and the coarse-lattice centroid itself. In doing so, the security of the
resulting scheme can be increased, in the sense that an attacker observing other
watermarked contents but who is not aware of the secret key, could not produce
a falsely authenticated content.

Interestingly, both embedding authentication methods just reviewed reveal
a subtle similarity and a inherent difference between Witsenhausen’s scenario
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and authentication applications. On one hand, Witsenhausen’s solutions can be
seen to include a reference channel. This is the case for example, for DPC-based
techniques where the distortion compensation parameter value is determined by
considering a certain channel distribution (AWGN) and a given noise variance.
If the actual channel at the output of the first controller were different, then
estimation errors could arise; for example, if the variance of the AWGN were un-
derestimated when computing the distortion compensation parameter, the total
noise variance might be larger than the maximum allowed one for guaranteeing
an error-free decoding. On the other hand, one does not need to take into ac-
count the security constraints in Witsenhausen’s counterexample, as an attacker
does not exist in that framework.

6 Links between Witsenhausen’s Counterexample and
Reversible Watermarking

Since reversible watermarking also aims to estimate a signal which is not known
at the receiver side, one may think that this is the multimedia security problem
that is more similar to Witsenhausen’s problem. Nevertheless, several character-
istics of reversible watermarking, and especially of the scenarios where its use
was proposed, give rise to some important differences:

– All reversible watermarking schemes we surveyed are multi-bit. This proba-
bly owes to the applications reversible watermarking was designed for, e.g.
medical or military images [17], in contrast to copyright applications, where
watermark detection is typically used.

– Similarly to [31], in reversible watermarking the decoder tries to estimate
the original host signal x, instead of the watermarked signal y (as is the case
in Witsenhausen’s problem).

– All studied reversible watermarking schemes consider a discrete host alpha-
bet, in contrast to Witsenhausen’s Gaussian-distributed x. This is not a
trivial difference, as it will strongly determine the feasible solutions in each
case.

– Most of the studied reversible watermarking schemes do not consider that
the watermarked content could be further corrupted by noise, i.e. they as-
sume that n = 0. Again, this assumption may make sense in most reversible
watermarking applications. One exception to this lack of channel noise con-
sideration is found in [17], although it is studied just from a empirical point
of view.

– Most of the studied schemes are constrained to provide perfect estimates of
the host signal, i.e. X̂ = X. Remarkably, this is not the case in [35], where a
non-null distortion between the host signal and its estimate is considered.

– Most of the studied schemes are based on performing a lossless coding of
the Least Significative Bits (or of some kind of prediction error) and use the
remaining room for sending the additional data (e.g. [17], [1], [24]). Never-
theless, this strategy was proven to be non-optimal [23].
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Fig. 3. Typical block-diagram of reversible watermarking

Concerning the similarities, some reversible watermarking schemes using quan-
tization methods exist (e.g. [7]), although this is not the most general approach
to this problem. Additionally, embedding distortion constraints are typically
considered. Concerning this last point, although at first sight it could seem to
be obvious, note that given that the target is just the estimation of the original
host signal at the decoder, the watermarked signal may be arbitrarily far from
the original host. Indeed, methods where the distortion embedding constraint is
not considered due to this fact have been proposed [28].

A typical block-diagram of reversible watermarking illustrating some of the
characteristics mentioned above can be found in Fig. 3.

7 Conclusions

Similarities and differences between multimedia security problems and Witsen-
hausen’s counterexample have been revealed. Although the definitions and appli-
cation domains of these problems are intrinsically different, the similarities we
have spotted (especially for authentication and watermark detection) explain
why similar solutions had been independently proposed for both problems.

One of the main conclusions one can derive from this comparison is the fact
that dirty paper coding is suitable for reducing the host interference (or state
interference in control) in a range of scenarios much wider than the one initially
proposed by Costa. This fact seems to encourage the use of dirty paper based
techniques for multimedia security applications where it has not been used so
far, as for example reversible watermarking, robust hashing or active forensics.
Although it could well be the case that DPC were not optimal in those scenarios,
as it is the case in Witsenhausen’s counterexample, if the gain with respect
to conventional approaches were as large as for Witsenhausen’s problem, DPC
would be worth considering.
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Abstract. Data forensics needs techniques that gather digital evidence of data
corruption. While techniques like error correcting codes, disjunct matrices and
cryptographic hashing are frequently studied and used in practical applications,
very few research efforts have been done to rigorously evaluate and combine ben-
efits of these techniques for data forensics purposes. In this paper we formulate
unifying algorithm, data and security models that allow to evaluate and prove the
security guarantees provided by direct forensic encoding constructions from these
techniques and suitable combinations of them. We rigorously clarify the different
security guarantees provided by using these techniques (alone or in some stan-
dard or novel combinations) for both data at rest and data in transit. Our most
novel construction provides a forensic encoding scheme that allows to detect if
any errors were introduced by corrupted data senders, does not allow data intrud-
ers to detect whether the data was encoded or not, and requires no data expansion
in a large-min-entropy data model, as typical in multimedia data.

1 Introduction

The area of data forensics studies the design and analysis of techniques to gather some
digital evidence of events related to computer or network related malicious behaviour.
Typical scenarios for data forensics include data at rest and data in transit. In addition
to computer memory or hardware faults, data at rest can be modified as a result of com-
puter virus infections, unauthorized modifications by malicious computer intruders, and
undesired modifications by data owners. Real-life application scenarios include changes
to computer files detected by anti-virus systems, e-mail and multimedia data stored at
third-party servers, and storage in a cloud in the recently emerging cloud-computing
paradigm. In addition to being subject to communication errors, data in transit can be
modified as a result of unauthorized modifications by malicious men-in-the-middle,
and undesired modifications by data senders. Here, real-life application scenarios in-
clude downloading software applications over the Internet, which often allow clients to
check for application authenticity, and multimedia data services, including RSS feeds
and publish/subscribe protocols.

In all these scenarios, both detecting and correcting data corruptions are goals of
fundamental importance as part of data forensics. In this paper, we study forensic data
encoding/decoding schemes that process data so to allow the detection and correction
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of corruptions on both data at rest and data in transit. In particular, we focus on data
modifications carried out by attackers of two different types: storage intruders and cor-
rupted data senders, the latter type being an especially novel type in the case of error
correction. Carrying out this type of investigation requires the solution of a number of
challenges: formally defining suitable algorithmic models that capture both scenarios
and related data models and security notions, reformulating known techniques from
coding theory and cryptography and evaluating results obtained from them in these
models, and finally providing new constructions with enhanced security guarantees.

Our Contribution. We propose a unifying modeling approach that allows to formally de-
fine and analyze forensic encoding constructions for both data at rest and data in transit,
to be protected about both data intruders and corrupted data senders. In this model, we
can first of all formulate suitable generalizations of formal security notions in the liter-
ature, such as: error detection against data intruders and error corrections against data
intruders. We can then further define new notions that have apparently not been consid-
ered in the literature, such as conditional error detection against corrupted data senders
(a generalization of a known error detection notion, where the condition restricts the
type of errors which a corrupted data sender can generate; e.g., two very different im-
ages); error correction against corrupted data senders and encoding indistinguishability
against data intruders (requiring that a data intruder is not able to distinguish an data
item encoded by a honest user from one that was not encoded at all). This model allows
us to formally define forensics encoding schemes from well-known tools from coding
theory and cryptography and formally prove their security guarantees, as follows:

1. using arbitrary error correcting codes to define a forensic encoding scheme that
satisfies error correction against data intruders;

2. using superimposed codes to define a forensic encoding scheme (where a sender
uses secret data) that satisfies error correction and encoding indistinguishability
against data intruders; and

3. using cryptographic (collision-resistant) hash functions to define a forensic encod-
ing scheme that satisfies error detection against corrupted data senders.

Although all of these constructions can be considered folklore, and variations of them
are often considered in the multimedia security, watermarking, steganography, and cryp-
tography literatures, they were apparently never evaluated in a unified security model
which clarifies their different properties with respect to error detection, error correction
and encoding indistinguishability. Our paper clarifies their differences and may help
clarifying associated security claims in future, higher-level, constructions.

We then target two stronger security goals with two additional constructions. Us-
ing a natural combination of superimposed codes and cryptographic hash functions,
our fourth scheme provably achieves error detection against corrupted data senders, er-
ror correction against data intruders, and encoding indistinguishability against data in-
truders. Combinations of error correcting codes and cryptographic hash functions were
proposed in several papers, including [5,8,6,4], targeting different security guarantees
than ours. The closest constructions from the literature are from [16,14], where the au-
thors also combine superimposed codes and cryptographic hash functions to encode
data items stored in different types of storage data structures, but without providing a
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proof of security for their targeted error correction property. Our construction, defined
for a linear array storage data structure, clarifies what security properties (error correc-
tion and more) are achievable by combining these two primitives, and naturally extends
to the data structure types in [16,14]. Our fifth construction is a novel scheme based
on a combination of universal hash functions and cryptographic (collision-resistant
and pseudo-random) hash functions, and when applied to a large-min-entropy data
model, can be proved to simultaneously achieve conditional error detection against cor-
rupted data senders, encoding indistinguishability against data intruders, and zero mes-
sage expansion (i.e., the data length remains unchanged after the encoding procedure).
Large-min-entropy data models have often been used in the provable-security steganog-
raphy literature (starting with [17]). Although several schemes in the watermarking and
steganography literatures target similar goals to ours, we are not aware of a construction
that was shown to provably achieve these security goals with zero message expansion.
A summary of the properties achieved by our constructions can be found in Figure 1.

Related areas where these data forensics notions are of interest include coding the-
ory, digital watermarking, software download, program checking, memory correctness
checking, combinatorial group testing, and authenticated data structures. Some previous
work (see, e.g., [6,16,8]) already includes detailed discussions of these areas.

Scheme Error Error Data Sender Encoding Zero data
name detection correction intrusion corruption indistinguishability expansion
fS1 yes yes yes no no no
fS2 yes yes yes no yes no
fS3 yes no no yes yes no
fS4 yes yes no yes yes no
fS5 yes no no yes yes yes

Fig. 1. The table characterizes our results on the 5 schemes in the paper. Columns 3 and 4 in the
table describe in which adversary models the results in columns 1 and 2 are obtained.

2 Model and Security Notions

In this section we present a number of basic definitions, adversary models, data mod-
els, and security notions that are of interest in the rest of the paper. In particular, we
introduce new formal definitions of forensic encoding/decoding schemes, of a large-
min-entropy data model that specifically captures a variety of multimedia data items,
and of security notions, including error detection and correction properties against cor-
rupted data senders, and encoding indistinguishability against data intruders.

Basic definitions. LetA be a (possibly probabilistic) polynomial-time algorithm (briefly,
an efficient algorithm). The notation AO(·) denotes an oracle algorithm, defined as an
algorithm A that can make a polynomial number of queries to and receive associated
answers from an oracle O(·). By y ← z we denote assignment, by y ← S the random
choice of y from set S, and by y ← A(x1, x2, . . .) the (possibly probabilistic) process
of running algorithm A on input x1, x2, . . . and any random coins, giving y as output.
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Algorithm models. We propose a model of forensic encoding schemes that captures two
main application scenarios: a sender communicating the data item to a receiver (the
communication scenario), and a client storing a data item at a server’s storage area,
possibly using the client’s own smaller storage area (the storage scenario). For both
scenarios, a forensic encoding scheme can be described by two algorithms: a forensic
encoding algorithm, that performs data preprocessing before storing or communicating
the data in a way that later allows forensic analysis, and a forensic decoding algorithm,
that performs the forensic analysis over a (potentially corrupted) data item at a later
stage. On input a cryptographic key k and a string m, the forensic encoding algorithm
fEnc returns a pair (m′, tag), Here, the string m models the data item; the string tag
models a tag for the data item and the value m′ models a processed version of the data
item m. The string m′ is intended to be publicly accessible (including by adversaries)
while the string tag is not (e.g., it is kept secret by the client in the storage scenario).
Both values possibly include information helpful for forensic analysis. On input a cryp-
tographic key k, an error parameter v, and strings m′′, tag, the forensic decoding algo-
rithm fDec returns an output out. Here, out models details of the forensics analysis and
the string m′′ models a potentially corrupted version of string m′.
Binary Data Model. In all of our results, we simply model a data item m as a sequence
of bits m1, . . . ,mn, where n denotes the length of the item.

Large-min-entropy Binary Data Model. In this model we consider digital data items that
capture various applications, including transmission and storage of multimedia files. In
our main result, we use a stronger characterization of multimedia data items, where a
data item can be considered as as a sequence of bits generated by a random variable
and divided into data blocks, and each data block has multiple distinct yet application-
equivalent representations (e.g., images or video samples that, although different, ap-
pear equal from the point of view of an application or adversary). More formally, we say
that the data item m has a (r, p)-dense representation if m can be written as a sequence
B1, . . . , Bp of data blocks, where data block Bi can be written as a sequence of bits
m(i−1)n/p+1, . . . ,mi·n/p, for i = 1, . . . , p, (we assume for simplicity that p divides n),
and each block Bi is drawn from a distribution Di of support size equal to r; i.e., Bi has
r denoted as Bi,0, Bi,1, . . . , Bi,r−1, satisfying the following additional three properties:

1. (distinctness): Bi,0, . . . , Bi,r−1 are distinct;
2. (representation equivalence): Bi,0, . . . , Bi,r−1 are equally likely or a multimedia

application or an adversary see them as equivalent;
3. (representation index efficiency): there exists an efficient (in n) algorithm rI that,

given as input (i, Bi,j), returns the index j of the block within its possible repre-
sentations;

4. (representation change efficiency): there exists an efficient (in n) algorithm rC that,
given as input (j, i, Bi,j), returns an alternative representation Bi,j′ of the same
block, for any j′ ∈ {1, . . . , r − 1} \ {j}.

In the rest of the paper, we will only use data items that have an (r, p)-dense represen-
tation, for r = 2 and various values of p. Our data model is validated by the fact that
typical multimedia files (i.e., images and video) are expected to have an (r, p)-dense
representation, for reasonably large values of parameters r, p.
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Adversary models. We consider adversaries that attempt to corrupt data items by in-
troducing data modifications or errors in a way that such errors evade any forensics
attempts. Specifically, we consider three main adversary goals, all being often consid-
ered in the coding theory and cryptography literature:

1. preventing the detection of the existence of data modification;
2. preventing the correction of all data modifications; and
3. distinguishing whether data was preprocessed by the sender’s encoding algorithm.

Furthermore, two main types of adversaries will be considered, both being often con-
sidered in the coding theory and cryptography literature:

1. adversaries that act as intruders into the receiver’s public storage, and
2. adversaries that act as corrupted senders and modify the sender’s program.

By mixing and matching adversary goals with adversary types, we can formulate 5 se-
curity notions (one of the 6 feasible ones is not technically meaningful) of interest in our
studies of forensic encoding schemes. The first three notions, corresponding to the three
adversary goals in conjunction with the intruding adversaries, are adaptations of notions
already considered in the areas of error detection, error correction and steganography,
respectively. The remaining two notions, corresponding to the detection and correction
adversary goals in conjunction with the corrupted senders adversary type, are new but
can be seen as careful combinations of the previous notions with adversary modeling
done in the area of cryptographic hashing.

Given two n-bit data items m and m′, we measure their difference using the Ham-
ming distance (i.e., the number of bits in which they differ). The binary vector e, defined
as having a vector component = 1 if x and x′ differ in this component and 0 otherwise,
is also called the error vector of m,m′. Note that e = m ⊕m′, where ⊕ denotes bit-
wise logical XOR. Then, an intruder adversary can be considered as an adversary that
changes m into m′ by returning a v-weight error vector e (i.e., a vector e with at most
v 1’s). Instead, a sender corrupting adversary can be considered as an adversary that
returns m and m′ such that the error vector e = m⊕m′ has weight at most v. For sake
of greater generality, and to align our adversary model with the cryptography literature,
we also allow the adversary to adaptively issue queries to a forensic encoding oracle
both before and after returning its corruption, as just described. Specifically, the adver-
sary can compute a new query based on the previous ones and the received answers, ask
the new query to the oracle, and continue until he is ready to issue the corruption.

Security Notions. We now define 5 security notions for arbitrary forensic encoding
schemes. The first 2 notions model the capability of detecting and correcting errors
introduced on the data item by an adversary acting as an intruder.

Definition 1. Let pair of algorithms fS = (fEnc, fDec) denote a forensics encoding
scheme, where both fEnc and fDec run in time polynomial in n.

We say that scheme fS satisfies (t, ε)-error detection against data intruders if for any
oracle algorithm A running in time t, experiment Exp1fEnc,fDec,A(1n) (defined below)
returns 1 with probability at most ε.
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We say that scheme fS satisfies (t, v, ε)-error correction against data intruders if for
any oracle algorithm A running in time t, experiment Exp2fEnc,fDec,A(1n, v) (defined
below) returns 1 with probability at most ε.

Exp1fEnc,fDec,A(1n)
1. k← K;
2. m←M ;
3. (m′, tag)← fEnc(k,m)
4. m′′ ← AfEnc(·)(m′)
5. out← fDec(k,m′′, tag)
6. if out = 1 ∧ m′ �= m′′ then return: 1
7. if out = 0 ∧ m′ = m′′ then return: 1
8. return: 0.

Exp2fEnc,fDec,A(1n, v)
1. k ← K;
2. m←M ;
3. (m′, tag)← fEnc(k,m)
4. m′′ ← AfEnc(·)(m′)
5. out← fDec(v, k,m′′, tag)
6. if d(m′,m′′) > v then return: 0
7. if out �= m′ ⊕m′′ then return: 1

else return: 0.

The next security notion models the capability of encoding data items without allowing
an adversary acting as an intruder to distinguish an encoded data item from one that
was not encoded.

Definition 2. Let pair of algorithms fS = (fEnc, fDec) denote a forensics encoding
scheme, where both fEnc and fDec run in time polynomial in n.

We say that scheme fS satisfies (t, ε)-encoding indistinguishability against data in-
truders if for any oracle algorithm A running in time t,

Prob[Exp3fEnc,fDec,A(1n) = 1 ]− Prob[Exp4fEnc,fDec,A(1n) = 1 ]| ≤ ε,

where experiments Exp3,Exp4 are defined below.

Exp3fEnc,fDec,A(1n)
1. k← K;
2. m←M ;
3. (m′, tag)← fEnc(k,m)
4. out← AfEnc(·)(m′)
5. return: out.

Exp4fEnc,fDec,A(1n)
1. k ← K;
2. m←M ;
3. out← AfEnc(·)(m)
4. return: out.

The final security notions model the capability of conditionally detecting [7] and cor-
recting errors introduced on the data item by an adversary acting as a corrupted sender.

Definition 3. Let ρ be a predicate and let algorithms fS = (fEnc, fDec) denote a
forensics encoding scheme, where ρ, fEnc and fDec run in time polynomial in n.

We say that scheme fS satisfies (ρ, t, ε)-conditional error detection against data
sender corruption if for any oracle algorithm A running in time t, the probability that
experiment Exp5fEnc,fDec,A(1n) (defined below) returns 1 is at most ε.

We say that scheme fS satisfies (t, v, ε)-error correction against data sender corrup-
tion if for any oracle algorithm A running in time t, the probability that experiment
Exp6fEnc,fDec,A(1n, v) (defined below) returns 1 is at most ε.
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Exp5fEnc,fDec,A(v)
1. k← K;
2. (m,m′′)← AfEnc(·)(1n)
3. (m′, tag)← fEnc(k,m)
4. out← fDec(k,m′′, tag)
5. if out = 1 ∧ ρ(m′,m′′) = 1 then return: 1
6. return: 0.

Exp6fEnc,fDec,A(v)
1. k ← K;
2. (m,m′′)← AfEnc(·)(1n)
3. (m′, tag)← fEnc(k,m)
4. out← fDec(v, k,m′′, tag)
5. if d(m′,m′′) > v then return: 0
6. if out �= m′ ⊕m′′ then return: 1

else return: 0.

We note that although we have modeled the adversary as having access to the fEnc(k, ·)
oracle, our definitions directly extend to the case where the adversary also has access to
the fDec(k, ·) oracle (see, e.g., [1]).

3 Basic Constructions from Coding and Cryptography

We consider three basic constructions using known primitives from coding theory
(specifically, arbitrary error correcting codes and superimposed codes) and cryptog-
raphy (specifically, collision-resistant hashing). Although giving essentially folklore
results, these schemes show that the definitions from Section 2 introduce a unifying
framework to express and evaluate known (and, later, new) results for data forensic
encoding.

3.1 Forensic Encoding from Error Correction Codes

Background. We assume familiarity with error correcting codes. We denote as (eccEnc,
eccDec) an error correcting code, where eccEnc is the encoding algorithm and eccDec
is the decoding algorithm, and by v we denote the number of corrected (bit) errors in
an n-bit data item.

Construction, Scenario and Properties. We can define a forensic encoding scheme
fS1 = (fEnc1, fDec1) directly from (eccEnc, eccDec). Specifically, the fEnc1 algo-
rithm, on input a cryptographic key k and a data item m, returns a pair (m′, tag),
computed as follows: m′ = eccEnc(m) and tag is empty. The fDec1 algorithm, on
input a cryptographic key k, an error parameter v, and strings m′′, tag, returns an out-
put out containing the output of the correction algorithm eccDec on input m′′. (Note
that neither fEnc1 nor fDec1 use k.)

Such a scheme could be used in the following client-server scenario. Given data item
m, the client uses the forensic encoding algorithm fEnc1 to generate m′ and send it to
the server, who stores it. Later, assume an adversary intrudes into the server’s storage
and is able to introduce up to v errors in m′, changing it into m′′. At any later time,
when retrieving m′′ from the server, the client can run algorithm fDec1 to correct up to
v errors in m′′ and thus recover m.

As a direct consequence of this discussion and of the properties of error correcting
codes, we obtain the following

Theorem 1. If (eccEnc,eccDec) is an error correcting code correcting up to v errors
on n-bit data items. Then the forensic encoding scheme fS1 = (fEnc1, fDec1) satisfies
(t, v, ε)-error correction against data intruders, for ε = 0 and any t polynomial in n.
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3.2 Forensic Encoding from Superimposed Codes

Background. Superimposed codes are frequently studied in the group testing literature.
They are a type of systematic codes, in that the encoding algorithm adds a tag to the
input message, which is otherwise left unchanged. The tag is computed by matrix prod-
uct between a special matrix, sometimes also called a disjunct or disjunct matrix, and
the data item, seen as a vector. A matrix Ms×n is a v-disjunct if for each set V of v
column indices, and each column index j �∈ V , there exists a row index i such that
M(i, j) = 1 and M(i, j) = 0 for all j ∈ V . We note that in a v-disjunct matrix, for
any v columns, there exists another column that is not covered by these v columns.
Moreover, if S is the family of subsets of {0, . . . , n − 1} having the columns of M
as incidence vectors, then S has the property that for any v members, there exists an-
other member that is not contained in the union of these v members. This property is
then used to show that the decoding algorithm, given the tag and the modified data,
can uniquely recostruct the original data item. In [12] it was proved that v-disjunct ma-
trices satisfy s = Ω(min(v2 logv n, n)), and in [23] the authors give one of the most
recent efficiently computable constructions, satisfying s = O(min(v2 logn, n)). There
is an extensive literature on v-disjunct matrices and their applications (i.e., non-adaptive
combinatorial group testing algorithms [10]); we refer to reader to [23,10,11] and ref-
erences therein.

In what follows, we denote as (sEnc, sDec) a v-superimposed code for n-bit data
items, where sEnc is the encoding algorithm and sDec is the decoding algorithm.

Construction, Scenario and Properties. We can define a forensic encoding scheme
fS2 = (fEnc2, fDec2) directly from (sEnc, sDec), as follows. The fEnc2 algorithm,
on input a cryptographic key k and a data item m, returns a pair (m′, tag), computed as
follows: m′ = m and tag = sEnc(m). The fDec2 algorithm, on input a cryptographic
key k, an error parameter v, and strings m′′, tag, returns an output out containing the
output of the correction algorithm sDec on input m′′ and tag. (Note that neither fEnc2
nor fDec2 use k.)

Such a scheme could be used in the following client-server scenario. Given data
item m, the client uses the forensic encoding algorithm fEnc2 to generate tag, keeps
tag private and sends m′ = m to the server, who stores it. Later, assume an adversary
intrudes into the server’s storage and is able to introduce up to v errors in m′, changing
it into m′′. At any later time, when retrieving m′′ from the server, the client can run
algorithm fDec2 on input m′′ and tag to correct up to v errors in m′′ and thus recover
m. As a direct consequence of this discussion and of the properties of superimposed
codes, we obtain the following

Theorem 2. Assume (sEnc, sDec) is a v-superimposed code for n-bit data items. The
forensic encoding scheme fS2 = (fEnc2, fDec2) satisfies (t, v′, ε)-error correction and
(t, ε)-encoding indistinguishability against data intruders, for v′ = v, ε = 0 and any t
polynomial in n.
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3.3 Forensic Encoding from Collision-Resistant Hashing

Background. Collision-resistant hash functions are at the center of an active research
area in the cryptography literature. We now briefly recall their formal definition and
known facts about them.

Let H = {Hλ}λ∈N , where Hλ is a set of functions hλ : {0, 1}λ × {0, 1}p(λ) →
{0, 1}σ, λ is a security parameter, p is a polynomial and σ is constant with respect to λ.
We say that H is a family of keyed hash functions, if it is a family of polynomial-time
(in λ) samplable and computable functions, and we denote as tn(H) an upper bound on
the running time of hash functions in Hλ on inputs of length n. As keyed hash functions
compress an arbitrarily large input to a fixed-size output, each output has a very large set
of preimages; yet, the collision-intractability property states that any efficient algorithm
(even when given oracle access to the hashing function) can find two preimages of the
same output only with small probability. A formal definition follows.

Definition 4. LetH = {Hλ}λ∈N be a family of keyed hash functions. For any t, ε > 0,
we say that H is (t, q, ε)-collision-intractable if for any oracle algorithm A running in
time t and making q queries to its oracle, it holds that

Prob[h← Hλ; k← {0, 1}λ; (x1, x2)← Ah(k,·)(1λ) : Collhk(x1, x2) = 1 ] ≤ ε.

where Collhk (x, y) = 1 if and only if (x �= y) ∧ (h(k, x) = h(k, y)).

Constructions of collision-intractable hash functions in the literature are based on ei-
ther the computational intractability of number-theoretic problems (see, e.g., [19,3]),
or more general complexity-theoretic assumptions (see, e.g., [24]), or heuristic finite
functions with very high efficiency but only conjectured collision intractability (see,
e.g., [20])), which, although unproven to be collision-intractable, are much more effi-
cient and currently used by real-life cryptographic systems and products. In the light of
recent cryptanalysis results on previous heuristic proposals, researchers have proposed
a number of new functions and a standard process was recently started [21]. In prac-
tice, keyed hash functions, although represented in constant space, are often assumed to
have a pseudo-randomness property stating that they are indistinguishable from random
functions, as we now formally recall.

Definition 5. Let H = {Hλ}λ∈N be a family of keyed hash functions and let F be the
set of functions with domain {0, 1}p(λ) and codomain {0, 1}σ. For any t, ε > 0, we say
that H is (t, q, ε)-pseudo-random if for any oracle algorithm A running in time t and
making q queries to its oracle, it holds that

Prob[h← Hλ; k ← {0, 1}λ : Ah(k,·)(1λ) = 1 ]− Prob[ r ← F : Ar(·)(1λ) = 1 ] ≤ ε.

Construction, Scenario and Properties. We can define a forensic encoding scheme
fS3 = (fEnc3, fDec3) directly from any hash function h ∈ Hλ, as follows. The fEnc3
algorithm, on input key k and a data item m, returns a pair (m′, tag), computed as
follows: m′ = m and tag = h(k,m). The fDec3 algorithm, on input key k, an error
parameter v, and strings m′′, tag, returns a bit denoting whether tag = h(k,m′′).
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Such a scheme could be used in the following client-server scenario. Assume an
adversary wants to efficiently generate m0,m1 such that, acting as a client, he can store
m = m0 with the server and later claim that he actually stored m′ = m1. The server
expects to receive a pair (m, tag) and, to prevent the adversary’s attack, will store this
pair only if equality h(k,m) = tag holds. In that case, even a non-corrupted client that
uses the forensic encoding algorithm fEnc3 to generate (m, tag), can send (m, tag) to
the server and be sure that the pair is stored (as the equality h(k,m) = tag holds).

As a direct consequence of this discussion and of the properties of collision-resistant
hash functions, we obtain the following

Theorem 3. Assume H is a (t, q, ε)-collision-intractable family of keyed hash func-
tions, for any polynomial q. The forensic encoding scheme fS3 = (fEnc3, fDec3) satis-
fies (t′, ε′)-error detection against data senders, for t′ = t, ε′ = ε and (t′′, ε′′)-encoding
indistinguishability against data intruders, for ε′′ = 0 and any t′′ polynomial in n.

4 Error Correction against Sender Corruption

In this section we show a forensic encoding scheme based on a suitable combination
of collision-intractable hashing and superimposed codes, that satisfies error correction
against sender corruptions.

An informal description. The encoding algorithm fEnc computes one hash tag for each
row in the disjunct matrix Ms,n associated with the superimposed code, as follows. The
value of the j-th bit in the i-th matrix row is used to select (or not) the bit in the j-th
position of the data item, for j = 1, . . . , n and i = 1, . . . , s. Then, all selected data
bits are concatenated into a string Li and the i-th hash tag tagi is obtained by running
the collision-intractable hash function h on input Li, for i = 1, . . . , s. The algorithm
outputs the pair (m, tag), where tag = (tag1, . . . , tags).

The decoding algorithm fDec4 recomputes hash tags tag′′1 , . . . , tag
′′
s similarly as

done in fEnc4, but this time using the received data item m′′ as input. Then it compares
each received tag tagi with the recomputed tag tag′′i , for each i = 1, . . . , s, so to
reconstruct a characteristic s-bit vector e of differences among hash tags (i.e., for i =
1, . . . , s, e[i] = 1 if tagi �= tag′′i and 0 otherwise). Finally, it finds all columns in
the disjunct matrix M that are covered by e, and returns these columns’ indices as the
positions where m′′ differs from m.

A formal description. The description of algorithms fEnc4 and fDec4 follows (here, the
symbol | denotes string concatenation).

The algorithm fEnc4: On input k,m, and a description of the q-disjunct matrix M and
of the familyH = {Hλ}λ∈N of a collision-intractable hash function, do as follows:

1. Randomly choose h from Hλ;
2. for i = 1, . . . , s,

let Li = empty string
for j = 1, . . . , n,

if M(i, j) = 1 then set Li = Li |x[j]
set tagi = hλ(k, Li)

3. Return: m′ = m and tag = (h; tag1, . . . , tags).
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The algorithm fDec4: On input v, k,m′′, tag, do the following:

1. Write tag as (h; tag1, . . . , tags)
2. for i = 1, . . . , s,

let L′′
i = empty string and ui = 0

for j = 1, . . . , n,
if M(i, j) = 1 then set L′′

i = L′′
i |m′′[j]

set tag′′i = hλ(k, L
′′
i )

if tag′′i �= tagi then set ui = 1
3. set u = (u1, . . . , us)
4. let e be the ≤ q-weight n-bit vector such that

e[i] = 1 if the i-th column in M is covered by u, for i = 1, . . . , n
5. Return: out = e.

The above construction satisfies the following

Theorem 4. AssumeH is a family of (t, q, ε)-collision intractable keyed hash function,
for any polynomial q and (sEnc,sDec) is a v-superimposed code. The forensic encoding
scheme fS4 = (fEnc4, fDec4) satisfies (t′, v′, ε′)-error correction against data sender
corruptions, for t′ = t + O(s · tn(H)), v′ = v, and ε′ = ε, and (t′′, ε′′)-encoding
indistinguishability against data intruders, for any t′′ polynomial in n and ε′ = 0.

The encoding indistinguishability property of fS4 claimed in Theorem 4 follows directly
from the fact that algorithm fEnc returns m′ = m.

The main observation to prove the error correction property of fS4 claimed in The-
orem 4 is that, under the contradiction assumption that the adversary is successful, we
obtain one of the following two consequences: (1) collisions are found in hλ, or (2) the
vector u can be shown to be equal to the matrix product of the disjunct matrix M times
the error vector e. In the first case, we obtain a contradiction of the main property of
the hash function hλ. In the second case, one can use the definition of disjunct matrix
and obtain that the error correction property of this matrix implies an analogue error
correction property for the forensic encoding scheme. Now we proceed with a more
formal sketch of proof for this property.

Let Coll(A) be the event defined as follows: “For some i ∈ {1, . . . , s}, it holds that
Li �= L′′

i and hλ(Li) = hλ(L
′′
i ), where Li (resp., L′′

i ) is a string computed while run-
ning fEnc4 on input m (resp., fDec4 on input m′′), and m,m′′ are the strings returned
by oracle algorithmA.” Given an algorithmA that makes event Coll(A) true, we can ob-
tain an algorithm A′ that, with the same probability, violates the collision-intractability
property ofH. This gives us the following

Lemma 1. If the family H of hash functions satisfies (t, q, ε)-collision-intractability,
for any arbitrary polynomial q, then for any algorithm A running in time t′, it holds
that Prob[Coll(A) ] ≤ ε,, where t′ = t+O(s · tn(H)).

If event Coll(A) does not happen, for all i ∈ {1, . . . , s}, the condition Li �= L′′
i implies

hλ(Li) �= hλ(L
′′
i ), where Li (resp., L′′

i ) is a string computed while running fEnc on
input the string m (resp., fDec on input the string m′′) returned by A. By construction
of fDec4, each component u[i] of vector u is equal to 1 if and only if tagi �= tag′′i ,
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which always happens when hλ(Li) �= hλ(L
′′
i ). This, in turn, always happens when

Li �= L′′
i , as we assumed that Coll(A) is false, which implies that for at least one value

j such that M(i, j) = 1, the j-th bit of the error vector e = m ⊕ m′′ is equal to 1.
Thus, the vector u can be written as M · e, this matrix product being over the semiring
({0, 1},∨,∧). By the properties of v-superimposed codes, we obtain that the nonzero
components in e have the same indices as the columns in M that are covered by u, and
thus all v errors can be corrected, proving the following

Lemma 2. If M is a v-disjoint matrix then, for any oracle algorithm A, it holds that
Prob[Exp6fEnc,fDec,A(v) = 1|Coll(A) ]) = 0.

Using the results obtained via these lemmas, one can then write

ε′ = Prob[Exp6fEnc,fDec,A(v) = 1 ]

≤ Prob[Coll(A) ] + Prob[Exp6fEnc,fDec,A(v) = 1|Coll(A) ],

≤ ε+ (Prob[Exp6fEnc,fDec,A(v) = 1|Coll(A) ] ≤ ε+ 0 = ε

5 Conditional Error Detection and Encoding Indistinguishability

In this section we show a forensic encoding scheme using pseudo-random and collision-
intractable hash functions, universal hash functions, and data representation algorithms
in the large min entropy data model. The properties achieved by the scheme include
zero message expansion, encoding indistinguishability and conditional error detection
against sender corruptions.

An informal description. Let p = p1+p2 and let m1,0, . . . ,mp,0 denote the p data blocks
of a (2, p)-dense data item m. Also, let ρ be the predicate that, on input (m,w), returns
1 if data item w can be written as w = m1,b(1)| · · · |mp,b(p) for some bits b(1), . . . , b(p),
and 0 otherwise.

The encoding algorithm fEnc5 divides a (2, p)-dense message m into p data blocks
m1,0, . . . ,mp,0, and uses the representation change algorithm rC to compute their al-
ternative representations m1,1, . . . ,mp,1. Then, it randomly chooses a p1-bit nonce u
and uses the collision-intractable and pseudo-random hash function hcr to expand the
random key k into a much longer pseudo-random string R. For i = 1, . . . , p, this latter
string is used to randomly choose a 2-to-1 universal hashing function hun

i which maps
two (n/p)-bit representations mi,0,mi,1 of the same block to the same (n/p − 1)-bit
value, denoted as Zi. Now the collision-intractable hash function hcr is used to com-
pute a p2-bit string htag for the compressed message z = Z1| · · · |Zp. Then the p bits
t(1), . . . , t(p) in strings u and htag are embedded into the original message m by using
them as selectors of the representation associated with each data block, and computing
an alternate representation m′ = m1,t(1)| · · · |mp,t(p) of m. Finally the algorithm fEnc5
returns the strings m′ and tag = ∅ as output.

On input a string m′′, the decoding algorithm fDec5 uses the representation in-
dex algorithm rI to find t′′(1), . . . , t′′(p) such that m′′ = m′′

1,t′′(1)| · · · |m′′
p,t′′(p) and

uses the representation change algorithm rC to compute the alternative representations
m′′

p1+1,1−t′′(p1+1), . . . ,m
′′
p,1−t′′(p). Then it sets u = t′′(1)| · · · |t′′(p1) and htag′′ =
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t′′(p1 + 1)| · · · |t′′(p) and recomputes R from u and k exactly as fEnc5 does. For
i = 1, . . . , p, using R as random string, it randomly chooses 2-to-1 universal hash-
ing function hun

i which maps the two (n/p)-bit representations m′′
i,0,m

′′
i,1 of the same

block to the same (n/p − 1)-bit value, denoted as Z ′′
i , Then, it sets z′′ = Z ′′

1 | · · · |Z ′′
p

and checks whether hcr(z′′) = htag′′. If yes, it returns: 1; otherwise, it returns: 0.

A formal description. ByHcr = {Hcr
λ }λ∈N we denote a family of collision-intractable

and pseudo-random hash functions from {0, 1}∗ to {0, 1}σ, for some constant σ (e.g.,
σ = 160). ByHun = {Hun

λ }λ∈N we denote a family of 2-to-1 universal hash functions
from {0, 1}∗n/p to {0, 1}n/p−1. The formal description of fEnc5 and fDec5 follows.

The algorithm fEnc5: On input key k and n-bit data item m, do as follows:

1. Randomly choose hcr from Hcr
λ and u ∈ {0, 1}p1;

2. write m as m = m1,0| · · · |mp,0, where the mi,0’s are equal-length data blocks
3. set R = hcr(k, u) and use R as random string in the following steps;
4. for i = 1, . . . , p,

let mi,1 = rC(0, i,mi,0);
randomly choose hun

i from Hun
λ such that Zi = hun

i (mi,0) = hun
i (mi,1)

5. set z = Z1| · · · |Zp and htag = hcr(z), where |htag| = p2;
6. write u|htag as t1| · · · |tp, where ti ∈ {0, 1}, for i = 1, . . . , p;
7. set m′ = m1,t(1)| · · · |mp,t(p) and tag = ∅;
8. return: (m′, tag).

The algorithm fDec5: On input k,m′′, tag, do the following:

1. Write m′′ as the concatenation of p data blocks m′′
1,·, . . . ,m

′′
p,·

2. for i = 1, . . . , p,
let t′′i = rI(i,m′′

i,·)
let m′′

i,1−t′′(i) = rC(t′′(i), i,m′′
i,t′′(i))

3. set u′′ = t′′(1)| · · · |t′′(p1) and htag′′ = t′′(p1 + 1)| · · · |t′′(p)
4. set R′′ = hcr(k, u′′) and use R′′ as random string in the following steps
5. for i = 1, . . . , p,

randomly choose hun
i from Hun

λ such that Z ′′
i = hun

i (m′′
i,0) = hun

i (m′′
i,1)

6. set z′′ = Z ′′
1 | · · · |Z ′′

p

7. if htag′′ = hcr(z′′) then return: 1 else return: 0.

The above construction satisfies the following

Theorem 5. Assume Hcr is a family of (ti, q, εi)-collision intractable and (tr , q, εr)-
pseudo-random hash functions, for any polynomial q, and assumeHun is a family of 2-
to-1 universal hash functions. Then the forensic encoding scheme fS5 = (fEnc5, fDec5)
satisfies zero data expansion; (t′, ε′)-indistinguishability against data intruders, for any
polynomial t′, and ε′ = ε; and (t′, ε′)-conditional error detection against data sender
corruptions, for any polynomial t′, and ε′ = εr + 2−n/(p−p1).

The zero data expansion property of scheme fS5 is verified by inspection.
The encoding indistinguishability property against data intruders of scheme fS5 di-

rectly follows by inspection of the string m′ output by algorithm fEnc5 and by using
the representation equivalence property of the dense data items used.
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The overall structure of the proof of the conditional error detection property is that,
under the contradiction assumption that the adversary is successful in breaking this
property, we obtain one of the following three consequences: (1) hcr is a indistinguish-
able from a random function; (2) collisions are found in hun, or (3) collisions are found
in hcr(k, ·). In the first case we obtain a contradiction of the pseudo-randomness prop-
erty of hcr. Assuming the statement in the first case is not true, the properties of hun

imply that the second case only happens with very low probability. In the third case we
obtain a contradiction of the collision-intractability property of hcr(k, ·).

A sketch of the formal proof for this property goes as follows. Note that experi-
ment Exp5 returns 1 for fS5 whenever an efficient adversary A returns an m′′ such
that ρ(m′,m′′) = 1 and fDec5 returns 1 on input k,m′′, tag, where m′ is the output
returned by fEnc5. We start by considering the case htag = htag′′. In this case, if
experiment Exp5 returns 1, the condition ρ(m′,m′′) = 1 implies that z �= z′′, and
the condition htag = htag′′ implies that hcr(k, z) = hcr(k, z′′). This implies that A
can produce a collision (z, z′′) for hcr(k, ·), thus violating the collision-intractability
property of Hcr. We then consider the case htag �= htag′′. In this case, if experiment
Exp5 returns 1, it holds that htag′′ = hcr(k, z′′). Then the condition ρ(m′,m′′) = 1
implies that z �= z′′, and thus either the condition htag′′ = hcr(k, z′′) holds with (very
low) probability 2−n/(p−p1) (by the definition of universal hash functions) or the hash
function hcr(k, z′′) can be distinguished by A from a random function with probability
higher than εr, thus violating the pseudo-randomness property ofHcr.

Multimedia files and the large-min-entropy data model. We briefly discuss why we
believe that multimedia files are well modeled using the previously defined large-min-
entropy data model. We assume that the data is sparse in some basis, such that the data
is sufficiently redundant in the observation space. Natural images, for instance, have ef-
fective sparse representations in the discrete Fourier domain or the wavelet domain [15].
Consequently, consecutive pixels in the spatial domain carry significant correlation that
can be exploited in constructing tag embedding procedures that are imperceptible to the
naked eye. Indeed, many methods of tag embedding exist in the literature, the overarch-
ing goal being achieving zero message expansion while preserving visual appearance of
the original data or even making the tag imperceptible to the eye [2]. Least significant
bit (LSB) data embedding is a simple example where the tag is embedded by modifying
a sequence of LSB of a particular pixel in consecutive non-overlapping windows of an
image. While visually imperceptible, LSB embedding can be statistically detected by
computer analysis of the data. Randomization in the selection of pixels in the windows,
and other more elaborated methods, have been proposed to make the tag embedding
not only visually imperceptible but detectable with no more than very small probabil-
ity. The embedding can also be performed by perturbed quantization. In this case, the
tag is embedded in the final quantization step associated with lossy compression proce-
dures that have negligible visual effect on the data representation. The detection of tags
in this latter approach is harder. A thorough exposition of these techniques and analysis
of their properties and characteristics is found in [2].
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6 Conclusions

We formulated unifying algorithm, data and security models to formally prove security
guarantees provided by forensic encoding constructions from known techniques and
suitable combinations of them. We rigorously clarified the different security guarantees
provided by using these techniques (alone or in some standard or novel combinations)
for both data at rest and data in transit. Our most novel construction provides a forensic
encoding scheme with error detection at zero data expansion in the large-min-entropy
data model. This scheme can be extended to provide error correction using a suitable
combination with superimposed codes. For both schemes, more rigorous statements
relating the features of the data model to the level of error detection and correction
would be of interest, and are thus left as a future work item.
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