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Preface

The International Workshop on Digital-Forensics and Watermarking 2011
(IWDW11), the 10*" TWDW, hosted by the New Jersey Institute of Technology
(NJIT), was held in the ACH (Atlantic City Hilton) Hotel, Atlantic City, New
Jersey, USA, during October 23-26, 2011. IWDW11, following the tradition of
IWDW, aimed to provide a technical program covering the state-of-the-art theo-
retical and practical developments in the field of digital watermarking, steganog-
raphy and steganalysis, forensics and anti-forensics, and other multimedia-related
security issues. With 59 submissions from 13 different countries and areas, the
technical committee selected 37 papers (27 oral and 10 poster presentations) for
publication, one paper for the best student paper award, and one for the best pa-
per award. Besides these papers, the workshop featured an opening talk delivered
by the Senior Vice President of NJIT Donald Sebastian; two invited lectures en-
titled “Modern Trends in Steganography and Steganalysis” and “Photo Foren-
sics — There Is More to a Picture than Meets the Eye” presented, respectively, by
Jessica Fridrich and Nasir Memon; and one two-hour open discussion among all
participants.

First of all, we would like to thank all the authors, reviewers, lecturers, and
participants for their valuable contributions to the success of IWDW11. Our
sincere gratitude also goes to all the members of the Technical Program Com-
mittee, international publicity liaisons and our local volunteers for their careful
and hard work in the wonderful organization of this workshop. We appreciate the
generous support from the New Jersey Institute of Technology, Korea Institute
of Information Security and Cryptography (KIISC), and MarkAny. Finally, we
hope that you will enjoy reading this volume and that it will provide inspiration
and opportunities for your future research.

December 2011 Yun Qing Shi
Hyoung Joong Kim
Fernando Perez-Gonzalez
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Modern Trends in Steganography and Steganalysis

Jessica Fridrich

Department of Electrical and Computer Engineering
SUNY Binghamton
Binghamton, NY, USA

Abstract. Only recently, researchers working in steganography realized how
much the assumptions made about the cover source and the availability of in-
formation to Alice, Bob, and the Warden influence some of the most fundamen-
tal aspects, including the way a steganographic system is built and broken and
how much information can be securely embedded in a given object. While for
simple artificial sources the problem of embedding messages undetectably has
been resolved, it remains vastly open for empirical covers, examples of which
are digital media objects, such as digital images, video, and audio. The fact that
empirical media is fundamentally incognizable brings serious complications but
also gives researchers plenty of opportunities to uncover very interesting and
sometimes quite surprising results. An example is the square root law of imper-
fect steganography that states that the size of secure payload in empirical ob-
jects increases only with the square root of the cover size. Since steganographic
methods designed to be undetectable with respect to a given model are usually
easy to attack by going outside of the model, modern steganography works with
complex models of covers in which the embedding distortion is minimized,
hoping that it will be difficult for the Warden to work "outside of the model."
The problem of cover source model is equally important in steganalysis. How-
ever, while working with complex models in steganography is feasible, learning
a relationship between cover and stego objects in a high-dimensional model
space can be quite challenging due to the rapidly increasing complexity of clas-
sifier training, lack of training data, and loss of robustness. In my talk, I will
provide a retrospective view of the field, point out some of the recent achieve-
ments as well as bottlenecks of future development in source model building
and machine learning.

Y.Q. Shi, HJ. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, p. 1, 2012.
© Springer-Verlag Berlin Heidelberg 2012



Photo Forensics — There Is More to a Picture
than Meets the Eye

Nasir Memon

Polytechnic Institute of NYU
Six MetroTech Center, Brooklyn, NY

Abstract. Given an image or a video clip can you tell which camera it was tak-
en from? Can you tell if it was manipulated? Given a camera or even a picture,
can you find from the Internet all other pictures taken from the same camera?
Forensics professionals all over the world are increasingly encountering such
questions. Given the ease by which digital images can be created, altered, and
manipulated with no obvious traces, digital image forensics has emerged as a
research field with important implications for ensuring digital image credibility.
This talk will provide an overview of recent developments in the field, focusing
on three problems. First, collecting image evidence and reconstructing them
from fragments, with or without missing pieces. This involves sophisticated file
carving technology. Second, attributing the image to a source, be it a camera, a
scanner, or a graphically generated picture. The process entails associating the
image with a class of sources with common characteristics (device model) or
matching the image to an individual source device, for example a specific cam-
era. Third, attesting to the integrity of image data. This involves image forgery
detection to determine whether an image has undergone modification or
processing after being initially captured.

Y.Q. Shi, HJ. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, p. 2, 2012.
© Springer-Verlag Berlin Heidelberg 2012



An Improved Matrix Encoding Scheme
for JPEG Steganography

Vasily Sachnev and Hyoung Joong Kim

Department of Information, Communication and Electronics Engineering,
Catholic University of Korea, Bucheon, 420-743, Korea
Graduate School of Information Security and Management,

Korea University, Seoul 136-701, Korea
bassvasys@hotmail.com, khj@korea.ac.kr

Abstract. This paper presents an efficient JPEG steganography method
based on improved matrix encoding. Compared to the original matrix
encoding (ME), the proposed improved matrix encoding uses two inter-
sected ME blocks of the DCT coefficients as a single combined block.
We propose a way to get a join solution of the two intersected ME, such
that the intersected area does not affect the result. Due to intersection
the improved matrix encoding may use a matrix encoding scheme with
higher embedding rate. In order to survive steganalysis we hides data to
DCT coefficients which cause the lowest distortion after modification. We
used the original bitmap image for computing the distortion and getting
the modified JPEG image. The proposed insert-remove strategy modifies
the input stream of the DCT coefficients by inserting or removing coeffi-
cients 1 or -1. Any insertion and removing results the different solutions
for the improved matrix encoding. Among all possible solutions the pro-
posed method chooses solution with the lowest distortion. Such method
significantly increases the number of possible solutions and, as a result,
decreases the total distortion after data hiding. The experiments include
the steganalysis of the proposed improved matrix encoding with and
without using the insert-remove strategy. The experiment results shows
that the proposed methods has lower detectability of the steganalysis
compared to the existing steganographic methods.

Keywords: Matrix encoding, steganography, undetectable data hiding.

1 Introduction

The extreme growth of the communication technologies (i.e., internet, mobile
communication) keeps attention on many aspects of information security. The
important information has to be protected from any threats and malicious ac-
tions. Hence, the steganography can be a very efficient tool for achieving high
level of security. One of the most important purposes of information security is
to hide existence of the secret information. Here, the secret message has to be
hidden to a cover signal (i.e., image, sound, or text). The modified image with
hidden data has to be statistically undetectable from unmodified images. Such

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 3-[[5] 2012.
© Springer-Verlag Berlin Heidelberg 2012



4 V. Sachnev and H.J. Kim

approach enables an undetectable communication by sending both unmodified
and modified images.

In our paper we will talk about JPEG steganography. One of the first steganog-
raphy method for JPEG images was JSteg [I]. This method embeds data by
changing the LSB values of the quantized DCT coefficients. However, this method
can be easily detected by estimating the shape of the histogram of the modi-
fied DCT coefficients. Provos [15] divides the DCT coefficients into two disjoint
subsets, hides data to the first subset, and compensate histagram’s change by
modifying the second subset. Methods presented in [2] and [12] used a similar
approach. On the other hand, Solanki et. al. [2I] utilized the robust watermark-
ing scheme for steganography purposes. They embed data to image in the spatial
domain by using a technique robust against JPEG compression. Their scheme
provides less degradation of the features of DCT coefficients, and, as a result,
less detectability.

Another way to survive against steganalysis is reducing the number of mod-
ified coefficients. Traditionally, one DCT coefficient has been used for hiding
one bit of data. Westfeld [22] suggested to use a matrix encoding technique for
hiding data to DCT coeflicients. The matrix encoding technique is based on the
Hamming code. His scheme hides more than one bit by changing at most one
coefficient in a block. As a result, the matrix encoding allows hiding data with
higher embedding rate.

Fridrich et. al [7] uses the concept of the ”minimal distortion” to improve the
security, i.e. hiding data to coefficients which cause less distortion. The proposed
Perturbed Quantization (PQ) steganography utilizes the wet paper coding for
hiding data. Note that the proposed method requires the original bitmap image
for improving the performance of data hiding.

Later Kim et. al [I1] improved the performance of the matrix encoding by
modifying coefficients with less distortion impact. In fact, the proposed modi-
fied matrix encoding method (MME) changes more coefficients compared to the
matrix encoding. They show that the distortion after modifying one coefficient
can be higher than that after modifying two coefficients. Thus, the data hiding
by modifying one or two coeflicients per block may have less total distortion,
that causes less detectability for steganalysis. Similar to PQ MME requires the
original bitmap image for data hiding.

Schonfeld and Winkler [20] found a way to hide data using more powerful error
correction code (ECC). They used structured BCH code [3] for data embedding.
Later Zhang et. al [24] significantly imroved the data hiding based on BCH. Their
method can easily find the flips for the BCH and acheives better detectability
compared to existing methods.

Most of the above-mentioned steganographic methods uses the non overlapped
blocks of the DCT coefficients for hiding portioned messages. In the proposed
method one block of DCT coefficients unifies two intersected standard matrix
encoding blocks. Thus, the proposed method combines the block wise embedding
and new idea based on intersection. Block wise embedding divides the stream
of the DCT coefficients and hidden message into the separate blocks and solves
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the equations for hiding data for each block individually. Using two intersected
blocks increases the embedding rate by utilizing the intersected area two times.
In the proposed method, the block of the DCT coefficients can be modified
by inserting new nonzero coefficients 1 or -1, or removing coefficients 1 or -1.
Such modification is carried out carefully and sophisticatedly in order to reduce
distortion.

This paper is organized as follows. Section 2 explains the details of the exist-
ing matrix encoding schemes. Section 3 presents the proposed improved matrix
encoding. In the Section 4 we propose the insert-remove strategy. The encoder
and decoder are presented in the section 5. Section 6 provides the experimental
results. Section 7 concludes the paper.

2 Matrix Encoding

Matrix encoding is data hiding method based on Hamming code. The (n,m,t)
matrix encoding technique can hide n bits of data into m = 2™ — 1 binary
coefficients by flipping at most ¢ coefficients. For ¢ = 1, the matrix encoding
scheme becomes (n,2"™ —1,1), n =2,3, ..., k.
Each DCT coefficients presents one binary coefficient computed as follows:
b — {cl- mod 2 ?f c; > 0, (1)
ci—1mod2 ifc; <0

where b; is the corresponding bit of the nonzero DCT coefficient ¢;; b =
{b1, b2, b3, ...,bn} is the stream of computed binary coefficients; N is the number
of nonzero DCT coefficients.

The computed stream of binary coefficients is divides into the blocks of n
coefficients. Matrix encoding hides binary message m (|m| = m) to each stream
v = v1, V2, V3, ..., Uy by modifying one coefficient in the position j such that:

m=H.r (2)

where H is the parity-check matrix; r is the modified block of binary coefficients.
The position j is computed as follows:

j = (zor[(H - v)2,m])1, (3)

where zor[A, B] is the bitwise xor operation for the binary streams A and B
(|A] = |B|); operations (D)2 and (E)1p convert the decimal number D into
binary stream and binary stream E into decimal number, correspondingly.

Flipping the coefficient at j-th position converts the stream v to r. The flipped
coefficient C' is computed as follows:

ctl ife>2&c< -2,
C=<(2 ife=1, (4)
-2 ife=-1

where, c¢ is the original DCT coefficient.
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Note that the matrix encoding does not provides the choice for data hid-
ing and modifies the coefficient in the j-th position computed using Equation
@B). However, this coefficient may cause significant distortion after modification.
The total effect of the hiding data to the image may produce the unacceptable
distortion to survive steganalysis.

Later Kim at al. [I1] presented the modified matrix encoding (MME). Pre-
sented scheme considers the distortion effect and provides a choice for data hid-
ing. Their method modifies two or three coefficients instead of one for original
matrix encoding. They found that the total distortion due to modification of two
or three coefficients may cause lower distortion compared to that of modifying a
single coefficient for original matrix encoding. Flipping two and three coefficients
increases the number of possible solutions for hiding any message m from 1 to
n/2 and (n/2)?, respectively. Such as big choice decreases the total distortion
and, as a result, decreases the detectability of the steganalysis.

The set of solutions for MME is computed as follows:

(4)2 = wor[(j21)2, (j22)2], (5)

()2 = zor[(js1)2, (Ja2)2, (Jas)2], (6)

where J" = (ja1, jaz), or J” = (431, 32, j33), are the sets of solutions for modi-
fying two J” and three J"” coefficients.

Unlike the prior steganographic methods the MME uses the original bitmap
image to get the modified JPEG image. Here, the bitmap image is used for
computing the flipped distortion for each DCT coefficient. Thus, among the
solutions J” and J"”” MME chooses solution with the lowest total distortion.

3 Improved Matrix Encoding

Matrix encoding and modified matrix encoding use the same standard block of
the n coefficients for hiding m bits of data. We proposed the improved matrix
encoding where two blocks of n coefficients unified into one block with intersected
area I (see the Figure [Il). In the presented example (ai, az, ag,...,a11) is the
combined block of the DCT coefficients; (v}, vj,...,v%) and (v{, v§,...,v%) are
the corresponding binary coeflicients for the blocks n; and ns, respectively. By
using the different I the proposed scheme enables different sizes of the combined
block. Such scheme is more flexible compared to original matrix encoding and
has higher embedding rate.

Here, one combined block hides two different messages m. In general, the
proposed method requires to find the solution for two matrix encoding blocks
ny and ng for hiding message m = {mq, ms} together, like.

{m1=H~T1 (7)

mQZH'TQ
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Block n4
ViV, Vs vy Vs Ve VY
as||az|las| as m as || A a?N asg ([ Ag |[A10[|A11

VH7 v”6 vll5 vl 14 V”3 V”2 v!ll

Block na

Fig. 1. Two intersected blocks of the improved matrix encoding

where r; and 7o are the streams of binary coefficients presented in Figure [} H
is the parity-check matrix from Equation 2l

Note that, hiding message mi to block m; modifies the block no and vice
versa. We utilized the modification of MME to get the proper flips to solve ().

The proposed modification of MME unifies the solutions from J” and J"’ such
that the flip positions cover only non intersected area (i.e., j = J”,J" 3 I) for
blocks n1 and ns. Such solutions for block ny do not affect the block ns and vice
versa. Thus, we can get solutions for both blocks separately.

However, even if some flip positions j for the block n; belong to the inter-
sected area I, we can consider the effect of those j to get solutions for the block
ng. Note that the matrix encoding has the following relationship between solu-
tions for flipping one, two and three coefficients as: (j)2 = xor[(j21)2, (Ja2)2] =
xor[(Js1)2, (Js2)2, (j33)2], where j is the flip position for original matrix encod-
ing. Assume j' and j! are the flip positions for the block n; and ns according
to the Equation (@), j1 € I, j¥ > I. Note that the modifying of coefficient ;!
changes the solution for block ns. Using the Equation (Bl) we can get a new flip

position j1I, for the block ngy as follows:

(mtw)2 = zor[(G")2, (5")al, (8)

where jII > 1.

The solution (57; 511 ) satisfies the Equation (7). According to the Equations
@) and (@) the solution for block 171 may have one, two or three flip positions.
Thus, one, two or three flip positions may belong to the intersected area I
(Jr = j € I). In this case the new flip position for block ng is computed as

follows:

for |Jr| =2
(Gitw)2 = xor[(j")2, mor[Jr(1)2, Jr(2)2]], 9)
where jII 31,
and for |Jy| =3
(mw)2 = mor[(§')2, wor[Jr (1)2, mor[J1(2)2, J1(3)2]]], (10)

where j1I ST,

new
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The solution for block ny is (£, Jr(1), Jr(2)) or (L, Jr(1),Jr(2), J1(3))
for |J;| = 2 or |J;| = 3, respectively. The join solution for blocks n; and
N2 are (.jI7jII)7 (jI7j'rILéw)7 (j517j§27j»££w)7 or (jl{lvjé%jl{&jr[éw)? for IJI| =
0,1,2,3. Similar, the block ny can be used for getting the join solutions
for improved matrix encoding. Here, the solution for block ny are j'7,
(531, 555y and (515 5115 5E1). The resulted join solutions are (57, 511), (11: 51 .),
(731,353 + Jmew)s OF (G312 333+ 383 Jmew) for |J1] =0,1,2,3.

The proposed scheme enables different size of the intersected area I. It is
clear that the larger I frequently results situations where j1I € I or jI_ € I.
Such situation means that the calculated new flip position is belonged to the
intersected area I and can not be used as a flip for the new solution. Thus, the
larger I the lower number of possible solutions according to the Equations (@)

and (I0). Hence, we have to find an appropriate size I to control the number of
possible solutions.

90
/ —_
20 m=7
/ —m=6
70 /
J ——m=5
60
|
50 /
|

40
30 / /
! /

20

Size of the intersected area (I)

I
10
l

0.05 0.1 0.15 0.2 0.25
Payload(bpc)

Fig. 2. The size of the intersected area I vs. payload(bpc) for different matrix encoding

schemes

Due to intersection the proposed method hides two messages m to the block
of 2-n — I coefficients. However, the matrix encoding hides the same message to
the 2 - n coefficients. Note that the lower block’s size the higher embedding rate
of the method. Hence, we estimate the embedding rate of the improved matrix

encoding.
The embedding rate for the proposed method is computed as follows:

2-m
2. (2m 1)1’ (1)

e =

where [ is the size of the intersected area.
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According to the Equation (III) the larger size I the higher embedding rate e.
However, the larger I the lower the number of possible solutions for the improved
matrix encoding. Thus, we have to define the proper I such that the improved
matrix encoding provides enough solutions to survive steganalysis. We tested the
improved matrix encoding for different I and payloads. The results are presented
in Figure 2l Presented I shows the theoretical limits for the improved matrix
encoding according to the Equation (IIl). For example, if the necessary payload
has the size 0.1 bit per coefficient (bpc), the proper I is 6. Note that using
the proper I form Figure [2] guaranties the maximum efficiency for the improved
matrix encoding.

However, maximum embedding rate does not guarantee the low detectability
of the steganalysis. In general, steganalysis estimates the artificial changes in
the specific features of the tested images. If the feature’s degradation is large,
the steganalysis classifies the tested image as a stego. Thus, in order to survive
steganalysis the steganographic methods have to distort the image’s features as
low as possible. By using the large I the improved matrix encoding maximizes
the embedding rate (i.e., increases the number of hidden bits per one flip), but
reduces the number of possible solutions for hiding data. As a result, the pro-
posed method may fail to find the solution with low distortion and, finally, the
steganalysis may succeed to detect stego image. Thus, choosing the proper size
of the intersected area I is the trade off between high embedding rate (i.e., large
I) and large number of possible solutions (i.e., low I). We tested several I and
found that the I = 0.5 n| is the most appropriate size of the intersected area
I. Later we used this I in our experiments.

The original matrix encoding uses only portion of the DCT coefficients for
data hiding. Hence, we present a new method which can utilize almost all DCT
coefficients for the data hiding. The proposed method is based on using two
different schemes together. Two schemes uses the different block size n} and n?,
and have different payloads m} and mb. This method divides the stream of DCT
coefficient (¢, ca,...,cn) and the message M into two parts and hides data to
each part separately. The optimal number of the blocks (k1 and k2) for the both
schemes can be computed as follows:

The relation between the numbers of blocks for the scheme 1 and 2 is presented
as follows:

md K+ k= [M],

where NV is the number of DCT coefficients.
The computed &} and k) are the non integer. Thus, we have to choose the
nearest integers ky = |kj| £ 1 and k; = |k} ] £+ 1 such that:

(13)

’I’Llfkl—F’l’Lgk‘gSN
mfk1+m’2’k22|M|7
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4 Insert-Remove Strategy

The performance of the improved matrix encoding can be significantly increased
by using a new insert-remove strategy. The proposed strategy is based on fact
that the input stream of the DCT coefficients can be modified before data hiding
by inserting or removing coefficients 1 and -1. Data hiding to modified stream of
DCT coefficients may result lower distortion and, as a result, lower detectability
of the steganalysis.

The proposed insert-remove strategy uses the stream of non rounded quan-
tized DCT coeflicients a, computed as follows:

a/

Q 9
where B is the 8 by 8 block of the image pixels; a’ is the block of non-quantized
non-rounded DCT coeflicients; a, is the block of quantized non-rounded DCT
coefficients; a, is the block of quantized rounded DCT coefficients; @ is the
quantization matrix according to the quality factor Q.

According to the proposed insert-remove strategy the stream a of quantized
non rounded coefficients builded from the blocks a, is divided into the three sets:
modifiable ¢, = a € (—o0; —1.5) U (1.5; 00), removable cg = a € [-1.5; -0.5) U
(0.5;1.5], and insertable c; = a € [—0.5; —0.25)U(0.25; 0.5]. The set ¢ unifies mod-
ifiable, insertable and removable sets (i.e., ¢ = ¢, UcrUcr). The set C = ¢, Ucr
contains all nonzero rounded DCT coefficients. According to the Equation [ only
nonzero rounded DCT coefficients (i.e., set C') have the corresponding informa-
tive bits and are used for data hiding. The proposed improved matrix encoding
uses the blocks of n? nonzero DCT coefficients from the set C for data hiding. In
general, set C'is the subset of the unified set of coefficients c. Thus, each block ¢,
unifies the n? coefficients form the set C' and some insertable coefficients from the
set ¢ (i.e., ¢y = ¢, Ucr U], where C' = ¢, U ¢ is the block of n? non zero DCT
coeflicients from the set C'). Inserting or removing of any coeflicients from ¢} and
¢’z produces a new block C’ with a new solution for data hiding. As a result, the
proposed insert-remove strategy significantly increases the number of possible so-
lutions and helps to find the most appropriate solution with the lowest distortion.

In the proposed improved matrix encoding we used the method for comput-
ing distortion similar to MME [I1]. The distortion for each DCT coefficient is
computed as follows:

o' = DCT(B), a,= a, = round(ay), (14)

D= E%.Q?, (15)

B {0.5— IC = |C]|, ifC € e,
1.5—1C|, it C € cp.
The distortion due to inserting or removing D;p is computed as follows:
Dip =10.5—|C||?-Q*if C € crUcy. (16)

where @ is the corresponding quantization coefficient of the quantization table.
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The resulted distortion for the block of DCT coefficients is computed as
follows:

!
Dy = ZDi +Dir (17)

i=1

where [ is number of flipped coefficients.

5 Encoder and Decoder

The encoder of the proposed steganographic method based on improved matrix
encoding and insert-remove strategy is organized as follows:

For the given bitmap image I'm, payload P, quality factor @) and secret key
K process:

1) Divide image Im into non-overlapped 8 by 8 blocks of pixels and process
DCT, quantization and rounding as presented in ([I4)). Remove DC coeffi-
cients. Obtain blocks a’, aq, a,, and streams of DCT coefficients a. Permute
stream ¢ using K and any pseudo-random generator. Obtain the stream c
from the permuted stream a.

2) Define sets: modifiable ¢,,,, insertable ¢; and removable cpg.

3) Define the schemes 1 and 2, and the number of the blocks k1, ko using ([I2))
and (I3). Divide the payload P into two parts according to the guidelines in
the Section

4) Define the i-th block of the DCT coefficients ¢y, = ¢}, U ¢, U ¢, where
Crn,» Cr,» and ¢} are the modifiable, removable and insertable subsets for
the current block. Start from the first block i = 1. If i = k; + 1 switch to
the scheme 2.

5) Define the block of non-zero rounded DCT coefficients C] = ¢;,, U ¢} .

6) Get the solutions for the block C/ using improved matrix encoding. Compute
the distortion D for each solution using Equation (7). Choose solution J,,
with the lowest distortion D,,, and store it.

7) Modify the block C; by inserting or removing coefficients from the sets c, ,
and ¢} . Obtain a new block: r) after removing C; = ¢}, Uck, where ¢}, =
Cr, — Cg,(j) is the modified removable set, cj, (p) is the removed coefficient;

i) after inserting Cj = ¢}, U cp U} (q), where ¢} (¢) = %1 is the inserted
coefficient. p and ¢ is the current position for insertion and removing.
8) Repeat steps 5 - 6 for all insertable and removable coefficients from c/Ri7 and
cy, -
9) Choose solution among J,,, with the lowest distortion D,,. According to the
best solution modify one, two ,three or four coefficients (see explanation in
the Section [B]) and, if necessary, insert or remove coefficient in the block c;n.
10) Process all k1 + ka2 blocks using steps 4 - 9. Obtain the modified stream

/ / / /
c ={c,,c, ""cbk1+k2}
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11) Recover the original sequence of the DCT coefficients a’ from the modified
stream ¢’ using the secret key K and utilized pseudo-random generator. Add
DC coefficients, round the coefficients a’ and obtain the modified JPEG
image Im/.

The decoder of the proposed steganographic method is organized as follows:
For the given modified JPEG image I'm/, quality factor Qy, secret key K, and
respected size of the payload p = |P| process:

1) Read the DCT coefficients from the JPEG file. Permute them using the secret
key K and utilized pseudo-random generator. Remove the DC coefficients.
Obtain the stream of nonzero DCT coefficients C.

2) Using the [[2 and [I3] define the scheme 1 and 2, and the number of blocks k1
and ke. Here, N = |C|.

3) Divide C into the blocks according to the k1 and ko.

4) Decode data from each block using ().

The steganographic method based only on improved matrix encoding skips the
steps 7 and 8.

6 Experimental Results

The experiments included the hiding different payloads to the set of bitmap
images using the proposed improved matrix encoding with and without insert-
remove strategy. The set of modified and original compressed images was ana-
lyzed by powerful steganalysis algorithm proposed by Pevny and Fridrich [I3],
[14]. Their method uses 274 different features of the DCT coefficients and deeply
investigates artificial changes in the tested images. The union of the 274 features
from the unmodified and modified images were used for making the model in
the support vector machine. The parameters of SVM are different for different
sets of tested images (in average C' = 40000, and e = 0.0004).

A set of 4000 test images (768 x 1024) distributed by CorelDraw and taken
from several different cameras was used in our experiments. Experiments were
carried out for 5 different payloads (0.05, 0.1, 0.15, 0.20 and 0.25 bits per coeffi-
cient (bpc)) and quality factor 75. We used the model adapted to quality factor
75 and tested five sets of the test images for five types of payload. Each training
set had 1500 cover and 1500 stego images. The rest 1000 images were used for
testing. The result shows the error probabilities of the steganalysis for each set
of the stego images (see Figure [3)).

The error probability is computed as follows:

. %(Pa + Py, (18)

where P, is the probability of misdetection (i.e., the unmodified image is classi-
fied as modified) and Py is the probability of misclassification (i.e., the modified
image is classified as unmodified). In our experiments we tested both proposed
methods: 1) based only on improved matrix encoding; and 2) improved ma-
trix encoding combined with the proposed insert-remove strategy. The proposed
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Fig. 3. Error probability vs. payload (bpc) for quality factor 75

methods achieve high error probability for all tested payloads. For payloads up
to 10% both methods have detectability close to 50 percent. That means the
steganalysis cannot distinguish the unmodified images from modified. Note that
methods based on matrix encoding (MME, proposed improved matrix encoding
IME, and IME plus insert-remove strategy IME+IR) have slightly higher de-
tectability compared to methods based on BCH (see Figure[B]). This probability
is almost equal to that of the coin tossing. For higher payloads around 15 to
20 percents the proposed methods shows much better performance compared
with MME. Significant improvement over the MME is justified on the fact of us-
ing ME schemes with higher embedding rate. Hence, the proposed method with
insert-remove strategy shows the significant improvement over the method with
improved matrix encoding only (see Figure [B]). For payload of 25 percent, both
methods shows 0.11 and 0.211 of the error probability, respectively. The error
probabilities are significantly better than those of the MME [I1]. BCH based
steganography [I7] and [24] shows slightly better performance for capacities (up
to 0.1), and considerably lower detectability for higher capacities (except 0.25
bpc). For example, proposed IME+IR shows 0.03 lower detectability for capacity
0.2 bpc in terms of error probability points compared to [I7].

7 Conclusion

In this paper we present an efficient data hiding technique for steganography.
Compared with MME, the proposed modification of matrix encoding (i.e., im-
proved matrix encoding) achieves different size of the combined block, and, as
a results, enables to choose the ME schemes with higher embedding rate. As
a result, the proposed improved matrix encoding significantly outperforms the
MME in terms of points of the error probabilities. Using two different embedding
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schemes (see Equations (I2)) and (I3))) enables to use almost all available DCT
coefficients. The proposed strategy based on inserting and removing coefficients
1 or -1 increases the number of possible solutions and significantly decreases the
total distortion. The experimental results show that the insert-remove strategy
improves performance significantly. The combination of the IME and the pro-
posed insert-remove strategy achieves high error probability against powerful
steganalysis. This paper also shows that the idea of using two overlapped blocks
can improve the performance of steganography further.
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Korea, National Research Foundation of Korea (project 2011-0013695), ITRC
and BK21 Project, Korea University and IT R&D program (Development of
anonymity-based u-knowledge security technology, 2007-S001-01).
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Steganalysis of LSB Matching Revisited
for Consecutive Pixels Using B-Spline Functions
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Abstract. Least significant bit matching revisited steganography (LS-
BMR) is a significant improvement of the well-known least significant bit
matching algorithm. In this paper, we point out that LSBMR for con-
secutive pixels and its descendants, including the edge adaptive image
steganography based on LSBMR, introduces intrinsic statistical imbal-
ance in secret data embedding process, which results in the imbalance
of the power of the additive stegonoise. This intrinsic imbalance can be
used to construct a dimensionless discriminator using B-spline smooth-
ing. Experimental results show that the proposed steganalytic method is
a reliable detector against LSBMR for consecutive pixels and the edge
adaptive image steganography based on LSBMR when block size is 1. An
embedding rate estimator based on B-spline functions which can roughly
estimate the embedding rate is proposed as well.

Keywords: LSB matching for consecutive pixels, B-spline smoothing,
steganalysis, steganography, media security.

1 Introduction

Least significant bit matching steganography[I1], also known as +1 steganogra-
phy, is a tough target for steganalyzers. In [3], Harmsen and Pearlman pointed
out that LSB matching is equivalent to a lowpass filtering of the histogram of the
cover image, which can be quantified by a decrease in the center of mass (COM)
of the histogram characteristic function (HCF). Using this property, the authors
proposed a reliable discriminator for RGB color images. In [5], Ker indicated that
the HCF COM method in [3] is ineffective on gray-scale images and introduced
two ways of applying the HCF COM method: calibrating using a down-sampled
image and computing the adjacency histogram instead of the usual histogram.
Experiments show that Ker’s methods are reliable for gray-scale images subject
to harsh JPEG compression and can get fair results for uncompressed gray-scale
images when embedding rate is 100%. In [7], Li et al. further improved the two
detectors proposed in [5] and apply them on the difference image, which is de-
fined as the difference of the adjacent pixels of an image (Referred as Li-1D

* This work is supported by National Natural Science Foundation of China (Project
61103174), Foundation for Distinguished Young Talents in Higher Education of
Guangdong (Grant No. LYM10116), and SZU R/D Fund (Grant No. 201048).

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 16-29] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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in this paper). The new detectors outperform Ker’s methods and achieve ac-
ceptable accuracy at an embedding rate of 50%. Other notable works include
the steganalytic method proposed by Huang et al.[4] based on the alteration
rate of the number of neighborhood pixel values whose efficiency is comparable
to Li-1D, the steganalytic method proposed by Zhang et al. for JPEG decom-
pressed images[17], and the method proposed by Wong et al.[14] for estimating
the embedding rate of +1 steganography which has only shown success in cer-
tain image dataset. Besides the specific detectors, some universal steganalytic
algorithms such as [16] and [2] can also be used to attack LSB matching steganog-
raphy with a relatively high detecting rate. However, recent studies show that
no detectors for LSB matching have yet proven universally reliable and their
performances heavily depend on types of images[I].

The least significant bit matching revisited algorithm (LSBMR)[9] proposed
by Mielikainen is a significant improvement of the LSB matching steganography.
Using a pair of pixels as an embedding unit, the scheme reduces the expected
number of modifications per pixel from 0.5 to 0.375 when the embedding rate
is 1, which means that it can show better resistance than LSB matching for
steganalysis while the payload holds. LSBMR has triggered a great deal of fur-
ther researches on pair-wise LSB matching[I5J6]. One of the recent important
achievements in this field is the edge adaptive image steganography based on
LSB matching revisited (EALSBMR for short in this paper) proposed by Luo et
al.[8]. EALSBMR selects the embedding regions according to the size of secret
message and the difference between two consecutive pixels in the cover image.
Using this way, edge regions are adaptively used to embed secret bits and thus
the security is significantly enhanced. Regardless of the progress of pair-wise
LSB matching steganography, most of the researchers only view LSBMR and its
descendants as variants of LSB matching. So according to our best knowledge,
there is still no report on target steganalysis against LSBMR and its descendants.

There are different pixel pair selection schemes for LSBMR. One of which
adopted by EALSBMR divides the cover image into non-overlapping embed-
ding units with every two consecutive pixels. In this paper, we point out that
LSBMR for consecutive pixels (LSBMRCP for short) introduces intrinsic sta-
tistical imbalance which can be used to attack it and its descendants, including
EALSBMR. The paper is organized as follows. Section 2] gives a brief overview
of LSBMRCP and EALSBMR. Section [3 shows the details of the target stegan-
alyzer proposed by the author. Section Ml presents experimental results. Finally,
concluding remarks and future work are given in Section

2 Overview of LSBMR for Consecutive Pixels and
EALSBMR

LSBMRCP firstly divides a cover image of size of m x n into a serial I of non-
overlapping embedding units with every two consecutive pixels (z;, ;+1), where
1 = 1,3,...,mn — 1, assuming n is an even number. The secret message is
also divided into a serial M of two consecutive message bits (m;, m;y1). After
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message embedding, an embedding unit (x;, z;41) is modified as (zj,x} ;) in
the stego image. The value of the ith message bit m; is equal to the LSB of 2},
and the value of the i + 1th message bit m; 1 is equal to the value of a binary
function of zj and ] ;:

flag, i) = LSB(|2/2] + 2} 44) (1)

Eq. () has the following properties:
flzi = Lzig) # (i + 1, 2i41), Vi, xit1 € Z (2)
f(xi,xiv1) # f(xi, w1 + 1), Vo, w41 €7 (3)

The properties ([2) and (B guarantee that both an increase and a decrease of
x; or x;41 by one will change the value of Eq. (l). Therefore by applying +1
operation to x; or z;11, f(2;,®i+1) can be set to the desired value. Each bit
pair of M is embedded in a given pixel pair of I chosen in the order determined
by the same pseudo-random sequence generator as in LSB matching [I1]. The
embedding algorithm for a pixel pair is presented in Fig. [[l Saturated pixels,
i.e., pixels that have either a minimal or maximal gray-scale value are bypassed
in the embedding process.

1: if m; = LSB(z;) then > x; remains untouched
2: if Mit+1 ;é f(:l,‘“ ZL’¢+1) then

3: Tipg = xig1 1 > x;41 is modified
4: else

5: Tip1 = Tig1 > ;41 remains untouched
6: end if

T =

8: else > x; is modified
9: if Mi+1 = f(:ljl — 1,$¢+1) then
10: i =x; — 1
11: else
12: i =x; +1
13: end if
14: Ty = Tit1 > x;+1 Temains untouched
15: end if

Fig. 1. LSBMR embedding algorithm for a pixel pair

EALSBMR is a region adaptive spatial domain LSB steganography. It uses
the absolute difference between two adjacent pixels as the criterion for region
selection, and adopt LSBMRCP as the data hiding algorithm. The threshold
T used in region selection for a given secret message M can be determined as
follows. Let V' be the set of consecutive pixels, EU(t) be the set of pixel pairs
whose absolute differences are greater than or equal to a parameter ¢:

EU(t) = {(zi, mi1)| |2 — ziga| > t,¥(@i, 2i1) € V} (4)
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Then the threshold T' can be calculated by:

T'= argmax{2 x [EU(1)| = |M[} ()

where ¢t € {0,1,...,31}. |[EU(t)| denotes the number of the pixel pairs in EU (),
and |M| denotes the number of the bits in M. Secret bits are embedded in
the pixel pairs of EU(T) using LSBMR algorithm. In order to construct V,
the cover image of size of m x n is first divided into non-overlapping blocks of
Bz x Bz pixels. The block size Bz is an embedding parameter and can be set
to 1, 4, 8 or 12. When Bz > 1, rotation with a random degree in the range of
{0,90, 180, 270} is applied on each block to improve the security. The resulting
image is further divided into non-overlapping embedding units with every two
consecutive pixels via raster scanning, which compose of the set V. It can be
noted that when Bz = 1, the rotation operation is bypassed and the consecutive
pixels are directly picked up from the cover image.

3 Steganalyzing the LSBMR Algorithm for Consecutive
Pixels

3.1 Effect of LSBMRCP Embedding

Refer back to the embedding algorithm mentioned in Fig. [l The probability
that x;, the first pixel of the pixel pair (z;, z;41) get modified is 0.5, since it will
get altered as long as m; is not equal to the LSB of x;. However, the probability
that the second pixel x;41 get modified is 0.25 (half of the probability that
x; is modified), since it only get altered when the two prior conditions m; =
LSB(z;) (with probability 0.5) and m;+1 # f(x;, 2;41) (with probability 0.5)
are true, as described in lines [T @ of the algorithm.

An illustration of the imbalance is shown in Fig. Pl Fig. Rhlshows the modifica-
tion matrix D between the cover image Fig.2aland its corresponding LSBMRCP
stego image (embedding rate: 50%). It seems that The modified pixels are uni-
formly scattered around the pixel plane. In order to demonstrate the imbalance
introduced by LSBMRCP, the serial of the embedding units {(z;, z;+1)} is di-
vided into two non-intersect sub-serial {z;} and {x;+1}. Denote the correspond-
ing values of D for {x;} and {x;41} by D1 and Dy. Then a pseudo difference
image Fig.2d i.e., a re-arranged version of Fig. Bhlis constructed, whose left half
part is a m x 5 array row-wise reshaped from Dy, and right half part is the one
reshaped from Ds. It is clear from Fig. [2d that there are much more modified
pixels in {z;} than in {z;;1} for a given embedding rate. Fig. Rd and Fig. Be
represent the corresponding modification matrix and its re-arranged version be-
tween fig. 2al and its EALSBMR stego image (embedding rate: 50%, T = 2,
Bz = 1). The same imbalance can also be found for this edge adaptive scheme
when Bz = 1.

Harmsen and Pearlman pointed out that secret data embedding process can
be considered as an external force which corrupts the image[3]. That is to say, the
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Fig. 2. (a) Cover image. (b) Modifications between the cover image and the correspond-
ing LSBMRCP stego image. The black dots denote the pixels of the cover image get
modified during the embedding process in the corresponding positions, while the white
dots denote the pixels untouched. (c) The re-arranged version of Fig. (d) Modifi-
cations between the cover image and the EALSBMR stego image. (e) The re-arranged
version of Fig.

embedding process can be modeled as the addition of additive noise (stegonoise)
to the cover image. The more pixels get modified, the more the power of the
additive stegonoise is added to the cover image. In this paper, The power of the
stegonoise is referred to as the intensity factor of the embedding process applied
to a pixel series. It can be concluded that the intensity factor in {x;} should be
larger than that in {z;41}.

3.2 Intensity Factor Estimation Using B-Spline Functions

Let {y;},i = 0,1,...,n, y; € Z be a serial of pixels in a cover image, and
{y/},i=0,1,...,n,y; € Z be a serial of corresponding pixels in the stego image
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generated from that cover image by LSBMRCP. From the deduction above, we
know that each pixel in {y.} is the cover image’s pixel y; plus a stegonoise:

ygzyi+5i7i20717"'7n7 Eiez (6)

The intensity factor of the embedding process for a given stegonoise series {e;}
is defined as its %2 norm:
n
IF 2 |{e}] = QD)= (7)
i=0
Most of the time, what an attacker can get are some suspected stego images.
Accurate estimation of intensity factor depends on the good estimation of the
stegonoise series {¢;}, and at last from (@) we can see that it depends on the
performance of the calibration process, which attempts to estimate the original
pixel series {y;} from the suspected stego one. Suppose {y;} is an equally-spaced
sample series of an unknown function y(¢) on [0, 1]. Without loss of generality, let
the approximation of y(t) be a polynomial spline g(¢) of order m in the Sobolev

space Wg(mfl) :

1
yzzy(tz) %g(ti)7i:0,17...7n,t0 :O7tn: 17ti+1_ti = - (8)
n

g(t) is a real-valued function with absolutely continuous m-1st derivative and
square integrable m-th derivative and can be constructed from a weighted sum
of shifted B-splines and is uniquely characterized by the discrete sequence of
spline coefficients {gx} [12]:

g(t) =Y grB™(z — k) 9)
k=0
Where ™ (z) is the symmetrical B-spline of order m:

jiay —1)7 m m m
@ =3 SR (" e M e ) o
= ™

and where p(x) is the unit step function:
0,z<0
o) = {3550 ()
g(t) precisely interpolates {y.} if the impact of {e;} is neglected. Otherwise g(t;)

can be regarded as a smoothing representation of {y;}. The extent of smoothing
is controlled by the following two functionals:

1
ﬂmzéwWwWM, (12)

R(g) = — Z(g(ti) —y))%  tie0,1] (13)
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The function g(t) to be constructed shall:

(A) minimize R(g) + AJ(g), for a given A,0 < A < oo,
(B) minimize J(g) with the constraint R(g) < S, for a given S, 0 < .S < o0

There exists a unique A which depends on the selection of intuitive parameter S
so that the solution to (A) is also the solution to (B). When m = 2, the solution
of (A) and (B) for a given A is a cubic B-spline [I0/12]. S, being 1/n times the
apparent residual sum of squares after smoothing is performed, establishes a sort
of compromise between the desire for an approximation that is reasonably close
to the data and the requirement of a function that is sufficiently smooth. Wahba
gives a theoretical upper bound for S [13]:

S < o*{1—k[1+0(1)]} (14)

where o2 is the variance of {e;}, o(1) — 0 as n — co. k and 7 can be determined
using the following equations when m = 2:

1
42\ s
’“‘”(”iﬁz”) -3 (15)

NEya— L
T=\&r )y G+ud2) 3

_ (ﬂ) L (16)

128 3

From equations ([4)- (I6) we can see that the theoretical upper bound for S
depends on the variance of stegonoise o2, the length of the pixel serial of a
suspected image n and the %-norm of the fourth derivative of y(t):

Iy = ([ (0 wPdn) a7

Unfortunately, although o2 can be estimated for a given image, there is usually
not a computable way to get the value of ||y*)||. But in the context of this paper,
the special form of the unknown function y(¢) is trival and the power of the
stegonoise {g;} is relatively small. So a quartic B-spline y;(¢) which interpolates
the sample series {y}} can be used to approximately represent y(¢). A quartic
B-spline is a piecewise polynomial of order 4 and after the fourth derivative it
turns to a piecewise constant function Z?:l CiX[ti1,ti] (t) where ¢; is a constant,
Xit:_1,t;](t) is an indicator function on interval [t;_1,%;]. Its Z%-norm is easy to

calculate:
4 1 — 3
Iyl = Ny = (52 ) (18)

i=1
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3.3 Steganalytic Feature and Estimation of Embedding Rate

Given a target image, let ZF; denotes the intensity factor of the sub-serial {x;} of
the embedding units, ZF 5 denotes the intensity factor of {x;41}. Our observation
is that the power of the noise introduced during the image capture and post-
processing procedure is usually distributed evenly over the spatial domain. Thus
it can be concluded that ZF; ~ ZF5 is held for a normal cover image. On the
other hand, as the deduction in Sect.BIlindicated, ZF; > ZF5 is held for a stego
image generated by LSBMRCP. In view of the variation between the magnitudes
of corresponding values, ZF1/ZF5 is used as a dimensionless discriminator for
the presence of LSBMRCP steganography. The following assertion is the core of
the proposed steganalytic algorithm:

IFi1/IFs=~1 for a cover image, (19)
IF1/ITF9 > 1 for a LSBM RCP stego image. (20)

Fig. Blshows the values of ZF /ZF5 for 200 gray-scale images randomly selected
from NJIT image dataset before and after data embedding, in which the symbols
‘o’ and 'x’ stand for that of the cover images and the stego images. The stego
images in left half and right half are generated by LSBMRCP and EALSBMR
with Bz=1 respectively. It can be seen that the values of ZF/ZF, for most
of the cover images concentrate around 1. However, the corresponding values of
IF1/IF, for the stego images spread above the horizontal line at 1. We can
clearly distinguish a majority of the cover and stego images.

Eq. (@) shows that when calculating ZF; and ZF3, the theoretical upper
bound of the intuitive parameter S monotonically increases in a linear fash-
ion with increasing variance of stegonoise, which in turns also increases along
with the increment of embedding rate. Denote the corresponding variances of
stegonoise of the suspected stego image, {x;} and {z;41} by 02, 0% and 03,

1.3 E -
X% %
o NIV Z X% x 1 O Cover x Stego
= XX X'x o x X x 01 XX
S X X3ex X X X X %
= 1.2} X XX XX ><X>%<>< X:l( ) X X R X XX x
' x x Xx X
% X% 5560 x R
Ky X X X
< XTI ><>><<><><
“— o
(o] 0O
5 $0) *ﬁﬁf"%?«? {
§ IS ‘\ww % o)
50 180 150 200
Image Numer

Fig. 3. Steganalytic features of 200 cover images and the corresponding LSBMRCP
stego images (Left half, with 50% embedding rate), and EALSBMR stego images (Right
half, with 50% embedding rate, Bz=1).
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respectively. The monotonic relationship between them is clear and for a given
embedding rate 07 > 02 > 03. In theory, once the embedding rate of a given
LSBMRCP stego image is known, 02, 02, 02 and the corresponding upper bound
for S, which denoted by S. can be calculated from it respectively. Conversely, if
S is determined, 0%, 07 and 02, and finally the embedding rate of the suspected
stego image can also be computed from it respectively.

The result smoothing cubic B-spline based on S, represents the original cover
image. S, acts as a critical point in the smoothing/denoising process. The result
spline based on a S less than S, still contains stegonoise and ZF; > ZFs is
held. On the other hand, the spline based on a S larger than S, is a smoothed
version of the recovered cover image, so that ZF; ~ ZF,. Given a LSBMR stego
image, we can calculate the value of ZF, /ZF5 using a progressively increasing S
which starts from 0. The critical point S, lies in the interval in which the value
of ZF,/IF, falls from larger than 1 to approximately equal to 1. The variance
of the stegonoise 02 can be reversely calculated from S, using equations (I4)-
([I6). Then the estimation of embedding rate can be determined since there is a
monotonic relationship between o2 and it. Fig. @ shows the value of ZF; /ZF

as a function of the intuitive parameter S for a LSBMRCP stego image Fig. [dal
The value of S., the corresponding upper bound of .S which is calculated using
equations (I4)- (X)), is 0.186. It is clear to see that in Fig. Ad the value of the
curve falls from larger than 1 to approximately equal to 1 around S, = 0.186.

3.4 Steganalytic Algorithm

The details of the proposed steganalytic algorithm is shown as follows:

Step 1: The preprocessing procedure. The suspected stego image of size of m xn
is firstly divided into a serial I of non-overlapping embedding units with every
two consecutive pixels (z;, 2;41). Then I is further divided into two non-intersect
sub-serial {z;} and {x;y1}.

Step 2: Estimation of the stego noise series. Assume that each pixel in {z;} and
{xi+1} is the summation of the corresponding original pixel in the unknown cover
image and a stegonoise. Using the B-spline smoothing based calibration process
mentioned in Sect. B.2] two real-valued functions g; and go are constructed for
{z;} and {x; 41}, respectively. {g;} and {g;+1} are the serials of the corresponding
sample values of g; and g2, and they can be regarded as the reconstructed pixel
series in the unknown cover image for {z;} and {z;+1}. Then two stego noise
series {&;} and {&;41} are finally obtained using Eq. (@)).

Step 3: Removal of the potentially corrupted data. It is no doubt that g; and gs
are just approximation of the unknown cover image. Therefore {e;} and {e;41},
which are computed from the subtraction of corresponding pixels in the sus-
pected stego image and the approximation of the original cover image, may con-
tains some potentially corrupted data, especially for those images with highly
texture regions. In order to remove them, the items in the stego noise series are
firstly sorted by value. And then the sorted series is divided into three quartiles:
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Fig. 4. (a) LSBMRCP stego image (embedding rate: 50%). (b) Pseudo image of the
re-sampled points generated from the fourth derivative of the quartic interpolating
B-spline y,(¢). (c) Value of ZF1/ZF; as a function of S for the stego image Fig. fal

/IF.

IF

— Lower quartile (denoted by Q1), the lowest 25 percent data.
— Second quartile (denoted by @), the median 50 percent data.
— Upper quartile (denoted by Q3), the highest 25 percent data.

The data in @7 and Q3 is abandoned in order to filter out the potentially cor-
rupted data from a stego noise series. The second quartile of {¢;} and {£;41} are
designated as {¢;} and {e; 41}, respectively.

Step 4: Construction of the classifier. ZF; and ZF 5 are computed using Eq. ()
from {e;} and {e;ﬂ}, respectively. If ZF;/ZF2 > 1+ 6, then the suspicion is
correct and that target image is indeed a stego one. Otherwise the target image
is an innocent cover image. @ is a predefined positive parameter.

Step 5: Estimation of embedding rate for an already-known stego image. Set the
initial value of S to zero, and progressively increase its value by 0.001. The very
first S which makes ZF1 /ZF5 < 1+ 60 is the critical point S.. Then the estimation
of the embedding rate can be calculated from S, as mentioned in Chap.
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Fig. 5. Sample images from the image database

4 Experimental Results

To evaluate the proposed steganalytic method in spatial domain gray-scale im-
ages, two image datasets are used: NJIT dataset including 3680 uncompressed
color images with a size of either 512 x 768 or 768 x 512, which were taken with
different kinds of camera, and our dataset including 1320 uncompressed images
with good quality. In all, there are 5000 original uncompressed color images for
testing. The image database contains all kinds of images: natural scene, archi-
tecture, animals, indoor, outdoor, etc. Fig. [l gives some sample images. All the
images have been converted to gray-scale before the experiments. Stego images
are generated using LSBMRCP and EALSBMR with Bz = 1.

We compare our method against Li-1D[7], since the experimental results of the
previous works[7J§] show that Li-1D outperforms other LSBM steganalytic meth-
ods. In Fig. @] receiver operating characteristic (ROC) curves of our proposed
method and Li-1D are given for the set of LS BMRCP and EALSBMR stego im-
ages. It can be seen that Li-1D can only get fair result even when embedding rate
is high for detecting LSBMRCP, while completely fails against EALSBMR with
Bz = 1. On the contrary, our proposed method obtains satisfactory results for
detecting stego images generated by LSBMRCP and EALSBMR method with
Bz = 1. For a given false positive rate, the true positive rate of EALSBMR
Bz =1 is lower than LSBMRCP. This is because as an edge adaptive scheme,
EALSBMR is apt to hide secret bits in the image regions with high texture
which may depress the performance of the calibration process based on B-spline
smoothing mentioned in Sect.

Furthermore, the embedding rate for an already-known stego image can be
estimated. Fig.[Millustrated the estimated value of the embedding rate for LSBM-
RCP stego images with different embedding rates. The stego images are arranged
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Fig. 6. Comparisons of ROC curves. The different curves stand for: our proposed
method against LSBMRCP (solid), and EALSBMR (Bz = 1) (dashed); Li-1D against
LSBMRCP (dotted), and EALSBMR (Bz = 1) (dash-dot). (a) 50% embedding rate.
(b) 25% embedding rate.
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Fig. 7. Estimated value of the embedding rate for LSBMRCP stego images with em-
bedding rate of 10%, 25%, 50%, 75% and 100%

according to their real embedding rate, from left to right 10%, 25%, 50%, 75%
and 100%, respectively. It can be seen that the estimated embedding rates spread
around the corresponding real embedding rates (denoted by dashed horizontal
lines). In the current stage, we can only roughly estimate the embedding rate of
a given stego image. The average estimation error is still relatively high. This
is because a quartic B-spline is used to approximately represent the real image
function y(t) in order to effectively calculate the -Z-norm of its fourth derivative
as mentioned in Sect. B3] which unavoidably introduce additional distortion.
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5 Conclusion and Future Work

In this paper, we point out that LSBMR for consecutive pixels and its descen-
dants, including EALSBMR introduce intrinsic statistical imbalance in data em-
bedding process, which results in the imbalance of the intensity factor, i.e. the
power of the additive stegonoise, added to the pixel pairs. According to the
deduction, a dimensionless discriminator based on intensity factor estimation
using B-spline smoothing is constructed. Experimental results show that the
proposed method is a reliable detector against LSBMR for consecutive pixels
and EALSBMR with Bz=1. As an extension of the proposed method, we also
put forward an embedding rate estimator based on B-spline functions which can
roughly estimate the embedding rate. However, in the current stage, our method
can not attack EALSBMR with Bz > 1. This is because that the reliability of
the proposed method depends on the correct partition of embedding units with
two consecutive pixels, while the rotation operation of EALSBMR with Bz > 1
prevents us to do so. How to construct efficient detector for EALSBMR, with
Bz > 1, it is our work for further study.
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Abstract. A novel drift compensation algorithm for robust H.264/AVC video
watermarking scheme is proposed. The drift compensation algorithm is
implemented to reduce the visual distortion, which includes the reduction of the
alteration of reference blocks caused by watermarking process. In our method,
motion vector residuals of macroblocks in P frame are used as payloads of
watermark. Discrete Cosine Transform (DCT) is performed on the motion
vector residual group to utilize the energy compact property so that robustness
against lossy compression attack can be obtained. According to the
experimental results, our algorithm can obtain excellent imperceptibility and
can significantly diminish the distortion influence. High rate lossy compression
attack can be resisted effectively and an average of 80% accuracy rate of
watermark detection can be achieved.

Keywords: Video Watermark, H.264/AVC, Drift Compensation, Motion
Vector.

1 Introduction

With the rapid development of multimedia industry, digital videos are becoming
popular in our life and on the Internet. The requirement of copyright protection
becomes a great challenge, digital watermarking technologies have been considered
as one of the most effective solution for this problem. Video is usually encoded in
compressed format, so it is the more practical way to embed the watermark in
compression domain.

Many researchers are following this filed and a variety of H.264/AVC video
watermarking schemes have been proposed. Langelaar and Lagendijk [1] first
proposed the differential energy watermark algorithm which utilized DC coefficients

* Corresponding author.

Y.Q. Shi, H.J. Kim, and F. Perez-Gonzalez (Eds.): IWDW 2011, LNCS 7128, pp. 30-&1] 2012.
© Springer-Verlag Berlin Heidelberg 2012



A Drift Compensation Algorithm for H.264/AVC Video Robust Watermarking Scheme 31

of DCT (Discrete Cosine Transform). Wu and Wang [2] presented a watermarking
algorithm that embedded the watermark in I-frames. That scheme survived H.264
compression attacks with more than a 40:1 compression ratio in I-frames; however, it
requires decompressing the video in order to embed the watermark. Another H.264
watermarking method proposed by Noorkami and Mersereau [3] embedded a readable
watermark in the quantized AC coefficients, but its robustness against common
watermarking attacks is not satisfactory. They also presented robust watermarking
schemes in [4], but the original (uncompressed) video was required for calculating the
parameter of visual model. All the algorithms above do not take the distortion drift
into consideration, so that the optimal effect of imperceptibility can hardly be
achieved by these algorithms all the time.

In this paper, we propose a drift compensation algorithm as well as a robust
watermarking method for H.264/AVC video. Experimental results indicate that the
proposed drift compensation algorithm significantly reduces the visual distortion
influence of watermark and the watermarking scheme is robust to lossy compression
attack.

The rest of this paper is organized as follows: In Section 2, some important
features of H.264/AVC are briefly introduced. Section 3 presents our watermarking
scheme. Section 4 shows the results and analysis. In Section 5, the conclusion and
some future direction are presented.

2 Relevant Features for H.264/AVC Video Compression

In this section, two relevant features for H.264/AVC video compression will be
introduced. Tree structured block size is the basis of macroblock selection scheme in
our watermarking scheme and the distortion drift is one of the problems we aim to
settle.

2.1  Tree Structured Block Size

H.264/AVC supports block sizes ranging from 16x16 to 4x4 luminance samples with
many options. The luminance component of each MB (macroblock) (16x16 samples)
may be split up in 4 ways shown as on the left of Fig. 1.

16 8 8 8 4 4

16 0 0|1 8 0 0l1

Fig. 1. Macroblock partitions: 16x16, 16x8, 8x16, 8x8 and sub-partitions: 8x8, 4x8, 8x4, 4x4

Each of the sub-divided regions is a MB partition. If the 8x8 mode is chosen, each
of the four 8x8 MB partitions within the MB may be split in a further 4 ways as
shown on the right of Fig. 1.
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2.2  Distortion Drift

In motion compensation, there are three kinds of motion vectors named MV, MVP
and MVD. Apparently, MV is the abbreviation of motion vector, which is a two-
dimensional vector used for inter prediction that provides an offset from the
coordinates in the decoded picture to those in a reference picture. MVP means motion
vector prediction, which represents the motion vector in the reference picture. MVD
stands for motion vector residual, i.e. the difference between MP and MVP.
Relationship among these vectors is as follow:

MVD =MV — MVP (1)

Altering the value of motion vector residual will make the embedded MB change,
which means certain block in frame becomes different. In addition, this distortion is
then propagated to the adjacent MBs and the succeeding frames due to motion
prediction compensation, even though these MBs and frames have not been
watermarked. This is called distortion drift and methods adopted to prevent such
distortion happening is called distortion compensation.

Table 1. Comparison between the original frame and the frame with distortion drift

Original Frame Distortion Drift
4 567 8 9K 4 56 7889
N1213 14 BI6 NRZW¥WER]
BIONA2ZRBH |18 8A02N22GBA
%% 2 P gmm | » % 2 2w

For instance, there are two 16x16 MBs named A and B. A is the reference block of
B in the process of median prediction, which means MVPg=MV 4. Increase of MVD,
(step @ in Fig. 2) leads to MV, (step @) and MVPg (step () increasing given that
MVP, is not modified. Even with MVDg unchanged, MV will finally increase (step
@). Such influence will cause severe distortion drift. In such case, decrease of MVDyg
can compensate the increase of MVPg and finally ensure MVy unchanged.

Keep still

“MVDAt =“MVat- MVP,
Keep stﬁ)M\IPBT = MVAT

“SMVD; =“MVgi- MVPgt
Fig. 2. Example of distortion drift

In literature [5,6], drift compensation was conducted to prevent such distortion
propagation, but this method required a partial reconstruction of some pixels. Some
other watermarking systems [7] avoids using drift compensation by attaching the
watermark embedder with the video encoder. This approach however increases the
computation burden significantly.



A Drift Compensation Algorithm for H.264/AVC Video Robust Watermarking Scheme 33

3 Proposed Video Watermarking Scheme
3.1 Watermarks Generation

In our scheme, one binary image is taken as the content of watermark. To improve the
security of our algorithm and the robustness of embedded watermark, pseudorandom
permutation with a secret key is performed on the watermark image before
embedding.

Assume that T? is the original watermark image with binary values. Use the given
secret key K to perform Arnold transform on T°. Thinking of the T> as the 2-
dimensional image space, Arnold's transform is the transformation

K is the chosen secret key, and pixel value at (x, y) is replaced by value at (X°, y’)
calculated from the above formula.

Finally, the binary image is converted into binary sequence with non-statistical
properties so that it is difficult to be detected.

3.2  Drift Compensation Algorithm

As shown on the left of Fig. 3, the black block ‘W’ indicates the watermarked MB
and all grey blocks are influenced by distortion drift. The number inside the block
means the order of impact. ‘1’ blocks are impact by ‘W’ blocks and spread distortion
to ‘2’ blocks. For the right of Fig. 3, ‘C’ blocks are the blocks being compensated so
that no further impact happens on the adjacent blocks.

;W

Fig. 3. Distortion drift and drift compensation

For more general circumstance, drift compensation are performed as follow:

Step 1: Store information (MB number and amount of modification) of previous MB
if it has MVD changed because of watermark embedding;

Step 2: If the reference block of current MB has been watermarked according to the
information recorded in Step 1, then:

i.  If the current MB is not selected to embed watermark, just perform reverse
modification which has been performed on the reference block;

ii. If the current MB is selected to embed watermark, do the embedding
modification and store information of current MB. However, these two
modifications on current MB and reference MB need to be accumulated.
Drift compensation will be conducted together next time;
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However, the reference block can occasionally be altered once the modification of
MVD is done, which would cause worse drift distortion. In the median prediction one
of the three MBs with median motion vector value is selected to be reference MB.
The reason of such change is that modification on MVD changes MV, cause impact
on the relationship of the three MBs and make the reference MB altered.

To solve such problem, more works need to be done before Step 2:

e If median prediction isn’t performed, no change will happen and just go to Step 2.

e If median prediction is performed, retrieve three MVs and increase/decrease them
according to the modification information stored. Thus the actual median value is
there and reference block can be determined.

e If reference block has no change, go to Step 2;

e If change happens, new modification is calculated by MV of new reference block
subtracting MV of original reference block. Then go to Step 2.
The drift compensation approach is illustrated in Fig. 4:

Determine MVD

Y value, refresh
modification
g Median ~
L

Decode next MB >

prediction N
A
Embed watermark
and accumulate
Store modification Current MB
information of N watermarked
current MB
Perform reverse

modification

Current MB
watermarked

Embed watermark

Fig. 4. Drift compensation approach

3.3 Macroblock Selection

As shown in Fig. 5, in our scheme, MBs containing 8x8 sub-MBs are selected to
embed watermark, because only these 8x8 sub-MBs may be split into more sub-
partitions, which helps to limit the visual influence to the most extent. As a result, the
right bottom sub-partition inside the right bottom sub-MB is used.

Fig. 5. Current block and adjacent block with sub-partitions
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Actually, we have another reason to choose the right bottom sub-MB/sub-partition
to embed watermark. As mentioned above, changes on one MB may cause distortion
drift once this MB is referred by other MBs. But the right bottom sub-MB/sub-
partition is the least possible one to be referred by adjacent MBs. In the media
prediction, we suppose E is the current MB/sub-MB/sub-partition. The uppermost
block is A, the leftmost one is B and C is on the up right side. Then the right bottom
sub-MB/sub-partition is the least possible to be taken as reference block.

3.4  Anti-recompression Analysis

For those watermarking schemes based on motion vector proposed before, watermarks
can barely survive normal video operations, such as scaling and rotation, lossy
recompression and etc. Parity of motion vectors was usually the payload of watermark
and the parity contains only one bit difference. Such difference will be vanished after
being re-encoded, which means watermark cannot survive after some normal video
operations, let alone some intentional attack. DCT domain based schemes, however, are
usually robust to such operations due to the ‘energy compaction’ property of DCT. The
change on one MV due to attacks spreads into several adjacent MVs so that the impact
is weakened. Finally, the watermark can still survive.

In our scheme, MVDs are collected and DCT are then performed. DC coefficients
and two adjacent AC coefficients containing the °‘energy’ of these MVDs are
modified to embed watermark. When confronted with some unintentional/intentional
attack such as lossy compression attack, value of MVDs will undoubtedly change, but
the distribution of ‘energy’ won’t change much so relationship between two ‘energy’
keep stable. That is the reason why our scheme is robust to lossy compression attack.

3.5 Watermarking Embedding Scheme
The watermark embedding approach is illustrated in Fig. 6:

Decode video to Slice MB/Partition MVD
N : . X DCT
slice level Selection Selection collection

y

Encode Adjust i
Encode video ) Modify MVD iDCT |4— DC&AC Drift
slice * coefficient Compensation

Fig. 6. Watermark embedding approach

The watermark embedding approach is described as follow:

—_—

. The videos are decoded until a slice level is reached;

2. If the I/B slice being decoded in the video sequences, skip to next slice. If the
current slice is the P slice, decode the slice;

3. Decode MB syntax of P slice. Only P MBs containing four 8x8 sub-MBs are

selected. Find the right bottom sub-MB (8x8) and read motion vectors of the

right bottom sub-partition if sub-partition exists. The horizontal motion vector

residual of grey partition is used to embed watermark;
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4. Take a line as a unit and start search from the right bottom corner of the slice. If
we succeed to collect 8 P MBs, continue to search the next line until we gather
32 MBs (4 lines are needed in all);

5. Divide these 32 MBs into two groups(16 MBs each), modules horizontal MVDs
of the right-bottom sub-partition in each MB with 10;

6. Convert MVDs into 4x4 matrix and perform DCT transform;

3

: 2 T 1 V4 1
MVD, :zZMV i, COS 3 n1+5 k, |cos 3 n2+5 k, 3)

ny=0n=0

k =0....3, k,=0,..3

7. According to the watermark bit to be embedded, modify the value of DC
coefficients and AC coefficients;

{MVD'/; ~MVDy>T, if watermark=1
MVD,~MVDy<T, if watermark=0 “)

where M VD:1 and M VD; are the sum of DC coefficients and 2 AC coefficients
adjacent to DC coefficients. T is the threshold.

8. Conduct IDCT(inverse DCT) transform, encode current P slice and make
change into the original MVDs;

MVD, = MVD - MVD mod 10+ MVD,, k=0,...,31 (%)
where MVD,:' is the result of MVD,: after IDCT. MVD is original horizontal

motion vectors residual.

9. Loop from the step 2 until we reach the end of video.

3.6 Watermarking Detection Scheme

The watermark detection approach is illustrated in Fig. 7:

Decode video to Slice ) MB/Partition ) MVD )
Selection Selection collection ber

Compare sum of
< DC&AC
coefficients

Record
watermark

End of video

[

Fig. 7. Watermark detection approach

The watermark detection scheme is described as follow:

1. The suspected videos are decoded until slice level is reached;
2. If the I/B slice being decoded in the video sequences, skip to next slice. If the
current slice is the P slice, decode the slice;
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3. Decode MB syntax of P slice. Search for P MBs containing 8x8 sub-MBs,
then we choose these MBs. Read motion vectors of each sub-MB. Read
horizontal MVDs of the right bottom sub-MB.

4. Take lines as a unit and start from the right bottom corner. If we succeed to
collect 8 MBs, continue to search the next line until 32 MBs gathered.

5. Divide these 32 MBs into two groups(16 MBs each), modules horizontal
MVDs of the right-bottom sub-partition in each MB with 10. Convert them
into 4x4 matrix and do DCT transform.

6. Make comparison of the sum of DC & AC coefficients of two groups as
fellow:

{watermarkzl, if MVD,~MVDg>T
watermark=0, if M VD;‘ -M VD; <T ©)

~

Loop from the step 2 until we reach the end of video.

4 Experimental Results

In this experiment, the H.264/AVC codec JMS8.6 [8] is used to test CIF (universal
standard test sequence, 352x288) named ‘Bus’, ‘Flower’, ‘Mobile’ and ‘Stefan’. Both
of them are encoded with a frame rate of 20 fps. Coding type is set as IPPP. ‘Elecard
Stream Tools’, a video quality analysis software, is used in our experiment.

4.1 Watermark Imperceptibility

4.1.1 Experiments Compared with Original Video

To evaluate the impact of watermark precisely, we introduce a new objective
evaluation indicator: SSIM (Structural Similarity). It is a new indicator measuring the
similarity of two video frames. That the value is close to ‘1’ indicates the high
similarity of the two videos. As shown in Table 2, most of SSIM values being more
than 0.98 illustrates that there is almost no impact on video similarity before and after
watermark embedded.

Table 2. Results of video quality test under different QP (Quantization Parameter)

SSIM QP=24 QP=26 QP=28 QP=30 QP=32
Bus 0.9925 0.9918 0.9958 0.9833 0.9822
Flower 0.9949 0.9934 0.9912 0.9921 0.9931
Mobile 0.9905 0.9911 0.9913 0.9926 0.9898
Stefan 0.9873 0.9914 0.9907 0.9861 0.9889




38 X. Jiang et al.

In Table 3, the grey area in ‘Comparison’ row means the difference between
original video and watermarked video. As shown below, the embedded watermark
does not affect the subjective video quality of the reconstructed image.

Table 3. Comparison between original video and video with watermark

Flower i 7 Stfn

Ty

|IIOS!.IBdIIIOD| NIRWLIOIBA ‘ [eurSuQ

4.1.2 Experiments Compared with No Drift Compensation Scheme

Drift compensation algorithm is adopted to avoid drift distortion and to improve the
quality of watermarked video. We find that SSIM value drops a lot if drift
compensation is not carried out as shown in Fig. 8. The decline of SSIM value is 0.08
at most, which means a great decrease in video quality. So scheme using drift
compensation gains a better imperceptibility.

SSIM

0000
oNbhoIR

Bus Flower Mobile Stefan

EDC 0.9925 0.9949 0.9905 0.9873
NoDC| 0.9419 0.9141 0.9338 0.966

Fig. 8. SSIM comparison between schemes with DC and without DC (DC stands for drift
compensation)

4.1.3 Experiments Compared with Other H.264/AVC Scheme
To analyze the imperceptibility of our scheme, we compare our scheme with Sun’s

algorithm in [9].
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B SSIM of Sun's scheme SSIM of our scheme
1

0.99

0.98 " E———
ssiM o> B B
0.96 t
0.95 : : : :
24 26 28 30 32

QP value

Fig. 9. Comparison of imperceptibility performance

In this experiment, we use sequence ‘Bus’ with QP ranging from 24 to 32. From
the results shown in Fig. 9, we can conclude that our scheme has a better
imperceptibility performance than Sun’s algorithm with QP value ranging from 26 to
32 while Sun’s algorithm gains better video quality with QP=24. The proposed
scheme is embedded watermarks in VLC domain so that it performs well in high bit-
rate condition while when confronted with quality descent, the influence of
watermark becomes bigger.

4.2  Robustness against Lossy Compression Attack

In this experiment, all four sequences are used. After watermark being embedded,
these videos are decoded and re-encoded with different QP value and some other
parameters so that the recompression is performed.

90% T
os b ——
Wa'ce'rmark85sz Bus
Detection 80% - a,q Flower
Correctness75% )
N. ! == Mobile
70% P
== Stefan
30% 50% 70%

Recompression Rate

Fig. 10. Watermark correctness rate after lossy compression

Fig. 10 demonstrates the robustness of our watermark scheme against lossy
compression attack. Under a lossy compression rate less than 50%, the correctness
rate can keep above 79% while at a low recompression rate 40%, the best correctness
is 88%. An extreme lossy compression rate 80% is tested and the correctness of
watermark detection can still keep above 70% under such circumstance. Conclusion
can be drawn that our scheme has excellent robustness against lossy compression
attack.
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Table 4. Watermark image detected from sequence named “flower” after lossy compression attack

QP | Original 24 26 28 30 32

SJ
TU

Images shown in Table 4 are watermark images detected from one of the test
sequence named “flower” after lossy compression attack. As illustrated by Table 4,
the watermark image changes more or less after the attack. With the increase of QP
value, the compression rate becomes higher and the loss of watermark information
gets more. However, the pattern can still be easily recognized even with an error rate
of 20%-30%.

oSew

4.3 Watermark Capacity Analysis

The capacity of a watermarking scheme decides the application scope of the
algorithm. In our proposed scheme, each P frame is embedded two bits watermark
and little visual decrease can be notice. But if we try to embed 3 bits in each frame,
the imperceptibility of our scheme will slightly decrease occasionally.

Table 5. Comparison of different watermark capacity

Original 2 bits embedded 3 bits embedded

DV C DvC . DY C

(1111 TAFE A T TAFE. TS TR TATL.

As illustrated in Table 5, with two bits embedded, the video quality has no visible
decrease compared with the original video frame while given that 3 bits are embedded
in one frame, some distortion will be found.

5 Conclusion

In this paper, a novel drift compensation algorithm for robust H.264/AVC video
watermarking scheme is proposed. The drift compensation algorithm is adopted to
improve the imperceptibility of watermarking. MB selection scheme lowers the
influence on video quality and reduces the possibility of drift distortion. The ’energy
compaction’ property of DCT is utilized to embed information into motion vector
residual and good robustness against lossy compression attack is achieved. The
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experimental results indicate that the video quality is almost the same as that of the
original because of the drift compensation algorithm being implemented. Even with a
high recompression rate of 80%, the correctness of watermark detection can still reach
78%. So this scheme has excellent robustness against lossy compression attack. Our
future work will focus on investigating the performances of various motion vector
residuals used as payloads so that we can determine the optimal solutions for the
proposed scheme.

Acknowledgments. This work was supported by the National Natural Science
Foundation of China (No. 60802057, 61071153), Sponsored by Shanghai Rising-Star
Program (10QA1403700), Program for New Century Excellent Talents in University
(NCET-10-0569).

References

1. Langelaar, G., Lagendijk, R.: Optimal differential energy watermarking of DCT encoded
images and video. IEEE Trans. Signal Process. 10, 148-158 (2001)

2. Wu, GZ.,, Wang, Y.J.: Robust watermark embedding/detection algorithm for H.264.
J. Electron. Imag. 14, 13013-13019 (2005)

3. Noorkami, M., Mersereau, R.M.: Compressed-domain video watermarking for H.264. In:
Proc. IEEE Int. Conf. Image Processing, pp. 890-893 (2005)

4. Noorkami, M., Mersereau, R.M.: A framework for robust watermarking of H.264-encoded
video with controllable detection performance. IEEE Trans. Inf. Forensics Security 2, 14-23
(2007)

5. Alattar, AM., Lin, E.T., Celik, M.U.: Digital Watermarking of Low Bit-Rate Advanced
Simple Profile MPEG-4 Compressed Video. IEEE Transactions on Circuits and Systems for
Video Technology 13, 787-800 (2003)

6. Zeng, X., Chen, Z., Chen, H., et al.: Drift Compensation in Compressed Video Reversible
Watermarking. In: WRI World Congress on Computer Science and Information
Engineering, pp. 271-275 (2009)

7. Sakazawa, S., Takishima, Y., Nakajima, Y.: H.264 native video watermarking method. In:
IEEE International Symposium on Circuits and Systems, pp. 1439-1442 (2006)

8. Suhring, K.: H.264/AVC Joint Model 8.6 (JM-8.6) Reference Software,
http://iphome.hhi.de/suehring/tml/

9. Sun, T.F., Jiang, X.H., Lin, Z.G., et al.: An H.264/AVC Video Watermarking Scheme in
VLC Domain for Content Authentication. China Communications 7, 30-36 (2010)



A High Performance Multi-layer Reversible Data
Hiding Scheme Using Two-Step Embedding

Junxiang Wang! 2, Jiangqun Nil**, and Jinwei Pan!

L School of Information Science and Technology, Sun Yat-Sen University
Guangzhou 510006, P.R. China
2 School of Mechanical & Electronic Engineering, Jingdezhen Ceramic Institute
Jingdezhen 333403, P.R. China

issjqni@mail.sysu.edu.cn

Abstract. In this paper, we present a new histogram shifting based
multi-layer reversible data hiding scheme. By incorporating a flexible
framework of two-step embedding (T'SE), the proposed scheme can solve
the problem of communicating and adoption of optimal pairs of peak and
zero points and work in both pixel difference and predictive error domain
for high performance reversible data hiding. A modified location map,
which indicates only the actual overflow /underflow pixels, is constructed
to facilitate the compression of location map. Compared with similar
schemes, experimental results demonstrate the superior performance of
the proposed scheme in the terms of embedding capacity and stego-image
quality.

Keywords: Reversible data hiding, Multi-layer embedding, Two-step
embedding, Location map, Histogram shifting, Pixel difference.

1 Introduction

In recent years, data hiding techniques have found wide applications in copyright
protection and content authentication of digital multimedia. The inherent defect
of the conventional data hiding schemes is that they can usually not completely
recover the original image after the image has been modified for data hiding.
For some specific scenarios, such as military, medical and legal applications,
even the slight distortion in images is not tolerated. Therefore, reversible data
hiding techniques are developed, which enable the decoder to not only extract
the secret data as traditional schemes, but also perfectly reconstruct the original
cover image without any distortion.

Many reversible data hiding schemes have been reported in literatures since
Barton proposed his first reversible data hiding scheme [1] in 1997. In general,
the existing reversible data hiding schemes can be classified into three cate-
gories: i.e., lossless compression [2]-[4], difference expansion (DE) [5]-[11], and
histogram-shifting (HS) [12]-[19]. The schemes [2], [3] devised by Fridrich et al.
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belonged to the first category, which losslessly compressed the LSB planes to
create spare space for data embedding. Later, Tian developed a high capacity
reversible data hiding technique referred as difference expansion (DE) [5]. The
proposed scheme explored the relevance of coefficients in Harr wavelet trans-
form domain to implement DE operation, and then hided the secret data in the
expanded vacant bits. Tian’s scheme has been extended recently in [6]-[11].

Histogram shifting (HS) based reversible data hiding was first proposed by Ni
et al. [12] in 2006, which selected a pair of peak and zero points in histogram and
then shifted the bins between the two points by 1 towards zero point for reversible
data embedding. The HS based reversible data hiding scheme has found wide ap-
plications for its high stego-image quality. The embedding capacity, however, is
usually limited due to a flat histogram. Meanwhile, most HS related schemes are
required to transmit extra side information, e.g. pairs of peak and zero points,
therefore are non-blind in nature. By exploring the generalized Gaussian dis-
tribution of wavelet coefficients, Xuan et al. [14] and Wu [15] implemented HS
in the domain of integer digital wavelet transform (IDWT), and obtained high
embedding capacity. Tsai et al. in [17] designed a HS based scheme on the pre-
dictive errors and also obtained significant performance improvements. To meet
the blind requirements, Hwang et al. [13] utilized the highest frequency bin in
the pixel histogram as flag instead of the peak point. And Tai et al. [18] designed
a synchronization mechanism by selecting fixed pairs of peak and zero points,
which were not guaranteed to be the optimal ones. Therefore, the performance
of the scheme was somewhat scarified.

In this paper, we propose a two-step embedding (TSE) technique to improve
the HS based schemes, which not only meets the blind requirement but also
guarantees the flexible selection of optimal pairs of peak and zero points for high
performance reversible data hiding. Moreover, TSE is also utilized for location
map reduction to further increase the embedding capacity.

The rest of the paper is organized as follows. The proposed scheme and related
technical issues are described in Section II. The experiment results and analysis
are given in Section III. Finally, the conclusions are summarized in Section IV.

2 The Proposed Scheme

In this section, the two-step embedding technique and construction of improved
location map are presented first, then followed by the description of the proposed
HS based multilayer reversible data hiding scheme which includes the embedding
and extraction process.

2.1 Histogram Shifting on Pixel Differences

The HS based approach on pixel differences is employed in the paper and briefly
reviewed as follows. For an N-pixel 8-bit grayscale cover image I with a pixel
value x;, where x; denotes the grayscale value of i!" pixel, 0 <i < N — 1.
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Scan the image I in an inverse S-order and compute the pixel difference d; as
follows:
di=|$¢—$¢+1|,(0§i§N—2) (1)

Based on the histogram of the generated pixel differences, determine the optimal
peak point P and zero point Z. For HS based reversible data hiding, 1 bit secret
message is embedded when a peak point is encountered. Therefore the capacity
is computed by

capacity = h(P) (2)

where h(e) denotes the frequency of bin P in the histogram. It is noted that since
only the pixels with values between P and Z would generate distortion by one
during embedding, the distortion caused by the embedding process is evaluate by

1
M _ - . N2 N2
SE = — STOohG) x A2+ Y (4))
ieU(P,Z) (j=P),(b="1")
(Ai=1,4j=1) (3)
D D ORI SN
size
ieU(P,Z) (=P),(b="1")

where MSE is the Mean Square Error between the stego and cover image, size
and b denote the size of cover image and secret bit, respectively.

According to (2) and (3), to achieve a largest embedding capacity with a
better stego-image quality, the optimal peak and zero point pair is determined
as the highest frequency point P in the histogram and the closest zero frequency
point Z to P as mentioned in literature [20].

Based on the chosen P and Z, the single layer HS operation is then performed
on pixel difference d; to generate the marked difference d; as follows.

HS shifts the histogram bins between P and Z towards the Z direction to
create a vacant position near P. Scan the image of pixel difference in the same
inverse S-order, and 1-bit message b is embedded whenever P is encountered. If
b = 0, P keeps unchanged; otherwise, P is changed to the neighboring vacant
bin. Assume P is on the left of Z, the HS is performed as follows.

di+1,if d; e U(P, Z)

d,=<di+1,if di=Pandb="1; (0<i< N —2) (4)
d;, otherwise

where U (P, Z) denotes the open set between P and Z.
The stego-image y; is then generated according to the marked difference d, i.e.,

T + dg, if x; > Titr1 << _
Yi = {xz’-l—l — d;, Zf T; < Tit1 (0 Sr= N 2) (5)

At the receiving end, based on the side information P and Z, the secret data
extraction and image restoration are implemented in the inverse order as em-
bedding phase, i.e.,
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di = yi — xi41],(0 < i < N - 2) (6)

e
b—{o”fdi_P (0<i<N-2)

_[di-1,if d; e U(P,Z] ‘
dl{d;7 Other'un;s@ 3(O§Z§N_2)

where U (P, Z] denotes the interval between values P and Z except P.
The original image can be restored via (8),

Tip1 +di, if yi > T .
J— <1 < —
X {xi+1_di7ifyi<1'i+170_l_N 2) (8)

It is noted that the original image should be losslessly recovered pixel by pixel via
performing (6)-(8) repeatedly until all the pixels have been processed. Namely
to recover the marked pixel y;, the original pixel z;41 should be recovered first
and then the marked difference d; for y; could be obtained by (6). Later, y; could
be restored to x; by (7)-(8).

The process described by (1)-(8) uses only a single pair of peak and zero points
and represents a single layer embedding and extraction. When the payload of
secret data is increased, the strategy of multi-layer embedding can be employed,
which repeatedly implements the HS embedding based on the resulting marked
differences image and utilizes only one pair of optimal peak and zero points for
each embedding layer as shown in Fig.2. Namely, for k*" layer embedding, the
formula (4) is implemented on the marked differences image in (k — 1) layer,
denoted as dl(-kfl)(O <4 < N —2), to generate the marked differences image
d¥(0 <i < N —2) in k" layer. Based on the final marked difference d™ in m®”
layer, namely df, the stego-image is generated via (5). Similarly, the process of
extraction and restoration for multi-layer embedding is performed pixel by pixel
in the reverse order.

The framework of HS based multi-layer embedding can simplify the selection
of optimal P and Z to a great extent in each embedding layer and thus leads to
relatively large capacity with better stego-image quality. The recipient, however,
should be given the peak and zero point pair of each level via additional channel
for secret data extraction and image restoration. To tackle the issue of transmit-
ting those extra side information, a two-step embedding scheme is developed in
subsequent subsection.

2.2 Two-Step Embedding Scheme

The proposed two-step embedding (TSE) strategy provides a synchronization
mechanism to communicate side information for HS based multi-layer embed-
ding. We describe the implementation of TSE for single layer embedding as
shown in Fig.1 and then extend to the multi-layer embedding as shown in Fig.2.
First, the original image is mapped into pixel differences according to (1) and a
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pair of optimal peak and zero points (P, Z) in difference histogram is determined
via (2)-(3). Then the differences image is partitioned into two non-overlapped
areas as shown in Fig.1, namely A1l and A2, respectively. We implement the first
step embedding to hide parts of secret data into A1l by using HS as mentioned in
section II-A, and then generate the stego-pixels in A1 via (5). Next, the peak and
zero points (P, Z) are accommodated in the least significant bits (LSBs) of the
selected marked pixels in A1, which are determined with key K, and the replaced
LSBs of the stego pixels in A1l are recorded and concatenated to the remaining
secret data. Finally, the HS based second step embedding is performed to hide
the rest secret data and generate the stego-image in A2.

At the decoder, the stego-image is identically partitioned as the embedding
side. With the same key K, the peak and zero points are extracted from their
stored LSBs of Al. Based on the retrieved side information, e.g. peak/zero points,
the pixels in A2 are iteratively restored as described in section II-A and the secret
data and the replaced LSBs hidden in A2 are extracted. After the replaced LSBs
in Al are recovered with the extracted LSBs, the same extraction process is
performed to extract the secret data and restore the pixels in Al. Thus the
complete secret data is extracted and whole cover image is recovered.

When the payload of secret data is lager, the approach of multi-layer embed-
ding is employed as shown in Fig.2. For HS based m-layer embedding incorporat-
ing TSE, the embedding of each layer except the final m!* layer is implemented
in the way as described in Section II-A. The aforementioned TSE method is
then utilized to complete the final m!" layer embedding and hide all the side
information, e.g. the pairs of peak and zero points for each layer, in Al of m®*
layer. At the decoder, the extraction and restoration are iteratively performed
pixel by pixel in the reverse order as the embedding process.

Note that A1l should be large enough to accommodate the complete side
information for each layer. Consider that the absolute value of one pixel difference
for a 8-bit grayscale image is represented by only 9 bits, 18 bits are required to
represent the pair of peak and zero points for each layer. The requirement for
Al is easily met for practical application (m < 5).

2.3 Improved TSE for Location Map Reduction

HS based embedding on the pixel differences may lead to overflow and under-
flow, which means the resulting stego-pixels may be not in the range [0, 255] for a
8-bit grayscale image. To tackle the issue, histogram-narrowing technique (HN)
is usually adopted [18]. Note that each layer HS operation leads to a maximum
distortion for one pixel by one unit, the accumulated distortion between an orig-
inal pixel and the stego-pixel is not more than m units for m-layer embedding.
The HN operation is described by

x; +m,if 1(i) € [0,m —1]
x, =< xi—m,if I(i) € 255 —m+1,255] ,(0<i< N —2) (9)
x;, otherwise

where #} denotes the narrowed pixel.
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Fig. 2. Framework of two-step embedding for multi-layer embedding

To distinguish the source of the overlapping pixels after HN operation, the
location map is introduced, which equals to the size of the cover image. For a
narrowed pixel, we assign ‘0’ in the location map; otherwise, we assign '1’. The
location map is then losslessly compressed and embedded into the cover image
together with the secret data. Note that the HN operation is usually employed
as a preprocessing step and makes all the potentially overflowed/underflowed
pixels (POPs) in the range [0, m — 1]{J[255 — m + 1, 255] narrowed.

In view of the fact that not all the POPs actually overflowed /underflowed dur-
ing multi-layer embedding, we proceed to exchange the order of HN operation
and multilayer embedding and identify only the actually overflowed /underflowed
pixels (AOPs) after all the POPs have been processed. For m-layer embed-
ding, we classify the pixels of cover image with gray value in the range [0, m —
1] U[255 — m + 1,255] as POPs. The remaining pixels are denoted as R_-POPs.
The cover image is then converted to pixel differences and HS based embed-
ding is implemented for the first (m — 1) layers. The identification of AOPs
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Fig. 3. The sketch map of ITSE for location map reduction

and two-step embedding are performed in the m!”* layer as shown in Fig. 2. To
simplify the description, we take the single layer embedding (m = 1) as example
as shown in Fig.3. The secret message w is partitioned into 3 parts, i.e. w =
{w(1),w(2),w(3)}. Perform the HS among the pixel differences in the position
of POPs to embed w(1) and generate the corresponding marked pixels via (4)-
(5). With the marked pixels in POPs, the AOPs are then identified to generate
the improved location map. The histogram narrowing (HN) is also performed for
all AOPs via (9). An improved two-step embedding (ITSE) is then performed in
the position of R.POPs. Let LM and SI denote the compressed location map
and side information (peak and zero points for each layer), respectively. The first
step embedding hides message w(2) into the pixel differences in the position of
R_POPs in Al and then reconstructs the corresponding marked pixels from
marked differences. With LSB replacement, the LM and SI are then embedded
into the LSBs of stego-pixels determined by key K in Al. The replaced LSBs
and the remaining message w(3) are hided into pixel differences in the position
of R_POPs in A2 for the second step embedding. Thus the final stego-image is
obtained. Note that the last pixel in the original image, i.e. (N — 1), keeps
unchanged during m layers embedding. The detailed data extraction and image
restoration process will be described in section II-E.

2.4 Embedding Process

In this subsection, for an N-pixel 8-bit grayscale cover image I with i*" pixel
value denoted as x;, where 0 < ¢ < N — 1, and the message w, the proposed
scheme on pixel differences is described as follows.
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1) Calculate the pixel differences according to the cover image I.

2) Determine the embedding layer m based on the message w and the histogram
of pixel differences.

3) Identify the pixels in cover image with gray value in the range [0,m —
1]U[255 — m + 1, 255] as POPs, and R_POPs for the remaining pixels.

4) Partition the message w into m parts, i.e. w = {wq,ws...,w,,}, Initialize
layer £ = 1, and then perform HS based multi-layer embedding under the
framework of TSE.

4.1) For k' layer embedding, we select a pair of optimal peak and zero points,
denoted as P and Zj respectively, and then hide wy in an inverse S-
order by using HS method as described in section II-A.

42) If k # m, let Kk = k + 1 and repeat the step 4.1 for the next layer
embedding. Otherwise, go to step 4.3.

4.3) Perform the final layer embedding with improved TSE (ITSE) consider-
ing location map reduction. Partition the message w,, into three parts,
denoted as wy, = {wm (1), wn(2), wn(3)}, and let ST = {(Py, Z;)|1 <
k < m}. Embed the message w,,, compressed location map LM denot-
ing AOPs, side information ST and the total number of embedding layer
m into the m** layer using ITSE as mentioned in section II-C. Thus the
stego-image Y = {y;|0 < ¢ < N — 1} is generated.

Note that the histogram narrowing and image partition operation are performed
during the ITSE period in step 4.3.

2.5 Extraction Process

In this process, we extract the embedded message and recover the marked image
Y to its original version without communicating auxiliary information.

1) Divide the stego-image into Al and A2 as did in embedding side, and collect
the auxiliary information, e.g. LM + SI + m, from the LSBs of the marked
pixels in A1 determined with key K.

2) Decompress LM and generate the location map to indicate the actually over-
flowed /underflowed pixels (AOPs). Perform the inverse HN operation on the
AOPs.

3) For m-layer embedding, the stego-pixels in ¥ = {y;}i=0,....n—1 are losslessly
recovered and secret data are extracted pixel by pixel in the inverse S-order
from the final pixel yy_1 until all the pixels are processed.

3.1) The final pixel in stego-image is kept unchanged in embedding, i.e.,
YN—1 =2TN_1, and set : = N — 2.

3.2) Recover the marked pixel y; and extract the secret data hidden at posi-
tion ¢ during m-layer embedding. With marked pixel y;, the correspond-
ing marked difference d; in m-th layer, is obtained via (6). To recover the
difference at position ¢ in each layer, the formula (7) and the extracted
SI are applied repeatedly until the original difference d; is obtained. The
original pixel z; is then recovered via (8).
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Denote the secret data hidden in y; by m-layer embedding as B; =
{b},b}...b7}, where b¥ represents the secret bit hidden in y; during the
k" layer embedding. Note that secret bit array B; for y; is defined for
algorithm description. In case no secret bit is embedded at position ¢
during k" layer embedding, b is null and the size of B; is decreased.

3.3) Let i =i—1.If i > 0, repeat the step 3.2 and restore the next stego-pixel
yi—1 by using recovered pixel x;. Otherwise, the process of reversible data
extraction is completed and goes to step 4.

4) Reconstruction of the secret data w. With the secret array B;(0 <i < N —2)
for each pixels y;, we then proceed to reconstruct the secret data embedded
during m-layer embedding, i.e., w = {wi,wa, ..., wn}. According to II-C,
the embedding for the final layer (m!" layer) is quite different from those in
previous layers, therefore the secret data w,, embedded in the final layer is
reconstructed individually.

4.1) Construct the secret data wy hidden in the k-th layer (k # m) by

wp = {DF0<i<N-2}(1<k<m-1) (10)

4.2) To construct w,,, we first identify the positions of POPs and R-POPs
according to the recovered z;(0 < i < N —2). We then partition b"(0 <
i < N —2) into three parts, i.e., Wy, (1), wn,(2) and wy,(3), which are
hidden in the position of POPs, R_.POPs of A1 and R_POPs of A2 in
the m'" layer embedding, respectively. Finally we concatenate the three
parts of secret data to form w,, = {wm (1), wm(2), wn,(3)}.

4.3) Combine the secret data w;(i = 1,2,...,m) embedded in each layer to
form the final extracted data w = {wy, wa, ..., Wy }.

2.6 Extension to Prediction Errors

To take advantage of the correlation among neighboring pixels in natural images,
a good prediction model is usually applied. The resulting predictive errors usu-
ally have a much shaper histogram than that of pixel differences. By extending
the TSE framework to the domain of prediction errors, significant performance
improvement can be expected.

An efficient prediction model proposed in [11] is incorporated with improved
two-step embedding (ITSE). To implement the prediction, the image is divided
into two sets, denoted as “round” and “cross” sets, as shown in Fig.4. Then the
adjacent four pixels in different set are exploited to predict the current pixel z by

uuy+m@zx6y+m®] (11)

i’ =
and the predictive error is calculated by

d=(z—%) (12)
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Fig. 5. The sketch for predictive error based (i + 1)*" layer embedding process (a) and
extraction process (b)

It is noted that the prediction scheme leads to that the embedding process is
slightly different from the previous one. The process of prediction and embedding
is performed in turn for two sets. Let Z%, d}, and (d})'(Z = 'X' or 'O’) be
the marked pixel after i** layer embedding, the predictive error for Z¢ and the
marked error, respectively. And Z° is the cover pixel.

The (i + 1) layer embedding and extraction process is performed as shown
in Fig. 5(a), where we predict each pixel O in “round” set with o' by using its
4 neighboring pixels in “cross” set and embed the secret data in the predictive
error d, through HS operation and generate (d%,).Thus the marked pixels in
the “round” set can be computed by O"' = O + (d’)’, which is denoted as
(O = O™1). Then by using marked O**! in “round” set to predict the pixel
X% in “cross” set, the same process is applied for (i + 1)** layer embedding of
“cross” set, which is denoted as (X? = X'*!). Until then the (i + 1) layer
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embedding is completed. The process of (i + 1)** layer image restoration and
data extraction for “round” set (“corss” set is the same) is implemented as shown
in Fig. 5(b). When a large payload of secret data should be embedded, multi-
layer embedding (m > 2) is needed by implementing the process shown in Fig.5
alternatively for the two sets in each layer.

3 Experimental Results and Analysis

To evaluate the proposed scheme, we test six 256 x 256 x 8 -bit gray images with
different texture characteristics, i.e., Lena, Peppers, Baboon, F16, Goldhill and
Boat, and use run-length coding (RLC) to losslessly compress the location map.
In addition, we maintain the PSNR of stego-image to be greater than 38 dB in
our simulation for a high visual quality of stego-image.

3.1 The Efficiency for Location Map Reduction

To justify the efficiency of the improved location map, a parameter E_Map is
introduced to evaluate the percentage of location map reduction which is defined
as follows,

|LM; — LM;|
E Map=————"—x1 1
ap Tl x 100% (13)
where LM; and LM; denote the size of traditional and improved location map,

respectively.

Table I gives a comparison between the traditional location map proposed
in [18] and our improved one as mentioned in section II-C under different em-
bedding layers, which demonstrates the feasibility of the proposed scheme for
location map reduction. It is observed that, for the images, e.g. Lena, Goldhill
and F16, the grayscale values of most of their pixels are not in the range of po-
tentially overflow/underflow (POPs) during embedding, therefore the reduction
of location map size with the improved scheme is limited. However, for other test
images, the location map size reduction is significant due to a relatively large
portion of their pixels are in the range of POPs. In addition, with the embedding
layer increasing, the potential for pixel overflow is increased and the proposed
scheme is more efficient.

3.2 Comparison between the TSE in Pixel Differences, in Predictive
Errors and Other Schemes

We implement the proposed TSE based reversible data hiding on the pixel dif-
ferences and predictive errors, which are described in section II. Fig. 6 gives
the performance comparisons between TSE with different settings and other
schemes, where TSE_PD_TM, TSE_PD_IM and TSE_PE_IM represent the pro-
posed TSE scheme in pixel differences with traditional and improved location
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Table 1. Location map size comparison with different embedding layers

Cover image the embedding layer m
(512x512) chosen schemes 1 5 3 1 5
Traditional location map [18]| 20 20 20 20 20
Lena Improved location map 20 20 20 20 20
Overflow /Underflow N N N N N
E_Map - - - - -
Traditional location map [18]| 100 | 240 740 | 2160 | 4380
Peppers Improved location map 100 | 220 620 | 1320 | 2100
Overflow/Underflow Y Y Y Y Y
E_Map 0% | 9.1% | 19.4% | 63.6% |108.6%
Traditional location map [18]| 1120 | 1760 | 2480 | 3080 | 3520
Baboon Improved location map 160 | 240 280 360 340
Overflow /Underflow Y Y Y Y Y
E_Map 600% (633.3%|785.7%|755.6%(935.3%
Traditional location map [18]| 20 20 20 20 20
F16 Improved location map 20 20 20 20 20
Overflow /Underflow N N N N N
E_Map - - - - -
Traditional location map [18]| 20 20 20 20 20
. Improved location map 20 20 20 20 20
Goldhill Overflow/Underflow N N N N N
E_Map - - - - -
Traditional location map [18]| 200 | 480 800 | 1320 | 2980
Boat Improved location map 180 | 320 460 620 780
Overflow/Underflow Y Y Y Y Y
E_Map 11.1%| 50% | 73.9% [112.9%282.1%

map and TSE in predictive errors, respectively. It is observed in Fig.6 that the
performance of TSE in predictive errors is significantly better than that of TSE
in pixel differences, which indicates that well utilization of the image redundancy
could lead to a better performance. Fig. 6 also shows that, for test images, e.g.
Peppers, Baboon and Boat, with relatively large portion of POPs, the perfor-
mance improvements on the location map reduction are gradually verified with
the increase of embedding layer m. In addition, for other test images, e.g. Lena,
F16 and Goldhill, the performance curves are identical due to no potentially
overflow/underflow (POPs) in the images during embedding.

We then compare our TSE based scheme with other similar schemes [13] and
[18], which adopted the HS based reversible data hiding and met the blind re-
quirements. As shown in Fig. 6, both the TSE scheme in pixel differences and
predictive errors outperforms the other two schemes with distinct margins. The
scheme in [13] is implemented on pixel domain and doesn’t take into account the
correlation between neighboring pixels. Consequently the generated histogram
is flat, which explains the inferior performance of scheme in [13]. The scheme
in [18], however, works on the pixel differences and utilizes a binary tree structure
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Fig. 6. Performance comparison between the proposed TSE and other schemes

to communicate the side information of pairs of peak and zero points. Although
the blind requirement is met, the adoption of fixed peak and zero point pairs
leads to relatively poor performance for the scheme. Finally, when compared
with a high performance scheme [19] reported recently which used interpolation
errors, our T'SE scheme also consistently outperforms it as shown in Fig.6.
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4 Conclusion

In this paper, a new two-step embedding scheme for HS based multi-layer re-
versible data hiding is proposed. Different from the conventional HS based scheme,
the proposed scheme exploits TSE to solve the problem of communicating side in-
formation. The TSE framework also ensures the adoption of optimal peak and zero
point pair in each layer for high performance reversible data hiding. In addition,
an improved location map, which indicates only the actual overflow/underflow
pixels, is constructed to facilitate the compression of location map and further
increase the embedding capacity. Extensive simulations are carried out, which
demonstrates that the proposed scheme could not only meet the blind require-
ment but also achieve a high capacity with better stego-image quality.
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Abstract. Watermark detection software is obfuscated using a table to hide
embedding and detection algorithms. As the table size is limited, the block size
is also limited for watermarking. To address this situation, a new quasi-chirp
transform is developed to improve embedding efficiency. The quasi-chirp
transform is different from the conventional DCT or Fourier transform. It
contains multiple frequency components in a single basis of the transform. It
disperses image data rather than compressing it, as the DCT does. The
dispersed data increases the range for embedding watermarks. The chirp
transform is able to embed even on a flat area of an image. Using this chirp
transform, embedding and detection experiments for image data with small
block sizes were carried out. A high SNR and robust watermark with an
evaluated obfuscation were obtained.

Keywords: orthogonal transform, quantization, obfuscation, embedding,
detection.

1 Introduction

Obfuscation of watermarking embedding software and detection software is important
to improve security. Even for private watermarking, it is necessary to disclose
detection software outside the owner’s management area when needed for copyright
detection events, such as copyright dispute problems. By hiding detection software at
all times using obfuscation, analysis of the detection software is prevented. This
watermarking system can also be as changeable as fingerprinting, since there are
many parameters to the construction of our transform. By realizing the obfuscation of
watermark embedding and detection software, we can use the watermarking system
for a long time without making any changes to the framework system, the only
requirement being to set parameters for individual users. These effects are still valid
for a private watermarking system.

There are several different methods of software obfuscation, such as Collberg’s
basic and many other methods [1], the recent Drape’s summary [2], and Barak’s
impossibility proof [3-4]. Many of Collberg’s examples make software programs
difficult to read for humans, but the converted programs can be analyzed and can be
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© Springer-Verlag Berlin Heidelberg 2012
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recognized with some degree of effort because the methods are not theoretically
guaranteed. On the other hand, Barak et al. proved the impossibility of obfuscation,
and presented their findings in a paper [3]. Barak’s method of proving impossibility is
very difficult and we will not discuss how to relate the proof to our obfuscation
method here. However, we will present several different points in the assumptions
between Barak’s method [3] and our proposed obfuscation method.

Our obfuscation method is realized using a table function with only an input and an
output interface. This method ultimately hides all clues and traces of program
execution. The method collects all calculated results in advance and stores them in a
Read Only Memory (ROM) or constant array in a software program. In our system, in
the obfuscation fields, an array method is implemented that uses an array variable to
make the software more complicated, instead of using a single variable [2]. Therefore,
we would like to call this a ROM method [5] in this paper instead of an array method.
One of the differences between the proof of the impossibility of obfuscation and our
method is that the proof is carried out on a continuous domain and utilizes infinite
elements available in real numbers, while our method is carried out on a discrete
domain with only a finite number of elements available. A second difference is that
the proof states that the obfuscation is a compiler and the obfuscated program is still a
program to calculate something, while our method is not a language-based compiler
but a dictionary, and it collects all the results. Another point is that the proof is based
on a virtual black-box compiler forming an oracle machine, while our method is
based on an actual white-box ROM.

Chow et al. presented a white-box obfuscation method using a kind of table
function [6]. This was for the obfuscation of encryption/decryption in the Data
Encryption Standard (DES) method. The method converted part of an affine
transform in processing key data into a table. It was reported that, as the obfuscated
part was limited to the affine transform, there were still many other parts left that
were not obfuscated. Also, the calculation workload was huge and the program was
slow [6]. Our method is fast in implementation because accessing ROM or array
data can be done in a single step as a minimum, and at most in several steps in the
case of a multi-stage ROM construction. In both cases, the execution time is nearly
zero, and thus is different from Chow’s method. We will continue to use the word
“function” for multiple output data, though it should really be called mapping. This
is because a function produces only a single value, not a set of values. However,
what we are talking about is multi-valued functions or vector functions. Chow’s
method was extended by Wyseur to become more like white-box cryptography. He
classified the obfuscation methods into strong deterministic ones or weak
probabilistic ones. The problem with conventional obfuscation definitions is that
they have a number of infinite operations such as polynomial, non-polynomial, or a
point function on continuous variables. Our policy is to treat the definition of
obfuscation in a finite space.

This paper develops a new orthogonal transform, which has a special frequency
characteristic. The paper also reports on experiments on watermark embedding and
detection under JPEG attacks. The results outperform conventional DCT methods.
Related work concerning obfuscation and watermarking with orthogonal transforms is
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described in Ch. 2. In Ch. 3., new quasi-chirp transform with block sizes of four and
eight blocks are constructed for watermarking with obfuscation. Experiments and
evaluation are carried out in Ch. 4. Finally, conclusions and further studies are
described in Ch. 5.

2 Obfuscation Method

Objects of obfuscation are separated into two categories, these being data and
programs. For data obfuscation, encryption keys, passwords, personal information and
secret constants are listed [7]. For software program obfuscation, it is difficult to treat
all kinds of software in a single framework [2][5] with any degree of generality.
Recent papers on obfuscation concern analyses to discover malware and viruses that
are obfuscated to hide themselves [8]. The papers describe sound practical
applications using classical obfuscation methods [9]. Approaches to software
obfuscation can be divided into two ways of thinking: the general all-purpose and the
specific restricted types.

Obfuscation methods for general all-purpose software include many kinds of
functions, from a simple constant or a linear with a single variable, to complex
functions, such as the Bessel function with modifications. For a simple function, any
obfuscation can be disabled through simple analysis. For example, a linear function
with a single variable, such as y=ax+b, can be estimated by testing two pairs of inputs
and outputs if we know that it is a linear function. However, if we are not aware that it
is really a linear function in advance, analysis usually starts from a lower dimensional
polynomial, moving to a higher one, beginning with a single variable and going on to
multi-variables within an allowable time. Relatively speaking, we can easily hit the
linear function “y=ax+b” in the process of a full search. Considering the above,
obfuscation of a simple function is meaningless because it is understood by inspecting
input and output relations in a short time period. Therefore, target functions for
obfuscation should be restricted to a subset with more complexity than the
contemporary numerical calculation technology.

A point function is used as an example of the target function for obfuscation [2].
However, the point function is not an appropriate for obfuscation because the function
is a kind of constant function on a continuous domain. It is easy to break an
obfuscated constant function. There are several differences between our obfuscation
type and Barak’s type. One is that we are targeting complex functions with nonlinear
quantizing operations. The second is that our type does not have a compiling process,
while Barak’s type is defined as a compiler, and the converted program still works to
process input data to produce output data. The third difference is that our type is a
discrete finite procedure, while Barak’s is a proof of a continuous function on a
continuous variable domain utilizing an infinite number of elements.

3 Watermarking with an Obfuscated Chirp Transform

We propose to obfuscate watermarking detection software. Because it contains one of
the orthogonal transforms and a non-linear quantization, an analysis of this obfuscated
table requires a set of multi-dimensional non-linear equations of unknown variables.
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The basic proposed system is shown in Fig.1. From original image G, the owner of
the image produces embedded image Gw in a secret region. Detection software is
obfuscated and disclosed to the open public region when needed to detect the
watermark. The obfuscated detector is only disclosed when an authentication inquiry
occurs. The proof of authentication of an embedded watermark is still difficult, but these
watermarks will contribute to finding the proportion of misused or tampered media from
socially distributed images. A social observer monitors the distributed media and reports
the ratios of correctly watermarked and tampered images to the owner.

Open public region

Image
G —— Embeddingl — Gw J—> Detection —» WM:0/1
1

Open at 1
Obfuscated detector

inquiry 1 l
Y

Embedding ] Detection — Obfuscation l—»Social
parameters software
Observer

Secret region

Fig. 1. The basic proposed watermarking system.

There are several types of watermarking system. These include the Private
Watermarking (Non-Blind) system, which requires the original image and a key, and
the Semi-Private (Semi-Blind) system, which requires a key and secret information
[10][11][12]. The proposed method uses information from the original image and is
classified as the Semi-Blind type. A Non-Blind method has been described in recent
papers. This uses an orthogonal transform of the Naturalness Preserving Transform
(NPT) [13]. This NPT is rather close to the conventional symmetrical Hadamard,
DCT or Fourier transform, and is quite different from our proposed asymmetrical
quasi-chirp transform.

The basic watermarking embedding that we are proposing is composed of
processing methods to transform image block data and to quantize it with a specified
width, as shown in Fig. 2. An orthonormal chirp transform is used. The most
important parts of the operations are the transformation and quantization. The
operations of the orthogonal transforms are carried out by first multiplying the
coefficient values and input image luminance values, and then by summing them. To
convert all calculation operations to corresponding rules in the data of a table, the size
of the linear transform is restricted to 4 or 8. These chirp transform coefficient values
have an appropriate width to perform similar kinds of embedding. Changing the
coefficient values enables this watermark to act as a type of a fingerprint to use
different coefficients for individual users. An example of the fourth case will be used
in the following paragraphs.

Four pixels of the luminance components of the input image data are transformed.
The first transformed component is the same class as the so-called direct current
(DC). The second transformed component is quantized by a prescribed step-size for
watermark embedding. Then, applying an inverse transform to the quantized data,
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Fig. 2. A basic watermarking embedding structure with a transform of image block data and
quantization

we obtain embedded image luminance data. The watermark is detected by inspecting
the quantized patterns. If the transformed value is in a range of an interval that is
quarter the prescribed step-size, we decide that this is the watermark.

Fig.3 shows the table function structure for 4 pixels of image data, each with 8- bit
inputs and 16-bit outputs, with intermediate tables of 24-bit inputs and 16-bit outputs.
X,Y,Z and W represent 8-bit input luminance data. To reduce the size of the table, we
divide the table into three small tables. This structure corresponds to a single
transformed output. Four sets of this structure complete the total four pixel transform.

The intermediate outputs with 16 bits are permutated randomly before being output.
They are re-sequenced at the first stage in the next ROM. The inverse transform after
quantization can be constructed with the same kind of structure. An evaluation of the
table sizes is listed in Table 1. The size of the ROMI1 is 128KB, and the ROM2 and the
ROM3 are 32MB. The quantization can be included in the final part of the ROM3.
Also, the ROM1 can be included in the ROM2. The total size of the ROMs is 64MB for
a single output. The inverse transform, whose inputs are rounded to 8 bits after
quantization, can be constructed with 32MB for each single output, as in Fig. 3. As
mentioned above, the size of the embedding table is (64MB+64MB)x4=512MB, and
the size of the detection table is 64MBx4=256MB.

When we carry out watermark embedding by using the ROM method of
obfuscation, the size of the image block is practically restricted to about 4 to 8 pixels
using present technology. For a larger size of transform, there are many candidate

2
X > 16 16 |
2 ROM1»R0M2»ROM3 .
¥ -
3 g
Z W

Fig. 3. A table function structure for 4 pixels of image data. X,Y,Z and W represent 8-bit input
luminance data. Intermediate tables have 24-bit inputs and 16-bit outputs.
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Table 1. Table size estimation

ROMI1 ROM2 ROM3
Input

Address 16 24 24
Output 16 16 16

Amount 210416 224516 224516
(bits) =1048576 = 268435456 = 268435456

Capacity 128KB 32MB 32MB

positions to be embedded, except for the DC component [14]. However, for the case
of a transform with a block size of 4, only the second or the third components are
candidates for embedding. We will fix the position of the component to the second in
this paper. The DCT has symmetrical coefficients in the sense that the sum of positive
and negative coefficients, excluding the DC, is zero. The luminance values in a
smaller block size of 4 tend to be almost the same value.

The Slant transform [14] could be one of asymmetrical transforms. The Slant
transform could have a set of slanted coefficients, as its name suggests. Though the
conventional Slant transform has very slanted coefficients, it is still symmetrical, and
is similar to DCT.

To observe the embedding problem for a transform with a block size of 4, a
preliminary examination was carried out using test images. Data transformed by the DCT
with a block size of 4 is shown in Fig. 4. These kinds of distribution are well-known and
many examples are also reported for the case of 8 [15]. The distribution varies depending
on the image region. For a flat region, image energy concentrates on the first component
(DC) and the second component becomes nearly zero. In this situation, embedding is
usually skipped [16]. The reason the second component becomes nearly zero is that the
coefficients of the DCT are symmetrical. For an even number block size, an
asymmetrical transform solves this problem. Or, for an odd number block size, for
example if we take a block size of 5, DCT coefficients can be asymmetrical. Here, we
use even numbers of 4 and 8 to allow direct comparison with the DCT.

A skew transform, which did not use orthogonal coordinates but skew coordinates,
was attempted by Yamane et al [14] for picture coding in order to adapt slanted lines.
Yamane et al produced the skew transform by projecting the DCT to the skew
coordinates. There were many varieties of the skew transform, depending on the local
shapes. Therfore, we hope to integrate the skew features into a single transform. To
increase the chances of embedding in the transformed components, it is important that
the absolute value of the transformed data is large enough for quantization. For this
requirement, the transform coefficients should be unbalanced, not in ways of DCT or
Fourier transform. Therefore, to obtain a more effective transform for embedding, one
consideration is to have a design that causes conflict with the image data, and another
is to include various frequency components in the design. Considering the above
views, a chirp signal whose frequency increases as time passes on the horizontal axis
is introduced. The chirp signal is described as in the analogue formula,



A New Watermarking Method with Obfuscated Quasi-Chirp Transform 63

-300 -150 0 150 300

Amplitude

Vertical Axis

Fig. 4. The second component of data transformed by the DCT with a block size of 4 are
displayed as amplitude in the horizontal direction. The original image has a height of 300.

C(t)=A-cosuf () - t+¢). (1)

The function f(t) generates characteristic. Discrete examples are shown in a caption in
Fig.5. The conventional DCT or Fourier transform consists of a single frequency for a
single basis and is symmetrical. However, the chirp signal has multiple frequency
components and can be asymmetrical when cut out at fractional positions.

Differences to the so-called spread-spectrum methods are listed in table 2. In the
chirp method, signal components of low and middle frequency are transformed into a
single value, while the spread spectrum transforms a signal to many high components.
To embed is to quantize a single component for the chirp, while the spread spectrum
uses many distributed components.

The proposed transform aims to preserve the lower frequencies that images usually
have, and to include multiple frequency components. Below, we will show the 4th
and 8th chirp transforms. We will make use of the second transformed component
for watermark embedding. This means that we are not greatly concerned about the
moment with other transformed components, i.e. the third and fourth components.
Higher frequency components are not necessary for the second coefficient. After
manually deciding the second coefficient, other coefficients are supplemented using
conventional DCT bases. As the second coefficient is asymmetrical, the first
coefficient is not made flat like the DC because of the orthogonal condition. The 4th
and 8th chirp transforms are shown in Fig. 5.

Table 2. Comparison between spread-spectrum and chirp methods

items spread spectrum chirp
transform signal to frequency n:n n:1
frequency range high low, middle
. statistically distributed quantization of a non-zero
embedding . .o
frequency values value at fixed position
. summing up distributed decisi tized
detection g up distribute ecision on a quantize
values value
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§-th Chirp Transform

Amplitude 4-th Chirp Transform Amplitnde

0500 0.600
0.400 . 0.400 ol -
0200 v 7 0.200 N Za
0000 5 i 7

3, Fi 0.000
0200 -~ 3 7

AN 7 -0.200
0400 T 7
0.500 |- 0400 /
-0 500 -0.600
-1.000 1 1 3 4 5 6 7 8
1 2 3 4

Frequency Position
Frequency position
Fig. 5. The second component of the 4th chirp transform (left) and the 8th chirp transform
(right). The generating functions are,

f4(ty) =2i(0.066tr2l +0.351t,, —0.364), 94 =1213, n=0,.3
T

fg(ty) =%(1.07t2 +118ED + 13164 +1.76t] +2.07t2 +4.9¢, +6.76j,

gg=11.19, n=0,..7.

The first basis is made after the second basis, using orthonormal conditions. As an
orthonormal transform, it does not need to be flat as in the case of the DCT. In fact,
the Karhunen Loeve (KL) transform, which is the optimum transform in the squared
error criteria, generated from each set of image data, does not have a flat basis for the
first component. Also, as the second basis is asymmetrical, the first basis cannot be
flat, by the orthogonal condition. The first basis is defined by manipulating a flat basis
to be orthogonal to the second basis. After that, the third and fourth bases are
determined. Only the transformed second component is processed for embedding.
Other components are not processed for embedding, but they are necessary for the
inverse transform. Thus, it is not important to be concerned about the characteristics
of the third and fourth bases. Here, we utilize the third and fourth bases of the DCT as
seeds to obtain them. For the DCT bases, using Gram-Schmidt orthogonalization,
orthonormal bases are produced one after another. The complete chirp transforms are
shown in Fig. 6. During the generating process, since absolute values of coefficients
near to zero are less contributive to transformation, larger sets of coefficients are
selected through iterative trials by adjusting the seed data. Transformed data
distributions are shown in Fig.7. These are widely spread and are different from Fig.4.
Through this divergence of the transformed data, the number of non-zero components
increases and the area in which we can embed watermarks expands.
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Fig. 6. Eighth chirp transform. The upper shows transform matrix coefficients. The lower
shows the waveform of eight vectors.
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Fig. 7. The second components of transformed data by the chirp transform with a block size of
4 are displayed as amplitude in the horizontal direction. The original image has a height of 300.
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4 Experiments and Considerations

Experiments are carried out according to Fig. 8. R,G and B elements of colour image
data are first adjusted on the histogram distribution as a pre-process to avoid overflow
in the embedding process. R,G B are converted to Y,I,Q, which represent a luminance
and two colour difference signals in the formula (2).

Y] [0299 0587 0.114 R
I |=/0.59 -0274 -0322|G 2)
Q| 0212 -0523 0311 B

Only the luminance value Y is modified in watermark embedding. The inverse colour
conversion formula is shown in (3). Usually, three digits are sufficient to keep LSB
invariant after inverse conversion. As embedding quantization is a non-linear
operation, it is very important that the figures are precise. Colour differences I and Q
are held without any change during the embedding process. Blocks with a size of 4 or
8 in the Y signal are transformed by the chirp transform. Also, DCT is used as a
reference. The second components of the transformed data are quantized for
watermark embedding (QIM). The quantization step sizes used in these experiments
are fixed values of 4, 8, 16, 32, and 64. This quantization acts as watermark
embedding. The numbers of embedded blocks are from 2 to 24, depending on the size
of the images. After embedding, the inverse orthogonal transforms (chirp or DCT) are
applied, which results in obtaining embedded luminance data, Yw. Together with the
saved I and Q signals, the embedded colour image data, Rw, Gw, and Bw are
recovered using inverse colour conversion (3).

G'|=|1 -0.27135478274584 -0.647512025865468 || I
B' 1 -1.10725100544121 1.70246037378756 | Q

{R} [1 0.954889204321426 0.622103935020897}{1
3)

The precision of the values should be as great as possible. The conversion from YIQ
to RGB is a regular linear transform, which has an inverse transform that is reversible.
However, the watermark embedding process is not reversible in general. If a point in
the YIQ-space is caused to move outside this space by the embedding process, the
reconstructed RGB data will exceed the proper range of 0 < R,G,B <255. There are

two possible ways of coping with this problem:

[Y1]: After reconstruction of RGB, all data outside the range of 0 <R,G,B <255 are
moved to the nearest end, 0 or 255.

[Y2]: Depending on the Y value, I or Q values are moved in the direction of the
smaller value in an absolute value sense within a two-dimensional space of I and Q,
without any change of the Y value.

In these experiments, the method [Y2] is used under the condition that the
maximum movement is limited to 20. If the quantization step size during embedding
is large, the [Y1] clipping process is applied after [Y2]. This is the post-processing
shown in Fig. 8. Finally, the ICC mentioned above is carried out.
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Fig. 8. Experimental Embedding

For the embedded image without any change of attack, all watermarks are detected.
At first, detection experiments for the original images without any watermarks are
tried. The detection ratios are shown in Fig.9. As embedding is quantization, a
detection probability of 1/2 is obtained on average for a random signal. For an image
with the size of 720x480, there are 24 embedded blocks in our experiment. Then the

false detection ratio is,
! “
424

Robustness is shown in Fig.10. The robustness for the chirp transform is superior to
the result of the conventional DCT in the case of a wave attack. The performance is
nearly the same in the case of a JPEG attack.

In the next paragraphs, some considerations are described.

[C1]: The Number of Parameters and Attacks

For the fingerprinting applications in watermarking, we can change the coefficient
values and quantization step sizes for individual types of embedding usage. In the
transforming process, inversion of the DC component provides the maximum effect.
For example, for a coefficient whose value is 0.5, the transformed DC value for an
average image level of 128 is 256. The error sensitivity that is deduced by the excess
of the reconstructed LSB level is about 1/128. Any coefficient change below this
value does not usually affect reconstruction. On the contrary, if we change the
transform coefficient by 1/128, the resultant LBS will usually change. For a
coefficient whose value is 0.5, if we determine an allowable range with an interval
from 0.4 to 0.6, then there are 51 varieties of coefficients, 0.400, 0.4004,
0.4008,..,0.600 for the error criteria 1/100. For the 4th transform, which has 16

coefficients, we can obtain 5116 varieties of transforms. These changed transforms
deviate from the primary orthonormal transform, but it is not necessary that
the transform should be strictly orthogonal or normal. It is only necessary that the
transform have an inverse. During this deviation processing, the reliability of the
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deviated transform being a regular matrix should be high because the deviation is very
small. For the eighth transform, there are 64 coefficients for variation. As for
quantization in the experiments in this paper, the step sizes are fixed at a value from 4
to 64. To maintain robustness, the step sizes should preferably be from 16 to 64.
Arbitrary step sizes can be used in this range. One step size value which is a multiple
of the another causes the inclusion of the one case with the other case during
detection. To make this situation clear, we should use prime numbers as the step size
values. There are 11 prime numbers between 16 and 64, so the number of embedding
variations increases by more than ten times through the quantization. We must solve
simultaneous equations for 64 unknown coefficients even if we know the embedded
positions of the image data.

WM Detection of Original Images Without WM

Detection Ratio
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Fig. 9. Detection Ratio for original images without watermarks. The horizontal axis shows the
number of images. The total number of blocks is 2214789. For the image “1”, varieties of
quantization step-sizes of 2,4,8,16,32,64,128 and 256 are tested and 32 for other images.
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Fig. 10. Comparative view of robustness. Horizontal axis shows step-size of 4,8,16,32,64 and
128. Abbreviations are as follows; D=DCT, C=Chirp. Numbers 1,5,10 after C or D are JPEG
compression ratios. CA is a wave attack. The wave attack adds wave components to embedded
blocks.
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The degree of freedom of parameters for the linear chirp transform with
quantization is described in Fig.11. To find out all coefficients is an adversary’s task.
The structure of Fig.11 has the same structure as the three-layer Perceptron in a neural
network. It cannot be solved when the middle layer of quantization exists, according
to the theory of neural network studies [17]. The number of iterations to find a
matched solution by a full search is estimated in Table 3. The calculation time for the
block size of 2000 is 7.97 sec [18]. The time is divided by 7, the size decreasing by
half each time, down to 16. For the sizes of 8 and 4, the division ratios are 6 and 5.

: 4-th or 8-th t 4-th or 8-th
1r(1;age_, Linear Tr Quan Linear Tr [ embe((}isved

3

4-th:16 real
8-th: 64 real

11 step sizes

Fig. 11. Degree of freedom of parameters for watermarking embedding

A calculation time estimation for embedding using measured data is listed in Table 4.
For the embedding, the calculation time is more than a billion years. The signal to noise
ratio for the original image and an embedded image is 69.3dB as shown in Table 5.

The proposed obfuscation method satisfies the basic obfuscation conditions [2].
The execution speed of the obfuscated version by the ROM method is much faster
than that of a non-obfuscated version. The output from the obfuscated version by the
ROM method is exactly the same as that of a non-obfuscated version. As for the level
of difficulty of embedding, it is considered that the proposed method achieves the
maximum level because all clues are removed, and the input and output are the only
data to be observed. One problem for the proposed ROM method is that it requires a
large amount of memory. This places a restriction on realization of the obfuscation
conversion, necessitating specific devices for individual cases.

Table 3. Estimation time for matrix multiplication. From a measured value 7.97 sec at the size
2000, empirical division rules by 7 to 5 are applied. values from [35] are averaged.

Size Time [sec]
4 3.2259E-07 divided by 5
8 1.61295E-06 | '4  divided by 6
16 9.6777E-06 |4 divided by 7
32 6.77439E-05 | ° divided by 7
65 0.000474207 | ¢ divided by 7
125 0.00331945 |4 divided by 7
250 0.023236152 | ¢ divided by 7
500 0.162653061 | ' divided by 7
1000 1.138571429 [ ¢ divided by 7
2000 7.97 I measured average [18]
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As for detection, the total difficulty of discovering the coefficients was not
established because of the small of the number of computations.

Table 4. Estimated calculation time for embedding using measured data, Core2Duo, 2.66GHz
(E6700) 21.28GFLOPS and Table 3

size Mat'rix . Line?lr Coefficients Full
Multiplication Equation Search[sec]
4 | ( 3.2E-7 x2+ | 49E-7 | )x 51716 = 1.1E20
8 | ( 1.6E-2 x2+ | 24E-6 | )x 70764 =| 5.6E112

Table 5. S/N evaluation data

Image name (size) Quantization | Block | Number | MSE | S/N
step-size size of blocks
01_c20(car) (400,300) 64 8 4 0.077 | 69.3dB

5 Conclusions and Further Study

A new watermark method is proposed using an obfuscated embedding and detection
algorithm. To protect this algorithm is effective when a detection event is called. The
obfuscation, called the ROM method, hides all calculation and quantization clues and
only exposes input and output data. To realize the ROM method, a small orthonormal
transform, the chirp transform, which is preferable to watermarking, is developed.
The chirp transform outperforms the conventional DCT with regard to position-free
embedding and robustness. The chirp transform has multiple frequency components,
and thus provides a larger absolute value of transformed coefficients and distributes
the transformed coefficients over a larger range. It is different from the spread
spectrum method in the form and the method of embedding. The degradation of this
watermark is evaluated by S/N. As the S/N is high, we can increase the number of
embedding blocks. Evaluations of robustness take into account JPEG attacks. The
robustness of the proposed watermark is nearly the same as conventional methods for
JPEG attacks. The proposed obfuscation completely hides the embedding algorithm
because, to analyze this watermark, non-linear simultaneous equations for 64
unknown coefficients must be solved even if the embedded positions of the image
data are known.

This watermark will contribute to finding the proportion of misused or tampered
media from socially distributed images.

We can improve the robustness of the watermark because degradation is small with
this construction. As the obfuscation of the detection part is not sufficient at present, a
non-linear element should be incorporated in the transform in the future.
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Abstract. In the past few years, semi-fragile watermarking has be-
come increasingly important to verify the content of images and localise
the tampered areas, while tolerating some non-malicious manipulations.
Moreover, some researchers proposed self-restoration schemes to recover
the tampered area in semi-fragile watermarking schemes. In this pa-
per, we propose a novel fast self-restoration scheme resisting to JPEG
compression for semi-fragile watermarking. In the watermark embedding
process, we embed ten watermarks (six for authentication and four for
self-restoration) into each 8 x 8 block of the original image. We then
utilise four (4 x 4) sub-blocks’ mean pixel values (extracted watermarks)
to restore its corresponding (8 x 8) block’s first four DCT coefficients
for image content recovering. We compare our results with Li et al. and
Chamlawi et al. DCT related schemes. The PSNR results indicate that
the imperceptibility of our watermarked image is high at 37.61 dB and
approximately 4 dB greater than the other two schemes. Moreover, the
restored image is at 24.71 dB, approximately 2 dB higher than other two
methods on average. Our restored image also achieves 24.39 dB, 22.98
dB 21.18 dB and 19.98 dB after JPEG compression QF =95, 85, 75 and
65, respectively, which are approximately 2.5 dB higher than other two
self-restoration methods.

Keywords: Semi-fragile Watermarking, Image Content Authentication,
Self-restoration, JPEG compression, Linear Regression.

1 Introduction

With the rapid development of multimedia technology, digital image evidence
has been used in a variety of applications, such as crime scene investigation,
traffic enforcement application, news reporting, medical imaging and electronic
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commerce. However, the popularity and affordability of advanced digital image
editing tools, allow users to manipulate images relatively easily and profession-
ally. Fragile and semi-fragile digital watermarking techniques are often utilised
for image content authentication applications to verify or authenticate the in-
tegrity of the digital media content. Fragile watermarking schemes are designed
to detect any possible manipulations that affect the watermarked image pixel
values [1I213]. In comparison, while fragile watermarking is aptly named be-
cause of its sensitivity to any form of attack, semi-fragile watermarking is more
robust against attack, and can be used to verify tampered content within im-
ages for both malicious and non-malicious manipulations [45J6)7]. In addition,
semi-fragile schemes make it possible to verify the content of the original image,
as well as permitting alterations caused by non-malicious (unintentional) mod-
ifications such as system processes. During the image transmission, the mild
signal processing errors caused by signal reconstruction and storage, such as
transmission noise or JPEG compression, are permissible. However, the image
content tampering such as copy and paste attack will be identified as a malicious
attack.

Recently, some researchers proposed self-restoration schemes that the con-
tent of tampered areas could be recovered after the authentication process
[ABQUTOITT]. Fridrich and Goljan [8] proposed a Least Significant Bit (LSB)
based self-correcting scheme and further adopted by Ho et al. [4] and Xi et al.
[9] for semi-fragile watermarking. In these LSB based schemes, the original image
is first watermarked. Simultaneously, the original image is also divided into 8 x 8
sub-blocks, each sub-block is then compressed by discarding the high frequency
coefficients. Accordingly, 64 bits for each block are acquired after compression
and then encrypted by utilizing a key. Obtained blocks are then shuffled, e.g.
the value of block 1 moves to block 50, the value of block 35 moves to block
10. Finally, the LSBs of the watermarked image are replaced with these 64 bits
for each block that were compressed from the original image. Therefore, the
tampered areas of the image could be restored by decompressing the correlated
LSBs of the watermarked image. However, these LSB based recovery schemes
could be distorted if the watermarked image has undergone a JPEG compression
process.

In order to overcome this drawback, in this paper, we propose a novel fast self-
restoration scheme resisting to JPEG compression for semi-fragile watermarking.
The rest of this paper is organized as follows: in Section [2 the literature of
self-recovery semi-fragile watermarking schemes that could tolerate to JPEG
compression is reviewed. Section [3] presents our proposed watermark embedding
process, and the detection, authentication and restoration processes are discussed
in Section[dl Section[lillustrates the feasibility of our proposed recovery method
in comparing with Discrete Cosine Transform (DCT) coefficients. By comparing
with Li et al. [I2] and Chamlawi et al. [13] schemes, the experimental results are
compared and analysed in Section Bl This is followed by conclusion and future
work in Section [7
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2 Literature Review

As mentioned in Section [ the LSB based recovery schemes could be distorted
after JPEG compression. One of the first recovery methods for semi-fragile wa-
termarking that could resist JPEG compression was proposed by Lin and Chang
[14]. In their recovery scheme, the original image was first resized to its half size
(e.g. from 512 x 512 to 256 x 256), then divided into 8 x 8 sub-blocks. Each
block was applied with DCT and quantilised, and quantisation table was ap-
plied to obtain QF=25. The quantilised DCT coefficients were encoded by using
Huffman coding. Accordingly, 24 bits information for each block were obtained,
and embedded into four 8 x 8 blocks (six bits for each block) of original im-
age for content recovery after the authentication process. However, the quality
of recovered image was relatively low. Hasan [10] and Cruz et al. [11] proposed
schemes based on the concept of region of interest (ROI) and region of embedding
(ROE). The ROI (e.g. car registration number) was first selected and encoded
to generate watermark sequence, then embedded into ROE (e.g. the rest of the
car). Therefore, the ROI could be authenticated and restored by extracting the
information from ROE. The results showed that their schemes could restore the
tampered regions under JPEG compression. However, their method could only
restore the ROI of image and the size of ROI was limited.

Mendoza-Noriega et al. [I5] proposed a semi-fragile content recovery scheme
by utilising a halftoning technique. The original image was converted into a
half-tone image as watermarks, then embedded into middle-frequency of DCT
coefficient blocks of the image. The Multilayer Perception neural network (MLP)
was used to inverse the halftoning process for restoring the tampered areas. Their
experimental results showed that the tampered areas could be recovered under
mild JPEG compression such as QF=80. However, the quality of restored images
was relatively low, and the computational complexity was also high.

Li et al. [12] proposed a scheme based on a relationship function of correspond-
ing inter-blocks DCT coefficient of the image. In their scheme, the original image
was first divided into 8 x 8 blocks, DCT was then applied to each block and quan-
tised with a standard JPEG quantization table. These quantised DCT blocks of
the image were first assigned into the exclusive precursor block and successor
block for each block as pairs. The difference of one DC coefficient and two AC
coefficients between these blocks were generated as watermarks, and then em-
bedded into middle-frequency of a successor block. To authenticate the image,
each block was analysed by detecting whether its DCT coefficients of neigh-
bouring blocks satisfied the Relationship Function, and utilised the Relationship
Vector Recovery (RVR) and the Adjacent Blocks Smooth Estimate Recovery
(ABSER) method for content restoration. Furthermore, Chamlawi et al. [I3] pro-
posed a self-recovering algorithm based on the integer wavelet transform (IWT)
and DCT. The original image was first applied with a 1-level IWT and applied
DCT to its LL1 sub-band. Then, these DCT coefficients were quantised, zigzag
ordered and further scaled into 8192 coefficients. The LH1 and HL1 sub-bands
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were then decomposed with IWT to obtain the LH2 and HL2 sub-bands, which
were used to embed with the 8192 coefficients for the self-restoration process.
Our proposed method for self-restoration process is also DCT coefficients based.
In Section [l we will compare our experimental results with Li et al. [I2] and
Chamlawi et al. [13] schemes in detail.

3 Proposed Watermark Embedding Method

In this section, we discuss our proposed watermark embedding method, as shown
in Figure[Il The original image is divided into non-overlapping 8 x 8 blocks, DCT
is then applied to each block. The first set of watermarks is embedded by modi-
fying these DCT coefficients, that are randomly selected from the low frequency
band of each 8 x 8 block by using a secret key. The watermark embedding al-
gorithm is adapted and further improved from the QIM method [I6], and given
as follows:

. relf—al+aT)Au=1
z—r+%, rel0,F-an)UF+al ) Aw=1
B x—r—i—%, TG[%,ZT ANw=1 (1)
= re -l +aT) Aw=0
z—r+ %, relq, F—al)UlF +al2T) Aw=0
r—r—1L 7”6[07%)/\“1:0
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where w denotes six watermarks for authentication of each block are pseudo-
random binary sequence generated by using the key as a seed, and are em-
bedded into the low-mid frequency band of each 8 x 8 block. z is the DCT
coefficient of the host, y is the modified DCT coefficient, T' > 0 determines the
perceptual quality of the watermarked image, o € (0, %) control the scope, and
r = mod(z,2T).

As shown in Figure[I] the original image is also divided into non-overlapping
8 x 8 blocks. Each block is further divided into four non-overlapping 4 x 4
sub-blocks. Four mean pixel values of each sub-blocks are calculated, and then
normalised by multiplying a scaling factor. Figure ] illustrates the four nor-
malised mean pixel values, calculated from four 4 x 4 sub-blocks of a 8 x 8
block. These normalised mean values belong to the second set of watermarks,
which are embedded into their corresponding 8 x 8 blocks by replacing the DCT
coefficients, randomly selected from the low-mid frequency band of each block
by using the key. To determine the location of corresponding blocks, we 