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Opening Quotations

Some of the unhealthful behaviors that make the greatest contribution

to the current burden of disease are cigarette smoking, the abuse of

alcohol and drugs, the overeating and underexercise that produce obe-

sity, and Type A behavior. Unfortunately, these behaviors are stub-

bornly resistant to change and discouragingly subject to relapse. Thus,

for behavioral scientists to promise to achieve too much too soon is to

court disastrous disillusionment. But any contributions that behavioral

scientists can make to reduce any of them will have highly significant

implications for health.

Miller, N. E. (1983). Behavioral medicine: Symbiosis between laboratory and

clinic. Annual Reviews of Psychology, 34, 1–31.

As behavioral medicine researchers, we must become more directly

involved in translating gains in the science of clinical and community

(disease) prevention to gains in public policy. We have an unprece-

dented window of opportunity given the growing recognition at all

levels of health care and government that clinical and community

interventions that promote and support health behaviors will be essen-

tial for success in reducing the nation’s most prevalent and costly heath

problems and untenable health-care costs and disparities. This is the

kind of opportunity that propelled the founders of our field 25 years ago,

and we are better prepared than ever in our history to seize it.

Ockene, J. K., & Orleans, C. T. (2010). Behavioral medicine, prevention, and

health reform: Linking evidence-based clinical and public health strategies for

population health behavior change. In A. Steptoe (Ed.), Handbook of behavioral
medicine: Methods and applications (pp. 1021–1035). New York: Springer.

The extent to which behavioral medicine can become a successful part

of health care delivery systems will in large part depend upon investi-

gators in the field being able to master clinical translational research,

moving from efficacy to effectiveness with a high ratio of benefit to

cost. . .. Because Behavioral Medicine has been constructed based on

the understanding of relationships among behavior, psychosocial pro-

cesses and sociocultural contexts, the field is well-positioned to take
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a leadership role in informing future health care policies. The field of

Behavioral Medicine appears to have a bright, important future.

Schneiderman, N. (2012). A personal view of behavioral medicine’s future.

This volume.
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Foreword

Early Developments in the Field of Behavioral
Medicine

At the editors’ request, this Foreword provides a personal account of the early

development of behavioral medicine. With many colleagues, I was fortunate

to play a role in bringing together behavioral and biomedical sciences in such

a way that the synergism resulting from this interaction resulted in ideas,

conceptualizations, models, and ultimately interventions that were truly dif-

ferent from preexisting approaches to health and illness. As noted in the

Preface, the contents of this encyclopedia bear witness to the manner in

which behavioral medicine has matured during the past 30 years, illustrating

current activities in the domains of basic research, clinical investigation and

practice, and public health policy.

In 1963, I was a psychology intern in the Department of Medical Psychol-

ogy at the University of Oregon Medical School (now called the Oregon

Health Sciences Center). Under the guidance of Joseph Matarazzo, chair of

the department, the relationship between medicine and psychology was

undergoing an historic realignment. Joe had a fascinating and exciting per-

spective on the nature of such relationships and on psychology’s potential to

make those relationships mutually rewarding for both patients and practi-

tioners. I consider myself fortunate to have been “in the right place at the right

time” when a request came from the Division of Cardiothoracic Surgery for

psychological and psychiatric consultation on a problem that was mystifying

the surgeons.

Under the leadership of Albert Starr, surgeons were performing ground-

breaking procedures known as “open heart surgery” on patients who had been

incapacitated, typically for many years, by their heart conditions. These

surgeries offered them the opportunity to reclaim their earlier lives as active

members of society, and, in some cases, to take on roles that were denied to

them since childhood. Paradoxically, following surgery, many patients, rather

than expressing their gratitude for the opportunity to be “made whole again,”

become angry, depressed, and suicidal. With colleagues from the departments

of psychology and psychiatry, we begin a search for the “underlying mental

illness” that must have been uncovered by the stress of the surgery. However,

rather than discovering the presence of psychiatric illness, it was found that the

absence of psychological strength was a key factor associated with the behav-

ioral anomalies. This finding led to the development of a program to psycho-

logically evaluate a candidate’s readiness to undergo surgery and to better

prepare psychologically vulnerable candidates for the recovery experience.
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My dissertation on psychological adjustment following open heart surgery

led me to the Division of Psychosomatic Medicine in the Department of

Psychiatry at the Johns Hopkins University School of Medicine, and to the

application of psychodynamic theory to problems as diverse as diabetes,

cardiovascular disease, cancer, and transgender surgery. In 1974, I accepted

a position at the National Heart, Lung, and Blood Institute (NHLBI) of the

National Institutes of Health (NIH) as chief of a unit that would eventually

become the Behavioral Medicine Branch. The first year was very difficult

since I was essentially the only behavioral scientist at NHLBI, and no one

understood exactly what I was supposed to do and why I was there. However,

I considered this to be a singular opportunity to bring the behavioral and

biological sciences together, if only we could come up with a model,

a theoretical framework that made sense to both groups and was scientifi-

cally viable.

Good problem-solving strategies break the overall problem down into

more manageable pieces. The first was to address the lack of fundable studies

in the NHLBI portfolio, which comprised a total of four regular research

grants (R01s). The institute director commented to me that behavioral scien-

tists must not be very good scientists as their applications were routinely

disapproved or failed to make the funding payline. However, investigation

revealed that the 25 “behavioral” applications submitted for the current round

were scattered among 14 different study sections. Two issues became evi-

dent: (1) many of the behavioral applications were biologically weak and

(2) the multidisciplinary expertise necessary to properly review applications

that had both behavioral and biological endpoints was missing from the

various study sections to which the applications had been assigned.

It became clear that two efforts were needed. First, it was necessary to

make both biomedical and behavioral scientists aware of the need for

a collaborative “biobehavioral” approach involving top-tier expertise in

both areas when submitting grant applications. Second, it was necessary to

campaign within the NIH for a study section that could provide relevant peer

review for these biobehavioral applications. NIH agreed to convene an “ad

hoc” temporary review group (the Behavioral Medicine Study Section) to

assess whether there really was a need for such a group. Clearly there was,

since 3 years later the study section was formally chartered as a standing

study section.

Meanwhile, it became obvious that to develop and sustain meaningful

research programs within the NIH would require organized, active, outside

constituencies of scientists and clinicians who could provide peer review to

all aspects of NIH program development and scientific leadership, i.e., part-

nerships with academic and professional societies that could provide advice

and guidance were needed. With specific regard to biobehavioral research,

the need for credible representation led us to Neal Miller, a behavioral

scientist who was well known to, and highly respected by, the biomedically

oriented Institute staff. Neal had performed landmark studies of learning and

biofeedback. He was persuaded to serve as keynote speaker for the 1975

NHLBI Working Conference on Health Behavior. The 3 days of intensive

deliberations between senior behavioral and biomedical scientists were
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summarized and published as a proceedings to serve as the public blueprint

for the Institute’s future biobehavioral scientific agenda.

Along with the 1977 Yale Conference on Behavioral Medicine sponsored

by NIH, this meeting set the stage for a 1978 organizational meeting hosted by

David Hamburg, President of the Institute of Medicine of the National

Academy of Sciences. The deliberations of this two-day gathering of highly

respected biomedical and behavioral scientists gave birth to two organiza-

tions, the Society of Behavioral Medicine (SBM) and the Academy of

Behavioral Medicine Research (ABMR). The founding leaderships of these

organizations agreed to be complementary rather than competitive in mission

and purpose, with SBM serving both scientific and professional interests of all

persons interested in the field and ABMR being a small invitation-only group

of distinguished senior scientists dedicated to identifying and promoting

“gold standard” science in behavioral medicine. SBM created a newsletter

that became the high-quality scientific and professional journal Annals of
Behavioral Medicine, and ABMR published an annual volume, Perspectives

on Behavioral Medicine, summarizing scientific presentations at their annual

retreat meeting.

During this early developmental period, a potentially divisive issue arose

among the cadre of behavioral medicine pioneers: Exactly what is meant by

the term “behavioral medicine?” Agreement on a common definition of the

field was clearly necessary. One contingent defined behavioral medicine

primarily as “behavior modification with medical patients,” while another

contingent took a broader view which included the aforementioned aspect,

but challenged both the behavioral and biomedical communities to join forces

as “the interdisciplinary field concerned with the development and integration

of behavioral and biomedical science knowledge and techniques relevant to

the understanding of health and illness, and the application of this knowledge

and these techniques to prevention, diagnosis, treatment and rehabilitation.”

The latter became the agreed-upon definition by both behavioral medicine

organizations and survived intact for a decade until the founders of the

International Society of Behavioral Medicine proposed in 1990 that “psycho-

social” be added to “behavioral and biomedical” to better align the definition

with the charters of the emerging European national and regional behavioral

medicine organizations.

The underlying concepts of behavioral medicine are perhaps thousands of

years old. Prior to the emergence of behavioral medicine in the mid to late

1970s, the most recent effort to capture mind-body interactions can be

attributed to those engaged in research and practice of psychosomatic med-

icine. Primarily psychodynamically oriented psychiatrists, they began to take

note of behavioral medicine, initially identifying the fledgling organizations

with the first definition mentioned previously (behavior modification with

medical patients) whereas their interests were principally focused upon how

the principles of psychoanalysis could be applied to the treatment of somatic

disorders. However, as the second definition gained traction among the rank

and file of the behavioral medicine community, psychosomatic medicine

scientists and practitioners were challenged to either resist or join forces

with the newcomers. Over the next decade, it became clear that, while
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psychoanalytic theory was intellectually provocative, it lacked the tools of

modern day science to test its theories, and hence such theorizing remained in

the realm of speculation. Behavioral medicine, on the other hand, took full

advantage of the new monitoring instrumentation generated in large part by

the U.S. space program’s need for ambulatory monitoring of physiological

processes via telemetry. Such instrumentation facilitated exploration in the

laboratory and in real life of how variation in biological processes may be

stimulated by behavioral inputs, as well as how biological processes may

impact behavior. Over the next 20 years, the membership of the American

Psychosomatic Society and the organization’s flagship journal, Psychosomatic

Medicine, shifted their emphasis to one indistinguishable from that of orga-

nized behavioral medicine.

During this time, biobehavioral scientific programs were beginning to

develop within several institutes at NIH, and funding for biobehavioral

research increased exponentially, albeit unevenly. An inter-institute Commit-

tee on Health and Behavior was formed, with Matilda White Riley from the

National Institute on Aging as its first chair. This committee served in an

advisory capacity to the individual institute directors as well as to the NIH

director, becoming the precursor for the Office of Behavioral and Social

Science Research, Office of the Director, NIH, which is now under the

leadership of Robert Kaplan, past president of both SBM and ABMR.

Although research funding was increasing, another challenge became

evident: Where were the training resources to support new entrants to the

field? Typically, research training programs in the biological and biomedical

sciences relied on NIH support; it became obvious that such resources needed

to be developed to establish a pipeline for “biobehavioral” scientists-

in-training to receive both individual and institutional support. Donald

Cannon, chief of the training branch at NHLBI, the unit responsible for

supporting both types of awards at NHLBI became interested in the issue,

and met with senior behavioral medicine researchers who could apply for

such awards based on their research programs and the resources of their

institutions. Over the next 3 years, 12 institutional awards were made to

support cardiovascular behavioral medicine training for both behavioral/

social scientists and biomedical/biological scientists, further solidifying the

scientific base for the field.

These developments within the United States were mirrored in other parts

of the Western world, with emerging organizations in several European

countries grappling with the relevance of the behavioral medicine concept

to their perspectives on health and illness. In the mid-1980s, discussions at an

SBM annual conference with international attendees resulted in an agreement

to form an International Society of Behavioral Medicine (ISBM) dedicated to

supporting the emergence of new as well as existing national and regional

behavioral medicine organizations. Funds to support several planning meet-

ings were provided by the Rockefeller family and the Duke University

Behavioral Medicine Research Center, and the first International Congress

of Behavioral Medicine took place in 1990 in Uppsala, Sweden. The Inter-

national Society (members are national or regional societies rather than

individuals) represented seven national and regional societies at this first
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meeting. International Journal of Behavioral Medicine became the scientific

outlet for behavioral medicine studies of international relevance. By 2012, 26

(and counting. . .) national/regional societies from every continent formed the

membership of ISBM.

Finally, one important element of the behavioral medicine paradigm

deserves mention, as it is illustrative of the basic conceptual infrastructure

of biomedical and behavioral integration. Often, biomedical and behavioral

scientists pose the question of treatment efficacy in terms of which is more

effective, pharmacologic or behavioral treatments. Rather than “either/or,”

the behavioral medicine position is to determine how both treatments, per-

haps in combination or in sequence, may provide a more effective treatment

than either alone. Several examples come to mind, for example, smoking

cessation, hypertension treatment, and cardiovascular disease prevention.

Using a drug to lower blood pressure or cholesterol can provide a window

of opportunity to use non-pharmacologic strategies to maintain lowered blood

pressure/cholesterol, thereby reducing/eliminating reliance on the medica-

tion. Smoking cessation programs typically are more effective when both

behavioral and pharmacologic treatments are combined to sustain cessation.

Pharmacologic agents are typically more efficient at creating the desired

effect but may have long-term side effects; behavioral treatments may be

less efficient at creating change but may be more effective at sustaining

conditions that have been achieved pharmacologically. The bottom line is

straightforward: Rather than asking which approach is superior, use the

strengths of both areas of science creatively to achieve a sustainable treatment

effect that minimizes unwanted side effects and could not be attained by using

either approach by itself.

In summary, I have tried to provide a few personal insights into the events

leading to the formalization of behavioral medicine as a viable, vibrant

perspective on the promotion of health and the prevention and treatment of

disease and as the multidisciplinary inquiry into the underlying mechanisms

involving brain, genes, behavior, and physiology/biology. I hope that this

provides a useful historical “snapshot” as you immerse yourself in the

impressive array of accomplishments chronicled in this encyclopedia.

The following Foreword by Neil Schneiderman presents a personal view

of behavioral medicine’s future.

Stephen M. Weiss
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Foreword

A Personal View of Behavioral Medicine’s Future

The field of behavioral medicine appears to have a bright, important future.

That is because contemporary scholarship in behavioral medicine has been

constructed upon a solid foundation consisting of basic biological and behav-

ioral science, population-based studies, and randomized clinical trials (RCT).

The edifice that is emerging derives its strength and form from its interdisci-

plinary structure. It derives its reach and potential for future growth from its

selection of key building materials and tools including the study of etiology,

pathogenesis, diagnosis, treatment, rehabilitation, prevention, health promo-

tion and community health. Because behavioral medicine approaches to

prevention, treatment, and health promotion involve important relationships

among behavior, psychosocial processes, and the sociocultural context, the

roof of this structure will both consist of and benefit from the support of

informed patients and populations, thoughtful educated health-care providers

and involved communities.

Let us begin with population-based studies. During the second half of the

twentieth century, epidemiological studies described important associations

between traditional risk factors on the one hand and morbidity and mortality

on the other, but elucidated relatively few of the variables mediating these

associations. In my own area of cardiovascular disease (CVD) research,

considerable attention has now focused upon obesity, inflammation, insulin

resistance, oxidative stress, and hemostatic mechanisms as potential media-

tors. In this respect, traditional large-scale multicenter population-based

studies have done a better job of describing the association between tradi-

tional risk factors (abnormal lipids, hypertension, smoking, diabetes, age) and

CVD and their putative mediators than they have in describing the associa-

tions between biobehavioral, psychosocial, and sociocultural risk factors and

CVD, and their mediators. However, this is now beginning to be addressed in

such National Institute of Health (NIH) multicenter studies as the Hispanic

Community Health Study/Study of Latinos (HCHS/SOL), Coronary Risk

Development in Young Adults (CARDIA), and Multi-Ethnic Study of Ath-

erosclerosis (MESA). Some of these studies are employing such preclinical

measures of disease as carotid intimal-medial wall thickness and plaque by

ultrasonography and coronary artery calcium by computed tomography to

examine the progression of disease processes relating risk factors and CVD.

The examination of preclinical markers of disease as mediators between

biobehavioral, psychosocial, and sociocultural risk factors on the one hand

and chronic diseases on the other has been facilitated by the availability of
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commercial assays. These assays have permitted the study of biomarkers

involved in preclinical disease processes including adhesion molecules, pro-

inflammatory cytokines, and oxidative stress in both animal and human

studies. We can expect that many further advances will be made in the

development of commercially available research methods and that they will

increase our understanding of relationships among biobehavioral, psychoso-

cial, and sociocultural risk factors and the pathophysiology of CVD, cancer,

and other chronic diseases.

Although a wide range of epidemiological studies have called attention to

potentially modifiable risk factors, and most chronic disease risk factors

are modifiable (Yusuf et al., 2004), it should be recognized that chronic

disease outcomes are the result of the joint effects of risk genes, the environ-

ment, and behavior upon these risk factors. One can therefore expect that on

the basis of genomic analyses, future studies will begin to identify the extent

to which particular individuals are vulnerable to specific risk factors and

diseases and may be candidates for targeted behavioral as well as pharmaco-

logical interventions. Thus, in the coming era of personalized or tailored

medicine, we may expect that behavioral medicine research will play

an important role both in understanding the antecedents of disease that

interact with genomic predispositions and in selecting appropriate treatment

interventions.

The future for behavioral medicine science playing an essential role in

population-based observational studies appears to be inevitable. This will

occur because both the fields of behavioral medicine and epidemiology have

expanded their horizons based upon important scientific findings. Early

epidemiological studies focused upon hygiene and infectious diseases.

By the middle of the twentieth century, epidemiological studies were exam-

ining the prevalence of multiple risk factors (e.g., smoking, dyslipidemia,

hypertension) and disease outcomes (e.g., coronary heart disease [CHD],

stroke, cancers). However, more recent multicenter observational studies

have increasingly identified behavioral, psychosocial, and sociocultural vari-

ables as potential risk factors for chronic diseases. Thus, future multicenter

observational studies will likely include demographic (e.g., racial/ethnic

background, sex, socioeconomic status, neighborhood environments), psy-

chosocial (e.g., temperament and personality, marital and work stressors,

social support), lifestyle (e.g., medication adherence, diet, sleep, physical

activity, smoking), biomarkers (e.g., immune, inflammatory, hemostatic,

imaging), and genomic factors that influence disease outcomes. An important

trend that is likely to increase in the future is the development of consortia of

population-based studies (e.g., Population of Architecture using Genomics

and Epidemiology: PAGE) whose purpose is to investigate mature genetic

variants associated with complex diseases in large diverse populations. Such

consortium studies are each beginning to include well over 100,000 partici-

pants. Perhaps most importantly the constituent studies and the consortia will

be able to follow participants over the course of many years, providing

important incidence data that will allow us to examine the specific causal

variables influencing the course of disease. This represents an important

opportunity for behavioral medicine scientists.
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Traditional observational studies have often reported findings using odds

ratios, which provide estimates (with confidence interval) for the relationship

between binary variables. Such studies have also permitted assessment of the

effects of other variables on specific relationships using regression analyses.

More recently, scientific interest in understanding the role of potential medi-

ators of relationship between risk factors and disease outcomes has increas-

ingly led to the use of analytic techniques such as structural equation

modeling including path analysis, which until now have mostly been used

in the social sciences. We can expect that a dramatic improvement in our

understanding of the mediators between risk factors and disease outcomes

will occur in the coming years.

The completion of the Human Genome Project in 2003 led to an increased

interest in gene-environment interactions within the behavioral medicine

research community. Such interactions occur when genetic factors affect

measured phenotypes differentially, for example, when men with the E4

allele of the apolipoprotein E gene (APOE) were shown to have an increased

smoking related risk for CHD events (Humphries et al., 2001). Other studies

have shown that the interaction of the alpha 2ß-adrenergic receptor polymor-

phism with job strain is related to elevated blood pressure (Ohlin et al., 2007),

and several other studies have related gene polymorphisms with cardiovas-

cular reactivity to mental challenge. Most behavioral studies that have exam-

ined gene-environment interactions have been carried out on relatively

small samples, but it appears inevitable that a large number of high-quality,

well-powered, gene-environment studies of direct relevance to behavioral

medicine will be initiated during the next few years.

In addition to the structural genomics exemplified in gene-environment

interaction studies, functional genomic studies are also likely to become of

increasing interest to behavioral medicine investigators. Briefly, functional

genomics focuses on the basics of protein synthesis, which is how genes are

“switched on” to provide messenger RNA (mRNA). Francis Crick, who along

with James Watson discovered the structure of the DNA molecule, originally

thought that each gene, consisting of a particular DNA sequence, codes for

one specific mRNA molecule that in turn codes for a specific protein (Crick,

1970). Subsequently, it became evident that after being transcribed, most

mRNA molecules undergo an editing process with some segments being

spliced out. In this way, a gene can lead to more than one type of mRNA

molecule and consequently more than one type of protein. Thus human cells,

which each contain about 25,000 genes, are able to synthesize more than

100,000 different proteins.

Epigenetics refers to the altering of gene function without changes in the

DNA sequence. This can occur either by methylation of the DNA itself or by

remodeling of the chromatin structure in which the DNA is packaged.

Because of these processes, in utero exposure to nutrition or social factors

can cause permanent modification of gene expression patterns that may

lead to increased risk of mental disorders, diabetes, cancer, or cardiovascular

diseases (Jirtle & Skinner, 2007). As an example of how social exposure in

early life can have long-duration epigenetic and phenotypic influences,

Meaney and Szyf (2005) showed that neonatal rodents who received high
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levels of postpartum nurturing revealed diminished cortisol responses to

stressful experiences when they reached adulthood. Such studies are provid-

ing a strong basis for future epigenetic behavioral medicine research.

The important advances made by observational and mechanistic studies

relevant to behavioral medicine research are paralleled by a few RCT that

have provided evidence that behavioral interventions aimed at modifying

lifestyle or psychosocial variables can help prevent morbidity and/or mortal-

ity in high-risk populations. Thus, for example, the Diabetes Prevention

Program trial (Knowler et al., 2002) in the United States and the Finnish

Diabetes Prevention Trial (Tuomilehto et al., 2001) each observed that

lifestyle interventions targeting weight loss and an increase in physical

activity can reduce the incidence of diabetes in prediabetic patients. Based

upon the success of these trials, the NIH has sponsored Look AHEAD

(Action for Health in Diabetes), an RCT that is scheduled to last for

11.5 years. This trial is specifically examining whether an intensive lifestyle

intervention similar to that used in the Diabetes Prevention Program can

prevent major CVD events in obese participants with type 2 diabetes.

Whereas the diabetes prevention projects and the Look AHEAD trial are

essential for establishing that lifestyle interventions can prevent type 2

diabetes and reduce CVD risk in diabetic patients, subsequent investigation

will be needed for us to learn how such interventions can be applied to

clinical practice.

Although psychosocial-behavioral RCT conducted upon patients follow-

ing major adverse coronary events (e.g., myocardial infarction) have yielded

both positive and null results, the three major trials that have reported positive

results share important similarities that differentiate them from the studies

reporting null results (Friedman et al., 1986; Gulliksson et al., 2011; Orth-

Gomér et al., 2009). Thus, the participants in the three major RCT reporting

positive results all received group-based cognitive behavior therapy that

included, in addition to cognitive behavior therapy, relaxation training and

attention to lifestyle problems. The interventions all included up to 20

sessions over a year or more and used therapists specifically trained to use

behavior change techniques in order to conduct behavioral interventions with

cardiac patients. Treatment began at least several months after the CHD event

and patients were followed up for an average of 4.5–7.8 years. Although the

trials yielding positive results each studied between 237 and 862 participants,

the size of each study was insufficient to permit assessment of the efficacy of

specific intervention components, the role of potential biological mediators or

the applicability of the intervention to populations differing in terms of

important demographic characteristics. Thus there is still a need to replicate

and amplify the results of the previously successful trials in rigorous, large-

scale, multicenter RCT that can identify the demographic, psychosocial, and

lifestyle variables that influence specific behavioral and biological determi-

nants of risk.

In the future, evidence-based medicine will play an ever-increasing role in

clinical health care. The extent to which behavioral medicine can become

a successful part of health-care delivery systems will in large part depend

upon investigators in the field being able to master clinical translational
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research, moving from efficacy to effectiveness with a high ratio of benefit to

cost. Thus, for example, the Diabetes Prevention Program (Knowler et al.,

2002) showed that in high-risk patients, a lifestyle intervention reduced the

incidence of diabetes significantly better than a pharmacological intervention

and that both interventions were superior to a placebo condition. However,

the lifestyle intervention was labor intensive and required considerable effort

to get participants to maintain improvement. In contrast, maintaining adher-

ence to taking a pill once daily may pose a less daunting task. However, recent

advances in web-based intervention research may level the playing field.

Thus, automatic e-mail reminders, phone or e-mail based consultations with

a health-care professional, interaction with web-based programs, and the

instant availability of important specially tailored information on an interac-

tive website can all help patient adherence. To the extent that weight loss

programs that involve diet and exercise do more than only decrease the risk of

type 2 diabetes but also improve other aspects of CVD risk, such programs are

particularly valuable in terms of health promotion.

The RCT that decreased morbidity or mortality rate in CHD patients each

required 20 or more group-based sessions (Friedman et al., 1986; Gulliksson

et al., 2011; Orth-Gomér et al., 2009). When amortized over the length of the

4.5–7.8 year follow-up period, however, the cost compares favorably with

that of most drugs also used in treatment. Participating in 20 or more sessions

also poses a personal cost and some hardship for many people. However, the

implementation of interactive web-based group sessions using both sound

and video could obviate the need for most face-to-face meetings and allow

interpersonal interactions to continue over long periods of time. It therefore

seems apparent that the rapid advances taking place in science and practice

during the internet era will prove helpful in making behavioral medicine an

important ingredient of future health-care systems.

Future health-care systems could be strengthened by well-informed patients

and by health-care providers who are grounded in behavioral medicine concepts

as well as clinical medicine. Attention to the human and health-influencing

aspects of neighborhoods (i.e., the built environment) are also important and

dependent on informed public policy. Because Behavioral Medicine has been

constructed based on the understanding of relationships among behavior, psy-

chosocial processes, and sociocultural contexts, the field is well positioned

to take a leadership role in informing future health-care policies. The field of

behavioral medicine appears to have a bright, important future.

Neil Schneiderman
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Preface

The establishment, advancement, and maturation of the field of behavioral

medicine bears witness to interest among research scientists, clinicians, and

policy makers in psychological, behavioral, and social influences on health

and disease from the perspective of both the individual patient and global

public health. It has become increasingly clear that such influences may

negatively impact health and well-being and, equally importantly, that behav-

ioral interventions may be protective and curative.

Neal Miller (1909–2002), an American psychologist and recipient of the

National Medal of Science in 1964, is often credited as being the founder of

behavioral medicine. He made significant contributions to our understanding

of the relationship between reinforcement mechanisms and the control of

autonomic behavior, and in pioneering the field of biofeedback, which is

used successfully today to treat a variety of medical conditions. The original

definition of behavioral medicine was developed at the Yale Conference on

Behavioral Medicine and later published by Gary Schwartz and Stephen

Weiss (1977):

“Behavioral medicine” is the field concerned with the development of behavioral-

science knowledge and techniques relevant to the understanding of physical health

and illness, and the application of this knowledge and these techniques to diagnosis,

prevention, treatment and rehabilitation.

While this definition remains the cornerstone of our interdisciplinary and

integrative field, developments in many relevant subfields have advanced at

rapid rates, and whole new specialties have arisen. This evolution was well

exemplified by the publication in 2010 of the Handbook of Behavioral

Medicine (Steptoe, 2010). Relevant knowledge and understanding of issues

of interest in behavioral medicine is now contributed by the disciplines of and

expertise from anthropology, behavioral and molecular genetics, behavioral

science, biostatistics, clinical medicine, cultural studies, epidemiology,

health economics, general medicine, genomics, psychiatry, psychology,

physiology, public health and public health policy, and sociology, to name

but a few. It was therefore considered an opportune and appropriate time to

create the Encyclopedia of Behavioral Medicine, whose publication coincides
with the 12th International Congress of Behavioral Medicine, held on August

29th to September 1st, 2012, in Budapest, with attendees representing mul-

tiple disciplines and many countries around the globe. The theme of
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the meeting is “Behavioral Medicine: From Basic Science to Clinical

Investigation and Public Health,” the theme around which this Encyclopedia

has been developed.

Accordingly, the Encyclopedia contains entries falling into three catego-

ries or domains that represent issues of interest: basic research, clinical

investigation and practice, and public health and public health policy. The

domain of basic research addresses the key questions of mechanisms of

action, both in terms of how behavior can have a deleterious impact on

health and how a change in behavior can be beneficial, either preventively

or therapeutically. The domain of clinical investigation and practice translates

this basic knowledge into clinical interventions on a patient-by-patient basis.

Finally, the domain of public health and public health policy takes a broader

view of how behavioral medicine research and interventions can impact the

health of populations at the community, regional, national, and global levels.

This includes addressing the system-wide/public education and advocacy/

political activities that are needed to facilitate maximum benefits at the

global level.

It can immediately be seen that behavioral medicine is indeed a multidis-

ciplinary and interdisciplinary field. Researching mechanisms of action

requires a detailed level of human biology, starting from the molecular

genetic level and progressing from cellular to organ to whole-body study.

A thorough understanding of environmental interactions with biological

functioning is also necessary. The domains of basic research and clinical

investigation and practice are linked by the increasingly important concept of

translational medicine, that is, how to translate our mechanistic knowledge

and understanding into successful clinical interventions most effectively and

efficiently. The final challenge, likely the most challenging but ultimately

providing the greatest benefit, is to address these interventions at the public

health level.

Within these overarching categories, it is possible to group together

various entries into categories of interest to individual readers or groups of

readers pursuing their own research in cross-cutting areas. One example

might be the impact of behavioral medicine research and interventions across

the life span, that is, taking a life cycle approach. Entries in the Encyclopedia

such as Children’s Health Study, Elderly, End-of-Life Care, Geriatric Med-

icine, Life Span, Obesity in Children, and Successful Aging might be instruc-

tive in this case.

A second example might be looking at genetic predisposition to the

deleterious impact of environmental factors and, equally of interest, to the

therapeutic benefit of certain behavioral medicine interventions. Entries of

interest here might be Family Studies (Genetics), Gene-Environment Inter-

action, Gene Expression, Genome-wide Association Study, and Twin Stud-

ies. While not always intuitively obvious, one of the most powerful ways to

study the effects of environmental (behavioral) factors on a phenotype of

interest (e.g., a given disease state or condition of clinical concern) is to study

genetic influence on that phenotype (Plomin et al., 1997). Having done so, it is

possible to remove from consideration the individual variation attributable to

genetic influence and hence to focus on variation attributable to
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environmental and gene-environment interaction influences. We are certain

that readers will find many such groupings of entries relevant to their own

interests and research.

Additional evidence of the growth of the discipline of behavioral medicine

is provided by the fact that training in the field can be found in universities

around the world, ensuring that the next generation of researchers and prac-

titioners will be trained by current experts. Before going on to specialize in

behavioral medicine research or clinical practice, individuals often receive

their terminal degrees in disciplines such as medicine, public health, nursing,

and psychology. Such diversity is a tremendous strength in this interdisci-

plinary field.

Like all such printed endeavors, the Encyclopedia proves a “snapshot in

time” of its subject. Research during the past 30 years has provided the solid

foundation from which future advances will be made, and it will be of great

interest to all of us in behavioral medicine to follow its further development.

We are grateful to Stephen Weiss for providing a Foreword entitled “Early

Developments in the Field of Behavioral Medicine,” which reviews impor-

tant events in the discipline’s evolution, and to Neil Schneiderman for

providing a Foreword entitled “A Personal View of Behavioral Medicine’s

Future,” which provides an insightful view of likely trajectories and benefits

of our discipline. We hope that subsequent editions will provide additional

snapshots in due course.

Miami, July 2012 Marc D. Gellman and J. Rick Turner
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Biographical Information

David Abrams was born in Johannesburg, South

Africa, on September 6, 1951. He married Marion

Wachtenheim in 1981. He has three children,

Tanya, Aaron, and Daniel, who passed away in

2008. He holds a B.Sc. (honors) degree in com-

puter science and psychology from University of

Witwatersrand, Johannesburg, South Africa

(1974), during which time he studied under Alma

Hannon (who also taught Joseph Wolpe, Arnie

Lazarus, Terry Wilson, and Ray Rosen). Abrams

completed his doctorate in clinical psychology

under Terry Wilson at Rutgers University, earning
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his Ph.D. in 1981, and his internship under David

Barlow at Brown University in 1979. Joining the

new Division of Behavioral Medicine at Miriam

Hospital, founded byMichael Follick, Abrams was

the first coordinator of the Behavioral Medicine

Risk Factors Clinic.

Abrams is currently Professor, Department of

Health, Behavior and Society at The Johns

Hopkins Bloomberg School of Public Health

and Executive Director of the Schroeder Institute

for Tobacco Research and Policy Studies at Leg-

acy®. From 2005 to 2008, he directed the Office

of Behavioral and Social Sciences Research

(OBSSR) at the National Institutes of Health

(NIH). From 1978 to 2004, Abrams rose through

the ranks at Alpert Medical School of Brown

University, becoming Professor of Psychiatry

and Human Behavior, Professor of Community

Health, and founding Director of the Transdisci-

plinary Centers for Behavioral and Preventive

Medicine. Abrams is a licensed clinical psychol-

ogist specializing in health psychology, tobacco

use behavior, addictions, and lifestyle and

contextual pathways to population health, con-

ceptualized from a transdisciplinary “systems”

framework.

In 1969, Abrams received the Old Parktonian

university scholarship from Parktown Boys High

School and the IBM undergraduate computer sci-

ence award in 1973. He has published over 250

scholarly articles. He is the lead author of The

Tobacco Dependence Treatment Handbook:

A Guide to Best Practices, a recipient of a book

of the year award. Abrams was a member of the

Board of Scientific Advisors of the National Can-

cer Institute and served on several committees for

the Institute of Medicine of the National Acade-

mies. He received the Joseph Cullen Memorial

Award from the American Society for Preventive

Oncology for lifetime contributions to tobacco

control. He was President of the Society of Behav-

ioral Medicine in 2003 and a recipient of their

Distinguished Scientist, Distinguished Research

Mentorship, and Service awards. Abrams is

a fellow of the American Psychological Associa-

tion, The American Academy of Behavioral Med-

icine Research, The American Academy of Health

Behavior, and the Society of BehavioralMedicine.

He received the Musiker-Meranda award for con-

tributions to mental health from the Rhode Island

Psychological Association and a distinguished

alumnus award from Rutgers University.

Major Accomplishments

Abrams is recognized for strategic and scientific

contributions to disease prevention, particularly

in tobacco control, addictions, and related risk

factors. An integrative, “systems thinking”

framework permeates his work. His accomplish-

ments fall into two broad dimensions, reflecting

the development of strategic research structures,

frameworks, and organizations, and his personal

research contributions.

He began his focus on strategic research

frameworks in basic human physiology and

human laboratory studies and in how basic

science can inform clinical applications in behav-

ior therapy. He then extended research to

dissemination-implementation topics, focusing

on worksites, the harnessing new informatics

technologies, and the use of policy levers for

large-scale impact on population health. John

and Sonja McKinlay influenced his public health

perspective on frameworks for making a cost-

efficient (reach x effectiveness/cost) impact

on populations. At Brown University, Abrams

envisioned one of the early Transdisciplinary

Centers for Behavioral and Preventive Medicine.

He advocated for a Center with the organizational

structure and function to foster the development

of complex systems frameworks and simulation

models to improve science-informed policy. He

forged partnerships to integrate biopsychosocial

and population sciences across disciplines,

departments, and institutions.

In 1988, Abrams founded the Centers for

Behavioral and Preventive Medicine, bridging

basic, clinical, and public health sciences; medi-

cal school and campus departments; the Brown-

affiliated teaching hospitals; and local institutions

(University of Rhode Island; R.I. Dept. of

Health). Abrams was instrumental in forging

ties to obtain National Institutes of Health (NIH)

grants and program project awards, the first of

A 2 Abrams, David B. (1951–)



which was founded in 1989 to establish one of the

first National Cancer Institute (NCI) Cancer Pre-

vention Research Units (CPRU). Abrams jointly

codirected the CPRU for over a decade with

James Prochaska and Wayne Velicer, University

of Rhode Island. Regional collaborators were

also added from Yale, Brandeis, Tufts, Boston,

and Harvard Universities. Abrams was a member

of the Robert Wood Johnson’s Tobacco Etiology

Research Network (TERN), where working with

Richard Clayton, Dennis Prager, and the TERN

team influenced his own research and vision for

transdisciplinary science.

Over the years at Brown University, Abrams

nurtured the Centers’ faculty and the infrastruc-

ture that supported over 30 faculty and many

trainees. The Centers evolved in the 2000s to

house programs in the leading risk factors and

major chronic diseases, including physical

activity (Bess Marcus, Director); weight control,

obesity, and diabetes (Rena Wing, Director); nic-

otine dependence and tobacco control (Ray

Niaura, Director); and crosscutting programs in

cancer, cardiovascular diseases, stress manage-

ment, underserved populations, comorbidities

across psychiatric, alcohol and substance abuse

disorders, and HIV-AIDS. Teaching programs

ranged from undergraduate and graduate classes

to a health psychology internship and postdoc-

toral and early career fellowships supported by

NIH training grant awards. From his arrival at

Brown University in 1977 as a psychology intern

to his departure in 2004 to become director of

OBSSR at NIH, Abrams left a legacy and

a culture of support, individual excellence and

creativity, and a passion for transdisciplinary

team collaboration to address complex problems

in health behavior.

In 2005, Abrams was appointed Director of

the Office of Behavioral and Social Sciences

Research (OBSSR) and Associate Director of

the National Institutes of Health (NIH). He was

responsible for being the chief spokesperson for

the NIH and the nation on matters of behavioral

and social sciences and for advising the NIH

Director, congress, and other government leaders

on matters relating to the role human behavior

plays in health and illness. He was responsible for

strategic planning of behavioral and social sci-

ences across all 27 of the NIH Institutes and

Centers. Abrams spearheaded a new strategic

prospectus for OBSSR with Alan Best, John

McKinlay, and other consultants. He emphasized

that the basic and applied sciences of behavior

and behavior change are the bridge between biol-

ogy and society. The social science scientific

disciplines are as much a key to improving pop-

ulation health as are the biomedical and natural

science disciplines. Abrams stressed the need for

more collaborative interdisciplinary science,

integrative thinking, and a robust systems science

perspective to address complex pathways to dis-

ease prevention and health promotion.

Abrams added a communications office to the

mission of OBSSR to showcase the achievements

of the behavioral and social sciences across NIH.

Returning to his undergraduate roots in computer

sciences, he also embraced the use of new infor-

matics, communications, computational, engi-

neering, and mathematical modeling sciences as

critical tools for the twenty-first-century transfor-

mation of the behavioral social and population

sciences. Thus while at OBSSR, Abrams

created a transdisciplinary vision for integrating

“genomics” and “populomics” via epigenetics

(the biological embedding of early experience)

over the lifespan and across generations. The

OBSSR strategic plan helped make visible and

credible the investments in, and rigorous scien-

tific contributions of, the behavioral, social, and

population sciences to the NIH mission to

improve the nation’s health.

At Rutgers from 1974 to 1978, Abrams’ early

personal line of research interests blossomed

under Terry Wilson’s able mentorship, focusing

on basic science of the cognitive-behavioral and

physiological mechanisms in tobacco, alcohol

use, and mood states (e.g., the role of stress and

expectancy in alcohol and tobacco relapse risk).

His masters thesis examined the reactivity of self-

monitoring during smoking cessation, and in his

doctoral dissertation and related studies, Abrams

investigated pharmacological and expectancy

effects of alcohol on physiological arousal, stress,

and tension reduction theory (under Terry

Wilson, Ray Rosen, and Peter Nathan). Moving

Abrams, David B. (1951–) 3 A
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to Brown University, Abrams developed ideas

(with Ovide Pomerleau) on use of standardized

cue exposure and stress reactivity paradigms to

elucidate basic mechanisms in nicotine depen-

dence, craving, and relapse and thereby link

human laboratory work to clinical treatment.

Abrams also collaborated with Peter Monti to

develop a parallel line of work in cue reactivity

in alcohol use. Human laboratory research on cue

reactivity and treatment implications has contin-

ued for over a decade with Ray Niaura and others

taking a lead role, funded by the National Heart

Lung and Blood Institute under Steve Weiss and

Sally Shumaker.

Abrams branched out to work on self-help

interventions to reach populations on a larger

scale (dissemination/implementation and policy

research) with grants from the National Cancer

Institute under Tom Glynn. He developed and

evaluated treatment programs at the worksite in

a “systems” conceptual framework (with Lois

Biener, Laura Linnan, Mike Follick, and Karen

Emmons) to examine multilevel interactions of

individual and cluster influences on behavior

change in worksites. Abrams researched environ-

mental and policy variables regarding second-

hand smoke exposure with Karen Emmons and

Bess Marcus. He conducted randomized con-

trolled clinical trials of combined pharmacother-

apy and behavior therapy treatment for smoking

cessation with Michael Goldstein. In collabora-

tion with Michael Follick, Abrams used random-

ized trials to evaluate worksite obesity

treatments. They developed then evaluated an

early form of the concept of harnessing

intergroup competition and within-group cooper-

ation to motivate weight loss among teams

formed at worksites. Abrams research was con-

solidated when he became one of the principal

investigators in a multicenter cooperative trial

of cancer control at the workplace – the

Working Well Project, funded by the NCI from

1989 to 1999.

Abrams also continued to collaborate on work

in the addictions with interest in the comorbidity

of alcohol-tobacco interactions with Damaris

Rohsenow and in evaluating the physical activity

to prevent weight gain in tobacco cessation treat-

ment for women with Bess Marcus. Abrams

helped develop the theme for a National Institutes

of Alcoholism and Alcohol Abuse (NIAAA) con-

ference on the need for a strategic research plan to

examine alcohol-tobacco interactions from cells

to society. He authored several chapters in the

1995 NIAAA conference monograph (No. 30) on

Alcohol and Tobacco: from Basic Science to

Policy.

In 1999, Abrams became a principal investi-

gator of one of the seven NCI Transdisciplinary

Tobacco Use Research Centers (TTURCs). He

directed the TTURC with Ray Niaura and Steve

Buka until appointed Director of OBSSR at NIH

in 2005. This TTURC focused on phenotypes of

tobacco use and related comorbidities to inform

the intergenerational transmission of nicotine

dependence and the tailoring of treatments. The

TTURC followed up on the three generations of

participants derived from the New England

Cohort (originally with Lewis Lipsitt at Brown’s

psychology department) of the National Collab-

orative Perinatal Project, begun in 1959. Abrams

continues to publish findings from the TTURC

project with his colleagues, including a recent

2011 paper with Suzanne Colby on a lifetime

measure of tobacco use patterns and trajectories,

on generalizing from clinical trials to community

samples with Amanda Graham, and on comor-

bidity of personality and alcohol and substance

use disorders with Chris Kahler.

Abrams participated in a Robert Wood

Johnson Foundation round table on consumer

demand led by Tracy Orleans. He worked with

David Levy on a series of computer simulation

models to demonstrate the potential impact of

putting what is known about evidence-based

treatments and policies into widespread practice.

These models informed Abrams membership in

and contributions to the Institute of Medicine of

the National Academies books “Bridging the Evi-

dence Gap in Obesity Prevention (2010) and End-

ing the Tobacco Problem: A Blueprint for the

Nation (2007).”

In 2008, Abrams became the Executive Direc-

tor of the newly established Steven Schroeder
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National Institute for Tobacco Research and

Policy Studies at Legacy and Professor at

Johns Hopkins Bloomberg School of Public

Health. There, he continues to promote the need

for efficient delivery of population level interven-

tions and policies, with Donna Vallone, Cheryl

Healton, and Legacy colleagues. Abrams con-

tinues collaborating with Amanda Graham and

Nate Cobb on NCI-funded trials to evaluate Inter-

net smoking cessation treatments and to examine

social networks and social media phenomena for

making an impact on populations. Together with

Ray Niaura, Andrea Villanti, Jennifer Pearson,

Mitch Zeller, Tom Kirchner, David Levy, and

others, he is also developing and implementing

strategic frameworks and studies whereby

research can be strategically positioned to inform

the Food and Drug Administration’s 2009 con-

gressional mandate to regulate tobacco products

to reduce their population harms.

Cross-References

▶Addictive Behaviors

▶Diabetes

▶ Physical Activity

▶ Population Health

▶Tobacco Control
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Definition

Absolute risk is best defined in conjunction with

relative risk. For this example, we can define risk

as the likelihood of an adverse consequence in

two behavioral medicine interventions, Treat-

ment A and Treatment B. Imagine that the risk

is 1 in 10 for Treatment A and 2 in 10 for Treat-

ment B. In this case, a relative risk statement can

be made, saying that the probability of the event

occurring following Treatment B is twice the

probability of the event occurring following

Treatment A. However, the same relative risk

statement can be made for probabilities of 1 in

1,000,000 and 2 in 1,000,000. However, the abso-

lute risks are vastly different: 1 and 2 in 10; and 1

and 2 in a million.

Description

Imagine that an intervention with beneficial ther-

apeutic properties increased your risk of an

adverse consequence (an event) from 1 in 10 to

2 in 10. It is possible that some individuals may

consider that the risk is too great, and that they are

not prepared to take this risk. Now imagine

a different intervention with similarly beneficial

properties that increases the risk of an event from

1 in a million to 2 in a million. In contrast to the

first scenario, some individuals may feel that,

while the relative risk has also doubled, the abso-

lute risk has changed extremely slightly. There-

fore, the expression of a risk in different ways,

absolute and relative, can influence decisions

made upon risk information.

Literature on risk reduction well exemplifies

this. Statements of relative risk reduction can

look considerably more impressive than state-

ments of absolute risk reduction even though

they are based on identical data. Consider that

a decrease in risk from 6% to 3% is a 50% relative

risk reduction. However, expressed in absolute

terms, it is a 3% reduction. The same 50% rela-

tive risk reduction would be associated with

a decrease in risk from 60% to 30%, but the

absolute reduction of 30% would be much more

important from a public health perspective. It is

therefore very useful to patients and their physi-

cians that risk information be provided in both

absolute and relative terms.

Gordon-Lubitz (2003) commented as follows:

Identical risk information may be presented in dif-

ferent ways, resulting in “framing bias.” Percep-

tions of risk are particularly susceptible to framing

effects. For example, patients are much more likely

to favor radiation treatment over surgery when

radiation is presented as having a 90% survival

rate than when it is presented as having a 10%

mortality rate. Although both numbers describe

identical risks, the latter is perceived as more dan-

gerous. Another common framing effect involves

absolute and relative risks. For example, if

a medication reduces an adverse outcome from

25% to 20%, then the absolute risk reduction is

5% and the relative risk reduction is 25%.Although

the absolute and relative risk estimates are derived

from the same data, patients are more strongly

persuaded by the larger changes in relative risk.
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Definition

Abstinence is defined as the restraint from

indulging in bodily activities that are experi-

enced as giving pleasure. In medical settings

this usually refers to drugs, alcohol, and most

often sexual activity. Depending on the perspec-

tive, abstinence from sex can mean that all sex-

ual activities are avoided, but it can also mean

that only sexual intercourse is avoided. Absti-

nence is also considered a form of contraception;

in fact it is the only form of contraception that

prevents pregnancy with a 0% failure rate.

Abstinence also prevents the spread of sexually

transmitted infections.

In recent years the issue between abstinence-

only sex education and comprehensive, or absti-

nence plus sex education has been widely

debated. An abstinence-only sex education

program focuses on promoting abstinence from

sex until marriage due to the possibility of preg-

nancy and the spread of sexually transmitted

infections. Morality is also discussed as a driv-

ing factor to remain abstinent. This approach

avoids topics such as contraception or condom

use and abortion, and rarely acknowledges

that many teenagers are sexually active outside

of marriage. An abstinence plus sex educa-

tion program also promotes abstinence, but in

addition also provides adolescents with discus-

sion and information about contraception use,

abortion, sexually transmitted infections includ-

ing HIV.

Research on abstinence-only programs shows

little evidence that this type of program has

much positive impact on teenage behavior and

may even put them at risk of being uninformed

when it comes to matters of sexual activity.

Research on comprehensive sex education

programs show that these programs do not

increase sexual activity among teens or increase

the number of sexual partners, which has been

a major concern of advocates of abstinence-only

sex education. Research also shows that

a comprehensive education program can reduce

sexual behaviors that put teens at risk for preg-

nancy and acquiring sexually transmitted infec-

tions and therefore better prepares them to safely

deal with the issue of sexual activity and the

associated health risks.

As with abstinence and sex education, there

is controversy over the effectiveness of many

programs that promote abstinence with regards

to drugs and alcohol. Drug Abuse Resistance

Education (DARE) is one of the most widely

implemented programs that teaches abstinence

from alcohol, drugs, and violence. DARE reaches

kids in over 75% of the United States school

districts and is in over 43 countries worldwide.

Research evidence, however, raises questions

about the effectiveness of the program. In

a 2001 report of the US Surgeon General,

DARE was categorized as a program that “does

not work.”
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Synonyms

AVE

Definition

The abstinence violation effect (AVE) refers to

the negative cognitive (i.e., internal, stable,

uncontrollable attributions; cognitive disso-

nance) and affective responses (i.e., guilt,

shame) experienced by an individual after a

return to substance use following a period of

self-imposed abstinence from substances

(Curry, Marlatt, & Gordon, 1987).

Description

AVE in the Context of the Relapse Process

The AVE was introduced into the substance

abuse literature within the context of the “relapse

process” (Marlatt & Gordon, 1985, p. 37).

Relapse has been variously defined, depending

on theoretical orientation, treatment goals, cul-

tural context, and target substance (Miller, 1996;

White, 2007). It is, however, most commonly

used to refer to a resumption of substance-use

behavior after a period of abstinence from sub-

stances (Miller, 1996). The term relapse may be

used to describe a prolonged return to substance

use, whereas lapse may be used to describe dis-

crete, circumscribed “slips” during sustained

abstinence (Marlatt & Gordon, 1985, p. 32).

As originally described byMarlatt and Gordon

(1985), the relapse process typically begins when

a personwho has achieved abstinence encounters a

situation that puts them at high risk for relapse (i.e.,

a high-risk situation). If the person is able to cope

effectively with the high-risk situation, they may

experience increased self-efficacy (i.e., confidence

to avoid a lapse). If, on the other hand, they are

unable to cope with the high-risk situation, they

may experience decreased self-efficacy. If this

decreased self-efficacy is paired with positive out-

come expectancies for substance use, a person

may have a heightened risk for a lapse. If a lapse

occurs, it may be experienced as a “violation” of

self-imposed abstinence, which gave rise to the

term, AVE. The AVE may, in turn, precipitate

a relapse if the person turns to substances repeat-

edly to cope with the resulting negative cognitive

and affective reactions of the AVE.

AVE: Cognitive and Affective Responses to

a Lapse

The AVE is characterized by a lapse paired with

a specific constellation of negative cognitive and

affective reactions. The role of cognitions stems

from attributional theory (Weiner, 1974):

a person might attribute their lapse to factors

that are internal, global, and uncontrollable. For

example, people may believe the lapse occurred

due to their own, irreparable character defects or

chronic disease determinants. The associated

affective component stems from dissonance

between the lapse and one’s perceived self-

image as an abstainer, which together with the

attributions, can lead to feelings of guilt, shame,

and hopelessness (Marlatt & Gordon, 1985).

People who experience the AVE are more likely

to progress from a lapse to a relapse (Miller,

Westerberg, Harris, & Tonigan, 1996), and

several studies have demonstrated the role of

the AVE in predicting relapse among drinkers

(Collins & Lapp, 1991), smokers (Curry et al.,

1987), dieters (Mooney, Burling, Hartman, &

Brenner-Liss, 1992), and marijuana users

(Stephens, Curtin, Simpson, & Roffman, 1994).

In contrast, if people attribute the lapse to

external, unstable (i.e., changeable), and control-

lable causes, they may not interpret the lapse as

a threat to their self-image and may instead view

it as a unique occurrence that can be avoided in

the future. This attributional style may diffuse the
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person’s affective response to the lapse and

reduces the likelihood of a progression from

lapse to relapse (Laws, 1995; Marlatt & Gordon,

1985; Walton, Castro, & Barrington, 1994).

Averting the AVE may have lasting effects: as

the situation is less affectively charged, the indi-

vidual might be open to exploring the determi-

nants of the lapse and to experimenting with

alternative coping strategies in the future. This

may, in turn, lead to increased self-efficacy and

more effective coping across various high-risk

situations (Marlatt & Gordon, 1985).

Preventing the AVE Response

Clinicians may help clients interrupt the relapse

process at various points and ultimately avoid the

AVE. First, clinicians can help clients identify

and apply effective behavioral and cognitive

strategies in high-risk situations to avoid the ini-

tial lapse altogether. If a lapse occurs, clinicians

should be empathetic and nonjudgmental in their

approach (Miller & Rollnick, 2002) and should

help clients reframe the lapse as the product of

multiple factors (versus only internal factors),

as being controllable (versus uncontrollable),

and as situation-specific (versus global; Larimer,

Palmer, & Marlatt, 1999). A step-by-step explo-

ration may help clients learn how to interrupt

the relapse process at various points to avoid

future lapses, the AVE and/or relapses (Larimer

et al., 1999). Further, the clinician may elicit

and positively reinforce clients’ existing coping

skills to support the clients’ self-efficacy and

may teach clients additional behavioral and cog-

nitive coping strategies for application in future

high-risk situations, as necessary (Witkiewitz &

Marlatt, 2007). Finally, clinicians should assess

whether clients are coping adequately with

the negative affective component of the AVE,

which may otherwise precipitate future lapses or

relapses.
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Synonyms

Family Violence

Definition

The National Research Council defines elder

mistreatment as “intentional actions that cause

harm or create a serious risk of harm (whether or

not harm is intended) to a vulnerable elder by

a caregiver or other person who stands in a trust

relationship to the elder or failure by a caregiver to

satisfy the elder’s basic needs or to protect the elder

from harm” (Bonnie & Wallace, 2003, p. 40).

Description

EMmay occur in the community setting (domestic

EM) or in institutional settings, such as nursing

homes and adult family homes. In the United

States, data about EM among community-

dwelling, vulnerable older adults suggest that vic-

timization will rise from 1.25 million in 2010 to

2.2 million in 2030 based on the aging demo-

graphics of America. Further, it is estimated that

for every case of EM that is reported, more than

five cases go unreported (Tatara, 1997). This

means that therewill be over 6.6million unreported

cases by 2020 and over 11.7 million unreported

cases by 2030, leading to extraordinary suffering

and disability among vulnerable older adults.

Elder mistreatment is the outcome of actions

which include neglect, physical, sexual, and emo-

tional/psychological abuse; financial and material

exploitation; and abandonment. When domestic

violence (DV) occurs in situations in which the

older adult is vulnerable, domestic violence in

later life (DVLL) is a form of elder mistreatment.

While self-neglect in community-dwelling older

adults, resident-on-resident aggression in long-

term care settings and “stranger crimes” (e.g.,

sweetheart scams; assaults by strangers) are serious

issues, they are considered separately from elder

mistreatment. Older adults who self-neglect are

not necessarily vulnerable adults and there is

no caregiving dyad involving a “trusted other”

(Bonnie & Wallace, 2003; Dong et al., 2009).

Resident-on-resident aggression involves vulner-

able adults, but they are not in a caregiving dyad

with each other, as they rely on professional staff

for care (Lachs, Bachman, Williams, & O’Leary,

2007). Stranger crimes also do not necessarily

involve vulnerable older adults or trusted others

with a duty of care (Bonnie & Wallace, 2003).

Neglect of community-dwelling vulnerable

older adults by trusted others is the most preva-

lent type of domestic EM, with over 70–80%

of cases in that category. Recent estimates

of domestic EM place the prevalence since

reaching age 60 years and past-year prevalence

of psychological mistreatment at 13.5% and

4.6%; physical mistreatment at 1.8% and 1.6%;

and sexual mistreatment at 0.3% and 0.6%,

respectively. The estimated past-year prevalence

of financial mistreatment by family members is

5.2% (Acierno et al., 2010). The prevalence of

EM in institutional settings is unknown, but the

problem is thought to be widespread and serious

(Hawes, 2003). For example, from January 1999

to January 2001, there were 5,283 nursing home

citations for almost 9,000 abuse violations

(Minority Staff SID, 2001). Regardless of the

type(s) of elder mistreatment experienced by

vulnerable older adults, EM imposes serious

consequences for the health and safety of its

victims, including a three-times higher adjusted

risk of death for community-dwelling older

adults (Lachs, Williams, O’Brien, Pillemer, &

Charlson, 1998).
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Domestic elder mistreatment is a form of

family violence in that the vast majority (90%)

of abusers are family members. Adult children

are the more prevalent (47%) perpetrators of

domestic EM, followed by spouses/partners

(19%) and other family members (Tatara,

1997). Perpetrators of institutional EM include

staff and family or friends who visit (Hawes,

2003).

EM risk involves characteristics of both the

vulnerable older adult and the caregiver. Risk

factors in community-dwelling older adults

include older age (>70), low social support, and

the number of self-care deficits that lead to

dependence on others for care (Acierno et al.,

2010). Characteristics of adult children who are

likely to mistreat their vulnerable parents include

dependence of the adult child on the parent for

housing and financial support; substance abuse;

mental illness; and poor social integration. If the

abuser is a spouse or partner, abuse may be the

continuation of existing domestic violence into

later life; new behavior in the caregiving spouse/

partner; or a new relationship in which there is

partner violence (Bonnie & Wallace, 2003).

EM risk in institutional settings may be related

to characteristics of staff caregivers. For

example, psychological abuse of residents was

related to higher caregiver work stress

(role strain, demand, and work overload) and

lower caregiver educational level (Wang, Lin,

Tseng, & Chang, 2009). Risk for all mistreatment

types is related to the degree to which residents

are dependent on staff for care (Cohen, Halevy-

Levin, Gagin, Priltuzky, & Friedman, 2010; Post

et al., 2010).

Action steps for prevention and early interven-

tion of elder mistreatment include appropriate

assessment and screening policies with clear

clinical practice protocols for staff to follow;

protocols to guide staff in reporting cases to

proper authorities; mechanisms for participating

in complaint investigations to ensure that accusa-

tions of mistreatment are verified and handled

appropriately; educational programs, consulta-

tion and follow-up protocols for healthcare

professionals; and research and public policy

actions to address the issue.
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Definition

Definition and Theoretical Background

Acculturation is the process by which migrants to

a new culture develop relationships with the new

culture and maintain their original culture (Berry

& Sam, 1997). Acculturation has been classically

defined as the changes that develop when groups

of individuals come into contact with a different

culture (Redfield, Linton, & Herskovits, 1936).

This process was initially conceptualized as uni-

dimensional, in which retention of the original

culture and acquisition of the new host culture

were cast at opposing ends of a single continuum

(Schwartz, Unger, Zamboanga, & Szapocznik,

2010). According to this unidimensional model,

migrants were expected to acquire the values,

practices, and beliefs of their new homelands

and discard those from their cultural heritage.

Acculturation is now more often conceptualized

as complex and multidimensional, meaning that

both cultures change under the influence of each

other and acculturation is influenced by a number

of contextual factors (Berry & Sam, 1997; Sam&

Berry, 2006).

According to Berry and Sam (1997), accultur-

ation involves four strategies: assimilation, separa-

tion, integration, andmarginalization. Assimilation

means immersion in the new culture and breaking

from the original culture; separation refers to the

nondominant group distancing themselves from

the new, dominant culture and holding onto origi-

nal cultural practices and beliefs; integration is

when individuals maintain both their original cul-

tural identity while taking part in the new culture’s

practices; marginalization refers to what occurs

when individuals leave behind their original cul-

tural identity but do not take part in the new culture.

Some researchers feel that definitions of

acculturation need to move beyond behavioral

indicators and include other factors such as lan-

guage use, values, and attitudes (Thomson &

Hoffman-Goetz, 2009). Investigators stress the

importance of emigration and immigration con-

texts as modifiers of the acculturation experience

(Thomson & Hoffman-Goetz, 2009).

Description

Measuring Acculturation

While no definitive framework for acculturation

has been defined, Berry and Sam (1997)

suggest a composite framework for measuring

acculturation including: societies of origin and

settlement, psychological acculturation, and the

moderating factors that contribute to and arise

from it, and the eventual shift to psychological

and sociocultural adaptation. Acculturation can

be affected by a number of variables, such as age,

gender, race, ethnicity, and socioeconomic status,

which in turn affects the behaviors and values of

a person (Maxwell, 2006). These variables all

play a role in the acculturation process, though

no single measurement scale has been able to

extensively study all of these factors. The accul-

turation process is generally accepted to be bidi-

rectional (Sam & Berry, 2006), which assumes

that both cultures can change under the influence

of each other, but do not necessarily reach

a neutral point. Due to the complexity of accul-

turation, accurate measurement is challenging.

Scales have been developed to measure

acculturation for a number of different ethnic

groups including Mexican Americans, Chinese

Americans, European Americans, and Cuban
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Americans. These scales often include items

assessing native and host language usage, lan-

guage usage inside and outside the family, ties to

country of origin, cultural familiarity and pride,

length of stay in host country, personal values,

and interpersonal relations. Some scales also

examine concepts of independence, gender, cul-

ture, fashion, food, music, and movie preferences

(Acculturation Depot, 1998; Maxwell, 2006).

Psychological Acculturation

Graves (1967) makes a distinction between

acculturation as a collective or group-level phe-

nomenon, and psychological acculturation,

a change in the psychology of the individual.

The internal processes of change that immigrants

experience when they come into direct contact

with members of the host culture constitute psy-

chological acculturation. This construct is con-

ceptualized as a resocialization process involving

psychological changes in attitudes, values, and

identification; the acquisition of new social skills

and norms; changes in reference-group and

membership-group affiliations; and adjustment or

adaptation to a changed environment (Berry et al.,

1992; Sam, 1994). Psychological adaptations to

acculturation involve learning a new behavioral

repertoire that is appropriate for the new cultural

context (Berry & Sam, 1997). If individuals can-

not easily change their repertoire, they may expe-

rience acculturative stress, the psychological,

somatic, and social difficulties that may accom-

pany acculturation processes. This stress may lead

to serious psychological disturbances such as clin-

ical depression and anxiety when environmental

stressors exceed the individual’s capacity to cope.

While the concept of acculturation has become

widely used in cross-cultural psychology, it is

important to distinguish it from the concepts

of assimilation and adaptation. Assimilation is

a process of cultural absorption of a minority

group into the main cultural body. While accul-

turation implies a mutual influence in which ele-

ments of two cultures merge, assimilation implies

a tendency of the ruling cultural group to enforce

the adoption of their values rather than the blend-

ing of values (Maxwell, 2006). Berry (1984)

defined psychological adaptation as the individual

behaviors that are linked to acculturation experi-

ence, either as “shifts” of the preexisting customs

or habits in language, beliefs, attitudes, values, or

abilities, or as “acculturative stress” which is gen-

erated during acculturation. In the recent literature

on psychological adaptation to acculturation, a

distinction has been drawn between psychological

and sociocultural adaptation. Psychological adap-

tion mostly involves one’s psychological well-

being and satisfaction in a new cultural context,

whereas sociocultural adaptation refers to one’s

ability to acquire culturally appropriate knowl-

edge and skills and to interact with the new culture

and manage daily life (Ward, Bochner, &

Furnham, 2001).

Acculturation and Its Effect on Health

Behaviors

Acculturation has been linked to changes in

health behaviors – including eating, sexual health

behaviors, accessing health services, and other

behaviors – as well as changes in knowledge

and beliefs. Studies have shown that accultura-

tion to the USA may serve as a health risk or as

a protective factor depending on the ethnic group,

health behavior in question, and other variables

such as gender. Acculturation may lead to the

adoption of unhealthy behaviors such as smoking

and eating a more high-fat diet or may lead to an

increase in healthy behaviors such as exercise

(Abraı́do-Lanza, Armbrister, Flórez, & Aguirre,

2006). Recently, Landrine and Klonoff (2004)

proposed an operant model of acculturation as

a way to guide to health behavior interventions.

The operant model of acculturation looks at prev-

alence of certain health behaviors in an ethnic

group’s home country and new culture to predict

the likelihood of adoption of those health behav-

iors depending on level of acculturation.

Among Hispanics and Asians in the United

States, acculturation has been shown to influence

diet, cancer screenings, and smoking, among

other health behaviors, often with studies com-

paring more and less acculturated members of the

same ethnic group (Landrine & Klonoff, 2004).

The effects of acculturation on health behaviors

differ from ethnic group to ethnic group; for

example, Japanese-American men who adhere
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more to Japanese culture are less likely to develop

coronary heart disease (CHD) than more accultur-

ated Japanese-Americanmen, while this change in

risk of developing CHD has not been found in

Irish-American men. Other factors, such as gen-

der, may play a role in the effect of acculturation

on a health behavior. For example, acculturation

has been found to increase smoking among Latino

women and decrease smoking among Latino men

(Perez-Stable et al., 2001). Due to the complex

relationship between these variables, acculturation

has been shown to have both positive and detri-

mental effects on an individual’s health and well-

being, and more research is needed to examine

these processes further.

Cross-References

▶Cultural and Ethnic Differences

▶Cultural Competence

▶Cultural Factors

▶Ethnicity

▶Hispanic/Latino Health

▶Latino Health

▶Minority Health

▶ Sociocultural Differences
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Acetylcholine

Nicole Brandt1 and Rachel Flurie2
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Baltimore, MD, USA
2University of Maryland, Baltimore, MD, USA

Definition

Acetylcholine is a naturally occurring monoamine

neurotransmitter found in both the peripheral and
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central nervous systems. It is the primary transmit-

ter for the autonomic nervous system and the

somatic efferent nerves that innervate skeletal

muscle. It was first discovered in 1914 by Sir

Henry Dale and colleagues. Acetylcholine is syn-

thesized inside the terminal endings of cholinergic

nerve cells where choline is taken up into the nerve

terminal and reacts with acetyl coenzyme A via

the enzyme choline acetyltransferase.

Description

Once acetylcholine is synthesized, it is stored in

vesicles until the nerve is stimulated by calcium

entry into the nerve terminal. Stimulation causes

the vesicles to release acetylcholine into the syn-

apses between the pre- and postsynaptic nerve

fibers. Acetylcholine crosses the synapse and

binds to receptors on the postsynaptic cell, exerting

its effect. It causes increased permeability of the

cell to the cations sodium, potassium, and calcium,

resulting in cell depolarization. The two types of

receptors on which acetylcholine acts are the nic-

otinic andmuscarinic receptors, so named because

they were discovered using the two compounds

muscarine and nicotine. The nicotinic receptors

are found on all preganglionic autonomic nerve

fibers, somatic efferent nerve fibers that connect

to skeletal muscle, and the central nervous system.

Nicotinic receptors have two subtypes: muscle and

neuronal. The muscle subtype is found in skeletal

muscle at the neuromuscular junction. The neuro-

nal subtype is found in the peripheral and central

nervous systems and in nonneuronal tissues (adre-

nal medulla). The muscarinic receptors are found

on all postganglionic parasympathetic nerve fibers

and postganglionic sympathetic nerve fibers that

terminate at sweat glands, and in the central

nervous system. Muscarinic receptors have five

subtypes: M1, M2, M3, M4, and M5. The subtypes

are distributed throughout different areas of the

brain, in autonomic ganglia, and in certain glands

(gastric, salivary, and smooth muscle).

The action of acetylcholine is terminated by the

enzyme acetylcholinesterase found in the synaptic

cleft. The mechanism of action of several drugs,

including the drugs used for Alzheimer’s disease,

relies on the inhibition of this enzyme. Drugs that

act on the synthesis, storage, and release process of

acetylcholine are not very selective and therefore

are not good as systemic therapy.

Acetylcholine affects several organs in the

body. The heart hasM2 receptors, and stimulation

of those receptors causes vasodilation, decreased

heart rate, decreased conduction velocity of the

AV node, and decreased force of contraction.

Acetylcholine works on M3 receptors in the

lungs to cause bronchoconstriction. It works on

M2 and M3 receptors in the bladder to cause

inhibition of smooth muscle relaxation. In the

gastrointestinal tract, acetylcholine works on

M1, M2, and M3 receptors to control motility

and gastric and salivary gland secretions. Acetyl-

choline also acts on M3 receptors in the eye to

cause pupillary and ciliary muscle contraction. All

five muscarinic receptor subtypes are found in the

CNS and cause a variety of actions such as

increased cognitive function, increased seizure

activity, regulation of dopamine release, neuronal

inhibition, analgesia, appetite regulation, and aug-

mentation of drug-seeking behavior and reward.

Drugs that affect the action of acetylcholine

are divided according to their physiological site

of action. They are muscarinic agonists, musca-

rinic antagonists, ganglion-stimulating drugs,

ganglion-blocking drugs, neuromuscular-blocking

drugs, and drugs that enhance cholinergic trans-

mission. Clinically, muscarinic agonists are used

locally to treat glaucoma (pilocarpine) by lowering

the intraocular pressure and to help with bladder

emptying or stimulate gastrointestinal motility

(bethanechol). Many more muscarinic antagonists

are used clinically. Atropine is used in people with

bradycardia and gastrointestinal hypermotility, but

it is also used to reduce secretions and inhibit

bronchoconstriction in the respiratory tract.

Scopolamine is used to treat motion sickness.

Ipratropium and tiotropium are used via inhalation

in people with asthma and chronic obstructive pul-

monary disease to inhibit bronchoconstriction,

and ipratropium is additionally used to treat

rhinorrhea. Muscarinic antagonists used to reduce

frequency of muscle contractions seen in urinary

incontinence include oxybutynin, tolterodine,

trospium chloride, darifenacin, solifenacin, and
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fesoterodine. Pirenzepine inhibits gastric acid

secretion and is used to treat peptic ulcers.

Drugs that cause pupil dilation and ciliary muscle

paralysis are used to treat uveitis and include

homatropine hydrobromide, cyclopentolate hydro-

chloride, and tropicamide. Benztropine mesylate,

trihexyphenidyl hydrochloride, and biperiden are

used in Parkinson’s disease because of their regu-

lation of dopamine.Antipsychotics used for schizo-

phrenia and other neurologic disorders have

various degrees of muscarinic antagonism, which

can help decrease the extrapyramidal side effects of

these drugs but also cause worsening cognition.

Drugs that act at the ganglionic and motor

endplate receptors act specifically at nicotinic

receptors. The only nicotinic agonists with a ther-

apeutic use are nicotine for smoking cessation and

suxamethonium for muscle relaxation, but lobe-

line, epibatidine, and dimethyphenylpiperazinium

are also agonists of the nicotine receptor. Nicotinic

antagonists have limited clinical use because

nicotinic receptors are found in both divisions of

the autonomic nervous system and skeletal

muscle; therefore, they cause severe postural and

postexercise hypotension. Trimetaphan is used for

some types of anesthetic procedures, and

pancuronium, atracurium, and vecuronium can

be used as muscle relaxants in anesthesia.

Neuromuscular-blocking agents can work

either presynaptically or postsynaptically,

although all of the drugs used clinically work

postsynaptically. They work by either blocking

the acetylcholine receptor and ion channels or as

agonists at the receptors. They are used mainly in

anesthesia to produce muscle relaxation. These

drugs are tubocurarine, pancuronium, vecuronium,

atracurium, mivacurium, and suxamethonium.

Finally, drugs that enhance cholinergic trans-

mission work either by inhibiting the enzyme

acetylcholinesterase or by increasing acetylcho-

line release from the nerve terminal. These

drugs work to increase the effect of acetylcholine

in the autonomic nervous system, at the neuro-

muscular junction, and in the central nervous

system. Neostigmine is used after an operation

to reverse the anesthesia and for myasthenia

gravis. Donepezil, rivastigmine, and galantamine

are used to treat Alzheimer’s disease dementia.

Acetylcholine is vital to so many systems

that understanding the physiology will help to

understand the mechanisms of various medica-

tions used to address multiple medical conditions.
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Definition

Adrenocorticotrophic hormone (ACTH) is

a polypeptide hormone that is synthesized and

secreted by the anterior pituitary gland. ACTH

forms part the hypothalamic-pituitary-adrenal

axis (HPA axis) and its production is stimulated

by corticotropin-releasing hormone (CRH)

from the hypothalamus. ACTH acts on the

adrenal cortex, by increasing the conversion

of cholesterol to pregnenolone, to stimulate

the release of mineralocorticoids, androgenic

steroids, and glucocorticoids, namely, cortisol

(Martin, Reichlin, & Brown, 1977).

Along with CRH, ACTH is produced in the

response to stress, stimulating an increase in pro-

duction and secretion of cortisol. The secretion of

ACTH is subject to negative feedback, where

increased cortisol levels reduce the secretion of

ACTH. It also controls its own secretion through

short loop feedback via CRH. ACTH is secreted
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in a pulsatile manner, which is under neural con-

trol rather than a result of stress (Martin,

Reichlin, & Brown, 1977). The circadian secre-

tion of ACTH increases prior to awakening and

then declines progressively throughout the day.

Overproduction or blunted levels of ACTH can

occur as a result of a disease. For example,

increased levels of ACTH occur as a result of

Addison’s disease and Cushing’s disease. Alterna-

tively, ACTH levels may be reduced due to adre-

nal insufficiency or pituitary disease or as a result

of a cortisol secreting tumor (Greenspan &

Forsham, 1983).

Cross-References

▶Hypothalamus
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Synonyms

Accelerometry; Actimetry; Activity monitor

Definition

Actigraphy is a method of objective sleep assess-

ment in which sleep/wake status is estimated

from bodily movements, typically of the wrist.

Description

Background and Use

Actigraphy is a common alternative to laboratory

polysomnography (PSG) for the objective assess-

ment of sleep/wake patterns, based on the obser-

vation that the amount of bodily movement

differs between sleep and wakefulness. Although

initially developed in the 1970s, there has been an

exponential increase in the use and development

of actigraphy over the past 15 years. Due to

technological developments, actigraphs are now

unobtrusive (similar in size and weight to a wrist

watch) and inexpensive, capable of collecting

data for multiple weeks, and able to provide

rapid feedback on sleep patterns due to auto-

mated software algorithms. In addition, many

actigraphs now record ambient light exposure

and have the ability to mark the timing of specific

events (e.g., bedtime).

Actigraphs are most commonly used for

the evaluation of sleep/wake patterns in the

home. Typically worn on the nondominant

wrist (or ankle for infants), actigraphs continu-

ously collect information on the frequency and

intensity of movement with sensitive internal

sensors. Upon download of data, each epoch of

activity data is then classified as sleep or wake

based upon algorithms that have typically been

developed against PSG, the gold standard for

objective sleep assessment. The algorithms

used to estimate sleep/wake status incorporate

movement counts for the epoch in question

and the immediate surrounding epochs; the

epoch is scored as sleep or wake based on

whether the activity counts are below or above

a particular threshold, respectively (see Fig. 1

for display).

Common sleep measures obtainable via

actigraphy include sleep onset latency (i.e., the

length of time it takes for one to fall asleep),

wakefulness after sleep onset (i.e., the amount

of time spent awake after initially falling asleep),

time in bed (i.e., the amount of time during which

sleep is attempted), total sleep time (i.e., the total

amount of time spent asleep during a specified

interval of time), sleep efficiency (i.e., the ratio

of time spent asleep to the amount of time
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attempting sleep), the number and duration of

nighttime awakenings, and daytime napping

duration. However, sleep stage assessment is not

possible.

Patients are commonly instructed to wear the

actigraph for at least 3 consecutive days, though

longer periods of data collection (typically

1–3 weeks) are preferred. Actigraphs should be
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Actigraphy (Wrist, for Measuring Rest/Activity Pat-
terns and Sleep), Fig. 1 Actigraph output, providing

a plot of activity counts over multiple days (Actiwatch 2,

Philips Respironics Actiware v. 5.59 software, Bend, OR).

Each row represents a separate 24-h period (shown here

beginning at noon), with activity counts plotted for each

minute of data collection. Triangles represent times at

which the individual pressed an event marker. Light

shaded areas indicate times at which the individual was

in bed attempting to sleep. Dark shaded areas indicate

intervals that were excluded from analysis. Used with

permission from Philips Healthcare (Bend, OR)
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continuously worn (i.e., 24 h a day), removing the

actigraph only when it will be immersed in water,

as most actigraphs are not completely water-

proof. Daily sleep logs are often completed con-

current with actigraph wear, providing useful

information on, among other things, when the

watch was removed, times of daytime napping,

the time at which sleep was first attempted (i.e.,

bedtime) and the time at which one got out of bed

for the final time (i.e., rise time).

Although useful for evaluating the sleep/wake

patterns of any individual presenting with a sleep

complaint, actigraphy is especially useful for

characterizing the sleep/wake patterns of insom-

niacs (Morgenthaler et al., 2007). Self-reported

sleep patterns of insomniacs often show poor

agreement with objective assessment, with sub-

stantial variability from night to night. Laboratory

assessment of sleep often leads to reactivity (i.e.,

the “first night effect,” reduced sleep due to the

unfamiliar sleep environment), and multiple nights

of laboratory sleep assessment would be burden-

some and costly. Actigraphy is also valuable for

tracking the sleep/wake patterns of individualswith

circadian rhythm sleep disorders by documenting

the altered timing of sleep/wake patterns.

Finally, actigraphy may serve as a valuable

tool when assessing sleep-disordered breathing

outside of the laboratory, which is usually

performed with limited portable monitoring of

respiratory and oximetry signals (Morgenthaler

et al., 2007). Actigraphy has been shown to

improve the estimate of total sleep time, which

is used when calculating the severity of sleep-

disordered breathing.

Validity

It is important to note that many actigraph

devices are available for use, each utilizing dif-

ferent methods of movement detection and algo-

rithms for estimation of sleep/wake status.

Published validation information is not available

for all actigraph algorithms, particularly across

different populations (e.g., children, older adult

insomniacs). Nevertheless, in general, actigraphy

has been shown to provide valid estimates of total

sleep time, sleep efficiency, and wakefulness

after sleep onset in normal adults, with an

epoch-by-epoch agreement of >80% between

actigraphy and PSG for identification of sleep.

Though epoch-by-epoch agreement for correctly

identifying wake is low with actigraphy, whole-

night averaged correlations are often strong (i.e.,

>.80) between measures of sleep via actigraphy

versus PSG. Algorithm accuracy is reduced for

individuals with significantly disturbed sleep

(e.g., individuals with frequent awakenings and/

or reduced total sleep time) and in populations in

which there is substantial activity during sleep

(e.g., children, adults with movement disorders)

or minimal activity during wakefulness (e.g.,

insomniacs).

Despite the validity of actigraphy for estimat-

ing many common sleep parameters, there is

much less validation support for the actigraphic

estimation of daytime napping and sleep onset

latency, particularly if there is no documentation

(via event markers and/or daily log) of the timing

of daytime napping or bedtime, respectively.

Actigraphy often overestimates sleep during the

day, as daytime periods of low waking activity

are commonly estimated as sleep via actigraphic

algorithms. Likewise, sleep onset latency is often

underestimated with actigraphy, particularly if

the patient is able to lie awake with minimal

movement.

Because actigraphic devices differ in the mech-

anism by which movement data are collected,

algorithms for sleep/wake estimation are device-

specific. Furthermore, although the amount of

activity during sleep may differ according to

developmental stage and/or clinical morbidity

(e.g., infants, individuals with sleep apnea), there

have beenminimal attempts to optimize algorithm

accuracy for specific populations of individuals.

Advantages to Other Methods of Sleep

Assessment

Laboratory PSG is considered the gold standard

for objective sleep assessment. However, for

assessment of sleep/wake patterns over multiple

days and nights, PSG is often not feasible. In

addition, participants often note that sleep is

impaired during PSG due to the numerous

wires, belts, and devices attached to the head

and body during sleep. Therefore, actigraphy
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may be a preferred alternative to PSG when large

numbers of patients need to be studied, multiple

nights of assessment are needed, daytime nap-

ping needs to be objectively assessed, and/or

when PSG will not be easily tolerated (e.g., in

children, insomniacs).

An exclusive reliance on sleep diaries for the

evaluation of sleep/wake patterns is often not

recommended, because sleep diary reports some-

times show significant divergence from actual

sleep/wake patterns. Because actigraphy pro-

vides an objective assessment of sleep/wake

activity, it is often used as a supplement or alter-

native to sleep diaries.

Limitations of Actigraphy

There are limits to the amount of information that

actigraphy can provide. For instance, whereas

PSG is able to provide detailed information on

the duration and distribution of specific sleep

stages (i.e., rapid eye movement (REM) sleep,

stages 1–3 non-REM sleep), sleep stage assess-

ment is not possible with actigraphy. In addition,

actigraphy is limited in its ability to successfully

identify wakefulness. This could explain the lack

of validity for actigraphic assessment of sleep

onset latency and pose problems for estimating

the sleep of insomniacs and institutionalized

adults who remain in bed during the day.

Due to different technologies and algorithms

employed by different actigraph manufacturers,

the accuracy of sleep/wake estimation can vary

considerably across different actigraph models.

Many algorithms have minimal to no published

validation support. However, when available, it is

important to note that actigraphic algorithms are

device-, mode-, and (if validated) population-

specific. Because there has been little standardi-

zation of actigraph models and algorithms across

studies, clinicians and researchers should choose

actigraphs that provide the desired technological

features (e.g., light sensor, event marker) and

whose algorithms have been validated in the

population of interest.

Currently, there are no established guidelines

on the scoring of actigraphy. As a result, consid-

erable variation could occur between technicians

and laboratories when evaluating actigraphic

data. When scoring actigraphy, standard operat-

ing procedures should be developed, specifically

addressing how to identify daytime nap periods,

when the watch was removed, and the beginning

and end of the nocturnal rest period. Use of ambi-

ent light data (when available) is helpful in iden-

tifying bedtime, since there is often a sharp

decrease in light levels at this time. Furthermore,

although sleep diaries are typically completed

concurrent with actigraphy recording to inform

the scorer of sleep/wake patterns, use of event

markers should be encouraged to identify intervals

of attempted sleep during the day and night. This

is especially true if accurate determination of day-

time napping is desired, since in some sedentary

individuals multiple periods of low daytime activ-

ity could be interpreted as napping (Stone &

Ancoli-Israel, 2011).

Alternative Uses of Actigraphy

Because actigraphy provides a view of multiple

consecutive 24-h periods, the rhythmicity of the

sleep/wake pattern can be assessed. Many

actigraph software programs now allow for cir-

cadian analysis of the rest-activity rhythm. These

analyses are particularly helpful in documenting

circadian rhythm sleep disorders (e.g., shift work

sleep disorder, advanced sleep phase disorder)

(Stone & Ancoli-Israel, 2011).

Actigraphy is also able to provide a basic

assessment of physical activity. Although not as

sensitive as trunk placement for physical activity

assessment, wrist actigraphy can estimate overall

activitywith adequate precision. Activity count per

hour of wakefulness is the most commonly used

metric, but maximal activity counts, peak activity

over a predetermined duration (e.g., 10 min), or

amount of time above a threshold of activity (e.g.,

1,000 cpm) have been previously utilized.

Cross-References

▶ Insomnia

▶ Polysomnography

▶ Sleep

▶ Sleep and Health

▶ Sleep Apnea
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▶ Sleep Continuity

▶ Sleep Duration

▶ Sleep Fragmentation

▶ Sleep Quality
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Activation

▶Affect Arousal

Active Coping

Linda Carroll

Department of Public Health Sciences,

University of Alberta, Edmonton, AB, Canada

Synonyms

Adaptive coping; Constructive coping

Definition

Coping is the set of intentional, goal-directed

efforts people engage in tominimize the physical,

psychological, or social harm of an event or

situation (Lazarus & Folkman, 1984; Lazarus,

1999). There are many different theoretical and

empirical frameworks for understanding coping,

and many different ways of classifying coping

strategies, but one such classification is “active

coping.” In general, active coping refers to the

utilization of those psychological or behavioral

coping efforts that are characterized by an

attempt to use one’s own resources to deal with

a problem situation (Zeidner & Endler, 1996).

These responses are designed either to change

the nature of the stressful situation or event in

order to decrease the problematic nature of that

situation or event, or to modify how one thinks

and feels about it in order to change one’s reac-

tions to it. Examples include solving problems,

reframing the meaning of the problems, or seek-

ing information. Active coping is thought to be an

adaptive way of dealing with stressful events and

to be a vital component of resilience in the face of

stress, health problems, and other adversity.
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Active Way of Life

▶Lifestyle, Active

Activities of Daily Life Assessment

▶Health Assessment Questionnaire

Activities of Daily Living (ADL)

Jane Upton

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Frailty assessment; Level of occupational perfor-

mance; Physical ability/disability

Definition

An activities of daily living (ADL) evaluation

is an assessment of an individual’s physical and

sometimes mental skills. In the area of physical

or occupational therapy, it reflects how well

a disabled patient or someone recovering

from disease or accident can function in daily

life. It is also used to determine how well

patients relate to and participate in their envi-

ronment (Krapp & Cengage, 2006). Common

examples of ADL include personal hygiene and

feeding oneself.
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Synonyms

Grade of activity

Definition

The level of activity is related to the complexity

of the skills that demands and has an impact

on an individual’s occupational performances.

This term is related to several characteristics

that might influence the type and amount of effort

required from the individual to perform a specific

activity, task, or occupation. The term “activity

level” is of great importance when designing

occupational therapy interventions.
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Description

When describing a person’s activity level of daily

living, it is possible to use the terms occupation

and activity synonymously. However, these

terms are not fully interchangeable as they

describe two different aspects of the same func-

tion (Christiansen & Townsend, 2004; Hinojosa

& Kramer, 1997). Occupation is the “active pro-

cess of living: from the beginning to the end of

life, . . . occupations are all the active processes of

looking after ourselves and others, enjoying life,

and being socially and economically productive

over the lifespan and in various contexts”

(Willard & Spackman’s 2008). Activity is

a fundamental aspect of human existence, and

each activity is usually composed by several

tasks to be performed. Different activities might

be combined in one routine and contribute to

different occupations. Activity synthesis is the

integration of some or all of these performance

components with an appropriate theory that is

consistent with the client’s goals and present

status (Söderback, 2009).

Factors Influencing Activity Level

Individual’s State of Flow

An individual’s present activity level is

influenced by the interaction between his or her

present mental status and the challenge and skill

level of an activity, according to Csikszent-

mihalyi’s (1988) proposed theoretical model

“Flow: The Psychology of Optimal Experience.”

There is a complex interaction between the emo-

tional state, the environment, and the ability to

perform a specific task. It is suggested that some-

one might be able to perform a task in one con-

dition and not in another one because of the

relation to different aspects, for example, envi-

ronment, engagement, mood, that is, angst,

arousal, flow, worry, control, apathy, boredom,

and relaxation. When optimal conditions occur

there is a state of flow that might allow people to

feel in control of their environment and thus, able

to perform a meaningful task. In this context, it is

possible to find a person without any disability or

mental declining health that due to anxiety or

another negative feeling is unable to perform

a specific task or fails to complete an assignment.

In this case, the person is not per se unable to

perform the tasks, but due to his or her own

perception it turns into a failure. Here, some

factors such as positive thinking, stable mood,

and engagement might support a task toward

a positive solution, and on the other hand, anxi-

ety, negative thoughts, depression, and cognitive

decline might prevent that the task is fulfilled.

Individual’s Personal Factors

It is likely that an individual has a great variation

in his or her activity level to perform different

activities depending on his or her cognitive integ-

rity, familiarity of the present environment, sup-

port from other people, and perception of the

meaningfulness when an activity is performed

(Pool, 2008). For example, in order to keep

the person with cognitive impairment engaged

in an activity, an enriched environment must be

constructed and suitable degree of difficulty

chosen to maintain flow and skills; thus, the

activity is ended up with an expected product or

performance.

Individual’s Past Experiences

Level of engagement in an activity is related to

the individual’s past experiences (Kielhofner

et al., 2004, 2008), which can be summarized in

positive or negative thoughts and feelings regard-

ing a specific task. An individual with a positive

approach interprets difficulty as part of the situa-

tion. They will engage in correcting and improv-

ing their performances. On the other hand, an

individual with a negative approach will experi-

ence difficulty as failure and therefore, stop the

ongoing activity. The last aspect may be observed

among people with depressive or mild cognitive

impairment.

Individual’s Dysfunctions

Cognitive functions and all mental processes

that impair the symbolic operations, perception,

and memory, creation of imagery, thinking,
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reasoning, and judgment will affect how well

activities are realized. Therefore, it is important

to identify and assess how these cognitive func-

tions influence the individual’s activity level.

These assessment’s results may be helpful for

therapists to guide an individual toward the

most appropriate activity level he or she is able

to be engaged in and is able to perform as

expected (Baum, 1995; Söderback, 1988).

An important context for management of older

adults with Alzheimer’s disease (AD) activity

level is proposed by Csikszentmihalyi (1988).

The findings support the importance of keeping

the person with AD engaged in occupational pur-

suits to sustain best functional level, and moder-

ate, appropriate behavior and habits.

Generally, people should keep themselves

actively engaged; otherwise disharmony or strain

between individual and environment will arise,

resulting in negative stress (Baum & Edwards,

1993).

Conclusion

Activity is an essential component of human

existence. The activity level is essential to be

diagnosed, evaluated, and properly treated

among individuals who show a reduced activity

level, due to medical diagnosis, present life situ-

ation, personality, or inappropriate present envi-

ronment. In this sense, it is fundamental for

therapists and health-care providers to be well

prepared and having appropriate knowledge, for

example, in medicine, occupational therapy and

psychology to meet the challenge of upholding

requested activity level.
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Activity Limitations

▶Disability

Activity Monitor

▶Actigraphy (Wrist, for Measuring Rest/

Activity Patterns and Sleep)

Acts of Commission

▶Child Abuse

Acupressure

▶Acupuncture

Acupuncture

Lorenzo Cohen and M. Kay Garcia

Department of General Oncology, Division of

Cancer Medicine, The University of Texas MD

Anderson Cancer Center, Houston, TX, USA

Synonyms

Acupressure; Traditional Chinese medicine

Definition

Acupuncture is a traditional therapy used to treat

a variety of health-related problems. It involves

assessment of the condition and development of

a differential diagnosis followed by the insertion

and manipulation of thin, solid metal needles

at specific locations on the body. Various tech-

niques are used to stimulate the needles and

improve the therapeutic effects, including manual

manipulation or adding a mild electrical current.

There aremany different types of acupuncture.

For example, auricular acupuncture involves

placement of stainless steel or gold (semiperma-

nent) needles, or “studs” at specific points on the

ears. These are often left in place for 3–5 days.

Other treatments such as acupressure (applying

pressure or massaging acupoints), gua sha (scrap-
ing), moxibustion, and cupping are also used as

adjuncts to acupuncture therapy. Moxibustion is

a technique for providing heat to the needles. It

involves placement of a special herb onto the

needle and igniting it to bring mild warmth to

the local area. Cupping involves the creation of

a negative vacuum in a jar that is placed onto the

skin surface. The negative pressure causes local

congestion and vasodilation and may be used to

help relieve pain (Deng et al., 1997).

Description

Traditional Chinesemedicine (TCM) is a complete

system of healthcare delivery used for the preven-

tion and treatment of a wide-range of health-

related conditions. The therapeutic approaches of

TCM include acupuncture, herbs, food therapy, tui

na (bodywork), tai chi (therapeutic exercise), and

qi gong (meditative/energy therapy). Acupuncture

originated in China over 2,500 years ago and

remains one of the most popular therapies within

TCM today. According to the World Health

Organization, it is used in over 70 countries

worldwide (World Health Organization, 2002).

There has been documented use of acupuncture

in the United States for approximately 200 years,

and in 1996, the United States Food and Drug

Administration approved acupuncture needles as

medical devices (US Food and Drug Administra-

tion, Department of Health and Human Services,

1996).

Acupuncture treatments are generally consid-

ered safe. Commonly reported risks include

fainting, bruising, infection, and mild discomfort.

Serious adverse events are rare when treatments

are provided by a qualified practitioner. Licens-

ing requirements for acupuncturists vary. Some
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countries do not require a license to practice, but

in the United States, training programs have

a standardized, clinically based curriculum and

are formally accredited by the Accreditation

Commission for Acupuncture & Oriental

Medicine (Accreditation Commission for Acu-

puncture and Oriental Medicine). The National

Certification Commission for Acupuncture and

Oriental Medicine (NCCAOM), a nonprofit orga-

nization established in 1982, also promotes

nationally recognized standards of competence

and safety by examining and certifying individ-

uals through national board examinations. Most

states require NCCAOM certification in order to

obtain a license to practice acupuncture (National

Certification Commission for Acupuncture and

Oriental Medicine (NCCAOM)).

Acupuncturists use many different models and

approaches to understand and apply treatment.

Thesemodels range fromametaphysical paradigm

used by those traditionally trained to a strictly

neurophysiologic approach incorporated into pain

control regimens. According to ancient theory,

acupuncture is based on the belief that energy

flows through the body in channels known as

meridians. This energy is also referred to as Qi

(pronounced chee). A block in the meridians

denies the surrounding tissues of Qi and creates

an imbalance of health. Qi flow can be restored by

inserting needles at specific locations on the body.

With restored Qi, imbalances in absorption of

nutrients and circulation of blood and fluids to the

body’s organs can be corrected (Deng et al., 1997).

Although acupuncture is used to treat a wide

variety of health problems, human data from rig-

orous randomized-controlled trials is limited.

The most compelling evidence supporting its

use is for management of nausea/vomiting and

pain. Based on more limited research, there is

some evidence suggesting that acupuncture

may be useful for stimulating the immune

system and for reducing hot flashes, xerostomia

(chronic dry mouth), fatigue, mood disorders,

sleep disturbances, and peripheral neuropathy

(National Institutes of Health (NIH) & National

Center for Complementary and Alternative

Medicine (NCCAM); National Institutes of

Health (NIH) &National Cancer Institute (NCI)).

How acupuncture works is not well under-

stood, but laboratory, animal, and human studies

have attempted to differentiate the multiple puta-

tive mechanisms involved. In the late 1970s and

early 1980s, researchers demonstrated acupunc-

ture analgesia was associated with the stimulation

of endogenous opioid peptides and biogenic

amines through the central nervous system

(Helms, 1997). Although these findings helped

give acupuncture scientific credibility, rigorous

and systematic research is needed to make clear

recommendations as specificmechanisms may be

dependent upon the symptom being treated,

which point is stimulated, and the type of

stimulation used.
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Synonyms

Acute care; Acute condition; Acute illness; Acute

infection

Definition

Acute diseases tend to have very quick onsets and

typically last for only a brief period. By defining

a disease as an acute disease, it does not neces-

sarily address the severity of the disease. In fact,

it typically only refers to the length of the disease

or illness. Acute diseases, as opposed to chronic

diseases, include a very rapid onset and/or a short

course. Acute diseases can occur throughout all

bodily systems. Examples of acute diseases

include appendicitis, acute leukemia, and strep

throat. Some acute diseases do not require hospi-

talization or medical treatments, such as

influenza, whereas others, such as pneumonia

and acute myocardial infarction, may require

medical attention and extended treatment.
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Acute Illness
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▶Acute Disease

Acute Myocardial Infarction
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Synonyms

Acute coronary syndrome; AMI; Heart attack;

MI; Non-Q wave myocardial infarction;

NSTEMI; Q wave myocardial infarction; STEMI
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Definition

Acute myocardial infarction (AMI), also known

as heart attack or acute coronary syndrome

(ACS), is a clinical condition that occurs when

blood flow to regions of the heart is suddenly

interrupted, causing myocardial ischemia and

eventually cell death. Most commonly, this is

caused by coronary atherosclerosis and is

initiated by the rupture or erosion of a complex,

lipid-laden plaque that then triggers thrombus

formation, causing the total or subtotal occlusion

of the coronary artery in question. Rarely,

non-atherosclerotic processes such as vasospasm,

vasculitis, and spontaneous coronary artery dis-

section may also lead to myocardial infarction

(Antman & Braunwald, 2008).

Description

Acute myocardial infarction is further classified

into ST elevation myocardial infarction (STEMI)

and non-ST elevation myocardial infarction

(NSTEMI), depending on the presence of ST

segment elevation on the 12-lead electrocardio-

gram (ECG). ST segment elevation is typically

associated with thrombi that are completely

occlusive, leading to a large zone of infarction

involving the full or nearly full thickness of the

affected portion of the ventricle. In the absence of

prompt revascularization, most patients will go

on to develop pathological Q waves, and the term

Q wave myocardial infarction is sometimes used

interchangeably with STEMI in the past (Antman

& Braunwald, 2008). NSTEMIs, also referred to

as non-Q wave myocardial infarction, are thought

to be due to thrombi that cause subtotal occlusions

severe enough to lead to myocardial necrosis. The

term unstable angina (UA) is used to refer to

situations in which cell deaths do not occur despite

the presence of subtotally occlusive thrombi and

clinical symptoms of ischemia such as chest pain

(Cannon & Braunwald, 2008). These three enti-

ties, STEMI, NSTEMI, and UA, together consti-

tute the spectrum of acute coronary syndrome,

a clinically important concept that is the foundation

of current diagnostic and management pathways.

Despite recent declines, acute myocardial

infarction remains a significant public health

burden in the United States, affecting as many

as 785, 000 Americans in 2010 (American Heart

Association Statistics Committee, 2010). This is

in part due to the high burden of risk factors

such as hypertension, hyperlipidemia, diabetes

mellitus, tobacco smoking, obesity, and physical

inactivity in the general population. Patients with

acute myocardial infarction typically present

with chest pain or pressure radiating to the arm

or jaw that is worse with exertion and is associ-

ated with shortness of breath, nausea, vomiting,

or diaphoresis. Elderly patients and diabetics can

often present with atypical symptoms. Upon pre-

sentation, timely performance of ECG is essential

to determine the presence of ST segment

changes, and biomarkers such as cardiac tropo-

nins or the muscle–brain (MB) fraction of crea-

tine kinase (CK) are used to confirm myocardial

necrosis. Noninvasive imaging modalities such

as stress echocardiography or nuclear stress test-

ing can be helpful in equivocal cases (Cannon &

Lee, 2008). In order to standardize case definition

for both clinical practice and research, current

guidelines have recommended that at least two

of the following three criteria be met for the

diagnosis of acute myocardial infarction: charac-

teristic symptoms, ECG changes, and a typical

rise and fall of biomarkers (Thygesen, Alpert, &

White, 2007).

For patients with STEMI, the cornerstone of

care is timely reperfusion therapy through percu-

taneous coronary intervention (PCI) or fibrinoly-

sis, which has been shown to improve survival in

multiple studies. In the absence of contraindica-

tions, it is recommended that patients undergo

emergent PCI within 90 min of presentation or

receive fibrinolytics within 30 min of arrival in

settings where PCI is not available or will be

delayed (Antman, 2008). For patients with

NSTEMI, an early invasive strategy utilizing

PCI is recommended for those with high-risk

features such as positive biomarkers or signifi-

cant ST segment changes (Cannon & Braunwald,

2008). Regardless of the type of myocardial

infarction, occasionally, urgent or emergent cor-

onary artery bypass grafting (CABG) may be
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required depending on findings on coronary angi-

ography. In terms of pharmacological therapy,

both STEMI and NSTEMI patients have been

shown to benefit from aspirin, antiplatelet agents

such as clopidogrel, beta blockers, statins,

ace inhibitors and angiotensin receptor

blockers, and anticoagulants such as heparin,

low-molecular-weight heparin, and bivalirudin.

Nitrates and morphine are often used for symp-

tom relief but have not been shown to improve

survival (Anderson et al., 2007; Kushner et al.,

2009). Despite these therapeutic advances, myo-

cardial infarction is the cause of death for more

than 140,000 Americans annually (American

Heart Association Statistics Committee, 2010).

Patients who survive the initial episode of

myocardial infarction are also at risk for

a number of complications, including heart fail-

ure, ventricular free wall rupture or ventricular

septal defect, ventricular tachyarrhythmias, left

ventricular thrombus, and recurrent myocardial

infarction. Careful follow-up and adherence

to the prescribed medical regimen is essential

for secondary prevention. In addition, lifestyle

changes such as smoking cessation, regular exer-

cise, weight loss, and dietary modifications have

been shown to be beneficial, but substantial chal-

lenges remain in motivating patients to maintain

healthy behavioral changes over time. Of note,

psychosocial factors such as depression and poor

social support have also been shown to be inde-

pendent risk factors for major adverse cardiovas-

cular events after myocardial infarction, but thus

far there is only limited evidence that interven-

tions targeting these can reduce adverse outcomes

(Anderson et al., 2007; Kushner et al., 2009).
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Acute Phase Proteins

▶C-Reactive Protein (CRP)

Adaptation
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Adaptive Coping
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Addiction
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Synonyms

Addiction

Definition

Addictive behaviors (AB) are a cluster of persis-

tent compulsive behaviors which people feel an

uncontrolled urge to perform, without which they

fear experiencing loss of control or a very nega-

tive outcome. The American Psychiatric Associ-

ation defines substance dependence as: “When an

individual persists in use of alcohol or other drugs

despite problems related to use of the substance,

substance dependence may be diagnosed. Com-

pulsive and repetitive use may result in tolerance

to the effect of the drug and withdrawal symp-

toms when use is reduced or stopped. This, along

with Substance Abuse are considered Substance

Use Disorders. . ..” (DSM-IV & DSM-IV-TR:

Substance Dependence).

Description

AB include smoking, ingesting street and medi-

cal drugs, alcohol consumption, or even other

normally healthy activities such as sports,

among other behaviors. There is often comorbid-

ity between AB and mental health problems. In

the AB, there is a repetitive form of behavior

lasting various periods of time from perhaps

months to years, and an eventual dependence on

the sought material or activity. The prevalence of

AB varies according to the type of AB, gender,

age group, and geographic region. For example,

a national survey conducted in the USA in over

43,000 people found a lifetime prevalence of

alcohol dependence of 12.5% (Hasin, Stinson,

Ogburn, & Grant, 2007). Among 12th grade

American students, 6.1% take marijuana daily

(National Institute of Drug Abuse). When

researching risk factors of AB, one needs to

distinguish between abuse of certain agents

(e.g., drug abuse) and dependence on such agents,

resulting in AB. Risk factors of AB vary between

ages and genders. In youth, these can include peer

pressure and parental behavior (in favor and

against). In adults, unmarried people, men, and

low income are among the socioeconomic corre-

lates of alcohol dependence (Hasin et al., 2007).

A review of studies on life events and alcohol

found that the type of event mattered – while

health and financial problems predicted reduced

alcohol intake, life events related to the

spouse, friends, or retiring predicted increases in

alcohol consumption in longitudinal studies
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(Veenstra et al., 2006). Overattention to environ-

mental cues associated with alcohol in alcoholics,

as measured by the emotional stroop test, was

found in another study to be associated with alco-

holism (Lusher, Chandler, & Ball, 2004). Among

the different mechanisms proposed to account for

AB are operant conditioning – the consumed

material produces a feeling of reward, pleasure,

or reduction in distress, all which serve as rein-

forcements and eventually form the basis for

the dependence on the consumed material and

the AB. Neural mechanisms underlying AB

include activation of dopamine-rich regions in

the brain. One study found that the mesencepha-

lon, a dopamine-rich region, showed higher

activity specifically in response to drug-related

words in cocaine users than in healthy controls

(Goldstein et al., 2009). Thus, AB is a severe

public health problem worldwide, with multiple

risk factors spanning from socioeconomic, per-

ceptual, environmental, and biological, hence

requiring a multilevel type of intervention.
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Biographical Information

Robert Ader was born in 1932. He was a native of

the Bronx, New York, and a graduate of Tulane

University.He receivedhisPh.D. atCornellUniver-

sity. He then joined the faculty at the University of

RochesterMedical Center and quickly rose through

the ranks, becoming a professor of psychiatry and

psychology in 1968. He held numerous positions

and titles during his tenure at the University of

Rochester, including the George Engel Professor

of Psychosocial Medicine and Distinguished Uni-

versity Professor. He retired in July 2011 as profes-

sor emeritus. He had received an honorary doctor of

science degree from Tulane and an honorary medi-

cal degree from Trondheim University in Norway.

Major Accomplishments

Ader coined the word psychoneuroimmunology

to describe the field of study he helped create.
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He was editor and later co-editor of the book

Psychoneuroimmunology, first published in

1981, that details the research supporting the

proposition that the brain and immune system

are an integrated system. He was the founder

and past president of the Psychoneuroimmunol-

ogy Research Society, and also past president of

the Academy of Behavioral Medicine Research

and the American Psychosomatic Society. He

launched the journal Brain, Behavior and Immu-

nity, and in 2002, the Psychoneuroimmunology

Research Society created an award, the Robert

Ader New Investigator Award, to be given to

promising young scientists.

His theories that the human mind could signif-

icantly affect the ability of the immune system to

fight disease were initially greeted with heated

skepticism and sometimes scorn when he pro-

posed them more than 30 years ago. However,

they are now applied and studied in many medi-

cal specialties, as well as by researchers around

the world.

In the early 1970s, in what would become one

of his most distinctive experiments, Ader was

studying taste aversion conditioning in rats. In

the experiment, rats drank different volumes of

a saccharin solution and also were injected with

a dose of Cytoxan, an immunosuppressive drug

that induces gastrointestinal upset. The rats

“learned,” or were conditioned, to avoid consum-

ing the solution. When he stopped giving the rats

the drug but continued to give them the saccharin

solution, not only did the rats avoid drinking the

solution but also some of the animals died. The

magnitude of the avoidance response of the rats

was directly related to the volume of solution

consumed. Additionally, the mortality rate varied

with the amount of solution consumed. Ader

believed that this orderly relationship could not

be due to chance. It was through these experi-

ments that he discovered that the rat immune

system can be conditioned to respond to external

stimuli. This was one of the first scientific exper-

iments that demonstrated that the nervous system

can affect the immune system.

In an interview conducted in 2010 that

appeared in the newsletter of the American Insti-

tute of Stress, Ader commented as follows: “As

a psychologist, I was unaware that there were no

connections between the brain and the immune

system so I was free to consider any possibility

that might explain this orderly relationship

between the magnitude of the conditioned

response and the rate of mortality. A hypothesis

that seemed reasonable to me was that, in addi-

tion to conditioning the avoidance response, we

were conditioning the immunosuppressive

effects (of Cytoxan). It seems to me that basic

research on the interactions among behavior,

neuroendocrine and immune processes has

a bright future that promises new developments

in our understanding of adaptive processes with

profound consequences for the maintenance of

health and for the treatment of disease.”

This hypothesis was tested and confirmed in

a classic study employing deliberately immu-

nized animals, the results of which were

published in 1975 in the journal Psychosomatic

Medicine. Conditioning is one form of learning,

and, as such, involves the higher centers of the

brain. Ader’s study, clearly demonstrating that

immune responses could be modified by classical

conditioning, meant there were connections

between the brain and the immune system and

that the mind could have profound effects on the

body’s functions that were thought to be

independent.

In his paper published in 2010 in the journal

Psychosomatic Medicine, Ader and his fellow

Medical Center researchers described the use of

a placebo effect to successfully treat psoriasis

patients with a quarter to a half of the usual

dose of a widely used steroid medication. Early

results in human patients suggest that this new

technique could improve treatment for several

chronic diseases that involve mental state or the

immune system. Following publication of this

paper, Ader observed that “Our study provides

evidence that the placebo effect can make possi-

ble the treatment of psoriasis with an amount of

drug that should be too small to work. . ..While

these results are preliminary, we believe the med-

ical establishment needs to recognize the mind’s

reaction to medication as a powerful part of many

drug effects, and start taking advantage of it.”

Editors’ Note: Dr. Ader passed away in 2011.
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Synonyms

Patient compliance

Definition

Adherence is a term used to describe the extent to

which an individual’s behavior coincides with

health-related instructions or recommendations

given by a health care provider in the context of

a specific disease or disorder. The term has been

used extensively in psychology and medicine in

reference to acute, chronic, and preventive

treatment regimens (e.g., a course of prescribed

medication, wound self-care), preventive health

screenings, dietary restriction, exercise recom-

mendations, smoking cessation, and other health

behaviors. Although adherence is synonymous

with compliance in many contexts, the former is

often preferred by behavioral scientists and

allied health professionals given its emphasis of

patient-provider collaboration as opposed to a

more authoritarian, provider-centered exchange.

Description

Extent and Implications of Nonadherence

Despite significant advances in biomedical sci-

ence related to the treatment of disease, the

problem of nonadherence remains pervasive.

Although estimates of nonadherence vary consid-

erably as a function of (a) the length and com-

plexity of the treatment regimen, (b) setting and

population, and (c) assessment method, data sug-

gest that rates of nonadherence range from 20%

to 80%. From an economic standpoint, medica-

tion nonadherence has been estimated to cost

upwards of $300 billion annually in avoidable

medical spending in the USA alone, a figure

that does not include the cost implications of

nonadherence to all health care regimens. In -

addition to the enormous monetary cost,

nonadherence also has implications for the effi-

cacy and effectiveness of medical treatment

regimens. Specifically, not only has patient

nonadherence been linked to treatment failures

but it also may directly undermine future treat-

ment efficacy due to its contribution to the devel-

opment of drug-resistant disease strains as well as

complications regarding the establishment of

empirically based guidelines for medication

usage.

Assessing Adherence

Numerous strategies for assessing adherence

behavior have been employed by researchers

and clinicians alike. These include patient self-

report, clinician judgment, clinical/health out-

comes, medication measurement, electronic

medication monitors, computerized pharmacy
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records, biological indicators, and directly

observed therapy. Each strategy is reviewed

here in turn.

Patient Self-Report

Subjective patient reports remain the most widely

used assessment method largely because they are

quick, inexpensive, and can be administered by

persons with little or no technical expertise. Fur-

thermore, self-report may be the only method of

ascertaining patient attitudes and experiences

related to a specific medication regimen. For

example, a patient choosing to split dosages in

order to share medication with a significant other

will not necessarily be identified as nonadherent

through objective assessment methods (reviewed

below). Despite these benefits, however, evi-

dence indicates that patients significantly under-
estimate rates of nonadherence. In addition to

memory biases inherent in retrospective recall

of behavioral events, patients may be hesitant to

report nonadherent behavior to health care pro-

viders or behavioral scientists for fear of rebuke.

Recognizing the limitations associated with

patient self-report – particularly when requested

over an extended period, such as days or weeks –

many have advocated the use of ecological
momentary assessment (EMA), a method in

which patients are asked to report about their

behavior over several, discrete points in time.

Because EMA captures events in “real time,” it

minimizes recall biases; however, it is important

to note that EMA does require considerably

greater patient burden and still may be subject

to certain methodological issues, such as poor

adherence to the self-assessment protocol itself.

Clinician Judgment

Similar to evidence regarding patient self-report,

health care providers also significantly underes-

timate rates of nonadherence in their patients.

Evidence suggests that less experienced

providers are the least likely to recognize

nonadherence, but identification of such patients

is difficult for providers at all levels and special-

ties. This may be due, in part, to stereotypes about

what constitutes an adherent patient including

gender and race, attributes which are not

consistently related to adherence behavior. Col-

lectively, this overall lack of provider awareness

of patient nonadherence has clinical implications

regarding adjustments to patient treatment regi-

mens as well as the frequency and aggressiveness

of patient follow-up over time.

Clinical Outcomes

Adherence researchers have also utilized clinical

outcomes – such as infection resolution or

changes in blood pressure – as proxies of treat-

ment adherence. These measurements must be

interpreted with caution, however. Evidence indi-

cates that poor physical health is significantly

predictive of treatment nonadherence, clouding

any interpretation of an association between clin-

ical outcomes and adherence behavior. In addi-

tion, the extent to which many clinical and health

outcomes are related to adherence behavior either

varies considerably or is largely unknown, further

complicating the use of such measures as indica-

tors of adherence.

Medication Measurement

Medication measurement methods, such as pill

counts or the weighing of liquid medication, rep-

resent a straightforward, objective way of esti-

mating adherence. Much like self-report

methods, however, medication measurement is

subject to several limitations. In particular, pill

counts have been repeatedly shown to be an

insensitive index of nonadherence. One possible

explanation is the phenomenon of medication

“dumping” in which patients choose to discard

unused medication for fear of appearing

nonadherent. Patients may also share medica-

tions with family members on the same (or sim-

ilar) treatment regimen. Even if patients are not

actively engaging in deception or sharing, medi-

cation measurement methods are further limited

because they provide no indication of regimen

fidelity (i.e., whether the medication, if ingested,

was taken as directed).

Electronic Medication Monitors

A more advanced method of tracking medication

usage is through the use of electronic medication

monitors. In contrast to more simplistic
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medication measurement – such as pill counts –

electronic monitoring allows a clinician or

researcher to capture some information regarding

regimen fidelity. For example, one of the most

widely used systems is the Medication Event

Monitoring System (MEMS), which may be

used with any regimen consisting of pills or cap-

sules. The MEMS “Track Cap” records the date

and time of each cap removal, which is stored in

a small chip affixed to the bottle and may later be

downloaded to a computer for analysis. Evidence

indicates that systems like MEMS are a more

sensitive measure of adherence when compared

to other measurement methods including clini-

cian judgment, patient self-report, and pill

counts. Although electronic monitoring methods

may alleviate some concerns associated with

other assessment strategies, they are not without

limitations. Much like pill counts, electronic

methods also are tied to the assumption that med-

ication removal may be equated with medication

ingestion.

Computerized Pharmacy Records

Behavioral scientists have developed methods

that utilize prescription refill records from com-

puterized pharmacy databases to obtain estimates

of adherence. These methods, often referred to as

refill compliance (RC) measures, ascertain the

timing of medication refills and calculate the

percentage of time patients have a necessary sup-

ply of medication(s) during a specific time frame.

RC estimates utilize a considerable amount of

information including the drug name, dosage,

quantity dispensed, and date of refill; thus, RC

estimates may be computed for individual medi-

cations, specific classes of medications, and/or

across all prescription agents taken by a particu-

lar patient.

Much like the methods already reviewed, RC

estimates, too, are limited. For example, while

a patient may obtain prescription refills on

a regular basis, RC measures do not provide

information as to whether a patient takes the

drug(s) as directed. Furthermore, abrupt, pro-

vider-directed changes to a patient’s regimen

may not be accurately captured. Lastly, RC

methods are not useful for estimating adherence

to short-term or discretionary treatments, such as

a brief course of antibiotics or prescription anal-

gesics used “as needed.” On balance, however,

increasing evidence supports the validity of RC

methods with strong associations reported

between pharmacy records and other measures

of adherence including medication measurement,

biochemical assays, and other clinical outcomes.

Biological Indicators

Clinical analyses, such as biochemical assays and

other laboratory tests, may be used to estimate

adherence through measurement of medication,

metabolites, or drug tracers in serum or urine.

Such methods are free of subjective biases, but

may be limited in several other ways. Biochem-

ical assays are, at present, only available for

a limited number of patient drugs and are

influenced by individual differences in drug

metabolism. Moreover, these methods are often

quite costly, precluding their use in routine clin-

ical care. Lastly, even biological indicators may

be compromised if a patient alters adherence

behavior close to the time of analysis.

One example of an oft-used, widely available

laboratory test is the hemoglobin A1C assay

(a.k.a., glycosylated hemoglobin), a reliable and

valid clinical indicator of glycemic control in

diabetic patients. Because diabetic patients must

adhere to a complex self-care regimen in order to

maintain blood glucose control (e.g., insulin

injections, restricted diet, exercise, frequent

blood glucose testing), self-reported adherence

may be especially biased and/or difficult to cap-

ture given the array of relevant behaviors to be

measured. The hemoglobin A1C assay provides

a more stable – though imperfect – proxy of

adherence (i.e., glycemic control) over the previ-

ous 2–3 months. Hemoglobin A1C levels are now

routinely used in both clinical care and research

and have become the gold standard with respect

to diabetes diagnosis and care.

Directly Observed Therapy (DOT)

Finally, DOT – as indicated by its name –

requires the direct observation of patients as

they complete each treatment or dose to confirm

adherence. DOT was developed in the context of
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tuberculosis (cf. Bayer & Wilkinson, 1995), an

infectious disease requiring complex, months-

long treatment and, consequently, is fraught

with challenges to patient adherence. In particu-

lar, those most affected by tuberculosis (e.g., IV

drug users, the homeless) were also those least

likely to adhere to treatment. Besides tuberculo-

sis treatment, DOT has proven a successful

adherence strategy in studies of patients with

HIV, pertussis, and hepatitis C. Overall, DOT

may be most useful in the context of those ill-

nesses that mutate quickly, are highly contagious,

or where patient adherence is the primary barrier

to treatment effectiveness.

Determinants of Adherence

Over the past 50 years, much research has worked

to identify determinants of patient adherence.

Although health care providers typically attribute

nonadherent behavior to patient characteristics,

the determinants of nonadherence are multiface-

ted and quite complex. Reviewed below are sev-

eral characteristics known to be associated with

patient adherence.

Characteristics of the Treatment Regimen

Relative to the other general categories of adher-

ence determinants, characteristics of the treatment

regimen have been less studied. Despite the pau-

city of data in this context, however, research

consistently indicates that the complexity of the

specific treatment regimen appears to substantially

influence adherence behavior. For example, much

evidence demonstrates that patients have more

trouble adhering to prescribed treatments when

multiple (vs single) doses are required throughout

the day or are attached to certain caveats (e.g.,

“take with food”). Moreover, multifaceted regi-

mens have been shown to yield poor adherence

behavior as well. For example, diabetic patients

(i.e., those required to meet multiple, complex

self-care responsibilities) often have the highest

levels of nonadherence compared to other patient

populations. Of note, the correlations among var-

ious facets of complex treatment regimens are

known to be quite low, suggesting that otherwise

adherent patients may have trouble navigating

multiple, complex treatment demands.

Patient Characteristics

Research regarding patient characteristics has

typically focused on either (a) sociodemographic

or (b) psychological correlates of adherence

behavior. With respect to the former, few consis-

tent patterns have emerged, perhaps with the

exceptions of patient age and socioeconomic sta-

tus (SES). Across numerous treatment settings

and patient populations, younger individuals

tend to exhibit poorer adherence behaviors as

compared to older adults, although not uniformly.

Patients of lower SES also tend to have increased

rates of nonadherence irrespective of the treat-

ment setting.

Patient psychological characteristics, such as

personality traits and individual differences

related to patient beliefs and expectancies, have

been extensively studied in the context of treat-

ment adherence. For example, the Five Factor

Model personality trait of conscientiousness –

reflecting self-control, dependability, delibera-

tion, and the will to achieve – has been related

to adherence in some (e.g., dietary adherence in

end-stage renal disease patients), but not all, con-

texts. In addition, health locus of control (HLC),

or the extent to which one believes that good

health is a product of one’s own behaviors as

opposed to external or chance factors, has been

shown to be associated with better adherence in

several studies. In some instances, patients

believing that health outcomes are due largely

to their own behaviors (i.e., internal health

locus of control; IHLC) exhibit more favorable

adherence; however, other research has failed to

demonstrate any association between IHLC and

adherence while still others have found it to be

associated with worse adherence. At best, the

relationship between HLC and adherence is

unclear. Some have speculated that patients

with an IHLC orientation may demonstrate

poorer adherence in contexts where self-care

demands are minimal and patient control over

health outcomes is limited.

Adherence researchers have also shown

a decided interest in patient self-efficacy or the

extent to which an individual believes he/she is

capable of performing the behavior(s) needed to

bring about a certain outcome. Much evidence
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has consistently demonstrated the importance of

patient self-efficacy in multiple treatment con-

texts, including diabetes, chronic kidney disease,

HIV, transplant recipients, and post-MI recovery.

Notably, some evidence suggests that locus of

control and self-efficacy – distinct, yet comple-

mentary constructs – best predict adherence when

considered in tandem, suggesting avenues for

future research.

Patient Depression

Patient experience of psychological distress, par-

ticularly depression, has been investigated exten-

sively in the context of patient adherence.

Hallmarks of clinical depression include

decreased motivation, psychomotor retardation,

and cognitive deficits, all of which seemingly

may impact adherence intentions and subsequent

behaviors. Similar to other patient characteristics

reviewed above, however, evidence of any rela-

tionship between depression and patient adher-

ence is inconsistent.

Such findings may be explained, to some

extent, by the way in which depression is cap-

tured (i.e., via self-report or diagnostic interview)

and the context in which adherence is measured.

Any relationship between depression and

nonadherence is likely to be a function of the

neurovegetative symptoms of depression noted

above, each of which may be less likely in

patients with subclinical depression. Consistent

with this line of thought, research using self-

report measures to capture depressive affect

(vs structured clinical interview) tends to show

weaker associations with adherence outcomes.

Furthermore, some evidence demonstrates that

as self-care demands increase, so do associations

between depression and nonadherence, making

the specific disease context in which adherence

is measured extremely important.

Provider Characteristics

Health care provider (and practice style) charac-

teristics have not been extensively considered in

the context of adherence, nor have many signifi-

cant associations materialized. While provider

age, gender, and race/ethnicity seem to have little

to do with the level of patient adherence, limited

evidence suggests that the degree of information

provision afforded patients is related to adher-

ence; however, this variable seems to be more

strongly associated with patient satisfaction than

patient adherence.

Patient-Provider Interaction

Perhaps more important is the interaction

between patient and provider. Health care deliv-

ery is decidedly interpersonal; thus, it seems

remiss not to consider the patient-provider dyad

in the context of adherence. Indeed, a growing

body of evidence suggests that the symmetry, or

match, between a patient and his/her provider on

health-related attitudes toward illness and the

health care context itself may be important for

patient adherence. Christensen and his colleagues

have done considerable work in this area, finding

that patients and providers with similar attitudes

regarding control over one’s health (i.e., IHLC;

see above) as well as preference for self-

management and shared decision-making regard-

ing treatment are predictive of adherence. Future

research regarding patient-provider interaction in

the context of treatment adherence may shed

additional light on some of the issues reviewed

heretofore.

Socio-Environmental Characteristics

Although considerable research underscores the

importance of perceived quality and availability

of social support in the context of adherence, the

totality of evidence is, at best, mixed. Several

studies in various disease contexts have found

social support to be either unrelated or inconsis-

tently related to adherence; still, others have

reported social support to be related to poorer

treatment adherence within certain contexts.

In such instances, researchers have speculated

that social support may confer a barrier to

adherence – such as increased social obligations

or stigma – particularly when a regimen requires

changes in dietary behavior, which is known to be

heavily influenced by social factors.

Facilitating Adherence

Strategies aimed at facilitating, or increasing,

patient adherence may be classified in one of
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three general categories: behavioral, psychoedu-

cational, and socio-environmental. Behavioral

strategies – such as patient self-monitoring, con-

tingency contracting, stimulus control, and

behavioral cues/reminders – have been

implemented widely in the context of chronic

treatment regimens. Collectively, such strategies

have yielded modest success in facilitating

patient adherence. For example, behavioral tech-

niques have been commonly used to help

improve adherence among diabetic patients; in

particular, self-monitoring strategies have

resulted in improved adherence to dietary guide-

lines and, as such, have been touted as a crucial

component of modern diabetic therapy.

Psychoeducational strategies, including the

provision of written or computer-based educa-

tion, appear to be most effective when patients

are given explicit, tailored recommendations rel-

ative to their disease and treatment versus inter-

ventions that impart more general health-related

information. Although briefer psychoeducational

interventions have demonstrated reasonable suc-

cess, clinicians and researchers should be aware

that multifaceted regimens (e.g., those associated

with diabetes, transplant recovery) likely require

considerably more instruction to confer

a significant benefit.

Finally, several socio-environmental strate-

gies have also been used to facilitate adherence.

The most common strategy increases contact

between the patient and health care provider,

such as the treating physician or study nurse,

with mixed success. Similarly, patient support

groups and enhancement of the patient’s family

support structure through counseling have been

attempted with some success. Much of this work,

however, has been plagued by inattention to the-

ory and poor methodology, highlighting the need

for further investigation.

Conclusions

Patient adherence is as fundamental a component

of effective health care as the treatment regimen

itself. However, despite extensive study over five

decades, nonadherence remains a significant

problem. In both research and clinical care set-

tings, measurement of patient adherence behav-

ior may take many forms, all with considerable

strengths and weaknesses. Many determinants of

adherence remain unknown, underscoring not

only the remarkable complexity of patient adher-

ence but also the difficulty in reliably predicting

behaviors often associated with enormous health-

related consequences and, ultimately, the need

for further investigation of this dynamic

phenomenon.
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Synonyms

Cell adhesion molecule

Definition

Adhesion molecules are the protein molecules

that are situated on the surface of the cells or the

intracellular organelle.

Description

The adhesion molecules attach to adjacent cells

and help with binding with these cells or extracel-

lular structures. There are several functions

described like transmitting the information

(cellular signaling pathways) to communicate

between cells and within the cells. The adhesion

molecules usually share a common basic structure

that they have extracellular and intracellular

domains that are connected to transcellular domain.

This facilitates their function to act as messenger

across the cellular membrane on either side.

Adhesion molecules are classified based on

the function, structure, and location. Cadherins,

integrins, selectins, and immunoglobulin (Ig)-

related cell adhesion molecules (CAMS) are

four major types of adhesion molecules. Brief

summary of these molecules are described below.

The cadherins are calcium-dependent adhesion

molecules, and they are activated when the

extracellular domain is attached to calcium.

The intracellular domain connects to various

intracellular proteins to perform several functions.

The details about epithelial (E)-cadherin, neural

(N)-cadherin, and placental (P)-cadherin have

been described in relation to several tissue

function and also embryogenesis.

The integrins are transmembrane proteins that

are composed of different subunits (e.g., alpha

and beta subunits). These have been described

in the signal transfer from within cell to extracel-

lular matrix and also from extracellular to intra-

cellular structures.

The selectins are the type of adhesion

molecules, and they are glycoproteins in their

composition. When the specific carbohydrate

related to cellular signaling pathway attaches to

the extracellular domain, these selectins transmit

the signal across the cellular membrane. Platelet-

selectins, leukocyte- selectins, and endothelial-

selectins are subtypes of selectins, and they are

involved with various functions related to platelet,

leukocyte, and platelet activity at the cellular level.

The immunoglobulin (Ig)-related cellular

adhesion molecules (CAM) are independent of

calcium for their activity. Vascular-cell adhesion

molecules (VCAM-1), neural (N)-cell adhesion

molecule (NCAM), intercellular adhesion mole-

cule (ICAM), and platelet-endothelial cell

adhesion molecule (PECAM) have been related

to dysregulations of the vascular system, nervous

system, and platelet-thrombosis.

These adhesion molecules may be involved

with each other in the process of various

functions of the cellular signaling pathway. For

example, during the inflammatory process, white

blood cells (leukocytes) are transferred across the

endothelial lining to the subendothelial layer of

the vasculature which is a multistep process

and an important part of the early pathogenesis

of atherosclerosis. Initially, leukocytes come

in close proximity to endothelial cells which are

selectin mediated. The integrins activate the

surface adhesion molecules in the presence of

Adhesion Molecules 39 A

A

http://dx.doi.org/10.1007/978-1-4419-1005-9_100267


several pro-inflammatory factors including

various extracellular proteins and cytokines.

The integrins also help with the attachment of

the leukocytes to the endothelium. With the help

of PECAM, the leukocytes migrate across the

endothelium (diapedesis) to the subendothelial

space. Subsequent complex changes occur, lead-

ing to the development and progression of ath-

erosclerosis. Various adhesion molecules have

been described in the context of cancer metasta-

sis, growth of tumor cells, and embryogenesis.
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Synonyms

Body fat

Definition

Adipose tissue is a loose connective tissue com-

posed of adipocytes. It is composed of roughly

only 80% fat. Adipocytes are the cells specialized

in storing energy as fat. Adipose tissue also

serves as an important endocrine organ by pro-

ducing hormone such as leptin (Kershaw & Flier,

2004).

There are two types of adipose tissue, white

adipose tissue (WAT) and brown adipose tissue

(BAT). White adipose tissue is involved in the

storage of energy, whereas brown adipose tissue

serves as a thermogenic organ.

Cross-References

▶Leptin

References and Readings

Kershaw, E. E., & Flier, J. S. (2004). Adipose tissue as an

endocrine organ. Journal of Clinical Endocrinology
and Metabolism, 89(6), 2548–2556.

Adjuvant Chemotherapy

Elizabeth Franzmann

Department of Otolaryngology/Division of Head

and Neck, Miller School of Medicine, University

of Miami, Miami, FL, USA

Synonyms

Additional or assisting medication

Definition

Antineoplastic medication given following the

primary cancer treatment, usually surgery or radi-

ation, with the goal to improve relapse-free

survival.
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Description

Paul Ehrlich, a famous German chemist, was the

first to coin the term “chemotherapy” or the use of

chemicals to treat disease in the early 1900s

(DeVita & Chu, 2008). While known for his

work on drugs to treat infectious disease, he also

worked with anticancer agents. However, his

work and the work of others that followed him,

usually with single agents, were fraught with

challenges (DeVita & Chu). The idea that cancers

could be cured with chemotherapy first became

widely accepted around 1970 with successes in

both childhood leukemia and Hodgkin’s lym-

phoma using multi-agent regimens (DeVita &

Chu; Frei, 1985). Prior to this time, surgery and

radiation were the mainstay for solid tumor treat-

ment. However, even for the most aggressive

surgical or radiotherapy regimens, cure rates did

not exceed 33% (DeVita & Chu, 2008).

Interest in adjuvant chemotherapy arose from

experiments in animal models showing that che-

motherapy, though minimally effective against

large tumors, may be curative against micro-

scopic disease (DeVita & Chu, 2008; Frei,

1985). Work by Howard Skipper showed that

a given dose of chemotherapy killed a constant

fraction of tumor cells rather than a constant

number (DeVita & Chu, 2008; Skipper, 1978).

This inverse relationship between tumor cell

number and curability suggested that drugs used

against advanced disease might work better after

the tumor was eradicated with primary treatment

such as surgery (DeVita & Chu, 2008).

Even after optimal local control is achieved

with surgery and/or radiotherapy, advanced

stage tumors and aggressive pathology findings

are often associated with a high likelihood of

disseminated micrometastases or microscopic

residual disease (Skipper, 1978). In such cases,

administration of additional or adjuvant treat-

ment may eradicate microscopic disease and

decrease chances of relapse. These concepts

were first tested and reported for breast

cancer in the mid-1970s with successful results

(DeVita & Chu, 2008; Frei, 1985). This success

triggered a plethora of adjuvant studies in breast

and other tumors such as colorectal cancer

(DeVita & Chu, 2008). The resulting therapies

have contributed significantly to the national

decline in breast and colorectal cancer mortality

that has been witnessed in recent years (DeVita &

Chu, 2008). Other solid tumors have also shown

benefit with adjuvant chemotherapy (DeVita &

Chu). These include cervical cancer, gastric

cancer, head and neck cancers, pancreas

cancer, melanoma, non-small cell lung cancer,

osteogenic sarcoma, and ovarian carcinoma

(DeVita & Chu).

Chemotherapy, radiation therapy, immuno-

therapy, hormonal therapy, and targeted therapy

have all been used as adjuvant treatments. Each

of these is associated with specific side effects

that can be severe and must be weighed against

the potential benefits. Side effects of chemother-

apy, for example, can include nausea, vomiting,

hair loss, and drops in blood cell counts. Patients

who experience treatment-related adverse effects

are more likely to discontinue adjuvant therapy

(Burstein et al. 2010). Thus the decision to pro-

ceed with adjuvant treatment can be complicated,

especially when the disease appears to be eradi-

cated and may indeed never return, even without

further treatment (Burstein et al.). This is even

a more difficult decision if the primary treatment

was physically and emotionally draining for the

patients, such as a disfiguring and debilitating

surgery (Burstein et al.). The decision to proceed

with adjuvant therapy requires a thorough discus-

sion between the patient and their surgical, med-

ical, and radiation oncologists with thorough

explanation of the potential risks and benefits.
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Admixture

Abanish Singh

Duke University Medical Center,

Durham, NC, USA

Definition

The use of racial classification in medicine and

biomedical research has become a popular tool

and is very helpful in understanding racial and

ethnic differences in the causes, expression, and

prevalence of disease traits. Usually, human soci-

ety is classified based on color and linguistic and

cultural differences. However, these classifica-

tions often ignore the availability of interbreeding.

Breeding between members of different classes

can result in the exchange of genetic information

which can further affect genetic disease profiles.

The phenomenon of interbreeding between the

members of two or more different population

groups is known as genetic admixture. It results

in continued, long-term exchange of genes among

the various human society classifications. The

admixture process creates linkage disequilibrium

between loci in a hybrid population and its mag-

nitude is guided by several factors such as time

duration, dynamics, recombination rate, and allele

frequency differential in parental populations.

Admixture can be estimated reliably from the

genetic similarities if the accurate identities of

parental populations in the hybrid population are

available.

Cross-References

▶Allele

▶Gene

▶Genome-Wide Association Study (GWAS)

▶Locus (Genetics)
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Adolescent Psychology

▶Child Development

Adrenal Glands

Linda C. Baumann and Alyssa Karel

School of Nursing, University of Wisconsin-

Madison, Madison, WI, USA

Definition

The adrenal glands are part of the endocrine

system which is comprised of various glands
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that are located throughout the body. These

glands are responsible for synthesizing and pro-

ducing hormones which communicate regulatory

information to cells and organs. The adrenal

glands are primarily responsible for the stress

response in the human body secondary to physi-

cal or emotional stimuli. The two adrenal glands

are pyramid-shaped organs located directly ante-

rior to the kidneys and behind the peritoneum.

Each adrenal gland consists of two distinct por-

tions: an inner medulla and an outer cortex. Each

portion has differing structures and hormonal

functions, but are interrelated.

Description

The adrenal medulla synthesizes and secretes

the catecholamines epinephrine and norepi-

nephrine. Major effects of catecholemines are

increased rate and force of contraction of the

heart muscle, constriction of blood vessels,

dilation of bronchioles, stimulation of lipolysis

in fat cells, increased metabolic rate, dilation

of the pupils, and inhibition of nonessential

processes.

The adrenal cortex is subdivided into three

layers which are primarily responsible for pro-

ducing corticosteroids (see Fig. 1). The outer

layer, the zona glomerulosa, is responsible for

secreting the mineralocorticoid aldosterone.

The middle layer, the zona fasciculata, and the

inner layer, the zona reticularis, produce adrenal

androgens and estrogens, and glucocorticoids

such as cortisol. Aldosterone, the major mineral-

ocorticoid, is necessary for survival and is

responsible for increases in sodium reabsorption

from the renal tubule, saliva, and gastric juice

which results in increased reabsorption of water.

Secondary actions of aldosterone include main-

tenance of blood pressure and potassium

regulation. Cortisol, the most potent of the

Glomerulosa

Fasciculata

Medulla

Aldosterone
Catecholamines

Cortisol

Androgens

Reticularis

Cortex

Adrenal Glands,
Fig. 1 The zona

glomerulosa, the zona

fasciculata, and the zona

reticularis
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glucocorticoids, is responsible for stimulation of

gluconeogenesis, mobilization of amino acids

from extrahepatic tissues, inhibition of glucose

uptake in muscle and adipose tissue, and

stimulation of fat breakdown. Cortisol also has

potent anti-inflammatory and immunosuppres-

sive properties. In the absence of corticosteroids,

the stress response would induce hypotension,

shock, and death.

In general, an individual will experience a

stress response when a stimulus exceeds their

coping abilities which can result in disturbances

of cognition, emotion, and behavior. The stress

response starts in the central nervous system and

endocrine system. It is cyclical in nature and will

continue as long as the stimulus is present. Stress

responses can be either acute or chronic in nature.

Acute stress responses are a result of an immedi-

ate threat; subconscious, false, or perceived. The

process will elicit a reaction most commonly

known as the fight or flight response. In this

circumstance, individuals may exhibit behaviors

secondary to physiologic changes including anx-

iety, rapid speech, restlessness, facial tics, teeth

grinding, and nail biting to name a few. Once an

acute stressor is eliminated or overcome, the

body shuts down the process through a negative

feedback system and hormone levels eventually

return to normal. Not all stressful situations are

detrimental and at times may be desirable. It can

prompt individuals to work toward worthwhile

goals, relieve monotony, and can play a part in

pleasurable activities.

In a chronic stress response, the stress cycle is

continually activated leading to elevated hor-

mone levels. Chronic stress can be related to

weight gain and obesity. Individuals crave salt,

fat, and sugar in an attempt to counteract tension

secondary to the sustained release of cortisol into

the blood stream. Sustained levels of stress hor-

mones have also been detected in individuals

with eating disorders such as anorexia nervosa

and bulimia. Chronic stress can lead to insomnia

and impaired memory and concentration. It can

also contribute to major anxiety, depression, and

suicidal ideations, as well as behaviors such as

alcoholism and drug abuse.

Personality traits, such as Type A personality,

can contribute to a maladaptive stress response.

Type A personality is characterized by hostility,

impatience, and competitiveness. These traits

can lead to an increased risk of hypertension,

heart disease, job stress, alcoholism, and social

alienation.

Individual reactions to stress depend on fac-

tors such as knowledge about the stress response,

learned behaviors, personality type, and attitudes

about controlling, altering, and adapting to stress-

ful situations. The importance of healthy stress

management can reduce some of the maladaptive

behaviors associated with the adrenal glands and

the stress response.

Cross-References

▶ Stress Reactivity
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Adrenergic Activation

Debra Johnson

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Definition

Adrenalin/epinephrine is a neurotransmitter pro-

duced by and released from the adrenal glands.

Release of this chemical activates the sympathetic

nervous system through the alpha-adrenergic and

beta-adrenergic receptor families and produces the

classic “fight-or-flight response” including

increased blood pressure, heart rate, and respira-

tory rate. While this system is adaptive in the

context of acutely stressful events, prolonged

stress can produce a chronic overactivation of the

adrenergic system. This overactivation is impli-

cated in the development and progression of

chronic health problems including hypertension

and coronary artery disease.

Cross-References

▶ Sympatho-Adrenergic Stimulation

Adrenocorticotropin

Benjamin L. Clarke

Academic Health Center, School of

Medicine-Duluth Campus, University of

Minnesota, Duluth, MN, USA

Definition

Adrenocorticotropic hormone (ACTH) is a

peptide hormone produced by corticotropin cells

of the anterior pituitary. Discovery of ACTH and

subsequent characterization focused on a pituitary

substance known to stimulate glucocorticoid syn-

thesis from the adrenal cortex; hence, the name

reflects this tropic hormone function. Pituitary pro-

duction of ACTH is stimulated by corticotropin-

releasing hormone (CRH), a peptide hormone

emanating from the “nuclei” neurons found in the

hypothalamus (see Fig. 1). Released CRH then

passes through the hypophyseal portal vessels

into the anterior pituitary to target corticotropin

cells. The hypothalamus provides a cognitive

nexus for translating central nervous system

(CNS) activity into an endocrine signaling path-

way responsible for stimulating the adrenal cortex.

This triad of hypothalamus-pituitary-adrenals

activity is often referred to as the HPA axis.

A large number of behavioral and physiological

responses are controlled by the HPA in order to

sustain physiological homeostasis. The canonical

HPA activity is CNS control of glucocorticoid

release following physical or emotional stress to

promote physical responses. The “fight or flight”

response is a common behavioral pattern regulated

by the HPA. Heightened HPA activity increases

cognitive vigilance, plasma glucose, and meta-

bolic activity while suppressing tissue repair and

anabolic processes. Excessive HPA activity is

often associatedwith behavior conditions like anx-

iety and depression, and medical conditions such

as fluid retention and obesity.

ACTH is coded by the proopiomelanocortin

(POMC) gene located on Chromosome 2 in

humans. The initial gene product is a pro-form

protein that is differentially processed into active

peptide hormones within corticotropin cells of the

anterior pituitary. In the precursor form, POMC is

a polypeptide consisting of 241 amino acids.

Embedded in the polypeptide POMC are several

different peptide hormones. Due to “tissue-specific

processing” of POMC, a large number of peptide

hormones are produced at the site of action. Spe-

cific POMC-derived hormones are revealed by the

action of pro-hormone convertases (PC). This dif-

ferential processing is controlled by the expression

of two different PCs, (PC1 and PC2) that are

localized to different tissues. The majority of

POMC peptide is produced in the anterior pituitary

and the proteolytic fragments are redistributed to

distal sites for additional processing. Corticotropin

cells in the anterior pituitary express PC1 which
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hydrolyzes POMC to first form pro-ACTH and

beta lipotropin hormone (b-LPH). A second

round of hydrolysis by PC1 on pro-ACTH pro-

duces ACTH and N-POMC. A third round of

hydrolysis by PC1 on N-POMC produces pro-g-
MSH and a joining peptide (JP) fragment. The

most abundant form of ACTH has 39 amino

acids, ACTH (1–39); however, minor amounts of

several smaller sized ACTH are also produced.

Several other peptide hormones are also derived

from POMC using a second convertase expressed

in the hypothalamus and skin. Products from dif-

ferential processing by PC1 in the pituitary are

distributed to distal tissues to be further processed

by PC2. This process of disseminating ACTH

peptides to other sites provides specificity for bio-

logical activity. The pro-g-MSH is converted to

g-MSH by PC2. ACTH (1–39) is converted by

PC2 to form ACTH (1–17) and corticotropin-like

intermediate peptide (CLIP). ACTH (1–17) is then

converted into a-MSH by the sequential action of

carboxypeptidase E, peptidyl-amidating mono-

oxygenase, and N-acetyl transferase. Beta-

lipotropin hormone is converted into g-LPH and

beta-endorphin by PC2, and g-LPH is converted

byPC2 into beta-melanocyte-stimulating hormone

(b-MSH). The two major corticotropins, ACTH

and a-MSH, share the first 13 amino acids. How-

ever, a-MSH has two important chemical changes

that alter solubility and transport properties; the

amino terminal serine is acylated and the

carboxyl terminal valine is amidated. Common to

all corticotropins is a tetra-amino acid sequence

of histidine-phenylalanine-arginine-tryptophan

(H-F-R-W). Point substitutions within the HFRW

sequence completely oblates the activity of

ACTH, a-MSH, b-MSH, and g-MSH.

Cellular recognition of ACTH and MSH

molecules has been attributed to melanocortin

receptors (MCRs) (see Table 1). Five different

G-protein-coupled receptors have been cloned

and characterized for biological activity. Specific

binding of POMC-derived peptides are depen-

dent on the presence of the HFRW sequence

embedded within the hormone sequence (see

Table 2). Selectivity between potential hormone

ligands is the HFRW sequence, peptide length,

and chemical modification of the peptide termini.

The steroidogenic receptor for ACTH is MC2R

has the highest stringency requiring both the

HFRW sequence plus a highly anionic tetra pep-

tide sequence of lysine-lysine-arginine-arginine

(KKRR) at positions 15–18. The MSH peptides

do not possess the KKRR sequence and are not

Genomic POMC

Skin, ectopic forms

Inflammation
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Mast Cells

Melanocyte

Antibodies

Lymphocytes
Cytokines

Sebacious Gland
Granulation
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Pituitary
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B
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Translation
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ligands for MC2R. The other four receptors

(MC1, MC3, MC4, and MC5) have comparably

binding affinities for all ACTH and MSH pep-

tides. Each MC receptor is localized to different

tissues. The MC1R is abundant in melanotropic

cells found in the skin and regulates skin and coat

pigmentation. Adrenal glands express the MC2R

high expression levels in the fasiculata zone

(glucocorticoids) and the glomerulosa zone

(mineralocorticoids), plus lower expression of

MC5R. The brain expresses the MCRs is several

regions.

Adversarial Growth

▶Benefit Finding

▶ Posttraumatic Growth

Adverse Drug Events

▶Drug, Adverse Effects/Complications

Adverse Drug Reaction

Debra Johnson

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Definition

An adverse event is a negative change in health

observed in individuals participating in clinical

drug trials or trials of medical devices. These

events may occur during the trial or within

a short time after the trial ends. They may or

may not be due to the drug or device and can be

categorized as minor (i.e., hypotension) or seri-

ous (i.e., life-threatening complications or even

death). Minor adverse events are reported to the

facility’s institutional review board and to

the sponsor of the trial. Serious events must

additionally be reported to the regulatory agen-

cies (i.e., FDA). In recent years, several large

clinical trials have been halted because of seri-

ous adverse events observed in the patient

groups.

Adverse Drug Reactions

▶Drug, Adverse Effects/Complications

Adrenocorticotropin, Table 1 Melanocortin receptors

MC1R MC2R MC3R MC4R MC5R

Predominate

agonist

a/b-MSH ACTH (1–39) g-MSH a-MSH a-MSH

Site of expression Skin Adrenal

glomerulosa,

adrenal

fasiculata,

adipose

Hypothalamus,

gut, heart,

kidney, and

placenta

Brain and spinal cord Widely expressed

at low density

Physiological

activity

Pigmentation,

anti-

inflammation,

anti-pyretic

Steroidogensis Satiety,

cardiovascular,

energy

homeostasis

Appetite, energy

homeostasis, anti-

pyretic, pain, penile

erections

Exocrine,

immunoregulatory

Behavioral activity Coat/skin color Hypervigilance Feeding Feeding Male dominance

Native antagonist Agouti protein Agouti protein Agouti protein

Adrenocorticotropin, Table 2 Melanocortin peptides

MC(1–5)R MC2R only
ACTH (1–39) NH2-SYSMEHFRWGKPVGKKRRPVKV
PNGAEDESAEAFPLEF-OH

a-MSH Ac-SYSMEHFRWGKPV-NH2

b-MSH NH2-AEJJKEGPYRMEHFRWGSPPKD-OH

g-MSH NH2-YVMGHFRWDRF-OH
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▶ Stress, Early Life

Aerobic Exercise

Rachel Millstein

SDSU/UCSD Joint Doctoral Program in Clinical

Psychology, University of California, San Diego/

San Diego State University, San Diego,

CA, USA

Synonyms

Exercise; Moderate-vigorous physical activity

Definition

Aerobic exercise refers to the type of repetitive,

structured physical activity that requires the

body’s metabolic system to use oxygen to produce

energy. Aerobic exercise improves the capacity of

the cardiovascular system to uptake and transport

oxygen. Aerobic activity can be undertaken in

many different forms, with the common feature

that it is achieved at a heart rate of 70–80% of

a person’s age-appropriate maximum. Aerobic

exercise is considered the cornerstone of endur-

ance training, characterized by moderate energy

expenditure over a prolonged period of time. Aer-

obic power or endurance ismeasured byVO2max,

a person’s maximal oxygen uptake.

Description

Aerobic exercise is different from, though related

to, physical activity and exercise in general.

Physical activity is a broad category that refers

to all bodily movements that require skeletal

muscle contraction and energy expenditure.

Exercise is a subset of physical activity, requiring

specifically planned, structured, and repetitive

movements with a goal of improving performance

or fitness (Caspersen, Powell, & Christensen,

1985). Aerobic exercise can be undertaken in

many different forms, such as brisk walking, run-

ning, cycling, swimming, cross-country skiing,

and dancing. In contrast, anaerobic exercise

involves high-intensity work done for shorter

periods of time. The anaerobic metabolic system

does not require oxygen to be used for energy.

Aerobic exercise was popularized by

Dr. Kenneth Cooper, following the publication of

his 1968 book, Aerobics. Since that time, the

research and knowledge of the health benefits of

aerobic exercise have grown and are widely

known. The many health benefits of regular

aerobic exercise include improved cardio-

respiratory endurance, improved muscular endur-

ance and strength, improved body composition,

reduced risk of type 2 diabetes, reduced risk of

osteoporosis and several cancers, and improved

mental health (anxiety and depression symptom

reduction).

Several authoritative groups have set forth

recommended aerobic physical activity guidelines

for health benefits. The United States’ Centers for

Disease Control and Prevention (2008) recom-

mend that adults achieve at least 150 min of mod-

erate-intensity or 75 min of vigorous-intensity

aerobic physical activity each week. Youth are

recommended to accumulate 60–90 min or more,

or physical activity a day. Moderate-intensity

physical activity requires about 3–6 times as

much energy as resting (i.e., brisk walking), and

vigorous-intensity physical activity requires about

7 times as much energy as resting (i.e., jogging).

Cross-References

▶Exercise

▶ Physical Activity and Health

▶ Physical Fitness

References and Readings

Bouchard, C., Shepard, R. J., & Stephens, T. (Eds.).

(1994). Physical activity, fitness, and health: Interna-
tional proceedings and consensus statement. Cham-

paign, IL: Human Kinetics Books.

A 48 Adversity, Early Life

http://dx.doi.org/10.1007/978-1-4419-1005-9_63
http://dx.doi.org/10.1007/978-1-4419-1005-9_1127
http://dx.doi.org/10.1007/978-1-4419-1005-9_101093
http://dx.doi.org/10.1007/978-1-4419-1005-9_1127
http://dx.doi.org/10.1007/978-1-4419-1005-9_611
http://dx.doi.org/10.1007/978-1-4419-1005-9_1167


Bouchard, C., Shepard, R. J., Stephens, T., &McPherson, B.

(Eds.). (1990).Exercise, fitness, and health: A consensus
of current knowledge. Champaign, IL: Human Kinetics

Books.

Caspersen, C. J., Powell, K. E., & Christensen, G. M.

(1985). Physical activity, exercise, and physical fit-

ness: Definitions and distinctions for health-related

research. Public Health Reports, 100, 126–131.
Cooper, K. H. (1968). Aerobics. New York: Bantam

Publishing.

Physical Activity Guidelines for Americans. (2008).

Retrieved on October 20, 2010 from www.health.

gov/paguidelines/default.aspx

Sallis, J. F., & Owen, N. (1999). Physical activity &
behavioral medicine. Thousand Oaks, CA: Sage.

U.S. Department of Health and Human Services. (1996).

Physical Activity and Health: A Report of the Surgeon
General. Atlanta, GA: U.S. Department of Health and

Human Services, Centers for Disease Control and Pre-

vention, National Center for Chronic Disease Preven-

tion and Health Promotion

Wilmore, J. H., & Costill, D. L. (1994). Physiology of
sport and exercise. Champaign, IL: Human Kinetics.

Affect

Karen Niven

Manchester Business School, The University

of Manchester, Manchester, UK

Synonyms

Affective state; Emotion; Feeling; Feeling state;

Mood

Definition

Affect is the collective term for describing feeling

states like emotions and moods. Affective states

may vary in several ways, including their dura-

tion, intensity, specificity, pleasantness, and level

of arousal, and they have an important role to

play in regulating cognition, behavior, and social

interactions.

Description

Affect is the experiential state of feeling. In

everyday language, terms like affect, emotion,

and mood are often used interchangeably. Affect

is the superordinate category; emotions andmoods

are states belonging to this category. Emotions and

moods are mainly distinguished by their duration,

and by whether they are directed at a specific

cause. Emotions are fairly fleeting and intense

experiences that are elicited in response to specific

external stimuli (i.e., objects or events), and may

arise relatively automatically, or following a cog-

nitive appraisal of a stimulus (e.g., How does the

stimulus relate to my goals? How personally rele-

vant is this stimulus?). Moods last somewhat lon-

ger than emotions, and are more diffuse in nature.

For instance, a generalized feeling of sadness with

no specific cause would be considered a mood

state. People’s experiences of affect over a long

period of time can be summarized to represent

their subjective well-being, i.e., their global

assessment of happiness and satisfaction with life.

Describing and Distinguishing Affective

States

Affective states are typically distinguished along

the dual dimensions of pleasure and arousal.

Pleasure concerns the hedonic properties of the

state, ranging from unpleasant to pleasant, and

arousal concerns the level of engagement or alert-

ness of the state, ranging from activated to

deactivated. So, for example, “anxiety” is a low

pleasure high arousal state. Pleasure is usually

measured by self-report (i.e., asking people how

pleasant they feel), while arousal can be mea-

sured by self-report or by using physiological

data (e.g., heart rate, epinephrine).

There are at least five “basic” emotions –

anger, disgust, fear, happiness, and sadness –

that are thought to be highly idiosyncratic and

distinguishable according to a particular pattern

of cognitions, physiology, facial expressions, and

“action tendencies” that predispose a person to act

in a certain way. For instance, the emotion of fear

is distinguished by the cognitive appraisal of dan-

ger, physiological arousal in terms of higher heart

rate, blood pressure, and perspiration, a facial

expression involving widened eyes, dilated pupils

and drawn brows, and the action tendency of flee-

ing a situation. More complex emotions like jeal-

ousy, shame, and pride may have distinguishable
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cognitive and expressive elements, but may not be

reliably associated with specific patterns of phys-

iological arousal or action tendencies.

Functions of Affect

Affect has important cognitive functions, being

used as a source of information when judging the

value or valance of objects or people, priming

congruent memories, and influencing decision-

making and information processing and possibly

decisions. Positive affect appears to be linked to

broadening of attention, with benefits for creativ-

ity and problem solving, while negative affect is

associated with narrowing of attention, with ben-

efits for more focused tasks. Affect also serves

a function in regulating behavior. Mood states

give rise to broad tendencies toward approach or

avoidance behaviors (pleasant moods are associ-

ated with a drive to approach a stimulus, whereas

unpleasant moods are associated with avoid-

ance), while emotions are associated with spe-

cific action tendencies (e.g., anger is associated

with the tendency to “fight”). Similarly, antici-

pated affect drives our behavior, such that we

pursue those behaviors we deem likely to result

in desirable affective outcomes, and avoid those

likely to result in undesirable affect. Affect may

also function to regulate social behavior, by com-

municating information to others about how we

would like them to engage with us (e.g., guilt

signals a desire to be forgiven).

Individual Differences in Affect

Some people are more prone than others to

experiencing particular affective states. Those

with high negative affectivity tend to experience

unpleasant affect much of the time, while those

with high positive affectivity tend to experience

pleasant affect. People may also be more or less

reactive to affective stimuli. Those who are high

in trait neuroticism are thought to have a lower

threshold for reacting to stimuli, and also appear

to react more intensely. Individual differences in

the extent to which people outwardly communi-

cate their affect (expressivity), and the extent to

which people are able to deliberately control their

experienced and expressed affect (affect regula-

tion), have also been observed.
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Synonyms

Activation; Arousal; Energy; Tension

Definition

Affect arousal is the state of being activated,

either physiologically or psychologically, and is

one dimension of our affective response to emo-

tional stimuli. Psychological characteristics of

arousal include feelings of vigor, energy, and

tension. Physiological symptoms of arousal

include increased heart rate and blood pressure,

among other changes.
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Description

Affect arousal describes the state of feeling

awake, activated, and highly reactive to stimuli.

There are both psychological and physiological

components to the state of arousal. Psychologi-

cally, the state of arousal is associated with the

subjective experience of feelings including high

energy and tension. Physiologically, the body is

in a state of relative heightened responsiveness,

and is prepared for action through the activation

of various neural (limbic) and bodily systems

(e.g., the sympathetic nervous system). The

state of arousal is usually prompted by external,

typically highly emotive, stimuli (such as being

in a dangerous situation, or watching a scary

movie). Some argue that arousal occurs immedi-

ately after exposure to an emotive stimulus;

others suggest that exposure to a high arousal

stimulus first prompts the person to appraise the

personal meaning of the stimulus (Is it congruent

or incongruent to my goals? Is it important to my

survival?), with arousal experienced as a result of

the appraisal.

Psychological and Physiological Components

of Arousal

Affective states are typically described in terms

of their valence (pleasure-displeasure) and their

arousal (high activation-low activation). Thus,

psychological arousal is one dimension of our

affective response to external stimuli. High acti-

vation or arousal is characterized by feelings of

energy for pleasurable states (e.g., excitement),

or tension for unpleasant states (e.g., fear). These

can be distinguished from low arousal states

such as calmness and depression. Arousal can

also be distinguished from intensity, which is

a separate dimension; both high and low arousal

states may be experienced more or less intensely.

It has been argued that there is a second arousal

dimension of sleepiness energy that follows cir-

cadian rhythms.

Several systems underlie physiological

arousal, including the autonomic nervous system,

the reticular activating system, and also the endo-

crine system, which releases hormones including

adrenalin and noradrenalin into the bloodstream.

The physiological symptoms of arousal are

diverse, and include increases in heart rate,

blood pressure, perspiration, respiration rate,

muscle tension and metabolic rate, and changes

in the electrical activity of the brain – in its

regions, hemispheres, and in the connectivity

between regions.

Functions of Arousal

High affective arousal prepares the body to

respond to stimuli, priming us for “fight or flight.”

Arousal also influences cognitive processing in

ways that may be adaptive for survival. Arousal

appears to influence attention, with high arousal

stimuli capturing attention more efficiently, thus

recruiting more processing and coping resources;

this may be why high arousal stimuli are also

evaluated and responded to more quickly than

low arousal stimuli. Arousal also has implications

for memory. Studies have observed enhanced

memory for arousing events, although high states

of arousal can also cause short-term impairments

in retrieval of memories. In addition, retrieval of

memories is facilitated when experiencing

a similar level of arousal to that during encoding.

Arousal may also function to regulate task per-

formance. Most agree that the relationship

between arousal and performance takes the form

of an inverted U-shaped curve, such that states of

either extremely low or extremely high arousal

are detrimental to performance.

Individual Differences in Arousal

Individual differences in arousal may underlie

core personality traits. According to a theory

originally proposed by Eysenck, differences in

baseline physiological levels of arousal (i.e.,

autonomic nervous system and reticular activat-

ing systems) cause people to be more or less

extraverted. For example, low baseline arousal

is associated with high extraversion, because

people seek the stimulation they lack from their

external environment. Likewise, the trait of neu-

roticism is thought to reflect a person’s threshold

for activation in the autonomic nervous system.

People with higher levels of neuroticism have

a lower threshold, and are therefore less able to

inhibit their emotional reactions.
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Aggregate Data

J. Rick Turner
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NC, USA

Synonyms

Aggregate measures; Descriptive data;

Summary data

Definition

Aggregate measures, or data, are summaries of

observations, or measurements, derived from

individuals in the group or groups of interest.

This is a wide-ranging term used in many cir-

cumstances. The key concept is that data used are

not individual measures, but a summary statistic

reached by aggregating large amounts of data

from individual subjects, geographic regions,

socioeconomic classes, etc.

Measures of central tendency are useful

aggregate data. Commonly used measures

include the arithmetic mean (usually called

simply the mean), median, and mode. For exam-

ple, median family income in a given region,

state, or country would be aggregate data.

Proportions are also useful, e.g., the proportion

of a given identified population that smokes

cigarettes.
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Aging

Barbara Resnick

School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

Alter; Changing; Grown; Progress

Definition

Aging relates to the developmental process of

growth and senescence over time. Age-related

refers to how age is taken into account in health

and social systems.

Description

Many of the changes associated with aging result

from gradual loss. These losses may often begin

in early adulthood, but individuals are usually not

affected by changes until the loss is fairly exten-

sive. Most organ systems seem to lose function at

about 1% a year beginning around age 30 years.

The loss of function in an organ, for example,

does not become significant until it crosses

a given level. Thus the functional performance

of an organ in an older person depends on two

principal factors: (1) the rate of deterioration and

(2) the level of performance needed. It is not

surprising then to learn that most older persons

will have normal laboratory values, normal heart

rate and blood pressure, and normal vision and

hearing. It is possible, however, when stressed

such as by doing exercise that the heart then

does not respond appropriately or when it is

dark the eyes do not adjust in a timely fashion.

The health care provider must appreciate and

utilize the notion of variability in aging to help

individuals make lifestyle and treatment choices

to optimize their own aging. As noted, changes

occur over time but there is no known way in

which to predict the rate of decline in any indi-

vidual. There is, however, much evidence to sup-

port the benefit of lifestyle interventions,

specifically diet and physical activity that will

help to overcome some of the physical changes

that can occur with age, and may improve overall

health and quality of life. With regard to diet,

repeatedly it has been noted that there are protec-

tive effects to diets low in saturated fats and high

in fruits and vegetables. Likewise, engaging in

regular physical activity, at least 30 min daily,

has been noted to have not only physical but

mental health benefits. Behavior change inter-

ventions are critical to facilitate adherence to

these behaviors at any point in the lifespan.

It is impossible to address aging without con-

sidering the psychosocial aspects that occur in

addition to the more visible biological and phys-

ical changes. Transitions associated with aging

are commonly noted around retirement, loss of

a spouse or significant other, pet, home, car, and

ability to drive, as well as the loss of sensory

function (hearing and vision) or ambulatory abil-

ity or capacity. Many fear the loss of indepen-

dence with age, cognitive decline and worry

about having an acute catastrophic problem

such as a hip fracture or stroke. Conversely,

many older adults are quite resilient in the face

of these losses and have much to teach the youn-

ger generation on how to respond to loss, opti-

mize remaining function and ability, and adjust.

Recognizing the consequences and anticipated

changes that will occur with age are important to

help facilitate the process and optimize outcomes

in adults as they progress through the lifespan.

Critical to the process is adherence to healthy

lifestyle behaviors as well as a willingness to
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adjust and adapt to the changes that are occurring.

In so doing adults can age successfully, regard-

less of underlying disease or disability.

At this point in time there is still relatively

little known about the aging process and how to

separate aging and age-related changes from dis-

ease. Behavioral medicine can help manage both

sources of change, although understanding and

knowing the difference is critical so as to opti-

mize outcomes. For example, it is possible that

cognitive changes are occurring because of an

elevated blood sugar in the individual or a low

sodium. Treating this with cognitive interven-

tions may help but will not optimize outcomes

as much as combining this treatment with medi-

cal management. Conversely, it is critical to

avoid treating changes medically when behav-

ioral interventions would result in better and

safer outcomes.

Many of the changes associated with aging

result from gradual loss. These losses generally

begin in young to middle adulthood. Fortunately,

however, the changes are not noted until there is

a critical mass of cell death or functional change

that alters the underlying system. The changes in

organ function depend on two principal factors:

(1) the rate of deterioration and (2) the level of

performance needed. Thus under normal circum-

stances the older adult may function within nor-

mal. However, when he or she undergoes some

type of stress the body is not able to compensate

and changes are noted in major organs such as

the brain, kidney, heart, lungs, or liver. Behav-

ioral interventions can help to optimize response

in times of stress by preparing individuals for

such these experiences. An older adult who exer-

cises regularly prior to breaking a hip or under-

going a joint replacement will recover quicker

than an individual who has not been regularly

exercising.

Aging is a complex and multifactorial process

that combines life experiences and behaviors and

genetics particularly. It is critical to remember,

however, that the genetic impact of life span

accounts for 35% of its variance, whereas envi-

ronmental and behavioral factors account for

>65% of the variance.

Changes associated with aging are believed to

be a combination of normal change over time and

disease. Often individuals do not notice aging

until they hit a certain threshold of loss or change.

For example, the loss of function does not

become significant until it crosses a given level.

Likewise, the loss of function in an organ such as

the liver is not noticed until there is sufficient

amount of cell death that functional change

occurs. Thus aging is noted based on two princi-

pal factors: (1) the rate of deterioration and (2) the

level of performance needed. A good example of

the impact of aging on the system occurs with

regard to cardiovascular function and health. An

older individual may have a normal resting pulse

and normal cardiac output when engaging in rou-

tine daily activities. When he or she tries to exer-

cise, however, the heart rate and cardiac output

do not respond in the way that would be antici-

pated in a younger individual (i.e., neither the

pulse or the output increase sufficiently to with-

stand the activity).

Unfortunately, much of what we know about

aging is based on studies doing using cross-

sectional samples of individuals of different

ages that are compared in terms of group aver-

ages. Such an approach generally reveals

a gradual decline in organ function with age,

beginning in early middle life. A few studies

have followed cohorts of people longitudinally

as they age. Their conclusions are quite different.

When evaluated over time some characteristics

and aspects of aging may actually improve rather

than decline. Individual variation may be partic-

ularly important to aging. Individuals who have

been physically active throughout their lifespan

will be more likely to recover optimally follow-

ing a hip fracture, for example, than those who

have been sedentary.

Aging is not simply a series of biological

changes. It is also an accumulation of life expe-

riences and accrued knowledge. It may also be

associated with multiple losses such as the loss of

social roles such as work, motherhood, loss of

income, loss of friends and relatives. These losses

can result in fear of loneliness, financial insecu-

rity, fear of dependency, and fear of one’s own

A 54 Aging



death. Despite these fears and challenges most

older adults cope with multiple losses and limi-

tations and enjoy this time in life.

Increasingly it is recognized that aging occurs

differently depending on the person. The chang-

ing composition of today’s older adults compared

with that of a generation ago may actually reflect

a bimodal shift wherein there are both more dis-

abled people and more healthy older people. We

continue to learn more and more about healthy or

successful aging through hearing the stories of

the growing number of centenarians. Generally

the consensus is that moderation in all areas (e.g.,

food intake, alcohol intake), regular physical

activity, and an engaging social life are critical

to successful aging.
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Definition

An agonist is any molecule which binds to

a receptor on a cell, which then can potentially

lead to subsequent changes in the cell’s functions.

While agonists activate a process that follows

their binding to a receptor, an antagonist inhibits

these effects, and an inverse agonist results in

opposite effects to those of the agonist. In phar-

macology, this issue is pivotal, as certain medi-

cations can act as agonists of receptors, where

they mimic the effects of a natural compound or

ligand that normally binds to the same receptor.

However, the synthetic compound can possibly

lead to similar cellular changes without unwanted

side effects. Receptors can be activated by endog-

enous agonists – a natural compound which binds

to a receptor. In contrast, receptors can also be

activated by exogenous agonists – synthetic med-

ications or compounds which activate a receptor.

An example of an endogenous agonist is acetyl-

choline which activates the acetylcholine recep-

tor. One important measure concerning agonists

is their affinity to a receptor – the degree to which

they structurally and functionally fit a receptor.

Consequently, there are full and partial agonists.

These influence the subsequent effects of an ago-

nist on a cell’s function. Another measure of the

efficacy of an agonist is its EC50 – the concentra-

tion of agonist needed to elicit half the biological

response to that agonist. The potency of an ago-

nist is inversely related to the EC50 value, as

a more potent agonist requires lower concentra-

tions to yield a certain response than a weaker

agonist. Multiple agonists are used in research

and clinical applications, of relevance to behav-

ioral medicine as well. For example, isoprotere-

nol is a drug that stimulates the sympathetic

response since it is an agonist of beta-adrenor-

eceptors, mimicking the effects of epinephrine

(Goodman, Gilman, & Brunton, 2008). Some

compounds can have both agonist and antagonist

characteristics. An intriguing example is tamox-

ifen, which is an antagonist of estrogen used in

cancer treatment, yet it is also an agonist of breast

cancer cells, which induces cell-cycle-related

gene activity (Hodges et al., 2003). Thus, ago-

nists reflect a basic biochemical process at cellu-

lar levels and play numerous roles in health and

disease.
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AIDS Prevention
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AIDS Wasting

▶Cachexia (Wasting Syndrome)

AIDS: Acquired Immunodeficiency
Syndrome

Carter A. Lennon

Department of Psychology, University of
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Synonyms

Human immunodeficiency virus (HIV); Opportu-

nistic infections; Sexually transmitted disease/

infection (STD/STI)

Definition

Acquired immunodeficiency syndrome (AIDS) is

the final stage of the human immunodeficiency

virus (HIV) defined by a marked decline in an

individual’s immune system. Specifically, when

an individual’s CD4 lymphocyte/helper T cell

count falls under 200 per microliter (mL) of

blood, the individual is diagnosed with AIDS

(Crooks & Baur, 2005; Shibley Hyde &

Delamater, 2008). AIDS is defined as a syndrome

because its presence is often accompanied

by a grouping of illnesses that signal the progres-

sion of HIV to AIDS (Kelly, 2008). These

AIDS-defining illnesses, termed opportunistic

infections, include, but are not limited to,

Pneumocystis carinii, Kaposi’s sarcoma, cervical

cancer, andMycobacterium tuberculosis (Crooks
& Baur, 2005; Jekel, Katz, & Elmore, 2001;

Shibley Hyde & Delamater, 2008; World Health

Organization, 2010b).

Description

History of AIDS

AIDS was first recognized as a disease in 1981 by

the Centers for Disease Control and Prevention. It

was not until 1984 when Luc Montagnier’s team

at the Pasteur Institute in France and Robert

Gallo’s team at the National Institute of Health

in the United States discovered that HIV was the

cause of AIDS (Shibley Hyde & Delamater,

2008). In the United States, the epidemic was

first extensively identified in men who have sex

with men (MSM) and was therefore called “gay-

related immune deficiency” (GRID; Shilts,

1987). As outbreaks of HIV/AIDS were also

seen among injection drug users (IDUs), Haitian

immigrants, and hemophiliacs, the disease was

renamed AIDS (Shilts, 1987). Around the world,

AIDS is mainly a disease affecting heterosexual

individuals; in the United States, MSM still com-

prise the majority of HIV/AIDS cases (Crooks &

Baur, 2005).

Epidemiology

HIV/AIDS is largely considered a global pan-

demic (Crooks & Baur, 2005). It is now the

leading cause of death worldwide in women

between the ages of 15 and 49 (UNAIDS,

2010a). According to the 2010 UNAIDS Global

Report (2010b), there were 1.8 million AIDS-

related deaths worldwide in 2009. Sub-Saharan
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Africa accounts for the overwhelmingmajority of

these deaths. By region, AIDS-related deaths are

as follows (UNAIDS, 2010b):

• Sub-Saharan Africa: 1.3 million (72.2%)

• South and Southeast Asia: 260,000 (14.4%)

• Eastern Europe and Central Asia: 76,000

(4.2%)

• Central and South America: 58,000 (3.2%)

• East Asia: 36,000 (2.0%)

• North America: 26,000 (1.4%)

• Middle East and North Africa: 24,000 (1.3%)

• Caribbean: 12,000 (0.67%)

• West and Central Europe: 8,500 (0.47%)

• Oceania: 1,400 (0.07%)

On the whole, AIDS-related deaths worldwide

have stabilized, mainly due to the advent of

highly active antiretroviral therapy (HAART) in

1996 (UNAIDS, 2010b). North America and

Central and Western Europe have seen a decline

in AIDS-related deaths since 1996, while deaths

in Sub-Saharan Africa and the Caribbean have

been decreasing since 2005 (UNAIDS, 2010b).

AIDS-related deaths in Central and South Amer-

ica and parts of Asia have remained constant;

however, deaths in Eastern Europe and Central

Asia are still increasing (UNAIDS, 2010b). Glob-

ally, 70% of infections are transmitted through

heterosexual sex, especially in Africa and Asia

(Crooks & Baur, 2005). In the United States, the

epidemic is still predominantly inMSM, but rates

are rising in heterosexuals, especially ethnic

minority women (Crooks & Baur, 2005).

In Russia, and other parts of Eastern Europe, the

epidemic is due mainly to injection drug use.

Diagnosis

AIDS is the final stage of HIV and is diagnosed

when the individual’s immune system becomes

severely compromised. Specifically, a diagnosis

of AIDS is given when CD4 levels fall below 200

per microliter (mL) of blood (normal levels are

between 600 and 1,200; Crooks & Baur, 2005;

Shibley Hyde & Delamater, 2008). On average,

HIV progresses to AIDS 8–11 years after

contracting HIV (Crooks & Baur, 2005). An

AIDS diagnosis is often accompanied by

a number of opportunistic infections and other

AIDS-related illness. Opportunistic infections

are illnesses that are usually not present in

humans and signal a severely weakened immune

system (Shibley Hyde & Delamater, 2008); these

include Pneumocystis carinii, Kaposi’s sarcoma,

toxoplasmosis, advanced cervical cancer, menin-

gitis, encephalitis, and Mycobacterium tubercu-

losis (Crooks & Baur, 2005, Jekel et al., 2001;

Maartens, 2008; Shibley Hyde & Delamater,

2008). Other AIDS-related symptoms include

severe weight loss (“wasting syndrome”), diar-

rhea, neurological decline, and infection of most

organs (NIAID, 2009b). AIDS is the end stage of

HIV and is eventually fatal. However, life can be

prolonged with antiretrovirals, which suppress

the virus, usually resulting in an increase in

CD4 cell count.

Treatment

There is no known cure for HIV/AIDS. In 1996,

highly active antiretroviral therapy (HAART)

was introduced (Wood, 2008), which combines

multiple types of antiretrovirals to suppress HIV

viral load in order to stop the progression of

AIDS. There are five classes of antiretrovirals

(NIAID, 2009a):

1. Reverse transcriptase inhibitors: prevent HIV

from replicating in healthy cells

2. Protease inhibitors: block protease, which is

used to replicate HIV

3. Fusion/entry inhibitors: block HIV from bind-

ing to healthy cells

4. Integrase inhibitors: block integrase, which

helps HIV combine its RNA with the healthy

cell’s DNA

5. Multidrug combination products (HAART):

a combination of the above classes of drugs;

the World Health Organization currently rec-

ommends combining at least three classes of

drugs (2010a)

Adherence to these medications is vitally

important. Nonadherence can result in resistance

to antiretrovirals and a resurgence of the virus in

the individual (NIAID, 2010). Adherence is dif-

ficult, due to the many side effects that accom-

pany these drugs (Shibley Hyde & Delamater,

2008) and myths that circulate about the dangers

of antiretroviral use (Kalichman et al., 2009).

It is also important to keep in mind the treatment
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of psychological side effects of HIV/AIDS,

including depression (Shibley Hyde &

Delamater, 2008).

Prevention

There are two types of prevention relevant to

HIV/AIDS interventions. Primary prevention is

concerned with preventing an HIV� individual

from contracting the disease; secondary

prevention is concerned with preventing some-

one who is HIV+ from transmitting the virus to

someone who is HIV� (Jekel et al., 2001).

Behavioral HIV/AIDS prevention interventions

typically include three components: information,

motivation, and behavioral skills training (Fisher

& Fisher, 2000). Interventions typically address

how HIV/AIDS is transmitted and how to prevent

it. Known behaviors that can decrease the likeli-

hood of HIV/AIDS transmission include con-

sistent condom use, using clean needles to

inject drugs, abstinence, decreasing number

of sexual partners, and remaining monogamous

(NIAID, 2009c). Additionally, interventions

are conducted at multiple levels (individual,

dyadic, small group, community, mass media,

structural).

The Centers for Disease Control and Preven-

tion (CDC, 2009b) have put forth criteria to

define what constitutes an effective behavioral

HIV/AIDS prevention intervention. These

criteria set guidelines for quality of design,

implementation, and data analysis, as well as

what constitutes support for intervention effec-

tiveness. In addition to targeting high-risk behav-

iors (usually sex- or drug-related), the results of

these interventions must show (a) a marked

decrease in risk behaviors (sex- or drug-related),

(b) a decrease in the rate of new infections, and/or

(c) an increase in protective behavior (e.g., con-

dom use). To date, there are over 40 best evidence

prevention interventions that meet these criteria

and can be found on two websites (CDC, 2009a;

DEBI, 2010). Known as DEBIs (Diffusion of

Effective Behavioral Interventions), these HIV/

AIDS prevention interventions are conducted at

the individual, group, and/or community level

and are targeted toward specific groups (HIV +

individuals, HIV � individuals, heterosexuals,

MSM, IDUs, males, females, racial minorities,

transgender individuals, couples, etc.).

Biologically, using antiretroviral therapy can

prevent transmission of HIV/AIDS from mother

to child (Shibley Hyde & Delamater, 2008).

A vaccine to cure AIDS is not yet available,

though research continues. Recently, preexposure

prophylaxis (PrEP; CDC, 2010), microbicides

(Kelly, 2008; Shibley Hyde & Delamater, 2008),

and circumcision (CDC, 2008) have all offered

promising results in the prevention of HIV/AIDS.

PrEP is a chemoprophylaxis; it is thought that by

having antiretrovirals present in the body’s system

before HIV enters the body, infection can be

prevented (CDC, 2010). Microbicides are gels or

other substances that can be inserted into the

vagina or rectum with the potential to kill HIV

before it can enter the individual’s body (Shibley

Hyde & Delamater, 2008). Finally, circumcision

has been repeatedly shown in interventions to

decrease the rate of HIV transmission because

circumcision decreases the amount of Langerhans

cells and skin tears present on the male penis,

where HIV can enter the body (CDC, 2008).

Research is continuing to make great strides in

the fight to prevent and treat HIV/AIDS.
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Definition

Alcohol abuse (AA), as defined by the DSM-IV,

is characterized by a maladaptive pattern of

alcohol use that leads to clinically significant

impairment or distress, manifesting in at least

one of the following recurrent symptoms: failure

to fulfill major role obligations at work, school,

and/or home; use in situations in which it would

be physically hazardous (e.g., while driving);

alcohol-related legal problems; and/or interper-

sonal problems associated with alcohol use

(American Psychiatric Association [APA],

2000). The most commonly endorsed symptom

of alcohol abuse is use in physically hazardous

situations, and the most common situation is

driving while under the influence (Harford,

Grant, Yi, & Chen, 2005; Hasin & Paykin,

1999). A diagnosis of AA, therefore, is charac-

terized not by obtaining a certain level of alcohol

consumption but by the experience of alcohol-

related problems. It is a widespread problem in

the United States that has estimated 12-month

and lifetime prevalence rates of 4.7% and

17.8%, and prevalence rates have increased

steadily over the past two decades (Grant

et al., 2004; Hasin, Stinson, Ogburn, & Grant,

2007). It is most prevalent in younger, white,

unmarried men, yet there is evidence to suggest

that this gender difference is decreasing in youn-

ger age cohorts. AA often co-occurs with other

mental health disorders, including other sub-

stance abuse, nicotine dependence, panic disor-

der, depression, and bipolar disorder (Swendsen

et al., 2010; Zvolensky, Bernstein, Marshall, &

Feldner, 2006). The existence of preexisting

mental health disorders predicts the transition

from regular alcohol use to AA, and the odds of

developing AA greatly increase when three or

more mental health disorders are present

(Swendsen et al., 2010).

Alcohol dependence (AD), as defined by the

DSM-IV, is characterized by a maladaptive

pattern of alcohol use leading to clinically signif-

icant impairment or distress. The pattern is

manifested by the existence of three or more of

the following symptoms: tolerance; withdrawal;

using alcohol in larger amounts or over a longer

period of time than intended; persistent desire or

unsuccessful efforts to cut down; spending a great

deal of time to obtain, use, or recover from

alcohol; giving up social, occupational, or recre-

ational activities because of alcohol use; continu-

ing alcohol use despite knowledge of a persistent

or recurrent physical or psychological problem

that is likely to have been caused by alcohol. AD

can occur with or without physiological depen-

dence. Once a diagnosis of AD exists, a person

cannot again meet criteria for AA (APA, 2000).

Epidemiological estimates from 2001 to 2002

indicate that the 12-month prevalence rate of

AD is 3.81%, which is a decrease from the 1991

to 1992 12-month prevalence estimate of 4.38%

(Hasin et al., 2007). Rates of AD are higher in

males (5.42%) than females (2.32%). Whites,

Native Americans, and Hispanics have higher

rates of AD than Asians. Lifetime prevalence of

AD is estimated to be 12.5% (Hasin et al., 2007).

The clinical course of AD includes fluctuations in

the intensity of difficulties with alcohol and

a high likelihood of recurrent cycles of absti-

nence that last several months or more followed

by recurrent use (see Schuckit, Tipp, Smith, &

Bucholz, 1997). Broadly, interpersonal and occu-

pational problems, as well as tolerance, escalate

by the mid- to late 20s, and more serious medical

problems and alcohol-related abstinence syn-

dromes are experienced by the mid-30s to early

40s (Schuckit, Daeppen, Tipp, Hesselbrock, &

Bucholz, 1998). Those with physiological depen-

dence experience more binge drinking,

alcohol-related problems, physiological compli-

cations, and more alcohol-related psychiatric

problems (Schuckit et al., 1998).

References and Readings

American Psychiatric Association. (2000). Diagnostic
and statistical manual of mental disorders (4th ed.,

text revision). Washington, DC: Author.

Cassidy, F., Ahearn, E. P., & Carroll, B. J. (2001).

Substance abuse in bipolar disorder. Bipolar Disorder,
3(4), 181–188.

Cosci, F., Schruers, K. R. J., Abrams, K., & Griez, E. J. L.

(2007). Alcohol use disorders and panic disorder:

A review of the evidence of a direct relationship.

Journal of Clinical Psychiatry, 68, 874–880.

A 60 Alcohol Abuse and Dependence



Grant, B. F., Dawson, D. A., Stinson, F. S., Chou, S. P.,

Dufour, M. C., & Pickering, R. P. (2004). The

12-month prevalence and trends in DSM-IV alcohol

abuse and dependence: United States, 1991–1992 and

2001–2002. Drug and Alcohol Dependence, 74,
223–234.

Harford, T. C., Grant, B. F., Yi, H. Y., & Chen, C. M.

(2005). Patterns of DSM-IV alcohol abuse and depen-

dence criteria among adolescents and adults: Results

from the 2001 National Household Survey on drug

abuse. Alcoholism: Clinical and Experimental
Research, 29, 810–828.

Hasin, D., & Paykin, A. (1999). Alcohol dependence and

abuse diagnoses: Concurrent validity in a nationally

representative sample. Alcoholism: Clinical and
Experimental Research, 23, 144–150.

Hasin, D. S., Stinson, F. S., Ogburn, E., & Grant, B. F.

(2007). Prevalence, correlates, disability, and comor-

bidity of DSM-IV alcohol abuse and dependence in the

United States: Results from the National Epidemio-

logic Survey on alcohol and related conditions.

Archives of General Psychiatry, 64(7), 830–842.
Kessler, R. C., Berglund, A., Demler, O., Jin, R.,

Merikangas, K. R., & Walters, E. E. (2005). Lifetime

prevalence and age-of-onset distributions of DSM-IV
disorders in the national comorbidity survey replica-

tion. Archives of General Psychiatry, 62, 593–602.
Keyes, K. M., Grant, B. F., & Hasin, D. S. (2008).

Evidence for a closing gender gap in alcohol use,

abuse, and dependence in the United States population.

Drug and Alcohol Dependence, 93, 21–29.
Schuckit, M. A., Daeppen, J. B., Tipp, J. E., Hesselbrock,

M., & Bucholz, K. K. (1998). The clinical course of

alcohol-related problems in alcohol dependent and

nonalcohol dependent drinking women and men.

Journal of Studies on Alcohol, 59, 581–590.
Schuckit, M. A., & Smith, T. L. (2001). The clinical

course of alcohol dependence associated with a low

level of response to alcohol. Addiction, 96, 903–910.
Schuckit, M. A., Smith, T. L., Daeppen, J., Eng, M.,

Hesselbrock, V. M., Nurnberger, J. I., et al. (1998).

Clinical relevance of the distinction between alcohol

dependence with and without a physiological compo-

nent. American Journal of Psychiatry, 155, 733–740.
Schuckit, M. A., Tipp, J. E., Smith, T. L., & Bucholz,

K. K. (1997). Periods of abstinence following the onset

of alcohol dependence in 1,853 men and women.

Journal of Studies on Alcohol, 58, 581–589.
Swendsen, J., Conway, K. P., Degenhardt, L., Glantz, M.,

Jin, R., Merikangas, K. R., et al. (2010). Mental disor-

ders as risk factors for substance use, abuse and

dependence: Results from the 10-year follow-up of

the National Comorbidity Survey. Addiction, 105,
1117–1128.

Zvolensky, M. J., Bernstein, A., Marshall, E. C., &

Feldner, M. T. (2006). Panic attacks, panic disorder,

and agoraphobia: Associations with substance use,

abuse, and dependence. Current Psychiatry Report,
8, 279–285.

Alcohol Consumption

Susan E. Collins and Megan Kirouac

Department of Psychiatry and Behavioral

Sciences, University of Washington,

Harborview Medical Center, Seattle, WA, USA

Synonyms

Alcohol use; Drinking

Definition

Alcohol consumption, as the term is used in clin-

ical and research applications, refers to the act of

ingesting – typically orally – a beverage

containing ethanol. Ethyl alcohol or ethanol

(CH3CH2OH) is the only type of alcohol that is

safe for human consumption. Other types of alco-

hol, such as isopropyl and methyl alcohol, are

toxic and potentially lethal. Alcoholic beverages

that are typically consumed may include beer,

wine, distilled spirits, and beverages that contain

combinations of these or other additives, includ-

ing malt liquor, fortified wine, liqueur, and

cordials.

Description

Relevance to Behavioral Medicine

Alcohol consumption is an important construct in

behavioral medicine because alcohol is a psycho-

active substance that affects the body in various

ways. In addition to its acute effects, it can have

longer-term medical, psychiatric/psychological,

social, economic, and occupational effects on

individuals, families, communities, and society

at large.

Cultural and Historical Factors Influencing

Alcohol Consumption

Alcoholic beverages have been crafted and con-

sumed for millennia. Alcohol consumption pat-

terns have, however, varied widely depending on
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broader macrofactors, such as historical time,

cultural context, and geopolitical forces, as well

as microfactors such as individuals’ gender, fam-

ily background, local environment, religion, and

socioeconomic position (Edwards, 2000; Gately,

2008). Alcohol consumption is often regulated by

law and may be shaped by cultural norms, values,

and local knowledge. Some early cultures and

developing communities have relied on alcoholic

beverages to quench thirst when clean water was

unavailable, to supplement their diet, and to stave

off hunger when food was scarce (Blocker, 2006;

Denning, 2000; Martin, 2006; Molamu &

Macdonald, 1996). Consequently, alcohol has

been provided in rations as a form of payment

to workers throughout history, from ancient

Egyptian builders to feudal European serfs to

US troops during the Vietnam War (Gately,

2008). Alcohol consumption has also played

key roles in religious and spiritual ceremonies,

social celebrations, and medicine (Gately, 2008).

Recent statistics from the World Health Organi-

zation (World Health Organization [WHO],

2004) suggest that per capita alcohol consump-

tion is currently highest in certain areas in Europe

(see Fig. 1 for per capital alcohol consumption in

various areas of the world).

Neurobiological Effects of Alcohol

Consumption

When alcohol is consumed, it is absorbed into the

bloodstream via the stomach lining and small

intestines, and then crosses the blood–brain bar-

rier to affect the central nervous system. Its

effects are dose dependent and include changes

in memory, cognition, perception, coordination,

and emotion (Dodgen & Shea, 2000). Table 1

shows possible effects of alcohol at different

blood alcohol levels. These changes in the

brain likely result from ethanol’s effect on dopa-

mine, acetylcholine, serotonin, NMDA, and

GABA receptors (Shuckit, 2000). Studies

have suggested that the activation of GABAA, a

specific GABA subtype, and decreased NMDA

glutaminergic neurotransmission both lead to the

increased sedation and decreased anxiety that

are hallmarks of alcohol intoxication (Nestler &

Self, 2010).

Alcohol Metabolism

Alcohol is metabolized in the liver, where an

enzyme called alcohol dehydrogenase (ADH)

transforms it into acetaldehyde (CH3CHO). Acet-

aldehyde is a toxic compound that is, in turn,

quickly metabolized by another enzyme, alde-

hyde dehydrogenase (ALDH), into a less toxic

compound called acetate. Acetate is finally bro-

ken down into water and carbon dioxide by var-

ious other tissues and eliminated from the body.

The toxic compound, acetaldehyde, is believed to

play a causal role in some alcohol-related mor-

bidity, such as liver cirrhosis and cancer (Zakhari,

2006).

Subjective Effects of Alcohol Consumption

Although pharmacological research has indicated

that alcohol is a depressant, alcohol consumption

has been associated with subjectively perceived

biphasic effects (Winger, Woods, & Hofmann,

2004). Thus, drinkers may report experiencing

feelings of stimulation and euphoria during the

ascending curve of their blood alcohol level. At

higher levels of alcohol consumption (blood alco-

hol levels >.08) and/or during the descent of the

blood alcohol curve, drinkers may report

experiencing more depressant effects of alcohol,

including sedation and/or dysphoria. Drinkers

with lower sensitivity to these depressant effects

of alcohol may be at greater risk for alcohol-use

disorders (Schuckit & Smith, 2000). Although

recent research has indicated some support for

these biphasic effects, it has also shown that

subjective experiences of alcohol effects vary

widely and warrant further study (Morean &

Corbin, 2009).

Consequences Associated with Alcohol

Consumption

According to theWHO (2004), alcohol consump-

tion is responsible for 3.2% of deaths recorded

worldwide and a global loss of 58.3 million

disability-adjusted life years. The alcohol-related

disease burden is precipitated in part by acute

intoxication, which is known to decrease reaction

time, perceptual/motor skills, and inhibitions and

is thereby associated with increased risk for traf-

fic accidents, self-inflicted injury/suicide, falls,
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drownings, alcohol poisoning, and interpersonal

violence. Longer-term effects of alcohol con-

sumption also contribute to the disease burden

by way of various medical conditions (e.g., can-

cer, cardiovascular disease, and liver cirrhosis)

and psychiatric disorders (e.g., depression; alco-

hol dependence and abuse).

While the global alcohol-related disease bur-

den is considerable, low-to-moderate alcohol

consumption has been shown to have protective

effects against cardiovascular heart disease,

ischemic stroke, diabetes, and gallstones. “Mod-

erate” alcohol consumption has been variously

defined across cultures. According to a report

on national health agency guidelines in over

30 countries, moderate alcohol consumption

guidelines range from 14 g (one standard drink)

to 70 g (approximately five standard drinks) per

day (International Center for Alcohol Policies,

2003). According to US measurement standards,

a “standard drink” refers to a 12 oz of beer, 5 oz of

wine, or 1.5 oz of distilled spirits (National Insti-

tutes on Alcoholism and Alcohol Abuse

[NIAAA], 2005). US guidelines distinguish

between (a) “moderate drinking,” which is

defined as daily alcohol consumption �1 stan-

dard drink for women and �2 for men (US

Department of Agriculture & US Department of

Health and Human Services, 2010); and (b) “low-

risk drinking,” which is defined as consuming�3
standard drinks a day and �7 per week for

women or �4 per day and �14 per week for

men (National Institutes on Alcoholism and

Alcohol Abuse [NIAAA], 2005).
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Alcohol Consumption, Fig. 1 Numbers are based on

WHO (2004) data. Alcohol consumption data are

represented in liters of pure alcohol consumed per capita

(inhabitants ages 15 and older) based on both recorded and

unrecorded estimates. Statistics are grouped by approxi-

mate geographical regions and adult and child mortality

rates
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Assessment of Alcohol Consumption

Measuring alcohol consumption and its poten-

tial effects on an individual is an important and

challenging task for health-care professionals

that often requires triangulation among self-

report measures, diagnostic interviews, behav-

ioral observation, psychological testing, exami-

nation of archival data, collection of collateral

data, and biological measurement. Measures

used should evince adequate reliability and

validity, and if applicable, sensitivity and spec-

ificity. Screening measures such as the 4-item

CAGE (Mayfield, McLeod, & Hall, 1974), 25-

item Michigan Alcoholism Screening Test

(MAST; Selzer, 1971), and Alcohol Use Disor-

der Identification Test (AUDIT; Babor, Higgins-

Biddle, Saunders, & Monteiro, 1991) are often

used to indicate the need for further questioning

regarding alcohol consumption. Health-care

providers should then inquire about the quantity

and frequency of alcohol consumption during

typical and peak drinking occasions within

a clinically relevant time period to document

current use. Quantity and frequency questions

also assess for potential heavy-drinking epi-

sodes, which put a people at increased risk for

alcohol-related negative consequences (e.g.,

four or more for women and five or more for

men on a single drinking occasion; Wechsler

et al., 2002). Retrospective (e.g., Timeline

Followback; Sobell & Sobell, 1992) or prospec-

tive (drinking diary) measures may be used to

document daily drinking over time and thereby

identify individuals’ longitudinal drinking pat-

terns. Assessment of drinking patterns is impor-

tant because research has indicated that alcohol

consumption – even among heavier drinkers –

may be best conceptualized as fluid and dynamic

(Klingemann, Sobell, & Sobell, 2010; Pandina

& Johnson, 2005).

The potential negative psychological effects

of alcohol consumption may be assessed using

structured diagnostic interviews, such as the

Structured Clinical Interview for the DSM-

IV-TR (SCID; First, Spitzer, Gibbon, &

Williams, 2002) or the WHO’s Composite Inter-

national Diagnostic Interview (CIDI; World

Health Organization [WHO], 1990), which sys-

tematically assess the lifetime and current pres-

ence of alcohol-use disorders (e.g., hazardous

drinking, alcohol dependence, abuse, alcohol

withdrawal, and/or intoxication) according

to either DSM-IV-TR or ICD-10 criteria.

Finally, negative physiological effects of alco-

hol consumption may be assessed using blood

tests to detect elevated liver enzymes (GGT,

ALT, AST), increased red blood cell size

(MCV), and/or carbohydrate-deficit transferrin

(CDT), which, taken together, may indicate

damage due to heavy alcohol use (Warner &

Sharma, 2009).

Cross-References

▶Addictive Behaviors

▶Alcohol Abuse and Dependence

▶Binge Drinking

▶Health Risk (Behavior)

▶National Institute on Alcohol Abuse and

Alcoholism

Alcohol Consumption, Table 1 Possible and/or com-

mon effects of alcohol consumption at various blood

alcohol levels

Blood alcohol

level Possible and/or common effects

.02 Subtle effects that may be detected with

special tests

.04 Effects of intoxication, especially among

people with lower alcohol tolerance

.08 Relaxation, concentration difficulties and

impaired judgment about one’s own

capabilities

.10 Nausea, slurred speech and decreased

reasoning and depth perception

.20 Impaired balance and movement;

increased risk for memory loss

(blackouts) and accidental injury

.30 Extreme physical and cognitive

impairment. Memory loss (blackouts) and

alcohol poisoning are common among

young adults

.40 Loss of consciousness; increased risk for

alcohol poisoning and alcohol-induced

coma

.45 Median lethal dose (LD50 ¼ .45)
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Allele

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Alleles are alternate forms of a gene, with

any given gene having one or more alleles. While

humans, for example, share the same genes, each

human does not have an identical pattern of alleles.

If the two alleles at a particular locus are the same,

that locus is homozygous; if they are different, it is

heterozygous. Alleles influence phenotypes and

contribute to the differences between individuals.

Alleles for genes occur in pairs.

Imagine that a specific gene has two alleles,

represented by the upper case letter G and the

lower case letter g. At a certain address on each of

two homologous chromosomes, there will be one

of these alleles. There are four possible

combinations:

G and G

G and g

g and G

g and g

The combination of the two alleles deter-

mines what phenotype results from a particular

pairing of alleles. If the allele G is dominant

(and the allele g is therefore recessive), the

phenotype encoded by the G allele will occur

for each of the first three combinations. Only in

the fourth combination, where the recessive

allele is present on both chromosomes, will

the phenotype encoded by the g allele occur.

The terms autosomal dominant inheritance and

autosomal recessive inheritance are used in this

context.

Cross-References
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▶Dominant Inheritance
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▶Recessive Inheritance
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Allele Heterogeneity

Abanish Singh

Duke University Medical Center, Durham,
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Definition

The complement of an individual’s genes is

known as the genotype, and observable traits

such as physical characteristics (height, weight,

skin color and eye color, etc.) and disease status

such as diabetes and heart disease are known as

phenotypes. A process known as natural selection

provides a mechanism of evolution along with

mutation, migration, and genetic drift in DNA.

Mutations cause changes in genetic code and

create diversity or allelic variation in genotypes.

The alteration in DNA sequence at a single nucle-

otide is known as single nucleotide polymor-

phism (SNP). Though often it was believed that

a phenotype is caused by a single SNP or a cluster

of SNPs in linkage disequilibrium, it remains

no more a rule. There have been several lines

of evidence that different SNPs within a

gene can cause the same phenotype. This phe-

nomenon of different mutations at a single locus

causing the same phenotype is known as allelic

heterogeneity.

A 66 Alertness

http://dx.doi.org/10.1007/978-1-4419-1005-9_238
http://dx.doi.org/10.1007/978-1-4419-1005-9_678
http://dx.doi.org/10.1007/978-1-4419-1005-9_684
http://dx.doi.org/10.1007/978-1-4419-1005-9_688
http://dx.doi.org/10.1007/978-1-4419-1005-9_717


There are several examples where allelic het-

erogeneity has been observed, such as b-thalas-
semias, in which several mutations in b-globin
locus cause the disease phenotype. Different

mutations in dystrophin locus causes Duchenne

dystrophy, and multiple mutations in CFTR

cause cystic fibrosis.
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Allergy: Behavioral Treatment,
Risk Factors, Psychosocial Aspects
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Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,
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Definition

Allergies are a group of immune-mediated dis-

eases characterized by excessive inflammatory

responses to otherwise innocuous environmental

compounds. Allergies include excessive white

blood cell recruitment, due to elicitation of

immunoglobulin E, upon exposure to such

compounds. Allergies include allergic rhinitis,

asthma, hay fever, eczema, food sensitivities, and

hypersensitivities to insect bites (Kay, 2000).

Allergic disorders are highly prevalent, and some

estimate that 25% of children are affected by them

(Torres-Borrego, Molina-Terán, & Montes-Men-

doza, 2008). Symptoms of allergic rhinitis include

excessive sneezing, tearing, runny nose, and

itching nose, throat, eyes, and ears. Symptoms of

asthma include wheezing, coughing, shortness

of breath, and chest pain and tightness. Symptoms

of food allergies are very heterogeneous and

include swelling or tingling in the mouth and

lips, swelling in other body parts, wheezing

and nasal congestion, breathing problems, abdom-

inal pain, nausea, vomiting or diarrhea, dizziness,

and in rare occasions shock or fainting.

No clear consensus exists for their risk factors,

but these may include genetic predisposition and

exposure to pollution (e.g., diesel fuel). Several

studies have proposed that psychosocial factors

increase the risk of various types of allergies

including asthma. Yet, many studies were cross-

sectional, making the inferential validity question-

able. One important research has also shown that

family (parental) stress synergistically interacts

with exposure to traffic pollution in prospectively

predicting new onset of asthma: the effects of

pollution on asthma onset were stronger and sig-

nificant only in children with parental stress

(Shankardass et al., 2009). Furthermore, allergies

have profound effects on patients’ physical, psy-

chological, and social dimensions of quality of life.

A few meta-analyses were conducted testing

the overall effects of psychological interventions

on asthma. While some promising effects

emerged on medication needs, other effects

were weaker, and study quality and heterogeneity

did not enable to draw firm conclusions (Yorke,

Fleming, & Shuldham, 2007). Clearly, the role of

psychosocial factors in allergies is an important

domain for further investigation, given the high

prevalence and impact of such health problems.
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Educational Physiology Laboratory, Graduate
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Definition

Allostasis: Achieving stability through change;

the ability to adapt successfully to the challenges

of daily life by feedforward mechanisms to main-

tain viability, emphasizing the biological imper-

ative that “an organism must vary all the

parameters of its internal milieu and match

them appropriately to environmental demands”

(Sterling & Eyer, 1988). This is an extension of

homeostasis, i.e., stability through constancy,

maintaining constancy of a vital variable by sens-

ing its deviation from a set point and providing

feedback to correct the error. Allostasis describes

mechanisms that change the variable by

predicting what level will be needed and then

overriding local feedback to meet anticipated

demand (Sterling, 2004). As such mechanisms

require higher brain functions, in most cases, the

allostasis deals with cephalic involvement in sys-

temic physiological regulation, including behav-

ioral and/or psychosocial impact. Feedforward

mechanisms associated with fear, anxiety, addic-

tion, etc., are typical examples. The neuroendo-

crine system, autonomic nervous system, and

immune system are the primary mediators.

When they are in a state of heightened activity,

this is referred to as an allostatic “state.”

Allostatic Load: A measure of the cumulative

burden that reflects the continued operation of the

allostatic state or over-activation of allostatic

responses. When the adaptive responses to chal-

lenge lie chronically outside normal operating

ranges, wear and tear on regulatory systems occurs,

and the allostatic load accumulates as a “cost” of

adaptation (McEwen, 1998). Best known and stud-

ied is the effect of the primary hormonal mediators

of the stress response, glucocorticoids and catechol-

amines, where in the short term, they are essential

for adaptation, maintenance of homeostasis, and

survival, but over longer periods of time, they

exact a cost that can accelerate disease processes

(McEwen, 2000). The resultant secondary out-

comes associated with increased risk of diseases

include neuronal atrophy or hippocampal loss, ath-

erosclerotic plaques, abdominal fat deposition, left

ventricular hypertrophy, glycosylated hemoglobin,

high cholesterol, low high-density lipoprotein, and

chronic pain and fatigue associated with imbalance

of immune mediators (McEwen, 2004). This diver-

sity of the secondary outcomes –which demarcates

the allostatic load from Selye’s general adapta-

tion syndrome – sharing the primary mediators is

considered to explain the presence of a variety of

comorbidity patterns of chronic illnesses (e.g.,

depression and diabetes, colon cancer and coro-

nary heart disease, depression and cardiovascular

disease), especially in the elderly. Thus, the

allostatic load, if successfully measured, is

expected to be an early warning system of bio-

markers that can signal early signs of

dysregulation across multiple biological systems

(Singer, Ryff, & Seeman, 2004). Various

attempts have been made to quantify the cumu-

lative burden by accounting for abnormalities in

the primary mediators (e.g., urinary cortisol and

catecholamines) and the secondary outcomes

(e.g., blood pressure and glycosylated hemoglo-

bin), but there is as yet no established measure

for the allostatic load. This is partially because
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the primary mediators also vary dramatically as

normal physiological responses in the allostatic

state, and profiling the secondary outcomes

tends to focus on specific, not diverse, patho-

physiology. The characterization of the

allostatic load (and state) to overcome these

limitations is the future challenge.
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Alpha-Amylase

Urs M. Nater

Department of Psychology

University of Marburg, Marburg, Germany

Description

Salivary measures have become increasingly

important in behavioral medicine. Substances

such as the hormone cortisol or the immune

parameter salivary IgA can be measured in saliva

as meaningful markers for various normal and

pathological processes in the body. The salivary

enzyme alpha-amylase (sAA) has been suggested

to reflect stress-related changes in the body. Its

secretion is known to be elicited by activation of

the autonomic nervous system which controls the

salivary glands.

Salivary alpha-amylase (a-1,4-a-D-glucan

4-glucanohydrolase; EC 3.2.1.1) is one of the

most important enzymes in saliva. It accounts

for 40–50% of the total salivary gland-produced

protein, most of the enzyme being synthesized in

the parotid glands (80% of the total). It is

a calcium-containing metalloenzyme that hydro-

lyzes the a-1,4 linkages of starch into glucose and

maltose. However, sAA has also been shown to

have an important bacterial interactive function.

The components of saliva are primarily pro-

duced by acinar cells. Acinar cells are innervated

by both the sympathetic and the parasympathetic

branches of the autonomic nervous system

(ANS). The afferent pathways for the trans-

mission of taste are via the facial and

glossopharyngeal nerves to a solitary nucleus in

the medulla. Salivary glands receive their input

from higher centers in response to smell, sight,

etc. As parasympathetic efferences, the facial

nerve innervates the sublingual and submandibu-

lar glands via the submandibular ganglion, while

the glossopharyngeal nerve innervates the parotid

glands via the otic ganglion. The sympathetic

postganglionic pathways are from the cervical

ganglion of the sympathetic chain. Norepineph-

rine released from sympathetic neurons binds to

both alpha- and beta-adrenergic receptors on the

acinar cell leading to an increase of the second

messenger cyclic adenosine monophosphate

(cAMP) and thus increasing saliva secretion.

In the release of sAA, beta-adrenergic mecha-

nisms are the main contributing factors, as

numerous animal and human studies have dem-

onstrated. For example, studies have shown

a sympathetic response by cold water immersion

or by administering propranolol (a beta-

adrenergic blocker). Exposure to cold water

raises sAA activity in the parotid gland, whereas
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propranolol leads to a reduction of sAA concen-

trations. It has also been shown that yohimbine

hydrochloride, an alpha-2-adrenergic receptor

antagonist, resulted in significant increases in

sAA concentration relative to a placebo condi-

tion. These findings suggest that changes in sAA

might be regarded as an indirect indicator of

changes in autonomic activation.

Since the release of sAA is governed by acti-

vation of the ANS, an increase in sAA may be

expected during psychological stress, i.e., when

autonomic activation is high. In a seminal paper,

Chatterton, Vogelsong, Lu, Ellman, and Hudgens

(1996) published their findings of increases in

sAA during a written examination. sAA increases

have also been reported in response to other psy-

chologically stressful conditions, such as experi-

ence of medical procedures, adverse musical

stimuli, mothers watching their children being

exposed to a stressful task, the cold pressor test,

achievement and interpersonal stress, a driving

simulation, use of noise exposure, a mental arith-

metic task, oral academic examination, affective

picture viewing, etc. Almost uniformly, these

tests have resulted in sAA increases. This sug-

gests that sAA is a highly sensitive parameter

reflecting changes caused by acute psychological
stressors. In contrast, only a handful of studies

have reported associations between chronic

stress and sAA. According to this small number

of studies, there is a broad potential of measuring

sAA as an index of chronic stress in selected

high-risk populations.

Applications of Salivary Alpha-Amylase

Measurement

Based on the knowledge that has been accumu-

lated about the role of stress and its underlying

physiological mechanisms in the secretion of

sAA, it seems reasonable to conclude that sAA

activity can serve as an index for pathological

dysregulation of the ANS in specific clinical

and subclinical conditions. As an example, anx-

iety-related conditions are accompanied by

autonomic changes. Consequently, the measure-

ment of sAA might provide insight into alter-

ations in the autonomic nervous system in

anxiety patients.

In addition, sAAmight also bemeasured in the

context of somatic disorders, in which autonomic

dysregulation has been observed. Exaggerated

autonomic responses to different stimuli or

basal autonomic dysregulation can be observed

in hypertensive patients, or patients with HIV or

with atopic diseases. Also, a number of functional

somatic syndromes, such as chronic fatigue syn-

drome or irritable bowel syndrome, have been

shown to be associated with a dysregulation of

the ANS. It will be particularly interesting to see

whether these alterations are reflected in altered

sAA levels. Given findings of the role of stress in

clinical populations, the use of sAA to measure

the effects of stress management training is

expected to be a promising approach for studies

of treatment effects. In general, measurement of

sAA in clinical populations seems very useful in

ambulatory settings where saliva collection

might present an easy, noninvasive, and efficient

sampling method.

Summary

sAA activity is a potential indicator for auto-

nomic activation. Numerous studies have shown

that changes in sAA can be elicited by stressful

stimuli, whether they are physiological or psy-

chological in nature. The biological meaning of

this phenomenon remains to be clarified, though.

Physiological stress reactions comprise orches-

trated actions throughout the body, putting the

organism in a state of overall preparedness to

engage in fight or flight. Thus, increases in amy-

lase activity may be one of many actions involved

in activating the body’s resources to cope with

stressful events or threats to homeostasis. How-

ever, this explanation only applies to responses to

short-term, acute stressors. Further studies are

needed to examine long-term changes in sAA

activity which are of particular interest in disor-

ders associated with autonomic dysfunction.

Further studies are needed to elucidate the

mechanisms underlying elevations in sAA in

response to stress. Although a variety of studies

have examined the physiological mechanisms of

sAA production and secretion in animals, studies
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in humans are scarce. Use of pharmacological

agents that inhibit or activate the ANS may

prove particularly useful here, providing more

detailed insights into the branches of the ANS

responsible for increases in sAA. Also, electrical

stimulation techniques in awake or anesthetized

humans, e.g., in the clinical context of a hospital,

may be useful. Measurement of direct sympa-

thetic nerve activity via microneurography is

considered to be the most accurate technique for

assessing sympathetic activation. Beyond periph-

eral measurements, the relationship between cen-

tral parameters and changes in sAA might prove

very interesting.

Future studies will show to what extend sAA

will play a role within the research of pathophys-

iological mechanisms and treatment of stress-

related disorders.
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Synonyms

Complimentary and alternative medicine;

Integrative medicine

Definition

Complementary and alternative medicine (CAM)

encompasses a broad and diverse range of thera-

pies, practices, and products which are not

considered a part of conventional scientific med-

icine. It may be utilized in conjunction with
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(complementary) or in place of (alternative) con-

ventional health care. They are widely utilized by

patients to improve health and well-being; how-

ever, they have not yet had adequate research, are

not commonly taught in the health-care profes-

sional curriculum, and are not incorporated in

health-care systems, although this has been rap-

idly changing over the last two decades, with

rising patient interest, federally funded research,

and education initiatives. Patient utilization is

significant, with approximately 38% of US adults

aged 18 years and over and approximately 12% of

children using some form of CAM (Barnes,

Powell-Griner, McFann, & Nahin, 2004;

Eisenberg 2005).

What Are the Types of Modalities

Encompassed in the CAM Definition?

The NCCAM classifies CAM modalities into

four broad groups. Some modalities may belong

to more than one group (http://nccam.nih.gov/

health/whatiscam/#types).

1. Natural products: This include herbs, vita-

mins, minerals, fatty acids, and digestive

enzymes, to name a few. Many of these prod-

ucts are regulated as dietary supplements (see

below).

2. Mind-body medicine: These practices bring

together the mind, body, and brain to improve

health. Some of the modalities include medi-

tation, Yoga, Tai Chi, acupuncture, and

guided imagery. Some of these modalities

are thousands of years old.

3. Manipulative or body-based therapies such as

chiropractic care and massage therapy.

4. Other forms of healing include energy medi-

cine such as healing touch and Reiki, move-

ment therapies such as Alexander technique

and Feldenkrais, and whole systems of healing

such as TCM, Ayurvedic medicine, and

naturopathy.

What Is a Dietary Supplement, and How Are

These Regulated by FDA ?

The 1994 Dietary Supplement and Health Edu-

cation Act (DSHEA) defines dietary supplements

as products intended to supplement diet; they

may include a vitamin or mineral, a herb or

botanical, enzymes, amino acid, or other extracts.

They are regulated under the general umbrella of

food and not drugs. Manufacturers are responsi-

ble for appropriate product labeling and follow-

ing goodmanufacturing practices. The FDAmust

prove that a product is unsafe before it can be

removed from the market. Patient’s use of dietary

supplement is substantial. In the US adult popu-

lation aged 20 and over, the percentage of people

who used at least one dietary supplement

increased from 42% in 1988–1994 to 53% in

2003–2006 (www.fda/gov Gahche et al., 2011).

Description

As health-care complexity, knowledge basis, and

technology grow with resulting improved life

expectancy and quality of life, patients are grow-

ing more interested in a health care perceived as

more holistic and congruent with their values and

philosophical beliefs (Eisenberg 2005).

Unfortunately, this growth in patient engage-

ment and health-care knowledge is not being

matched at the same speed by health-care training

in a more participatory and collaborative health

care. While medicine is moving toward a patient-

centered care, this is too slow of a movement in

a field where health-care students and practi-

tioners still have very limited curriculum prepar-

ing them to incorporate patients’ beliefs, values,

and cultural background in the health-care plan.

Many providers have very limited knowledge

and skills in addressing the use of complementary

and alternative care by patients, including use of

dietary supplements and nutrition and collabora-

tion with holistic medicine providers, while their

patients’ knowledge and CAM use are growing

rapidly (Kronenberg 2008; Wallace 2007).

In an age of spiraling health-care costs and

national debt, health-care reform will be inevita-

ble. This is a time where patient engagement,

empowerment, and knowledge provide a signifi-

cant opportunity to explore a health-care system

geared toward wellness and prevention and to

pursue healthier living in body and mind, where

patients and health-care providers can work col-

laboratively toward a more sustainable and
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holistic health care. Patient and consumer interest

and engagement are reflected on the fact that out-

of-pocket expenditure for CAM exceeds that for

traditional health-care expenditure (Davis, West,

Weeks, & Sirovich, 2011; Eisenberg 2007;

Nahim 2007).

A new discipline called integrative medicine

has emerged over the last two decades where

health-care providers bring together scientific

evidence-based medicine with complementary

and alternative therapies to provide patients a

more holistic and values-centered care. A grow-

ing number of academic centers now offer inte-

grative medicine programs, and medical schools’

curriculum and residencies are offering more

training programs on how to integrate the evi-

dence-based medical knowledge with CAM.

The academic organization “Consortium of Aca-

demic Health Centers for Integrative Medicine”

has brought together academic centers dedicated

to conducting research, education, and providing

patient care in this exciting new health-care field,

which brings together many conventional health-

care practitioners such as physicians, behavioral

health specialists, nutritionists, and CAM pro-

viders such as acupuncturists, chiropractors, and

massage therapists.

While some of the modalities utilized in CAM

and integrative medicine are ancient, Yoga and

Tai Chi, for example, have been practiced for

thousands of years. Others have emerged in the

last decade or so. What unifies this vast and

diverse field of treatments and techniques is the

lack of adequate research on efficacy, safety, and

the understanding of their mechanisms of action.

Since 1998, however, the National Institutes of

Health through the National Center for Comple-

mentary and Alternative Medicine (NCCAM)

has been funding and conducting extensive

research on this broad field and better understand-

ing on how these therapies work is growing

(http://nccam.nih.gov/).

Cross-References

▶Acupuncture

▶Dean Ornish

▶ Integrative Medicine

▶ Spirituality and Health

▶Yoga
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Synonyms

Cortical dementia; Dementia

Definition

Alzheimer’s disease, the most common form of

cortical dementia, was first described by Alois

Alzheimer in 1906. It is a progressive dementia

characterized by a downward decline in cognitive

functioning, typically ending in death within

15 years.

Description

While memory loss is a common symptom of

Alzheimer’s disease, memory loss by itself is

not pathognomic. Patients experience significant

impairments in intellectual functioning that inter-

fere with normal activities and relationships.

They lose functionality in many realms of cogni-

tive functioning – including the ability to use

language, to think abstractly, to solve problems,

and to maintain emotional control. Additionally,

they may experience personality changes and

behavioral problems, such as agitation, delusions,

and hallucinations.

Early in the disease, word-finding difficulties

are common. Memory impairments impact short-

term memories, while long-term memories tend

to remain intact until much later in the progres-

sion of the disease. Eventually, long-term mem-

ory and knowledge bases are compromised.

Communication becomes more and more diffi-

cult, and the person loses the ability to perform

activities of daily living (dressing, preparing

meals, personal hygiene). In the very advanced

stages of the disease, individuals with the disease

may become incommunicative and require sig-

nificant care taking.

Alzheimer’s disease is characterized by pro-

found changes in the brain. At a gross level, the

brain shows significant volume reduction. The

loss of tissue results in widening of the sulci and

gyri and smoothing of the brain surface. Micro-

scopic inspection of brain tissue reveals loss of

neurons throughout the brain as well as the pres-

ence of large numbers of pathological changes.

Neurofibrillary tangles (aberrant strands of intra-

cellular tau protein) and senile plaques (aggre-

gates of extracellular amyloid protein) are

evident throughout the brain. The development

of these pathologies is thought to be mediated by

abnormal proteins (tau and beta-amyloid)

(Tiraboschi, Hansen, & Thal, 2004). Many neu-

rotransmitter systems including acetylcholine,

glutamate, and norepinephrine have been impli-

cated in the development and progression the

disease.

There are two widely recognized forms of the

disease – a sporadic/age-related form and a

genetic/familial form. In the vast majority of

cases, the slow steady buildup of risk factors over

a lifetime are thought to produce pathological brain

changes which in turn produce changes in cogni-

tive functioning. Not surprisingly, prevalence of

the disease increases dramatically with advancing

age. Overall prevalence in the USA is 1.6% in the

65–74 age group but in it rises to 19% in people

aged 75–84 and 42% in the 84+ age group (Liddell,

Williams, Bayer, Kaiser, & Owen, 1994).
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The genetic form (also called “early-onset

AD”) is atypical – accounting for less than 5%

of all cases – and is associated with onset of

symptoms before the age of 65. This form of the

disease is particularly aggressive – with progres-

sion to death happening more rapidly than in the

age-related form. Autosomal dominance patterns

involve three gene families – presenilin 1,

presenilin 2, and amyloid precursor protein

(APP). All of these gene families code for the

production of brain proteins thought to produce

the cellular level changes associated with the

disease.

Although sporadic cases lack autosomal

dominant genetic determination, genetic pre-

dispositions have been identified. For example,

individuals with the E4 allele of the apoprotein

E (APOE) gene are at an increased risk of

developing AD (Hebert, Scherr, Bienias,

Bennett, & Evans, 2003). People with one

copy of the E4 allele have a three times greater

risk than those without the E4 allele, while

people with two copies of the E4 allele have

a 15 times greater risk of developing the dis-

ease. It is important to note that the E4 allele is

one of many risk factors that have been iden-

tified. Other risk factors include increased age,

poverty, and history of head injury. It is most

likely that environmental and lifestyle factors

interact with genetic risk factors to produce the

disease.

Studies find that people who lead interesting,

active lives (intellectually stimulating, socially

involved, physically active) have a lower risk of

developing the disease.

Several pharmaceutical agents are available to

palliate the cognitive decline associated with dis-

ease, but no cure exists. Most of these drugs are

cholinergic agonists, although one is an NMDA

receptor antagonist.

Affecting more than 26 million people world-

wide, Alzheimer’s disease places enormous

strains on families and social institutions.

Governmental agencies in many countries strug-

gle to meet the needs of the increasing numbers

of patients as our populations continue to

age (Brookmeyer, Johnson, Ziegler-Graham, &

Arrighi, 2007).

Cross-References

▶Coffee Drinking, Effects of Caffeine

▶Dementia
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Synonyms

Real-life blood pressure monitoring

Definition

Ambulatory blood pressure is arterial blood pres-

sure measured in real-life settings by an auto-

matic device.

Description

Blood pressure (BP) was first measured in the

eighteenth century by Halles following Harvey’s
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work on the circulation of blood. It has been

measured in the clinic and operating theater

since the early part of the twentieth century and

its utility as a predictor of cardiovascular disease

established in the second half of the century. The

ambulatory measurement of BP (ABPM) out-

side the clinic or laboratory is a development

of the later part of the century. Despite its com-

paratively recent origin, it is now regarded as the

measure of choice clinically since it provides

a more reliable and valid measure of an individ-

ual’s BP and is a better predictor of later disease,

perhaps because it reduces “white coat” hyper-

tension, the elevation of BP produced in some

individuals when BP is measured in a medical

setting. The majority of ambulatory BP monitors

are automatic miniaturized versions of the stan-

dard sphygmomanometer and can measure sys-

tolic and diastolic BP at predetermined times,

often every 20 or 30 min during the day, less

frequently when the participant is asleep.

There are also devices that measure BP contin-

uously, the most successful of which use the

vascular unloading technique first described

by Penaz (1973). Continuous measurement is

not widely used but has considerable advantages

for psychophysiological studies since it greatly

improves the power of studies to detect the

relationship between BP and environmental

events or psychological phenomena that might

be transitory, as well as providing repeated mea-

surement during more enduring events. The

Penaz-derived devices also enable one to deter-

mine the mechanisms, vascular or cardiac, that

underlie the elevations in blood pressure. Alter-

natively, the underlying mechanisms can be

determined by combining intermittent ABPM

with cardiac output measured by ambulatory

measures of cardiac impedance. Whether infre-

quent or continuous ambulatory blood pressure

is affected by many factors that are often noise

with respect to the question under study. The

most important of these are movement and pos-

ture, and they are usually controlled either

through questionnaires completed at the time of

measurement or, more satisfactorily, through

direct measurement and recording with acceler-

ometer-based devices.

While ABPM was developed to deal with clin-

ical issues, it has great relevance for behavioral

medicine.Most psychophysiological studies of the

cardiovascular system are conducted in the labo-

ratory for reasons of convenience, control, and the

accuracy ofmeasurement. ABPMallows the study

of the psychological processes that in part deter-

mine BP to be extended to real life with obvious

benefits in ecological validity (although at the cost

of loss of control) and a potential increase in

understanding of the role of stress in hypertension

and cardiovascular disease. ABPM can also pro-

vide insight into psychological process that have

effects on the cardiovascular (CV) system by pro-

viding sophisticated measures of autonomic

arousal that illuminate or index processes that

cannot be studied by observation or self-report.

BP is elevated in many situations that are con-

ventionally seen as stressful, such as public speak-

ing or examination. This was originally shown in

laboratory studies but has been confirmed in field

studies using ABPM when it is often found that

the responses are considerably larger than in the

laboratory simulations of these situations. Inter-

personal conflict, often difficult to study meaning-

fully in the laboratory, is also associated with

elevated BP in field settings. Perhaps unsurpris-

ingly, it has also been shown that heightened sub-

jective feelings of anxiety or arousal are associated

with increased BP, as are variations in the demand

that people feel they are under or their perception

of the control that they feel they have over the

situation since high demand and low control has

beenwidely shown to be associatedwith increased

strain. Such effects are moderated by personality

with, for example, some studies showing that

highly hostile people had high BP whatever their

mood, while the less hostile had high BP only

when in a negative mood. The highly hostile are

also less likely to show a reduction in stress-

related BP with social support. There is in addi-

tional evidence of gender moderating the effects

of stress on BP with women benefiting more than

men from social support during stressful situa-

tions. The effects of social interaction are subtle

with interactions with a personwith whom one has

an ambivalent relationship leading, in one study,

to greater BP elevations than interactions with
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people that were more clearly either liked or

disliked. Such studies have also shown that it can

be the nature of the relationship rather than the

nature of a specific interaction that relates to BP.

This information on complex and subtle social

situations could only be obtained in real life

using ABPM.

BP is determined by the interplay of cardiac

output and vascular resistance. Laboratory stud-

ies suggest that objectively different situations

and subjectively different appraisal of these situ-

ations can affect the determinants of BP. Tasks

that involve active coping or the related appraisal

of situations as challenging are associated with

cardiac effects, while tasks involving passive

coping or the appraisal of a situation as threaten-

ing, leading to a vascular response. While this has

not been studied extensively in real life, in one

study, challenge appraisals were related to car-

diac effects in people making an academic pre-

sentation and threat with a more vascular

response. More vascular responses have been

reported in lonely people who are hypothesized

to adopt passive coping strategies.

An enduring issue in laboratory and ambula-

tory studies of the effects of stress has been the

extent to which responses seen in the laboratory

generalize to real life. The response to laboratory

stressors is a poor candidate as an index of the

risk of disease if it relates only weakly, or not at

all, to the response in real life. The issue is con-

troversial, but the most recent studies using the

best available measurement and analytic tech-

niques suggested that reliable CV (heart rate

and BP) responses to laboratory stressors,

obtained by combining the responses to several

stressors, do relate to the CV response to objec-

tive stressful environments, negative emotions

and perceptions of the situation as stressful.

The reactivity hypothesis has been the domi-

nant theory in cardiovascular behavior medicine

since 1980. In its simplest form, this theory states

that individuals who show an excessive CV

response to stress, the hyperreactive, are at

increased risk of CV disease. Prospective studies

using the CV response to laboratory stressors to

predict cardiovascular disease endpoint have had

mixed findings at best. However, hyperreactivity

is not enough since a hyperreactive person has to

be reacting to something. A vulnerability factor,

like hyperreactivity, needs an appropriate environ-

ment to actually become a risk factor. Laboratory

studies only establish the vulnerability. Ambula-

tory studies can go some way to establishing if the

appropriate environment also exists. Unfortu-

nately, while ambulatory BP is a better predictor

of CV disease than clinic BP, there do not appear

to be studies seeking to link BP elevations to stress

in real life and subsequent disease.
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Definition

In behavioral medicine, ambulatory monitoring

has two components: the measurement in real life
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of some physiological parameter and the real-

time measurement of behavior, emotion, or psy-

chological process. Studies can, but do not

always, involve both types of measurement

Description

The initial drivers for ambulatory physiological

recorders were largely clinical. The ambulatory

recording of physiological signals started with

Holter’s experimental development, shortly

after the Second World War, of a very bulky

physiological ambulatory monitor which later

became a useful device to measure and record

the electrocardiogram (ECG, Holter, 1961).

Such devices, often still called Holter monitors,

were developed primarily for diagnostic purposes

and are routinely used in the diagnosis of coro-

nary heart disease. Much later, this was followed

by ambulatory blood pressure monitors (ABPM)

which are now the method of choice in the

diagnosis and management of hypertension.

Advances in the miniaturization of electronic

devices and developments in solid-state memory

(and to a lesser extent telemetry) have lead to

the development of a variety of multipurpose

ambulatory recorders that can record and store

virtually all the systems that were once measured

solely in the laboratory. This includes ECG, elec-

troencephalogram (EEG), electromyogram

(EMG), blood pressure (BP) measured both dis-

continuously and continuously, the impedance

cardiogram, measures of local blood flow with

photoelectric devices, skin temperature, and skin

conductance. These measures are derived from

conventional electrophysiological techniques,

impedance technology, BP from sophisticated

fast-acting pumps on finger cuffs, and many func-

tions from devices placed in purposely built vests

or shirts worn by participants (sometimes called

smart clothes). From these devices, one can mea-

sure a wide range of cardiovascular and respira-

tory parameters including heart rate and heart rate

variability, blood pressure, cardiac output and

vascular resistance, and features of cardiac activ-

ity like pre-ejection time, as well neural signals.

Many of these measures reflect the functioning of

the autonomic nervous system. The advances in

electronic technology has been matched by

developments in software, and most systems are

sold with sophisticated software packages to han-

dle signal detection, data reduction, and other

aspects of data processing. There are also stand-

alone software packages that work with a variety

of ambulatory recording systems.

As well as measures of physiological systems,

there are devices based on accelerometers that can

measure activity, posture, and details of limb

movement andgait. The simplest of these are single

axial accelerometers mounted in some convenient

place, such as thewaist, tomeasure activity through

to complex systems of multiple accelerometers

attached to different parts of the body that are

claimed to be able to measure different categories

of movement such as speed of walking or running,

cycling, standing, and rate of change of such activ-

ities. One device uses the combination of heart rate

from the ECG and activity from a chest-mounted

accelerometer to derive well-validated measures of

energy expenditure. Such activity measures are

also important in interpreting the autonomic mea-

sures since heart rate and blood pressure are pro-

foundly influenced by metabolic demand, and it is

very helpful to account for this when interpreting

changes in cardiac activity.

The measurement of some aspects of behavior

can be achieved by direct objective measurement

of limb movement and, in much prescribed cir-

cumstances, by body-mounted cameras or by

direct observation. However, most behavioral

measurement in real life is through self-report;

participants’ record in real time what they are

doing, thinking, and feeling. Such methods,

often called ecological momentary assessment

or experience sampling, are most often achieved

by used electronic devices on which the partici-

pants complete questionnaires about their current

behavior. Such devices, which are readily

programmed using specialist software or pur-

chased from specialist companies, are generally

acceptable and provide high-quality time-

stamped information. Traditional paper and pen-

cil diaries can also be used and have the obvious

advantage of cheapness but lack time stamping,

and hence, the investigator cannot know then the
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diary entry was actually made. However, with

well-motivated participants and when information

is gathered quite infrequently, perhaps weekly,

then they may well be the most cost-effective

method. The electronic measurement is usually

on PDAs (personal data assistant), smart phones,

or, if recording is infrequent and of a summary

nature, on home personal computers using the

internet. Responses can be self-ratings, text, or

brief audio recordings. The smart phone and inter-

net realizations of EMA allow the possibility of

interaction with the recording system so that it can

respond to missing data or particular responses or

to deliver interventions, perhaps contingent on

behavior. Global positioning systems are also

being used in conjunction with EMA devices to

gather information on a participant’s behavior and

to target appropriate interventions.

An interesting variant of EMA is the Day

Reconstruction Method (DRM) developed by

Kahneman, Krueger, Schkade, Schwartz, and

Stone (2004) and colleagues for use in large sur-

veys where EMA is impractical. In DRM, partic-

ipants retrospectively structure their day into

meaningful units then recall and rate their behav-

ior or mood during these units. This method has

been implemented face to face, singly, or in

groups and can be used online. It produces sys-

tematic data that relates sensibly to known diur-

nal variations in mood and arousal, heart rate

measured throughout the day, and mood assessed

in real time using EMA. The method has been

influential in attempts to estimate national well-

being by economists.

The rapid developments in ambulatory physio-

logical and behavioral measurement technology

have been matched by the increasing sophistica-

tion of the statistical tools used to analyze such

repeated, heavily autocorrelated, and multilevel

data. Multilevel random effects modeling of

ambulatory data is now almost universal, and

most widely used statistical packages allow some

form of multilevel modeling, and the specialist

programs have become much more user friendly.

The methods of ambulatory physiological and

activity recording andEMAhavebeen successfully

applied to a wide range of practical and theoretical

problems inmany areas of behavioralmedicine and

related fields such as clinical, health, and occupa-

tional psychology. Among the issues illuminated

by such methods are cardiovascular reactivity,

hypertension, addiction, disability, pain, adherence

to treatment regimes, sleep, occupational and other

kinds of stress, the effects of surgery, and patient

and staff safety in medical settings.
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Basic Information

The American Cancer Society (ACS) is the

nationwide, community-based, voluntary health

organization dedicated to eliminating cancer as a

major health problem by preventing cancer, sav-

ing lives, and diminishing suffering from cancer

through research, education, advocacy, and ser-

vice. Headquartered in Atlanta, Georgia, the

ACS has 12 chartered divisions, more than
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900 local offices nationwide, and a presence in

more than 5,100 communities. The Society’s

Research Program is composed of two main divi-

sions: extramural and intramural research. The

Extramural Grant Department reviews and admin-

isters both Research Grants and Health Profes-

sional Training Grants. The ACS focuses its

extramural funding on investigator-initiated,

peer-reviewed proposals. Intramural Research is

composed of six programs: Epidemiology,

Surveillance Research, Health Services Research,

International Tobacco Control Research, the

Behavioral Research Center, and the Statistics

and Evaluation Center. All intramural department

staff conduct applied cancer research in-house.

Major Impact on the Field

The Extramural Grant Department has supported

groundbreaking studies. Forty-four investigators

who were supported by ACS went on to win the

Nobel Prize. The Society’s Intramural Research

Program has provided population-based surveil-

lance systems and other national and international

databases to evaluate trends and population vari-

ability in cancer incidence and mortality, behav-

ioral risk factors, early detection and treatment

patterns, and economic factors in tobacco control.

This research has helped monitor progress in can-

cer control and provide evidence for policy and

advocacy initiatives. In addition, a series of Can-

cer Prevention Studies (CPS-I, CPS-II, CPS-II

Nutrition Survey, and CPS-3) have been land-

marks in the field, providing mortality trends and

identifying dietary factors related to cancer inci-

dence and mortality. Overall, findings from the

CPS-I and CPS-II have made major contributions

to the field by (a) advancing our knowledge of the

environmental, behavioral, and biological causes

of cancer and cancer survivorship and (b)

informing the development of cancer prevention

and survivorship strategies, policies, and practice.

The ACS is one of the first organizations to rec-

ognize the importance of psychosocial and behav-

ioral factors in cancer prevention and control.

The ACS has also implemented numerous pro-

grams in communities, guided by its mission

statement. For example, to help people stay

healthy, ACS distributes the Healthy Living News-

letter, which provides educational materials about

healthy lifestyle habits that have been found to

reduce the risk of cancer and other major diseases.

Other programs for this effort are for employees

(the Active For Life program) and school-age chil-

dren (the School Health program) to become more

active and to improve healthy diet. The Society’s

website, cancer.org, provides the most up-to-date

information about cancer information and support

available at the local and the national level for

patients, survivors, and caregivers. Some example

programs include the Cancer Survivors Network,

the online community by and for people with can-

cer and their family; the Road to Recovery, which

provides transportation service for cancer patients

who need rides to treatment; the Hope Lodge,

which is free lodging available for patients and

their families; the I Can Cope, which provides

educational classes about cancer and treatment,

and which is available in person or on line; and

the Patient Navigator Program, a personalized can-

cer guide.

Several events organized by the ACS, such as

Making Strides Against Breast Cancer and Relay

For Life, raise funds to support the community

and research effort in making a difference in the

fight against cancer.

Cross-References

▶Cancer Prevention

▶Cancer Survivorship

▶Epidemiology

▶Quality of Life

References and Readings

Blanchard, C. M., Courneya, K. S., & Stein, K. D. (2008).

Cancer survivors’ adherence to lifestyle behavior rec-

ommendations and associations with health-related

quality of life: Results from the ACS SCS-II. Journal
of Clinical Oncology, 26, 2198–2204.

Calle, E. E., Feigelson, H. S., Hildebrand, J. S., Teras,

L. R., Thun, M. J., & Rodriguez, C. (2009). Postmen-

opausal hormone use and breast cancer associations

differ by hormone regimen and histologic subtype.

Cancer, 115, 936–945.

A 80 American Cancer Society

http://dx.doi.org/10.1007/978-1-4419-1005-9_384
http://dx.doi.org/10.1007/978-1-4419-1005-9_1215
http://dx.doi.org/10.1007/978-1-4419-1005-9_455
http://dx.doi.org/10.1007/978-1-4419-1005-9_1196


Fedewa, S. A., Ward, E. M., & Edge, S. B. (2010). Delays

in adjuvant chemotherapy treatment among black can-

cer patients are more likely in black and Hispanic

populations: A National Cohort Study 2004–2006.

Journal of Clinical Oncology, 28, 4135–4141.
http://www.cancer.org. Accessed Mar 18, 2012.

Kim, Y., & Given, B. A. (2008). Quality of life of family

caregivers of cancer survivors across the trajectory of

the illness. Cancer, 112(Suppl. 11), 2556–2568.
Rodriguez, C., Jacobs, E. J., Deka, A., et al. (2009). Use of

blood-pressure-lowering medication and risk of pros-

tate cancer in the Cancer Prevention Study II Nutrition

Cohort. Cancer Causes & Control, 20, 671–679.
Smith, R. A., Cokkinides, V., Brooks, D., Saslow, D., &

Brawley, O.W. (2010). Cancer screening in the United

States, 2010: A review of current American Cancer

Society guidelines and issues in cancer screening. CA:
A Cancer Journal for Clinicians, 60, 99–119.

Thun, M. J., Hannan, L. M., & DeLancey, J. O. (2009).

Alcohol consumption not associated with lung cancer

mortality in lifelong nonsmokers.CancerEpidemiology,
Biomarkers & Prevention, 18, 2269–2272.

Zhang, X., Albanes, D., Beeson, W. L., et al. (2010). Risk

of colon cancer and coffee, tea, and sugar-sweetened

soft drink intake: Pooled analysis of prospective cohort

studies. Journal of the National Cancer Institute, 102,
771–783.

American Diabetes Association

Della Matheson

Diabetes Research Institute, Miller School of

Medicine, University of Miami, Miami, FL, USA

Basic Information

The American Diabetes Association (ADA) is

a leading United States-based nonprofit organi-

zation providing funding for diabetes research,

professional and lay education, and advocacy

for people with diabetes. Their mission as stated

is: “to prevent and cure diabetes and to improve

the lives of all people affected by diabetes.”

The organization was founded in 1940 by

a group of physicians and scientists with the

goal of providing education and support to phy-

sicians and health-care professionals. In the

1960s, the organization expanded its membership

to include general members and heightened its

services to provide education and support to the

community at large. There are currently 97 local

affiliate offices distributed throughout 47 states.

Major Impact on the Field

ADA programs and activities include:

Publications – a large library of informational

books, magazines, and journals for both medical

professionals and consumers are available.

Professional meetings – serve to educate and

stimulate collaborative efforts in the delivery of

health care to people with diabetes and to enhance

research efforts of scientists involved in diabetes

research. The two largest meetings that occur

annually are the ADA Postgraduate Course held

in winter of each year and the ADA Scientific

Sessions held in the summer each year.

Public meetings – in addition to multiple local

chapter offerings, the Diabetes Expo provides a

1-day public program in major markets through-

out the USA that includes lectures, large vendor

display area, and informational services.

Funding of research – supports basic and clin-

ical diabetes research aimed at prevention, better

treatment, and a cure. The research funding pro-

gram is designed to complement government-

funded research through the National Institutes

of Health which serves to amplify the effective-

ness of the millions of dollars provided by ADA

($42.5 million in 2008).

Family link – a program that provides infor-

mation to families about living with diabetes and

provides information and tool kits for families of

children newly diagnosed with diabetes, parent to

parent mentoring programs, and school initia-

tives aimed at enhancing safety for children

with diabetes while in school.

Diabetes camps – there are over 60 camps for

children between the ages of 4 and 17 years

supported by the ADA. Camps consist of residen-

tial week-long programs, day camps, family

camps, and teen adventure camps. The camping

experience offers children with diabetes the

opportunity to interact with other children with

diabetes, increase their knowledge of diabetes

self-management, and enhance independence in

a safe environment, while also having fun!
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Fund-raising events – Walk to Fight Diabetes,

Tour de Cure, School Walk for Diabetes, and

Bikers Against Diabetes. The ADA website also

includes links for personal gifts as well. ADA

currently receives over $250 million dollars

through their fund-raising efforts annually.

Advocacy – this mission involves a goal of

improving access to health care for people with

diabetes and to eliminate discrimination against

people at school, in the workplace, or elsewhere

in their lives. On a biennial bases, the ADA has

organized an event, the Association’s Call to

Congress, that facilitates the meeting of advo-

cates and members of the ADA to meet with

their US Representatives and Senators to discuss

how diabetes affects their lives and how health-

care legislation can be directed to improve living

with diabetes.

How to contact ADA:

National Call Center (1-800-DIABETES or

1-800-342-2383)

Website: http://www.diabetes.org
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Basic Information

The American Heart Association (AHA) is a

nonprofit health organization in the United

States. Its headquarters are in Dallas, Texas, and

it maintains offices in 48 states and Puerto Rico.

Founded in 1924 by a group of cardiologists, the

current mission of the organization is to “build

healthier lives, free of cardiovascular diseases

and stroke.” Its main website is www.heart.org.

The main expenditures of the AHA are on

research and educational programs, including an

emphasis on cardiopulmonary resuscitation

(CPR) and first aid training. The AHA publishes

scientific journals and offers a membership pro-

gram for science and health-care professionals as

well as research grants and fellowships. The

AHA is affiliated with the American Stroke Asso-

ciation (ASA), which was founded in 1997 with

a focus on “prevention, diagnosis, and treatment

to save lives from stroke.”

Cross-References
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Basic Information

With more than 154,000 members as of 2011,

the American Psychological Association (APA)

represents the largest scientific and professional

organization of psychologists in the world.

The mission of APA is to advance the creation,

communication, and application of psychological

knowledge to benefit society and improve

people’s lives. In addition to this primary

association, there are currently 54 divisions of

APA which represent specific interest groups

and maintain their own memberships, eligibility

criteria, and officers.
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APA Division 38 (Health Psychology) was

established in 1978 and currently has approxi-

mately 3,000 members. From the beginning, APA

Division 38 has been broadly focused on issues

related to both the science and practice of health

psychology, and this broad mission has included

the following three components: (1) advancing

psychology’s contributions to the understanding

of health and illness through basic and

clinical research and through the integration of

biomedical information about health and

illness with current psychological knowledge,

(2) promoting professional education and services

related to health and illness, and (3) ensuring that

the psychological, biomedical, and lay public

communities are aware of the results of current

research and service activities in this area.

The importance of health psychology as a dis-

cipline is best illustrated by the fact that behavioral

factors predispose, precipitate, and perpetuate

many of the leading causes of illness and death

in the USA and around the world. And, perhaps

more importantly, behavioral and psychological

interventions have been shown to encourage dis-

ease prevention, enhance coping with acute and

chronic illness, and improve health outcomes

when delivered in isolation and in conjunction

with existing medical procedures. To promote fur-

ther progress in each of these areas, APA Division

38 supports the educational, scientific, and profes-

sional efforts within psychology to understand the

etiology, promotion, and maintenance of health in

the prevention, diagnosis, treatment, and rehabili-

tation of physical illness; conduct research

related to the psychological, social, emotional,

and behavioral factors that contribute to physical

illness; make active contributions to improving the

health care system; and assist in the formulation of

health policy.

Consistent with its goal of promoting the

science and practice of health psychology,

APA Division 38 maintains an active website

(www.health-psych.org); publishes the leading

scientific journal in the field, Health Psychology

(www.apa.org/pubs/journals/hea/index.aspx),

as well as a Division newsletter, The

Health Psychologist (http://www.health-psych.

org/ResourcesNewsletters.cfm); and maintains

a range of educational and training resources

for those interested in the profession. Partici-

pation and affiliation with APA Division 38

is encouraged through a variety of mecha-

nisms, including professional membership

(open to existing APA members), professional

affiliates (including psychologists, physicians,

and other health professionals who are not

APA members), international affiliates (includ-

ing health psychologists living and working

outside of the United States or Canada), and

student affiliates (including those enrolled in

accredited programs of psychology, medicine,

and related fields).

As models of health care evolve in the United

States and around the world, APA Division 38 is

working to establish liaisons between

researchers, clinicians, and policymakers to

encourage the use of psychological science in

the promotion of health and prevention of illness.

American Psychosomatic Society
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Basic Information

History

There has been a perception of mind–body

interaction in many fields of study in recent

centuries (Levenson, 1994, p. 1). The American

Psychosomatic Society (APS) was founded in

response to the desire for cross-discipline study of

the people of psychiatry, internal medicine,

physiology, and other fields.

With philanthropic support, Psychosomatic

Medicine was published in 1939 and the journal’s

board voted to establish the “American Society for

Research in Psychosomatic Problems” in Decem-

ber 1942. These founders included Drs. George

Daniels, George Draper, and Helen Dunbar.
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The namewas changed to “TheAmerican Psycho-

somatic Society” in 1948 (American Psychoso-

matic Society, 2010a).

Today, APS has become an international soci-

ety. It offers a website, journal, and annual meeting.

Researchers and clinicians use various approaches

to investigate the links among mind, brain, body,

and social issues for curing disease and promoting

health (American Psychosomatic Society, 2011a).

The Council members have expanded pediatrics,

neuroanatomy, physiological sciences, neurophys-

iology, psychophysiology, clinical psychology,

sociology, anthropology, and public health.

(American Psychosomatic Society, 2010a).

Major Impact on the Field

Mission

The mission of the APS is “to promote and

advance the scientific understanding and multidis-

ciplinary integration of biological, psychological,

behavioral and social factors in human health and

disease, and to foster the dissemination and

application of this understanding in education

and health care (American Psychosomatic

Society, 2011b).”

Awards and Scholarships

Awards include Alvin P. Shapiro Award,

American Psychosomatic Society Scholar

Awards, Cousins Center Global Outreach Awards,

Donald Oken Fellowship, Herbert Weiner Early

Career Award, Medical Student/Resident/Fellow

Travel Scholarships, Minority Initiative Awards,

Patricia R. Barchas Award in Sociophysiology,

Paul D. MacLean Award, President’s Award, and

Travel Awards for MacLean Scholars (American

Psychosomatic Society, 2011b).

Annual Meeting

The APA holds an annual 3-day open meeting in

March. In this scientific and clinical assembly,

investigators communicate, consider problems of

conceptual relationships, and develop ideas

that will stimulate further research (American

Psychosomatic Society, 2011b). During the

meeting, the APS members present scientific

papers, participate in symposia, workshops, poster

sessions, and invited lectures and addresses.

Journal

Psychosomatic Medicine: Journal of Biobehav-

ioral Medicine founded in 1939 by the editor

Dr. Dunbar, is the official and international

peer-reviewed journal of APS. It is devoted to

experimental and clinical research of interdisci-

plinary fields: behavioral biology, psychiatry,

psychology, physiology, anthropology, and

clinical medicine. It includes experimental

and clinical studies on various perspectives and

effects of the relationships among social, psycho-

logical, and behavioral factors, and physical

processes in humans and animals. It publishes in

print nine times a year, and most articles are

online ahead of print (American Psychosomatic

Society, 2010b).

Committees and Memberships

There are 10 committees such as Ad-Hoc Journal,

Ad-Hoc Website, Awards, Fundraising, Liaison,

Membership, Nominating, Past Leaders, Profes-

sional Education, and Program Committees

(American Psychosomatic Society, 2010a).

There are four categories of memberships –

Regular, Emeritus, Corresponding, and Associate

(for students and trainees). Committee members

are professionals and specialists from medical

and health-related fields in behavioral and social

sciences. A short membership is available as well

(American Psychosomatic Society, 2011b).

Membership benefits (American Psychoso-

matic Society, 2011b) include:

– Subscription to printed and online Psychoso-
matic Medicine.

– Discount registration fees for the APS annual

meeting.

– Networking and professional development in

the society.

– Newsletter and e-newsletter (both three times

a year).

– Opportunity of becoming a member of

committees.

– Awards for professionals, students and trainees.

– Access to the APS international online mem-

bership directory.
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AMI

▶Acute Myocardial Infarction

Anabolic Resistance

▶ Sarcopenia

Analgesia

Martin Deschner

Psychiatry, Division of Psychology,

The University of Texas Southwestern Medical

Center at Dallas, Dallas, TX, USA

Definition

The term “analgesia” derives from the Greek

words an (without) and algesis (pain) for “with-

out pain” (Webster’s Ninth New Collegiate

Dictionary, 1988). It refers to relief from the

sensation of pain or the loss of ability to feel

pain while still remaining conscious. This term

is to be distinguished from the broader term

“anesthesia,” which refers to a loss of sensation

of all types, including pain, with or without loss

of consciousness.

Analgesia can refer to partial or total relief from

pain. When pain is reduced, some sensation

persists but often without it being experienced as

painful. Analgesia is often discussed in terms of

medications or medical procedures. For example,

opiate medications such as morphine, oxycodone,

or hydrocodone are frequently used for their anal-

gesic effects as are steroidal and nonsteroidal anti-

inflammatory medications. Devices such as spinal

cord stimulators, TENS units, and intrathecal pain

medication pumps, as well as injections such as

selective nerve root blocks, facet injections, or

epidural steroid injections are also used for their

analgesic effects, with varying degrees of success.

Behavioral medicine addresses analgesia from

a biopsychosocial perspective. Psychologists and

other behavioral health specialists frequentlywork

in conjunction with medical and other profes-

sionals such as physical therapists, to help patients

reduce and learn to cope with their acute or

chronic pain. By improving the patient’s under-

standing of his or her pain and emotional coping

behaviors while also improving his or her capacity

to reduce somatic tension and arousal, perceived

pain is often reduced. Capacity to cope with

remaining pain is generally increased through

greater understanding of issues related to pain

and mastery of pain management techniques.

Behavioral medicine approaches frequently

involve education to improve understanding of

the pain-causing condition. Education tends to

reduce the patient’s fear, feelings of powerless-

ness, and tendency to distort or catastrophically

appraise their painful condition based on faulty

information or assumptions.

Behavioral medicine uses cognitive behavioral

therapy (CBT) approaches to help the patient to

examine and change his or her irrational beliefs

generally, and dysfunctional pain-specific beliefs

in particular. CBT focuses on improving emo-

tional coping skills, using cognitive behavioral

training techniques such as reframing, correcting

negative thinking patterns such as catastrophizing
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or overgeneralizing, and improving communica-

tion and assertiveness skills. Correcting negative

thinking patterns improves the patient’s sense

of mastery and provides him or her with effective

tools to cope rationally with pain (Okifuji &

Ackerlind, 2007).

Stress management training reduces the

patient’s somatic reactivity to pain by improving

the patient’s capacity to activate their parasym-

pathetic response to pain. Patients are often

taught such skills as diaphragmatic breathing,

progressive muscle relaxation, meditation, and

imagery techniques to help them break the

vicious cycle of stress intensifying pain. Biofeed-

back training is often used to help the patient

graphically see his or her somatic reactivity and

also provides the patient with objective evidence

as to the efficacy of the stress management

techniques they are learning.

Cross-References

▶Behavioral Medicine

▶Cognitive Behavioral Therapy (CBT)

▶ Stress Management
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Analytes

▶ Salivary Biomarkers

Anderson, Norman B. (1955–)

Norman B. Anderson

American Psychological Association,

Washington, DC, USA

Biographical Information

A graduate of the North Carolina Central

University in Durham, NC, Norman

B. Anderson earned masters and doctoral

degrees in clinical psychology from the Uni-

versity of North Carolina at Greensboro.

He received additional clinical and research

training at the Schools of Medicine at Brown

and Duke Universities, including postdoctoral

fellowships in psychophysiology and aging

at Duke.

Anderson is the Chief Executive Officer and

Executive Vice President of the American Psy-

chological Association (APA). With 137,000

members and affiliates, APA is the largest and

oldest of the world’s psychological societies.

Headquartered on Capitol Hill in Washington,

DC, APA has a staff of over 550 and an

annual budget of over $112 million. As the

Chief Executive Officer, he is responsible for

overseeing the overall management of the Asso-

ciation and works closely with the APA Board of

Directors.
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Major Accomplishments

Among his numerous accomplishments at APA,

Anderson recently led a successful effort to create

the first strategic plan in the 120-year history of

the Association and oversaw APA’s efforts to

foster the inclusion of integrated care, health pro-

motion and disease prevention, and mental health

care in the new health care reform legislation.

Anderson was the founding Associate Direc-

tor of the National Institutes of Health (NIH) in

charge of behavioral and social science and was

the first Director of the NIH Office of Behavioral

and Social Sciences Research (OBSSR). At NIH,

he was charged with facilitating behavioral and

social sciences research across all of the [then] 24

Institutes and Centers of the National Institutes of

Health. Under his purview was behavioral and

social research in such areas as cancer, heart

disease, child health, mental health, diabetes,

aging, oral health and others. His special interest

at NIH was advancing an integrated, transdisci-

plinary approach to health science, prevention,

and health care.

Appointed to NIH in 1995, Anderson worked

closely with the scientific community nationally

to quickly establish the Office’s long-term goals

and to develop strategies for achieving them,

resulting in the first OBSSR strategic plan.

Under his leadership, the Office organized trans-

institute funding initiatives totaling over $90 mil-

lion in 5 years. The success of the Office

prompted Congress to triple its budget, enabling

it to have greater latitude in developing NIH-

wide collaborative funding activities.

Anderson has held faculty appointments at

both Duke University School of Medicine and

the Harvard School of Public Health. He is well-

known for his research and writings on health

disparities and health behavior. He has received

several awards for his research, including the

1986 New Investigator Award from the Society

of Behavioral Medicine, the 1991 Award for

Outstanding Contributions to Health Psychology

from the American Psychological Association,

and at least ten other significant awards from

scientific societies and universities He has been

awarded three honorary doctorate degrees.

Anderson is a Fellow of the American Asso-

ciation for the Advancement of Science, Ameri-

can Psychological Association, Association for

Psychological Science, the Society of Behavioral

Medicine, and the Academy of Behavioral Med-

icine Research. He is a Past President of the

Society of Behavioral Medicine, served as Pres-

ident of the Board of Directors for the Starbright

Foundation of Los Angeles (now the Starlight

Children’s Foundation), and is currently

a Trustee of the Starlight Children’s Foundation.

He currently serves on the National Advisory

Council for the National Institute on Aging at

NIH the National Academic Affiliations Council

in the Department of Affairs, the Board of Direc-

tors for the American Psychological Foundation,

and the Board of Directors for the Excellence

Foundation of the University of North Carolina

at Greensboro. He also chaired the National

Academy of Sciences Panel on Understanding

Racial and Ethnic Health Disparities in Late Life.

He is the author and editor of several books,

including serving as Editor-in-Chief of the two-

volume Encyclopedia of Health and Behavior.

He is also Editor-in-Chief of the flagship journal

of APA, the American Psychologist.

Androgen

Chad Barrett

Department of Psychology, University of

Colorado Denver, Denver, CO, USA

Synonyms

Androgenic hormone; Testoid

Definition

Androgens are a group of hormones that are pre-

sent in males and females (though at lower levels)
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and which primarily promote the development,

and maintenance, of masculine traits. Androgens

are produced in the testes, ovaries, placenta,

and adrenal cortex. The most prominent andro-

gen is testosterone. Other androgens include

androstenedione, androstenediol, androsterone,

dehydroepiandrosterone (DHEA) and dehydro-

epiandrosterone sulfate (DHEA sulfate), and

dihydrotestosterone (DHT). Androgens are nec-

essary for differentiation of male reproductive

organs during fetal development, sexual matura-

tion, spermatogenesis, genital function, and the

development of male secondary sexual charac-

teristics (Chang, 2002). Increases in androgens

are associated with thematurational changes that

occur in puberty. In addition, they play a role in

the growth and functioning of muscles, bones,

kidneys, liver, and the regeneration of red blood

cells (Bagatell & Bremer, 2003). Androgens also

influence aggression (Giammanco, Tabacchi,

Giammanco, Di Majo, & La Guardia, 2005)

and sexual desire, performance, and satisfaction

(Hutchinson, 1995).

Androgens can reduce the risk of cardiovas-

cular diseases, obesity, diabetes, bone loss,

and Alzheimer’s (Clarke & Khosla, 2009;

Manolakou, Angelopoulou, Bakoyiannis, &

Bastounis, 2009). In men with prostate cancer,

hormone therapies may be used that reduce

androgen levels in order to slow the growth of

cancer cells. Low levels of androgen can

increase the risk of cardiovascular diseases, obe-

sity, diabetes, bone loss, Alzheimer’s, and high

cholesterol (Jordan & DonCarlos, 2008). Low

levels of androgens are also related to reduced

libido, erectile dysfunction, anemia, loss of mus-

cle mass, weight gain, fatigue, and depression.

Androgen supplements can often protect against

these risks.

In women, high levels of androgen are

associated with hirsutism, balding, acne, men-

strual disorders,▶ insulin resistance,▶ diabetes,

high ▶ cholesterol, high ▶ blood pressure, and

cardiovascular diseases. Low levels are associ-

ated with low libido, ▶ fatigue, depression,

and increased susceptibility to bone disease

(Cheung, 1999).

Cross-References

▶ Sex Hormones
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Androgenic Hormone

▶Androgen

Ang II

▶Angiotensin

Anger

▶Anger Management

▶Hostility

▶Hostility, Psychophysiological Responses

▶Negative Thoughts
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Anger Assessment

▶Anger, Measurement

Anger Expression

▶Anger, Measurement

Anger Management

Mark A. Lumley and Lindsay Oberleitner

Department of Psychology, Wayne State

University, Detroit, MI, USA

Synonyms

Anger; Emotion; Emotion regulation; Stress

management

Definition

Anger management is a broad term referring to

various techniques designed to help individuals

manage or reduce their experience and expres-

sion of anger so that they will have better

psychological, physical, and social health.

Description

Anger is a normal human emotion that is adaptive

when elicited by appropriate social circum-

stances, specifically threatened or actual

violation of something that one values. The

experience and expression of anger in such

circumstances can be healthy, but anger that is

experienced or expressed too intensely or

frequently and in inappropriate circumstances

can contribute to many problems, including

mood and anxiety disorders, cardiovascular

disease, persistent pain, digestive problems,

substance abuse, relational difficulties, and social

disorder (Miller, Smith, Turner, Guijarro, &

Hallet, 1996). Anger management, therefore, is

targeted for patients whose anger is viewed by

themselves or others as excessive, out of control,

or having negative effects. People sometimes

recognize their excessive anger and seek to

manage it better, but more often, anger manage-

ment is recommended or required by others who

recognize that a person is too angry or expressing

it too often or intensely (Saini, 2009).

Anger management typically refers to

a program of specific intervention techniques

that target different processes in the sequence of

anger elicitation, experience, and expression.

Anger management strategies can be placed in

two general categories – strategies that directly

avoid or reduce the experience and expression of

anger, and strategies that facilitate identifying,

experiencing, and adaptively expressing anger.

The first category is more popular and is how

anger management is traditionally defined

(Glancy & Saini, 2005). This approach stems

from research and practice on people who have

excessive anger, such as cardiac patients with the

Type A behavior pattern or people referred for

treatment of aggressive behavior. The second

category represents a newer, alternative view of

the value of anger and other emotions (Gross,

2002). These two categories are discussed next.

Anger Avoidance and Reduction Strategies

A basic strategy to decrease anger is to identify

and avoid specific anger triggers. For some

individuals, anger is reliably elicited by certain

people, situations, and activities, such as

interacting with difficult coworkers or participat-

ing in competitive sports. An initial strategy,

especially if other approaches are less successful,

is to simply avoid those triggers.

Yet, behavioral avoidance often is not feasible

or desirable and typically is considered a rather

unsophisticated approach. Other anger manage-

ment strategies can be used when encounters with

anger triggers are inevitable. One such strategy is

to reduce physiological activation when angered.
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This typically is done by applying relaxation

techniques (e.g., deep breathing, imagery, and

progressive muscle relaxation) or distraction

by engaging in pleasurable activities (e.g., exer-

cise, playing a game, and reading). Such

downregulation techniques can lower cardiovas-

cular activity, increase calmness, and reduce ten-

sion until thoughts and feelings of anger have

subsided. These techniques are particularly

appropriate when situations are not controllable

or when anger is only experienced occasionally

(“state anger”) (Del Vecchio & O’Leary, 2004).

Cognitive reappraisal techniques are used to

identify, question, and modify the thoughts or

interpretations that underlie anger. Reappraisal

often involves evaluating and changing patterns

of faulty thinking that are especially potent in

anger, such as overgeneralization and exaggera-

tion. For example, beliefs like “the world is

always against me” can be examined and chal-

lenged with contradictory information. A specific

cognitive reappraisal program has been devel-

oped by Williams and Williams (1993) that

teaches people to question whether an anger-

inducing situation is important, whether anger is

appropriate and will change the outcome, and

whether the expected outcome is worthwhile.

Such questioning requires a pause in the anger

experience, and allows the person to examine the

situation and his or her reactions more logically. If

any of the key questions are answered in the neg-

ative, then the anger experience can be aborted, or

some alternative anger management strategy can

be used, such as downregulation. Affirmative

answers to these questions can lead to a decision

to express anger in an adaptive manner.

There are several higher order, more sophisti-

cated cognitive strategies to help manage anger.

Perspective-taking or empathy-building refers to

the ability to “walk in someone else’s shoes,” to

feel what another person is feeling, and to see

a situation from another’s point of view. This

approach may be helpful when the behavior of

the anger-inducing person is not changeable, or

when anger stems from victimization or abuse

during childhood or when committed by strangers

(e.g., being mugged or assaulted). The angry per-

son is challenged to understand the circumstances

that may have led to the offender’s actions. This

technique may help to attenuate anger, especially

when added to the next technique.

An approach that stems from perspective-

taking is to engage in forgiveness or “letting

go.” Anger typically follows victimization, and

although anger may be justified, chronic anger

eventually harms the person experiencing it.

Forgiveness exercises help offended people free

themselves from ongoing resentment, first by

perspective-taking, and then by volitionally

deciding to reduce the blame of the other person

and to forgive them or let go of the resentment,

whether or not the other person has apologized or

made amends. Forgiveness or letting go returns

control to victims, allowing them to view them-

selves as having the power and ability to heal.

Although not necessary for forgiveness, many

people incorporate this technique as part of their

religious or spiritual practices (Lin, Mack,

Enright, Krahn, & Baskin, 2004).

Anger Awareness, Experience, and

Expression Strategies

It is important to recognize that anger is a vital,

evolutionarily based, adaptive emotion when

experienced and expressed appropriately. The

experience of anger informs the person about

actual or potential victimization or unjust

experiences and motivates action to protect

oneself or loved ones. Anger energizes and

directs needed defense, protection, and the

righting of social wrongs. Thus, it can be

maladaptive to deny, disavow, or suppress

anger, or transform it into sadness, guilt, or

shame. Although in many social situations it is

wise to suppress the expression of anger, a lack of

anger awareness and chronic anger suppression

can be detrimental (Iver, Korin, Higginbotham,

& Davidson, 2010). Research suggests that the

suppression of anger can increase pain, disrupt

cognition, trigger depression, and impair inti-

macy (Burns, Quartana, & Bruehl, 2008). Fur-

thermore, chronic anger sometimes stems from

the failure to express one’s needs, opinions, or

dissatisfactions directly and effectively toward

the appropriate person or target. Therefore,

alternative approaches to managing anger
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involve strategies or techniques that facilitate the

awareness and adaptive expression of anger.

Anger awareness and expression strategies can

be divided into two types – assertiveness training

and experiential exercises.

Assertiveness training is a popular approach

found in many anger management programs, but

it is fundamentally different from the anger

reduction strategies described above. Training

in assertion helps a person directly and honestly

express thoughts and feelings to another person,

while remaining mindful of the desired outcome

and respecting the other person’s experience.

Assertive communication requires identifying

one’s own thoughts or desires and then directly

yet skillfully expressing them verbally and non-

verbally, without excessive apology, blame, or

threat. Such direct assertion adaptively expresses

anger, decreases feelings of victimization and

helplessness that trigger mood and health prob-

lems, and helps prevent the inappropriate transfer

or generalization of anger to innocent targets

(Rakos, 1991).

Experiential techniques are relatively new

approaches to dealing with anger. Training in

mindfulness or meditation appears to help people

recognize and experience their anger and other

emotions in a nonjudgmental manner, and to

distinguish awareness from action. Written emo-

tional disclosure, or expressive writing, is

a technique that helps people voice suppressed

thoughts and feelings and narrate them into

a story, thereby facilitating extinction of anger

and/or the making of meaning and changes in

understanding (Graham, Lobel, Glass, &

Lokshina, 2008). Finally, experiential psychother-

apy has developed several techniques that help

people to experience and process unexpressed

anger, including empty chair work and two-chair

dialogues. All of these techniques can help people

identify, clarify, and voice emotions, including

anger, thereby helping them to develop insight,

resolve conflicts, and make needed behavioral

and interpersonal changes.

It is likely that the optimal approach to dealing

with anger depends on individual differences

among people in their usual anger regulation

style. People who experience excessive anger or

express it too readily likely need some of

the traditional anger reduction techniques such

as trigger avoidance, arousal downregulation,

distraction, cognitive reappraisal, perspective-

taking, and forgiveness. In contrast, people who

are prone to excessive anger inhibition or sup-

pression are more likely to benefit from tech-

niques that help them experience and adaptively

express anger, including assertiveness training

and experiential exercises. This proposal, how-

ever, awaits empirical study.
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Anger, Measurement

Stephan Bongard

Department of Psychology, Goethe-University,

Frankfurt am Main, Germany

Synonyms

Anger assessment; Operationalization of anger

Definition

Assessment of states of anger or of the personal-

ity disposition for anger responses.

Description

Anger is usually considered as a basic emotion

that emerged during evolution because it served

the function of preparing the organism for fight

against enemies and to overcome obstacles

(Plutchik, 1994). Therefore, it is associated with

a specific response pattern that communicates to

the environment preparedness for fight and that

supplies the body with metabolic demands for

fight or flight. The response pattern is thought

to be independent of cultural influences while

so-called display rules regulate under which

conditions the expression of anger is appropriate

or not. Another component characteristic of the

state of anger is specific cognitions (appraisals).

Measurements of anger aim at assessing

responses of one or more of these com-

ponents. Consequently, instruments for collecting

self-reports, behavioral observations, and physi-

ological measures for the assessment of anger

have been developed. Measures of anger should

be able to discriminate anger from other emo-

tional states, provide some quantification of

anger, and deliver results that are free from delib-

erate manipulations by respondents.

Self-reports

The most common way to assess anger is the use

of psychometric self-reports in which individuals

respond to statements describing their cognitions,

feelings, attitudes, and behavior. Anger can be

measured as a state, that is, an acute condition

of feelings ranging in intensity from mild irrita-

tion or annoyance to intense fury and rage, or

anger can be measured as a trait, that is, an endur-

ing behavior disposition for anger states. Individ-

uals high in trait anger are assumed to experience

state anger more often, more intensely and longer

than individuals low in state anger (Spielberger

et al., 1985). Table 1 lists some often-used instru-

ments for the assessment of anger.

Self-reports are usually specific to anger

and provide an easy means of quantification

(e.g., counting the “Yes” answers) but they can

also easily be manipulated by respondents.

Behavioral Observations

The experience of anger often goes along with a

characteristic facial expression but it does not

have to. Depending on situational conditions,

social norms, and individual differences, the

expression of anger is more or less appropriate.

However, if anger is expressed in the face, the

inner eyebrows are lowered and brought closer

together. Often, this is accompanied by glaring

eyes, widened nostrils, lips that are tightly pressed

together, or flashing of the teeth. This facial behav-

ior pattern can be coded using the Facial Action

Coding System (FACS; Ekman & Friesen, 1978).

The central and most important movement for

anger is the constriction of the eyebrows. The

facial expression of basic emotions such as anger

is assumed to be hereditary. It can already be

observed in young children. Figure 1 shows the

facial expression of a 5-year-old boy after he was

asked to display anger.
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While facial expression can validly be

assessed by trained raters, this measure provides

only a moderate quantification of anger. Usually,

one can discriminate between weak and strong

anger. Though humans can control facial expres-

sions, they are difficult to manipulate convinc-

ingly to an experienced rater.

Physiological Measures

The state of anger is associated with feelings of

hyperactivation, restlessness, tension, and power.

These feelings are caused by an activation of

the sympathetic branch of the autonomic nerve

system combined with vagal withdrawal. This

activation can be measured using, for example,

blood pressure and heart rate readings or by reg-

istration for electrodermal activity. Physiological

response patterns of emotional activation are

usually unspecific and it is not possible to

draw conclusions from the observed pattern of

activation to the underlying emotional quality.

However, when people report being angry it is

usually accompanied by increases in systolic

and particularly diastolic blood pressure and

total peripheral resistance. Also, increased

heart rates, number of skin conductance

responses, and muscle activity are often reported

(Stemmler, 2010).

Studies using brain-imaging methods

(fMRI, PET) report activation of the orbitofrontal

cortex during episodes of anger (Murphy,

Nimmo-Smith, & Lawrence, 2003). Further,

anger seems to be associated with an asymmetric

activation of the frontal cortex. Measuring spon-

taneous EEG activity, Harmon-Jones (2003)

reported greater activation of the left frontal

brain relative to the right frontal brain.

Physiological measures provide very exact,

but unspecific quantifications. Many physiologi-

cal responses can be observed during other emo-

tional states as well. So far, no response pattern

has been defined that is unique to the state of

anger. Though biofeedback studies show that

physiological states, too, can be manipulated

after extensive training, there is almost no way

to do this spontaneously.

Conclusion

Anger manifests itself on the level of subjective

experiences, observable behavior, and physiolog-

ical activation. For each of these qualities, there

are standardized measures for the assessment of

anger: self-reports, facial expression coding, and

physiological registration. However, since each

of these measures has specific strengths and

weaknesses, anger should be assessed on at least

two different levels.

Anger, Measurement, Table 1 Examples of self-report

instruments for the assessment of anger (in chronically

order)

Scale Author/s

Picture-Frustration Test (PFT) Rosenzweig (1945)

Cook-Medley Hostility

Scale (Ho-Scale)

Cook and Medley

(1954)

Buss-Durkee Hostility

Scale (BDHS)

Buss and Durkee (1957)

Harburg-Items Harburg et al. (1973)

Novaco Anger Inventory Novaco (1975)

Framingham Anger Items Haynes et al. (1978)

Subjective Anger Scale (SAS) Knight et al. (1985)

Multidimensional Anger

Inventory (MAI)

Siegel (1986)

State Trait Anger Expression

Inventory (STAXI)

Spielberger et al. (1985)

State Trait Anger Expression

Inventory 2 (STAXI-2)

Spielberger (1999)

Anger, Measurement, Fig. 1 Facial expression of a

5-year-old boy after he was asked to display anger
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Angina Pectoris

Siqin Ye

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

Chest pain

Definition

Angina pectoris is the classic manifestation of

cardiac ischemia, which occurs when there is a

mismatch between myocardial oxygen supply

and demand. The sensation is typically described

as substernal chest pressure or tightness, often

accompanied by shortness of breath, and often

radiates to the jaw, neck, and left arm or shoulder.
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It can also be associated with nausea, vomiting,

and diaphoresis. The onset typically occurs

over several minutes and is frequently triggered

by physical activity and emotional stress (Panju,

Hemmelgarn, Guyatt, & Simel, 1998).

The most common cause of angina pectoris is

coronary atherosclerosis, either via stable but

flow-limiting stenotic lesions or via acute rupture

of a vulnerable plaque that causes total or subtotal

occlusion of a coronary artery. Other conditions

that limit myocardial oxygen supply and thereby

cause angina include coronary vasospasm, vas-

culitides of the coronary vasculature, myocardial

bridge, dissection of the coronary arteries, or

other congenital anomalies of the coronary

arteries that can cause impairment of blood

flow. Conditions that can increase myocardial

oxygen demand include aortic stenosis or hyper-

trophic cardiomyopathy or general conditions

such as tachycardia, anemia, sepsis, or thyrotox-

icosis that often exacerbate cardiac ischemia in

patients with underlying coronary atherosclerotic

disease (Cannon & Lee, 2008). The appropriate

management of angina pectoris depends on the

underlying cause.
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Case Western Reserve University, Cleveland,

OH, USA

Synonyms

Angiogram; Angioplasty; Arteriography

Definition

Angioplasty is a medical technique that allows

for visualization of the inside of blood vessels and

various organs of the body. This is a moderately

invasive procedure, which involves a widening

of narrowed or obstructed blood vessels to

increase blood flow (http://www.nhlbi.nih.gov/

health/health-topics/topics/angioplasty/). This

procedure may involve the insertion of a mesh

stent or balloon to open the blocked arteries

(Fischman et al., 1994, New England Journal of

Medicine). Angioplasty is a common procedure

for atherosclerosis, which is the buildup of a fatty

substance, called plaque, in the arteries. The

angiogram is the physical record produced from

the procedure.
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Angiotensin

Seth Hurley

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Synonyms

AII; Ang II

Definition

Angiotensin II is a polyfunctional octapeptide

generated in response to stress and challenges to

body fluid homeostasis. This peptide primarily

acts on metabotropic angiotensin II type 1 (AT1)

receptors to accomplish its behavioral and phys-

iological effects. Angiotensin II acts as both

a hormone and, in the brain, as a neuromodulator.

Biosynthesis – Angiotensin II is the product of

a multienzyme, multisubstrate biosynthesis

pathway known as the renin-angiotensin system

(RAS). In the classic and best studied RAS, renin

is released from the granular cells of the

juxtaglomerular apparatus cells of the kidney by

various stimuli, including activation of the sympa-

thetic nervous system. Renin acts on constitutively

present angiotensinogen in the plasma to catalyze

the conversion of angiotensinogen to angiotensin

I, an inactive precursor to angiotensin II.

Circulating angiotensin I is converted by angioten-

sin-converting enzyme, located primarily in the

lungs, into the bioactive peptide angiotensin II.

Researchers are now aware that there are many

RASs. In contrast to angiotensin II’s system-wide

generation, many cells including cardiacmyocytes

and brain neurons have localized intracellular

components of the RAS.

Stimuli for release – Common stimuli for

activation of the RAS are perturbations of body

fluid homeostasis. For example, loss of extracel-

lular fluid and low plasma sodium activate the

RAS. Environmental stressors also stimulate

renin release from the kidneys and downstream

angiotensin II synthesis via activation of the renal

sympathetic nerve. Thus, angiotensin II is a stress

hormone. Furthermore, pathologies such as hyper-

tension and heart failure are associated with ele-

vated activity of the systemic or cellular RASs.

Physiological effects – Initially, circulating

angiotensin II was studied for its pressor effects

in the periphery. In addition to a direct effect on

cardiovascular smooth muscle, angiotensin II

enhances the release of norepinephrine from sym-

pathetic neurons and potentiates the effects of

norepinephrine on vasoconstriction. Importantly,

through AT1 receptors in the brain, angiotensin II

acts to promote water- and salt-seeking behaviors,

release vasopressin, and initiate a centrally medi-

ated pressor response. Vasopressin acts as

a hormone at the kidney to decrease diuresis and

thus conserve water. In addition, angiotensin II

stimulates the adrenal gland to release aldoste-

rone. Aldosterone is a hormone that signals the

kidney to retain sodium and the brain to promote

salt-seeking behaviors (Jackson, 2010).

Psychological effects – Since the discovery

that angiotensin II acts as a neuromodulator in

the brain, researchers have been interested in

psychological effects of angiotensin II, for

example, recent evidence has supported a role

for angiotensin II in the stress response. Stressors

cause increased angiotensin II synthesis and

release. Administration of candesartan, an AT1

receptor antagonist, in doses that access the brain

attenuates the hormonal response to stressors

in rats, including decreases in corticosterone,

adrenocorticotropic hormone, epinephrine,
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norepinephrine, and aldosterone. Evidence from

preclinical models also indicates that angiotensin

II produces anxiety-like behavior, and blocking

angiotensin II ameliorates these effects. Further-

more, it is likely that angiotensin II has a role in

depression. Preclinical models of depression show

that angiotensin II antagonists reduce depressive-

like behavior and antidepressants antagonize the

thirst and smooth muscle contraction effects of

angiotensin II (Gard, 2002; Saavedra et al.,

2005). Drugs that inhibit the synthesis of

angiotensin II are also reported to be mood

enhancing. Finally, in nonhuman animals learning

and memory are enhanced through central AT4

receptor activation (Wright & Harding, 2004).

Given the various psychological effects of

angiotensin II, it is likely that individuals with

cardiovascular disorders associated with increased

circulating angiotensin II, such as hypertension

and chronic heart failure, are more likely to suffer

psychological disorders. Numerous studies have

found an association between heart failure and

depression, and preclinical models show that

heart failure can cause anhedonia, a symptom of

major depressive disorder (Johnson & Grippo,

2006). Furthermore, evidence indicates an

association between hypertension and depression

(Lobo-Escolar et al., 2008). Whether blocking

angiotensin II ameliorates psychological patholo-

gies in patients with cardiovascular disorders

remains to be validated (Fig. 1).

The classic renin-angiotensin system. Stimuli

such as low blood pressure, plasma sodium, or

environmental stressors cause the kidney to

release renin into blood plasma. Renin is an

enzyme that catalyzes the conversion of plasma

angiotensinogen into angiotensin I. Circulating

angiotensin I is converted by angiotensin-

converting enzyme, located primarily in the

lungs, into angiotensin II. Angiotensin II acts

through the periphery and central nervous system

to expand body fluids.

Increased blood pressure
Salt appetite
Thirst
Vasopressin release (water retention)

Aldosterone release (sodium retention)
Increased blood pressure

Angiotensin II

Angiotensin I

Lungs (ACE)

Angiotensinogen

Renin
Low blood pressure
Low plasma sodium
Sympathetic nervous system activition
Various physiological and psychological stressors

Brain

Body

kidney

Angiotensin, Fig. 1 Synthesis and effector pathway for

hormonal angiotensin II. Various stimuli cause renin

release from the kidneys which acts on constitutively

present angiotensinogen in blood plasma to generate

angiotensin I. Angiotensin I is converted by angiotensin

converting enzyme into bioactive angiotensin II. Angio-

tensin II acts in the brain and in the body to protect body

fluid homeostasis
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Angiotensin-Converting Enzyme
Inhibitors (ACE Inhibitors)

Seth Hurley

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Definition

Angiotensin-converting enzyme (ACE) inhibi-

tors are a class of drugs that inhibit ACE activity.

ACE is a key enzyme of the renin-angiotensin

system (RAS), the synthesis pathway of angio-

tensin II. Antagonizing ACE activity prevents the

conversion of biologically inactive angiotensin

I into bioactive angiotensin II (for details of the

RAS and the effects of angiotensin II, see

▶Angiotensin, this volume).

Therapeutic use – ACE inhibitors are com-

monly used to treat cardiovascular disorders

such as hypertension and chronic heart failure.

Both of these disorders are associated with

increased activity of the renin-angiotensin sys-

tem, which through angiotensin II action has det-

rimental effects on the cardiovascular system.

In addition to increasing blood pressure, angio-

tensin II causes both cardiovascular remodeling

(changes in cardiovascular tissue distribution)

and cardiovascular hypertrophy (increased

growth of cardiovascular tissue). In hypertensive

patients, ACE inhibitors are used to reduce blood

pressure. In patients with left ventricular systolic

dysfunction, ACE inhibitors are particularly

effective in delaying or preventing congestive

heart failure. Finally, in patients with myocardial

infarctions, ACE inhibitors reduce overall

mortality.

ACE inhibition and aldosterone breakthrough –

ACE inhibitors chronically reduce circulating

angiotensin II; however, they may only acutely

reduce circulating aldosterone. In a phenomenon

known as aldosterone breakthrough, aldosterone,

a downstream hormone activated by the renin-

angiotensin system, rises after chronic ACE

inhibition. Aldosterone breakthrough occurs in

hypertensive and heart failure patients receiving

ACE inhibitors. Aldosterone has detrimental

effects on the cardiovascular system and

synergizes with angiotensin II to increase blood

pressure and produce cardiovascular remodeling

and hypertrophy. Thus, combined treatment of

aldosterone synthesis blockers and ACE inhibitors

is reported to be more successful in treating

cardiovascular disorders (Jackson, 2010; Sato &

Saruta, 2003).

Psychological effects of ACE administration –

Consistent with the idea that angiotensin II con-

tributes to lowered mood (see▶Angiotensin, this
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volume), ACE inhibitors are reported to enhance

mood in samples with cardiovascular disorders.

One study reported a greater incidence of

depressed mood associated with anxiety and

decreased cognitive function in patients with

hypertension. These deficits were absent in

hypertensives taking ACE inhibitors (Braszko,

Karwowska-Polecka, Halicka, & Gard, 2003).

Interestingly, patients taking ACE inhibitors

or angiotensin II receptor antagonists are

more likely to continue drug therapy compared

to patients taking other antihypertensive

medications (Elliott, Plauschinat, Skrepnek, &

Gause, 2007). However, it is unclear if

this is caused by mood-elevating effects of

ACE inhibitors or less severe side effects

of ACE inhibitors relative to other cardiovascu-

lar disorder medications.
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Definition

The Diagnostic and Statistical Manual of

Mental Disorders, fourth edition, text revision

(APA, 2000) includes as the essential features

of anorexia nervosa the following: (1) refusal to

maintain body weight: weight at least 15% below

what is considered normal for others of the same

height and age; (2) intense fear of gaining weight

or becoming fat; (3) disturbance in body image or

denial of seriousness of current low body weight;

belief that the one is overweight though in reality

they are underweight; and (4) amenorrhea:

missing at least three consecutive menstrual

cycles (if a female of childbearing age).

There are two types of anorexia nervosa:

restricting and binge-eating/purging (APA, 2000).

Many individuals with anorexia will severely

restrict their calories sometimes taking in only

a few hundred calories a day or just water. This is

called the restricting type. Other individuals who

eat and then fear weight gain may vomit or

exercise; this type of anorexia is called the binge

eating/purging type. The majority of patients with

this disorder are female. This is a potentially very

dangerous psychiatric disorder as fatal health

complications may occur if untreated.

Warning signs for anorexia nervosa include

the following (NIMH, 2011):

(a) Intense, persistent fear of putting on weight.

(b) Low self-esteem related to appearance.

(c) Desire to lose weight.

(d) Body dissatisfaction.

(e) Food preoccupation.

(f) Deliberate self-starvation with weight loss.

(g) Refusal to eat or highly restrictive eating.

(h) Excessive facial/body hair because of inad-

equate protein in the diet.

(i) Compulsive exercise.
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(j) Abnormal weight loss.

(k) Sensitivity to cold: People with anorexia

nervosa often complain of feeling cold

(hypothermia) because their body tempera-

ture drops.

(l) Absent or irregular menstruation.

(m) Hair loss: Individual may develop lanugo (a

term used to describe the fine hair on

a newborn) on their body.

Treatment of Anorexia Nervosa

The first goal for treatment is to ensure the per-

son’s physical health, which involves restoring

a healthy weight. Reaching this goal may require

hospitalization. Once a person’s physical

condition is stable, treatment usually involves

individual psychotherapy and family therapy.

Supportive group therapy may follow, and

self-help groups within communities may

provide ongoing support. Based on existing, lim-

ited evidence, it appears that behavioral family

therapy may be considered a reasonable first-line

approach for treatment of anorexia in adolescents

(Lock et al., 2010).

Another positive development in the treatment

of anorexic patients who have regained their

weight is in the area of psychopharmacology.

While drug treatments such as antidepressants

have had little effect combating the symptoms

of anorexia, researchers are now finding that

medication can help if the patient’s weight has

returned to normal. In one study (Couturier &

Lock, 2007), two thirds of anorexics who took

Prozac after they had recovered their weight did

not relapse, compared with 16% who took

a placebo. Atypical antipsychotics, especially

olanzapine, have been tried in open-label

non-randomized single-case studies and suggest

a possible benefit in increasing weight and

decreasing weight obsession. At present, there

are no randomized trials using psychopharmaco-

logical interventions in children.
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Antibodies
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Synonyms

Immunoglobulins

Definition

Antibodies are proteins secreted by white blood

cells (B lymphocytes). Their task is to circulate in

the body and tag, destroy, or neutralize bacteria,

viruses, or other harmful or foreign materials

(antigens). They do this by opsonizing or coating

foreign materials which marks them for destruc-

tion or neutralization.

Antibodies are also called immunoglobulins

(Ig), which are present on the surface of B cells

and act as receptors for foreign materials. Immu-

noglobulins can be classified into several classes:

IgA, IgE, IgM, IgG, and IgD, some of which have

further subtypes. Each type of antibody has

a range of different immune functions. IgA is

found at the mucosal surfaces (e.g., mouth,

nose, gastrointestinal tract) and can be measured

in saliva. IgM is the first type of antibody pro-

duced in response to a novel foreign material. IgG

is the most common antibody found in the body.

Vaccines work by presenting a dead or altered

form of an antigen to the immune system in order

to provoke an antibody response.
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Synonyms

Antidepressants

Definition

Effective drugs for treatment of patients with

depressive disorders

Description

History of antidepressants began in the 1950s

when imipramine, currently known as one of the

tricyclic antidepressants (TCA), appeared. Imip-

ramine was initially developed as a derivative of

chlorpromazine (antipsychotic agent), and it was

hoped that imipramine would be an effective

antipsychotic drug (Hales & Yudofsky, 2003;

Sadock & Sadock, 2003). Interestingly, imipra-

mine did not have antipsychotic efficacy; how-

ever, it was shown to be effective in the treatment

of depression. Subsequently, many other antide-

pressants have been developed, and there are

approximately 30 different antidepressants now,

although some antidepressants are not available

in some countries.

Antidepressant medications are most popu-

lar treatments for patients with depressive

disorders, especially patients with mild to mod-

erate major depression (Association American
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Psychiatric, 2010). Although there are several

different types of antidepressants including

TCA, tetracyclic antidepressants, selective sero-

tonin reuptake inhibitors (SSRI), serotonin

noradrenaline reuptake inhibitors (SNRI),

monoamine oxidase inhibitors (MAOIs), and

other antidepressants, the effectiveness of these

antidepressant medications is generally compa-

rable between classes and within classes of med-

ications (Association American Psychiatric,

2010; Hales & Yudofsky, 2003; Sadock &

Sadock, 2003). On the other hand, side effect

profiles clearly differ among the different clas-

ses of antidepressants.

Antidepressants affect the serotonergic and/or

catecholaminergic systems in the central nervous

system, and these changes are considered to be

associated with treatment effect for patients

with depressive disorders. The effect of the

antidepressants will be gradually observed after

a couple of weeks since implementation of the

pharmacotherapy.

Most TCAs inhibit the reuptake of

norepinephrine, serotonin, and, to a lesser extent,

dopamine. Furthermore, TCAs also block

muscarinic cholinergic receptors, H1 histamine

receptors, and a1-adrenergic receptors. Most side

effect profiles of the TCAs are mainly produced

by these mechanisms. Potential side effects of

TCAs include arrhythmias, orthostatic hypoten-

sion, sedation, constipation, dry mouth, urinary

hesitancy, and so on. Currently available TCAs

are imipramine, amitriptyline, nortriptyline,

clomipramine, etc. Tetracyclic antidepressants

are developed to reduce side effect profiles of

TCAs; however, these drugs have similar side

effect profiles. Tetracyclic antidepressants

include maprotiline and mianserin.

In 1980s, SSRIs, specifically inhibiting the

reuptake of serotonin, were developed as

antidepressants. First, SSRI is fluoxetine and

other SSRIs, including paroxetine, sertraline,

citalopram, escitalopram, and so on, are also

available now. Side effects of SSRIs are nausea,

vomiting, insomnia, activation (e.g., restlessness,

agitation), sexual dysfunction, gastrointestinal

bleeding, etc. We can also use some SNRIs

which specifically inhibit the reuptake of

serotonin and norepinephrine. Usable SNRIs are

venlafaxine, milnacipran, duloxetine, and so on.

In general, side effect profiles of SNRIs are

similar to the ones of SSRIs; however, some

SNRIs can cause hypertension and urinary

retention.

MAOIs increases concentration of mono-

amines through inhibiting monoamine oxidase.

MAOIs currently used as antidepressants include

phenelzine, moclobemide, and so on. MAOIs

have unique pharmacological property, and this

have been characterized by showing to be effec-

tive in treating depressed patients, with atypical

features (e.g., reactive mood, sensitivity to

rejection).

Other types of antidepressants include

bupropion (dopamine norepinephrine reuptake

inhibitor), mirtazapine (norepinephrine-serotonin

modulator), trazodone (serotonin modulator),

nefazodone (serotonin modulator), and so on.

Bupropion is classified as a dopamine norepineph-

rine reuptake inhibitor, the effect of dopamine,

however, is relatively weak. Mirtazapine is

thought to work through noradrenergic and sero-

tonergic mechanisms despite of not being a reup-

take inhibitor.

In addition to efficacy for depressive disor-

ders, antidepressants are also effective for treat-

ment of patients with anxiety disorders (Hales &

Yudofsky, 2003; Sadock & Sadock, 2003).

Recent studies suggest that antidepressants

are also useful for treating other medical

condition such as neuropathic pain and depres-

sive and negative symptoms of schizophrenia.

Some antidepressants have efficacy for other

medical conditions. For example, SSRIs are

used for treatment of bulimia nervosa.

Bupropion can be a choice for patients who

would like to quit smoking. Thus, although anti-

depressants were initially developed for treat-

ment of depression, these medications have

been known to be useful for broader medical

conditions.
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Synonyms

Antibody generators

Definition

Antigens are antibody generators, any foreign

material which is recognized by the body as for-

eign and causes the production of antibodies.

Antigens can be bacteria, viruses, toxins, or

foreign nonself materials. A molecular part of

a microorganism or foreign material that is recog-

nized by immune cells is the part which is called

antigen. Certain cells of the immune system (B and

T lymphocytes) recognize antigen by their specific

receptors. B cells (matured in the bone marrow) are

the immune cells that recognize antigen via their

surface receptors or antibody. T cells (matured in

the thymus) recognize antigen via their T cell recep-

tor, but only after antigens have been processed into

smaller peptides by antigen-presenting immune

cells. Vaccineswork by presenting a dead or altered

form of an antigen to the immune system in order to

provoke a response. For further information, see

Goldsby, Kindt, Osborne, & Kuby, 2003.

Cross-References

▶Antibodies

▶ Immunoglobulins

References and Readings

Goldsby, R. A., Kindt, T. J., Osborne, B. A., & Kuby, J.

(2003). Immunology (5th ed.). New York:

W.H. Freeman.

Antihypertensive

▶Antihypertensive Medications

Antihypertensive Drugs

▶Antihypertensive Medications

Antihypertensive Medications

Amy Jo Marcano-Reik

Department of Bioethics, Cleveland Clinic,

Cleveland, OH, USA

Center for Genetic Research Ethics and Law,

Case Western Reserve University, Cleveland,

OH, USA

Synonyms

Antihypertensive; Antihypertensive drugs; High

blood pressure medications
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Definition

Antihypertensive medications are a class of med-

icines/drugs that are used to treat hypertension or

high blood pressure. High blood pressure has been

associated with kidney malfunction, heart disease,

stroke, and other conditions. By decreasing blood

pressure, antihypertensive medications may help

to alleviate, if not prevent, these conditions from

developing and/or progressing. Aswithmost med-

ical conditions, lifestyle changes tend to be the

first direction to take when a person suffers from

hypertension. These changes may include

decreased salt intake, altered diet, increased phys-

ical activity, and stress reduction techniques. If the

initial approaches and methods are not effective in

reducing blood pressure, then the medicinal route

is often the next step in treatment. There are many

classes of antihypertensive medications. Some

examples include thiazide diuretics, which

decrease the amount of fluid in blood vessels and

help to dilate blood vessels, increase blood flow,

and decrease blood pressure. Another type of

antihypertensive medication includes angiotensin-

converting enzyme (ACE) inhibitors. ACE

inhibitors act on the renin/kidney-angiotensin-

aldosterone system to reduce blood pressure by

blocking the conversion of certain proteins,

which ultimately increases cardiac output,

decreases circulation of sodium throughout the

system, and increases sodium excretion. Beta-

adrenergic blocking agents, or beta-blockers, are

also commonly administered to lower blood pres-

sure by blocking the effects of epinephrine, or

adrenaline, and other stress-related hormones;

however, beta-blockers have also been associated

with adverse effects in other bodily systems and,

for this reason, are not commonly the first antihy-

pertensive medication prescribed. Calcium chan-

nel blockers (CCBs) may also be administered to

treat hypertension. CCBs decrease cardiac con-

tractions, which results in a decrease in cardiac

output, and, ultimately, a decrease in blood pres-

sure throughout the entire body. There are other

antihypertensive medications that, depending

on the patient, severity of hypertension, and poten-

tial secondary bodily system consequences,

may be more effective. Although antihypertensive

medications are effective in reducing high blood

pressure, it is important to consider each patient’s

medical history, lifestyle, and potential complica-

tions when prescribing antihypertensive medica-

tions, such as cardiac disease, history of stroke or

epilepsy, or other serious medical conditions.
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Definition

Anti-inflammatory medications work by

suppressing the inflammatory process in the body

caused by certain disease states, immune reactions,

or any type of noxious agent. There are several

clinical symptoms that present when the body’s

inflammatory process is stimulated: warmth, pain,

redness, and swelling. The process of inflammation

is a sequence of events that lead to local vasodila-

tion and increased capillary permeability, recruit-

ment of leukocytes and phagocytic cells to the

inflamed area, and tissue degeneration and fibrosis.

There are many classes of drugs that affect

different cells involved in the inflammatory pro-

cess (e.g., antihistamines, leukotriene modifiers,

glucocorticoids) but the classic anti-inflammatory

agents are those that inhibit an enzyme called

cyclooxygenase. Cyclooxygenase converts

arachidonic acid to prostaglandins (PG) which

are essential to the inflammatory process. There

are two cyclooxygenases: COX-1 and COX-2.

COX-1 is responsible for creating PG involved in

gastrointestinal protection, platelet aggregation,

vasoconstriction, and renal function. COX-2 is

responsible for creating PG involved in renal

function, vasodilation, platelet aggregation,

inflammation, pain, and fever. The primary target

of anti-inflammatory drugs is COX-2, but

selectivity is difficult to achieve due to the confor-

mation of the active sites on the enzymes.

The biggest class of anti-inflammatory drugs

are the nonsteroidal anti-inflammatory drugs

(NSAID). As a class, they are competitive, revers-

ible, active site inhibitors of the COX enzymes.

Within the class, they can be further divided based

on their chemical makeup and their selectivity of

the COX enzymes (i.e., selective, nonselective).

Inhibition of COX-2 provides the basis for the

therapeutic effect of NSAIDs (antipyretic, analge-

sic, anti-inflammatory) while inhibition of COX-1

leads to a majority of the adverse effects (gastro-

intestinal). Aspirin is an irreversible inhibitor of

COX-1 and COX-2, and therefore, the duration of

action of aspirin depends on the lifetime of the

COX enzyme at different target tissues. Of note,

the inhibition of COX-1 that leads to platelet dis-

aggregation lasts for the lifetime of the platelet

(8–12 days). This is why aspirin is used for car-

diovascular and stroke prevention.

Anti-inflammatory medications can be used

for a variety of disorders and disease states.

They provide symptomatic relief from pain and

inflammation associated with musculoskeletal

disorders such as rheumatoid arthritis and osteo-

arthritis. Their analgesic effects are generally

only effective for mild to moderate intensity

pains and especially when inflammation is the

underlying cause of the pain.
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Definition

An antioxidant is a substance that has the ability

to prevent oxidation. An antioxidant can act

to inhibit an oxidant or reactions promoted by

reactive oxygen species. Reactive oxygen species

(ROS) comprise free radicals (pro-oxidant mole-

cules such as superoxide) and non-radical species

(such as hydrogen peroxide) and are produced in

normal bodily processes such as metabolism or

respiration. ROS are aptly named as they are

indeed very reactive, and will oxidize proteins,
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lipids, or DNA that they come into contact with,

causing adducts or altering the function of these

bodily molecules. Antioxidants serve to prevent

damage or dysfunction by balancing ROS

production and effectively neutralizing them.

Examples of antioxidants in the body may be

endogenous (produced by the body) or exogenous

(taken in via the diet). Endogenous antioxidants,

including the enzymes superoxide dismutase and

catalase, may be upregulated, or increased, in

response to ROS release. Examples of exogenous

antioxidants include vitamins A, C, and E.
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Synonyms

Anxiety disorder; Fear; Performance anxiety;

State anxiety; Stranger anxiety

Definition

Anxiety may be defined as an “apprehensive

anticipation of future danger or misfortune

accompanied by a feeling of dysphoria or somatic

symptoms of tension,” (American Psychiatric

Association, 2000, p. 820) (American Psychiatric

Association, 2000). The origin of the word anxi-

ety is “to vex or trouble,” and is often associated

with feelings of fear, worry, discomfort, and

dread (Antony & Barlow, 1996). Anxiety is

often considered synonymous with fear, and

though related, they are, in fact, conceptually

and clinically distinct. Whereas anxiety may be

conceptualized as a negative mood state that may

occur in the absence of a specific trigger, fear is

better conceptualized as an emotional response to

a real or perceived threat. Fear is also more

closely related to escape and avoidance behav-

iors, where anxiety may be experienced in situa-

tions that are perceived as either uncontrollable

or unavoidable (Cannon, 1929).

Description

Anxiety has many dimensions, including emo-

tional, cognitive, behavioral, and somatic, which

characterize many of the responses seen in anx-

ious individuals (Dugas & Ladouceur, 2000). For

example, anxiety-related emotional responses

include feelings of fear, worry, and apprehension;

anxiety-related cognitive responses include

anticipation of negative outcomes, biases in

information processing, and distorted beliefs;

anxiety-related behavioral responses include dis-

traction, procrastination, avoidance, compul-

sions, and distraction; and anxiety-related

somatic or physiological responses include

those that signal increases in autonomic (i.e.,

sympathetic) responses such as increased heart

rate, blood pressure and respiration rate, sweat-

ing, dizziness, and trembling. Anxiety also has

some well-established biological bases beyond

being associated with increased sympathetic

arousal. For example, neural circuits involving

the amygdala (emotion-processing center of the

brain) and hippocampus (memory center of the
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brain) have been strongly implicated in various

manifestations of anxiety. Moreover, low levels

of at least two neurotransmitters, gamma-
aminobutyric acid (GABA), which reduces activ-

ity in the central nervous system, and serotonin, a

neurotransmitter implicated in mood regulation,

have both been associated with increased anxiety

(Cannon, 1929).

Normal Versus Abnormal Anxiety

Like other negative mood states (e.g., depression,

anger), anxiety may be experienced only briefly,

and may often be considered a normal or adaptive

reaction to situational demands or stress by pro-

moting effective coping. One example of adap-

tive anxiety relates to performance. Optimal

performance on various behavioral tasks (e.g.,

playing a musical instrument, sharp shooting)

may require experiencing at least moderate levels

of anxiety (known as the Yerkes-Dodson law)

(Selye, 1956), which dictates that performance

generally increases with moderate increases in

mental and physiological arousal. However, per-

formance starts to decline when anxiety (and

mental and physiological arousal) becomes too

intense. This relationship is often illustrated

graphically by an inverted U-curve. Other adap-

tive forms of anxiety may also be closely tied to

the “fight or flight” response, originally proposed

by Walter Cannon (1929) (Ohman, 2000).

Cannon’s theory postulated that animals react to

stressful situations, particularly those involving

threats of bodily harm or injury, with a sudden

activation of the sympathetic nervous system,

which is said to prime the animal for fighting or

fleeing the threat. This theory was later extended

to humans and recognized as the initial stage of

the general adaptation syndrome (described by

Hans Selye) (Riggs & Keane, 2006) that regu-

lates stress responses among humans and other

organisms.

On the other hand, when anxiety becomes

excessive or exaggerated, which may be deter-

mined by its intensity and rationale in relation

to a particular event or situation, it may be clas-

sified as an anxiety disorder (discussed in

greater detail in the next section). Anxiety dis-

orders represent a group of syndromes that are

described in the Diagnostic and Statistical Man-

ual of Mental Disorders-4th Edition Revised

(DSM-IV-R) (American Psychiatric Associa-

tion, 2000), that characterize various types

of abnormal or pathological anxiety. The

DSM-IV-R has defined six anxiety disorders,

including generalized anxiety disorder, panic

disorder (with or without agoraphobia), obses-

sive-compulsive disorder, phobias (including

social anxiety disorder), posttraumatic stress

disorder, and childhood anxiety disorders

(including separation anxiety disorder). Anxiety

disorders are very common, and are estimated to

affect approximately 18% of Americans (Amer-

ican Psychiatric Association, 2000).

Anxiety Subtypes

Aside from pathological or “psychiatric” levels

of anxiety that generally characterized anxiety

disorders, there are several other forms of anxiety

that tend to fall somewhere between normal and

pathological, and will probably be experienced

by most people at some point in their lives.

1. Performance anxiety

As mentioned above, Yerkes and Dodson

(Selye, 1956) described a phenomenon linking

anxiety-related arousal to performance on var-

ious behavioral tasks. They discovered that

a moderate level of mental and physiological

arousal was necessary to ensure optimal per-

formance on various tasks, and that perfor-

mance decreased as anxiety either increased

or decreased from this minimal or moderate

level. This is best depicted by an inverted

U-shaped curve, and became known as the

Yerkes-Dodson law (Selye, 1956). This phe-

nomenon is what best describes modern day

test anxiety and its associated performance.

2. Stranger and social anxiety

Although “social anxiety disorder” repre-

sents one of the anxiety disorders described in

the DSM-IV-R, there exist milder, less debil-

itating forms of stranger or social anxiety. This

type of anxiety is normally experienced in

childhood when introduced to new or unfamil-

iar people and may be adaptive (i.e., prevent

abduction or abuse by strangers); however,

this type of anxiety may persist into adulthood
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with little to no purpose (American Psychiat-

ric Association, 2000).

3. Choice or decision anxiety

Anxiety induced by the need to choose

between similar options is increasingly being

recognized as a problem for individuals and

for organizations, as it has been related to

increased procrastination and lost productiv-

ity. This type of anxiety, when it becomes

exaggerated, closely resembles one of the

manifestations of “generalized anxiety disor-

der,” which characterizes individuals with

a high intolerance to uncertainty and a high

tendency to worry about the negative conse-

quences of making a wrong decision (Yerkes

& Dodson, 1908, Dugas & Ladouceur, 2000).

4. State versus trait anxiety

Anxiety can either be experienced acutely

and briefly, or represent a more stable and

enduring underlying personality trait. The

term “state” anxiety has been used to describe

anxiety experienced “in the moment” in

response to a particular event or situation. It

is typically brief and short lived. In behavioral

medicine, this can be manifested, for example,

by a person experiencing state anxiety related

to a medical procedure such as a blood test or

undergoing brain scanning. On the other hand,

the term “trait” anxiety has been used to

describe a more stable tendency to respond

with state anxiety when anticipating or faced

with potentially threatening situations. Histor-

ically, “trait anxiety” has been closely linked

to the personality trait of “neuroticism.” Trait

anxiety has also been related mainly to self-

reported negative health outcomes, but also to

objectively defined outcomes.

Cross-References

▶Anxiety Disorder

▶Coffee Drinking, Effects of Caffeine

▶Mental Stress

▶Negative Thoughts

▶Nocebo and Nocebo Effect

▶ Stress
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Definition

Anxiety is an emotional response to a situation,

which has both psychological and physiological

consequences. Anxiety may be a normal response

to daily life situations. However, a heightened or

an inappropriate level of anxiety may lead to

several deleterious consequences to overall health.

There is mounting research about the role of

anxiety in the pathophysiology of heart disease.

Description

In the past decade, there has been increasing inter-

est in the relationship between anxiety and heart

disease. As reviewed by Rozanski, Blumenthal,

and Kaplan (1999) prior to 1999, there were a

limited number of prospective studies demonstrat-

ing a relationship between anxiety and subsequent

cardiovascular disease (CVD) outcomes in healthy

populations and in patients with prevalent CVD.

After these initial studies, additional prospec-

tive studies examining the relationship between

anxiety and CVD outcomes in participants

without prior CVD history have been published.

For example, Albert, Chae, Rexrode, Manson,

and Kawachi (2005) investigated the relationship

between anxiety and CVD events in women

without a history of CVD and found that anxiety

was associated with a higher risk of sudden

cardiac death and fatal coronary heart disease.

However, these relationships were attenuated

after adjustment for medical factors. On the

other hand, Shen et al. (2008) showed that in

older men without CVD history, anxiety was

associated with incident myocardial infarction

even after adjustment for medical factors,

medication use, adverse health behaviors, and

other psychosocial factors including depression.

More recently, Janszky, Ahnve, Lundberg, and

Hemmingsson (2010), showed that in young

Swedish men, anxiety was associated with an

increased risk of incident coronary heart disease

events including myocardial infarction during

long-term follow-up (mean ¼ 37-year follow-

up) in unadjusted and adjusted multivariable

models. In 2010, Roest, Martens, de Jonge, &

Denollet (2010) published a meta-analysis of 20

studies showing that anxiety was associated with

incident coronary heart disease events and

cardiac death, independent of medical factors

and health behaviors. No relationship was found

between anxiety and nonfatal myocardial infarc-

tion in five studies that examined myocardial

infarction as a separate outcome.

Additional prospective studies have also

examined the relationship between anxiety and

CVD outcomes in participants with prevalent

CVD. For instance, Shibeshi, Young-Zu, and

Blatt (2007) showed in patients with coronary

artery disease that a high level of anxiety over

time predicted an increased risk of nonfatal

myocardial infarction or death after adjustment

for possible confounders. Huffman, Smith, Blais,

Jannuzzi and Fricchione (2008) showed that

anxiety was associated with an increased risk of

CVD complications during a hospitalization for

a myocardial infarction in adjusted models. More

recently, Martins, de Jonge, Beeya, Cohen, and

Whooley (2010) demonstrated that anxiety was

independently associated with CVD events in

men with stable coronary artery disease. In

2010, Roest, Martens, Denollet and Jonge

(2010) published a meta-analysis examining the

relationship between anxiety and CVD outcomes

in post-myocardial infarction patients. Anxiety

was associated with an increased risk of CVD

events independent of other prognostic factors.

Although the evidence base is growing in the

area of anxiety and heart disease, several ques-

tions remain.

First, given that depression is highly comorbid

with anxiety, it has not been determined with

a high level of certainty whether the relationship

of anxiety with CVD events is independent of

depression. In the meta-analysis by Roest et al.

(2010), which included participants without CVD

history, only 5 of the 20 studies adjusted for

depression, although the associations in 4 of the

5 studies remained significant. In patients with

preexisting CVD, this issue may be more

complex. Few studies have ascertained the inde-

pendent contributions of anxiety and depression
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on CVD outcomes. Strik, Denollet, Lousberg, and

Honig (2003) found that although both anxiety

and depression were separately associated with

increased CVD events in post-myocardial infarc-

tion patients, the association between anxiety (and

not depression) and CVD events remained signif-

icant when both psychosocial factors were placed

into the same multivariable model. Doering et al.

(2010) showed that in adjusted models, the com-

bined presence of persistent anxiety and depres-

sion over 3 months was associated with mortality

in patients with ischemic heart disease, whereas

persistent anxiety only and persistent depression

only were not. In addition to depression, some

evidence suggests that the combination of anxiety

and Type D personality may be cardiotoxic. van

den Broek et al. (2009) showed that anxiety

was associated with ventricular arrhythmias

in patients with implantable cardioverter-

defibrillators but only in the presence of Type

D personality. Therefore, the CVD risk associated

with anxiety may depend on comorbid depression

and/or Type D personality. The contributions of

other psychosocial/personality factors remain

unknown.

Second, the mechanisms underlying the asso-

ciation between anxiety and CVD events also are

unknown. Possible candidates include acceler-

ated subclinical atherosclerosis, autonomic

dysregulation, ventricular electrical instability,

unhealthy lifestyles, and reduced treatment

adherence.

Third, the construct of anxiety is broad, and it

is unclear what constitutes the main “ingredients”

of anxiety-associated CVD risk. In the prospec-

tive studies of non-CVD and CVD participants,

anxiety has been assessed using self-report

measures and also by interviewer assessment.

Further, phobic anxiety, generalized anxiety,

neurotic anxiety, somatic symptoms of

anxiety, social introversion, manifest anxiety,

and psychasthenia are among the different

manifestations of anxiety that have been associ-

ated with increased CVD risk.

Lastly, it is currently not known whether

treating anxiety using pharmacologic or

non-pharmacologic strategies reduces the risk of

CVD events.
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Synonyms

Anxiousness; Worry

Definition

Anxiety is a psychological and physiological state

characterized by cognitive, physiological, and

behavioral components. It is described as the

“apprehensive anticipation of future danger or

misfortune accompanied by a feeling of

dysphoria or somatic symptoms of tension”

(American Psychiatric Association [APA], 1994,

p. 764). The ICD-10 defines anxiety as feelings of

apprehension, motor tension such as fidgeting or

muscle tension, and autonomic overactivity such

as lightheadedness or sweating (World Health

Organization [WHO], 1993). These components

can be measured through self-report instruments,

clinical interview, and behavioral observations.

Description

Several types of assessment measures can be used

in the evaluation and treatment of anxiety. Screen-

ing questions and instruments are often used first

when anxiety is suspected in a clinical setting.

These can include single-item questions or brief

screening instruments to determine whether fur-

ther evaluation is warranted. Self-report measures

are commonly used in both research and clinical

settings. Individuals complete these measures

individually and report their perspective of the

symptoms they are experiencing. This type of

measure allows the individual to complete the

information independently, minimizing assessor’s

time investment. However, this format does not

allow individuals to elaborate on their answers

and decreases qualitative information obtained

regarding the symptoms. Clinical interviews may

consist of structured or unstructured series of

questions asked by the administrator regarding

the client’s symptomatology. This format allows

for the administrator to gather more information

from the client regarding their answers, and struc-

tured interviews can be formatted in such a way

that symptoms are unlikely to be missed. One

disadvantage of clinical interviews is a greater

time investment from the administrator to conduct

the interview. Finally, anxiety may be assessed by

behavioral observation, particularly via observa-

tion of a client in an anxiety-provoking situation.

Selection of an appropriate measure depends

largely on what information the assessor wishes

to obtain and what purpose the information will

serve. Functions of anxiety measurement include

data collection, differential diagnosis, clinical

description, case formulation, treatment plan-

ning, and evaluating outcome. If differential

diagnosis is the purpose of assessment, it is par-

ticularly important to ensure that the measure or

technique chosen addresses the suspected disor-

der. Some measures (i.e., the structured clinical

interview Anxiety Disorder Interview Schedule

or ADIS), are designed to assess all diagnoses

classified by the DSM-IV as anxiety disorders

whereas many self-report measures address only

specific disorders or symptoms (i.e., the Yale-

Brown Obsessive Compulsive Scale). Measures

used to aid clinical description can help to iden-

tify particular symptoms of concern, as well as

provide information to help the assessor better

understand the individual’s experience. For

example, the Beck Anxiety Inventory measures
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specific physical symptoms related to an individ-

ual’s anxiety, as well as the degree of severity or

frequency with which the anxiety is experienced.

Although these measures are not sufficient unto

themselves for a diagnosis of an anxiety disorder,

they provide a better understanding of the indi-

vidual’s perception of the problem. Similarly,

assessment measures may be used to clarify

case conceptualization and treatment plan. Use

of a measure such as the Trimodal Anxiety Ques-

tionnaire can help focus treatment onto the aspect

of anxiety most distressing to the client: somatic,

behavioral, or cognitive. Anxiety measures may

also be used to address treatment outcome. This

may be done in one of several ways. Measures

with a particular diagnostic cutoff score (such as

the ADIS) can be used to help determine if

the individual continues to meet criteria for diag-

nosis. Other measures, like the Beck Anxiety

Inventory, which measures symptoms along

a continuum, may be used to assess improvement

of certain symptoms over time.

There are several important factors to consider

when selecting a measure of anxiety, including

the age, culture, and education level of the indi-

vidual or group of individuals (Derogatis &

Lynn, 2000). This factor is particularly important

when assessing children/adolescents or older

adults. In both groups there are measures devel-

oped to specifically address the presentation of

anxiety unique to that age. Language and cultural

considerations are also important. Anxiety is

often expressed differently across cultures; for

example, an individual from a culture that

expresses anxiety primarily somatically would

score inappropriately low on ameasure of anxiety

that focuses on cognitive components. Intellectual

ability and reading level are other factors to con-

sider in choosing an assessment measure. Effort

should be made to match the measure to the indi-

vidual’s ability, particularly on self-report mea-

sures that require the individual to interpret and

respond to question without the assessor’s assis-

tance. Finally, time commitment and cost of the

measure should be considered. A screening ques-

tionnaire may be appropriate for a large-scale

research study, whereas a lengthy clinical inter-

view would be impractical.

There are numerous measures of anxiety that

utilize different formats and address different

symptoms of anxiety disorders. Though not

exhaustive of all available measures of anxiety,

listed below are samples of the measures avail-

able that have been empirically validated

(Table 1) (Roemer, 2001). Included in the table

is the main reference for the measure, the type of

measurement (specifically self-report or clinician

administered), a brief description of what the

measure intended to address, and the appropriate

age range for administration.

The measurement of anxiety serves one of

several functions and can encompass one or

more aspects of its presentation. Peter Lange,

a prominent theorist in the field of anxiety,

suggested that anxiety consists of three compo-

nents: cognitive, physiological, and behavioral

(Antony, 2001). Cognitive aspects of anxiety

consist of thoughts and beliefs that are irrational

or otherwise unhelpful to the situation. Examples

may include the thought that if something can go

wrong it will, or the belief that it is best to prepare

for the worst possible outcome of a situation.

These thoughts are related to physiological

aspects of anxiety such as sweating, accelerated

heart rate, or muscle tension. Physiological com-

ponents of anxiety may be misinterpreted by the

individual, as well as by health care providers, as

symptoms of physical illness. For example,

chronic gastrointestinal issues may be the result

of underlying anxiety or, panic-induced heart

palpitations and shortness of breath may be

misinterpreted as a heart condition. Behavioral

responses to anxiety include the methods an indi-

vidual uses to cope with distressing thoughts and

physical reactions such as avoiding triggers to

anxiety or engaging in behaviors designed to

prevent negative events from occurring. Differ-

ent anxiety disorders have specific behavioral

responses to anxiety, such as compulsive behav-

iors present in obsessive compulsive disorder, or

avoidance of social interactions in social phobia.

In addition to the three components identified

by Lange, an emotional aspect of anxiety has

been recognized. Similarly to depression and

fear, anxiety has been conceptualized as the expe-

rience of high negative affect and low positive
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Anxiety and Its Measurement, Table 1 Selected measures of anxiety

Measure name References Items Description Age

Acceptance and action

questionnaire

Hayes et al. (2002) 9 item self-report Measures emotional

acceptance and avoidance

Adult

Affective control scale Williams (1992) 42 item self-report Measures fear of loss of

control

Adult

Anxiety attitude and belief

scale

Brown et al. (2000) 36 item self-report Measures vulnerability to

an anxiety disorder

Adult

Anxiety control

questionnaire

Rapee et al. (1996) 30 item self-report Measures perceived

control over events and

situations

Adult

Anxiety disorder interview

schedule revised

Brown, Di Nardo, and

Barlow (1994)

Clinician

administered

Measures anxiety disorder

symptoms

Adult

Anxiety screening

questionnaire

Wittchen and Boyer

(1998)

15 item self-report Measures anxiety,

intended for primary care

settings

Adult

Anxiety sensitivity index Reiss et al. (1986) 16 item self-report Measures the fear of

anxiety symptoms

Adult

Anxious self-statements

questionnaire

Kendall and Hollon

(1989)

32 item self-report Measures anxiety-related

thoughts

Adult

Anxious thoughts and

tendencies scale

Ganellen et al. (1986) 19 item self-report Measures anxious thought

styles

Adult

Anxious thoughts inventory Wells (1994) 22 item self-report Measures dimensions of

worry: social health and

meta

Adult

Beck anxiety inventory Beck et al. (1988) 21 item self-report Measures symptoms of

anxiety, used specifically

to differentiate anxiety

from depression

Adult

Beck anxiety inventory for

youth

Beck, Beck, and Jolly

(2001)

20 item self-report Measures symptoms of

anxiety separate from

depression in youth

Age 7–14

Cardiac anxiety

questionnaire

Eifert et al. (2000) 18 item self-report Measures heart-related

anxiety for individuals

with and without heart

disease

Adult

Children’s Yale-brown

obsessive-compulsive scale

Goodman et al. (1986) Clinician

administered

Measures children’s

obsessions and

compulsions

Age 6–14

Cognition checklist Beck et al. (1987) 26 item self-report Measures frequency of

depression and anxiety-

related thoughts

Adult

Cognitive somatic anxiety

questionnaire

Schwartz, Davidson, and

Goleman (1978)

14 item self-report Measures cognitive and

somatic aspects of anxiety

Adult

Depression and anxiety in

youth scales

Newcomer, Barenbaum,

and Bryant (1994)

45 to 30 parent,

teacher, and child

report

Measures children’s

symptoms of depression

and anxiety

Age 6–19

Depression anxiety stress

scale

Lovibond, Lovibond

(1995)

42 item self-report Measures anxiety,

depression, and stress

Adult

Discomfort intolerance

scale

Schmidt, Richey, and

Fitzpatrick (2006)

5 item self-report Measures how individual

tolerate bodily sensations

Adult

Endler multidimensional

anxiety scales

Endler, Edwards, and

Vitelli (1991)

60 item self-report Measures state, trait, and

perception of anxiety

Age 12-

adult

(continued)
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Anxiety and Its Measurement, Table 1 (continued)

Measure name References Items Description Age

Fear of pain

questionnaire III

McNeil and Rainwater

(1998)

30 item self-report Measures fear of pain for

chronic pain, general

medical and nonmedical

populations

Adult

Fear questionnaire Marks and Matthews

(1979)

24 item self-report Measure phobias and

associated anxiety and

depression

Adult

Four-dimensional anxiety

and depression scale

Bystritsky, Waikar, and

Vapnik (1996)

24 item self-report Measures four dimensions

of anxiety and depression:

emotional, physical,

cognitive, and behavioral

Adult

Four systems anxiety

questionnaire

Koksal and Power

(1990)

60 item self-report Measures four

components of anxiety:

cognitive, feelings,

behavioral, and somatic

Adult

Frost multidimensional

perfectionism scale

Frost et al. (1990) 35 item self-report Measures perfectionism Adult

Hamilton anxiety rating

scale

Hamilton (1959) Clinician

administered

Measure generalized

anxiety symptoms

Adult

Health anxiety

questionnaire

Lucock and Morley

(1996)

21 item self-report Measures health-related

concerns

Adult

Hospital anxiety and

depression scale

Zigmond and Snaith

(1983)

14 item self-report Measures depression and

anxiety in medical

patients

Adult

Liebowitz social anxiety

scale

Fresco et al. (2001) 24 item self-report Measures social

discomfort

Adult

Looming maladaptive style

questionnaire – revised

Riskind (1997) 6 vignettes with

8 questions each

Measures general

cognitive style

Adult

Metacognitions

questionnaire

Cartwright-Hatton and

Wells (1997)

65 item self-report Measures beliefs about

worries and thoughts

Adult

Mood anxiety symptom

questionnaire

Watson and Walker

(1996)

90 item self-report Measures tripartite model

of anxiety and depression

Adult

Multidimensional anxiety

questionnaire

Reynolds (1999) 40 item self-report Measures total anxiety

symptoms over the past

month

Adult

Multidimensional anxiety

scale for children

March (1998) 39 item self-report Measures symptoms of

anxiety disorders

Age 8–19

Multidimensional

perfectionism scale

Hewitt and Flett (1991) 45 item self-report Measures three subscales

of perfectionism: self-

oriented, other-oriented,

and socially prescribed

Adult

Obsessive-compulsive

inventory – revised

Foa et al. (2002) 18 item self-report Measures symptoms of

obsessive compulsive

disorder

Adult

Pain anxiety symptoms

scale

McCracken, Zayfert,

and Gross (1992)

40 item self-report Measures fear of pain Adult

Penn state worry

questionnaire

Meyer et al. (1990) 16 item self-report Measures degree of worry Adult

Positive and negative affect

scales

Watson, Clark, and

Tellegen, 1988

20 item self-report Measures positive and

negative affect

Adult

Reactions to tests Sarason, 1984 40 item self-report Measures test-taking

anxiety

Adult

(continued)
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affect (Barlow, 2004). Anxiety measures are

designed to assess one or more of these anxiety

components.

Cross-References

▶Anxiety

▶Anxiety and Heart Disease

▶Anxiety Disorder

▶ Posttraumatic Stress Disorder

▶Trait Anxiety

▶Worry
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Definition

Anxiety disorders are a group of disorders

characterized by intense or excessive fear, ner-

vousness, dread, or worry. While normal

anxiety can create feelings of stress or worry, it

typically abates once a stressor is eliminated.

Pathological anxiety, of the type experienced

in an anxiety disorder, is of a high intensity,

lasts for a long duration (typically over

6 months), and interferes with daily life. It is

estimated that about 8–18% of the U.S. adult

population experiences at least one anxiety dis-

order each year.

Description

There are eight types of anxiety disorders recog-

nized by the American Psychiatric Association’s

Diagnostic and Statistical Manual of Mental Dis-

orders (4th edition; DSM-IV-TR). Each has dif-

ferent specific symptoms, but the symptoms all

involve elements of excessive fear or worry. Cog-

nitive Behavioral Therapy and medication are

commonly used treatment approaches that have

been empirically supported for a variety of anxi-

ety disorders.

Panic Disorder With or Without Agoraphobia

Description and Symptoms

Panic disorder occurs when a person experiences

repeated, unexpected, and feared panic attacks.

A panic attack is a sudden, discrete (approxi-

mately 5–30 min), and intense anxiety reaction

that typically includes several of the following

symptoms: pounding heart or accelerated heart

rate, sweating, trembling or shaking, feelings

of smothering or shortness of breath, feelings of

choking, chest pain, nausea, feeling dizzy or

faint, feeling detached from reality or oneself,

fear of losing control or going crazy, fear of

dying, chills or hot spells, and numbness or tin-

gling. Panic disorder is diagnosed by the presence

of panic attacks, plus the accompanying fear of

having attacks in the future or their implications.

A commonly held fear of a person suffering from

panic disorder is experiencing an embarrassing

or noticeable attack while in public. Thus, agora-

phobia is often comorbid with panic disorder.

Agoraphobia is the fear and avoidance of being

in public places, crowds, or places from which

escape may be difficult.

Treatment

Treatment is inherently individualized, and

includes analyzing the triggers of panic attacks,

restructuring distorted anxious and catastrophic

thoughts, relaxation training, habituation to the

somatic symptoms of panic, lifestyle changes,

and medication usually (SSRI antidepressants or

benzodiazepines).

Generalized Anxiety Disorder (GAD)

Description and Symptoms

GAD is characterized by persistent worry on

most days for at least 6 months. The worry may

focus on two or more stressful situations, or it

may be generalized to most life domains. The

worry involved with GAD is out of proportion

of the actual stressors and causes distress or

impairment in daily life. Symptoms of GAD

include feeling restless or on edge, being easily

fatigued, difficulty concentrating or remember-

ing, irritability, muscle tension, and sleep

disturbance.

Treatment

Common therapeutic techniques for GAD include

relaxation training, cognitive restructuring of dys-

functional thoughts, problem solving, lifestyle

changes and distraction, and medication.

Social Phobia

Description and Symptoms

Social phobia (or social anxiety disorder) is

the excessive or irrational fear of public embar-

rassment or perceived scrutiny. Social phobia

can cause people to avoid certain social situa-

tions or endure them with distress, to the point

where the fear negatively impacts quality of

life. People with social phobia recognize

that their fear is excessive. Common social pho-

bias involve public speaking, eating in public,

blushing, writing in public, and using public

restrooms.
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Treatment

Social phobia typically responds well to Cogni-

tive Behavioral Therapy to examine and replace

distorted thoughts that perpetuate the fears.

Relaxation training, exposure to feared situa-

tions, social skills assertiveness training, and

medications are also empirically supported treat-

ments. Group therapy can he helpful for people

with social phobia.

Specific Phobia

Description and Symptoms

Specific phobias are excessive and irrational fear

or avoidance of one or more objects or situations.

The types recognized by the DSM-IV-TR include

animals (e.g., snakes, spiders), natural environ-

ment (e.g., heights, storms), blood or injections,

situational (e.g., flying, elevators), and others

(e.g., vomiting, loud sounds). Criteria for diagno-

sis of a specific phobia, like social phobia,

include persistent anxiety and fear of the object

or situation, recognition that the fear is excessive,

avoidance of the feared stimulus or enduring it

with distress, and interference with daily life.

Treatment

Like social phobia, specific phobias respond

well to Cognitive Behavioral Therapy and relax-

ation training. Graded exposures are very com-

mon and effective for phobias. People suffering

from a phobia are asked to develop a hierarchy

of imaginal and real stimuli that evoke the

fear. Clients are then exposed to each step of

the hierarchy gradually, with the support of

a therapist and relaxation practice, until they

can face the highest or most feared object or

situation.

Obsessive-Compulsive Disorder (OCD)

Description and Symptoms

Obsessions are anxiety-inducing repeated, intru-

sive, unwanted, and uncontrollable recurrent

thoughts or ideas. Compulsions are excessive,

ritualistic, repetitive, intentional behaviors,

rules, or thoughts done to allay the anxiety asso-

ciated with obsessions. OCD involves having

obsessions and/or compulsions that are time con-

suming (more than 1 hour a day), recognition that

they are irrational, and cause a person significant

distress and impairment of daily functioning.

Common obsessions are contamination/germs,

symmetry, and hoarding. Common compulsions

are washing, checking, and counting.

Treatment

OCD can respond well to Cognitive Behavioral

Therapy and/or medication, depending on a vari-

ety of factors including severity. Psychological

treatments include relaxation training, cognitive

restructuring of catastrophic or maladaptive

thoughts, and exposure and response prevention

(ERP). ERP involves exposure to the obsessional

object or thought, and then enforced (by

a therapist or companion) prevention from

performing the compulsion or gradually reducing

the number of times it is performed, until the

behavior is extinguished and the obsession

becomes less anxiety provoking. ERP is an

empirically supported treatment for OCD.

Posttraumatic Stress Disorder (PTSD)

Description and Symptoms

PTSD can occur after witnessing or having experi-

enced a severe trauma that involved the threat of or

actual violence and/or death and feelings of horror

or helplessness. Not everyone who experiences

a traumatic event will develop PTSD, and the pre-

cise mechanisms of etiology are unknown but

likely involve a complex interplay of genetic pre-

disposition, environmental, personality, and other

psychological factors. The symptoms of PTSD fall

into three groups: re-experiencing the trauma in

dreams or intrusive thoughts (flashbacks), emo-

tional numbing, detachment, and avoidance, and

hyperarousal that includes irritability and excessive

startle responses to stimuli. PTSD may be acute or

chronic, depending on the duration: (whether or not

symptoms last longer than 3 months).

Treatment

PTSD responds to several of the cognitive

and medication methods described for the pre-

vious anxiety disorders. Exposure therapy is

used heavily, to assist the person with re-

experiencing the feared experience, with the

goal of ultimately reducing anxiety and arousal
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through habituation and cognitive restructuring.

Support groups for PTSD may also be helpful.

Eye-movement desensitization and reprocessing

therapy (EMDR) is a newer empirically

supported treatment for PTSD. It involves hav-

ing the victim hold the feared memory in his or

her mind, and then watching the therapist’s fin-

gers move rapidly in a diagonal, back-and-forth

motion, to alter the vividness and anxiety pro-

voked by the images.

Acute Stress Disorder

Acute stress disorder is a newer diagnosis that

may be a precursor to PTSD. It involves devel-

oping anxiety responses (similar to those in

PTSD) following a stressful event. However, for

this diagnosis, the symptoms must appear and

retreat within a month.

Anxiety Disorder due to a General Medical

Condition and Substance-Induced Anxiety

Disorder

Description and Symptoms

Both of these types of anxiety disorders draw on

externally identifiable stimuli as the primary

source of the anxiety; the anxiety displayed is

not better attributable to one of the other, previ-

ously described disorders.

Treatment

Treatment of the anxiety in both of these situa-

tions involves treating the underlying cause:

medical or drug related.

Several of the above-mentioned anxiety disor-

ders can be associated with health conditions and

may also have medical consequences of relevance

to behavioral medicine. For example, PTSD has

been found to result in some people from myocar-

dial infarctions, and PTSD predicts future cardiac

events.
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Anxiolytic
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Nagoya City University Hospital, Nagoya, Aichi,

Japan

Synonyms

Antianxiety drug; Minor tranquilizer

Definition

Anxiolytics can be defined as a drug used to treat

anxiety. In current medicine, however, anxiety is

treated using a variety of drugs including antide-

pressants, antipsychotics, and anticonvulsants.

Recent evidence indicates that even the first choice

for the treatment of anxiety disorders such as panic

disorder and social anxiety disorder is antidepres-

sants. Therefore, the term anxiolytics is recently

defined more appropriately as a drug whose main

target symptom is anxiety. Anxiolytics are origi-

nally referred to as minor tranquilizers to be distin-

guished from antipsychotics as major tranquilizers.

Description

Main examples of anxiolytics are barbiturates,

benzodiazepines, azapirones, and hydroxyzine.

In the historical point of view, barbiturates were

the first drugs used to treat anxiety. But later on,

they have been prescribed rarely and were

replaced by benzodiazepines because they have

strong physical and psychological addiction

potential. On the other hand, barbiturates are

still used for the treatment of epilepsy and general

anesthesia, and for the short-term treatment of

severe insomnia, especially in case of benzodiaz-

epine-refractory insomnia.

In 1960, chlordiazepoxide, the first benzodiaz-

epine anxiolytic, was made available, followed by

diazepam in 1963. The mechanism of action of

benzodiazepines includes their bindings to gamma

amino butyric acids (GABA)-A receptors, which

increase the affinity of GABA and their receptors,

resulting in the increase of opening frequency of

GABA-A receptors and therefore of potentiating

GABAergic neurotransmission. Benzodiazepines

have been used widely in clinical practice for the

treatment of, for example, anxiety associated with

psychiatric disorders including anxiety disorders,

mood disorders, insomnia, seizures, alcohol with-

drawal syndrome, and agitation. Most of the side

effects caused by benzodiazepines are related to

their sedating and muscle relaxing effects, such as

drowsiness, lightheadedness, lack of coordination,

and amnesia. Apart from these side effects, ben-

zodiazepines are basically safe and effective in the

short term. But in the long term, they may cause

tolerance, dependence, and withdrawal. Risk fac-

tors of benzodiazepine dependence include a lon-

ger duration of use and a history of substance

(alcohol or drug) abuse. Short-half-life benzodiaz-

epine agents are more likely to develop with-

drawal symptoms. Therefore, when long-term

users of short-half-life benzodiazepine agents

stop the use, gradual decrease or once switching

with long-half-life benzodiazepine agents may be

necessary to prevent withdrawal symptoms.

Azapirones are one of the alternatives to ben-

zodiazepines. They exert their antianxiety effects

by potentiating postsynaptic serotonin1A recep-

tors. Only three agents, buspirone, gepirone, and

tandospirone, are currently available for clinical

use. Effectiveness of azapirones on anxiety asso-

ciated with general anxiety disorder was shown

by meta-analysis. Efficacy of azapirones on anx-

iety associated with other anxiety disorders has

not been established yet. The advantage of

azapirones over benzodiazepines is that they do

not cause sedation, cognitive dysfunction, or

addictive/dependence potential. But azapirones

may not be superior to benzodiazepines in the

antianxiety effects. Common side effects are

headaches, dizziness, nausea, and diarrhea.

Hydroxyzine, an antihistamine, also possesses

anxiolytic properties. Although little evidence

indicates the usefulness of hydroxyzine in clini-

cal anxiety, it was shown that it is as effective as

benzodiazepines in the treatment of generalized

anxiety disorder while causing fewer side effects.
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▶Anxiety and Its Measurement

Apolipoproteins: APOA-I,
APOA-IV, APOE

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

Apolipoproteins are proteins that bind to lipids

and are required for the assembly and function of

lipoproteins, which transport lipids through

the blood and lymph systems. ApoA-I is synthe-

sized in the liver and intestine and is found on

virtually all high-density lipoprotein particles.

ApoA-I Milano, a naturally occurring variant

identified in rural Italy, is associated with very

low high-density lipoprotein levels and lower-

than-expected risk of coronary artery disease

(Nissen et al., 2003). A randomized trial of

recombinant ApoA-I Milano administered

intravenously produced significant regression of

coronary atherosclerosis as measured by intra-

vascular ultrasound. ApoE, synthesized in the

liver, is present in chylomicrons, very low-

density lipoproteins, and intermediate-density

lipoproteins and is important in the metabolism

of triglyceride-rich particles (Corder et al., 1993).

The isoform ApoE4 has been associated with

increased risk of Alzheimer’s disease and

coronary artery disease. A meta-analysis of

ApoE genotypes found relationships to low-

density lipoprotein cholesterol and coronary

artery disease risk (Bennet et al., 2007). APOA-

IV, synthesized in the intestine, is present in

chylomicron remnants, intermediate-density

lipoproteins, and high-density lipoproteins

(Rader and Hobbs, 2008). Its function in lipopro-

tein metabolism is currently unknown. Please

also refer to the “▶ lipoprotein” entry in this

encyclopedia for related information.
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Appetite

▶Leptin

Appetite and Appetite Regulation

Mustafa al’Absi and Bingshuo Li

University of Minnesota Medical School,

University of Minnesota, 235 School

of Medicine, Duluth, MN, USA

Definition

Appetite is the desire for food intake that may be

produced by normal metabolic and energy needs

or be other cues that may increase desire for food

intake, including appearance, taste, and smell.

Description

The desire for food intake is important in

addressing energy and metabolic needs for

survival of the organism. The process is regulated

by several central brain and peripheral mecha-

nisms. These mechanisms are governed by both

homeostatic needs and external cues that may

influence desire for food consumption. Several

well-studied factors, which regulate food desir-

ability, directly influence appetite, including

biological, behavioral, cognitive, and hedonic

factors. For example, sensory information and

memorial representations of food and associated

emotions and motivation state may increase

appetite for certain food items.

The involvement of central nervous system in

appetite occurs at different levels. For example,

signaling related to metabolic needs are received

by the brain from different parts of the body that

are involved in metabolic activities. One of the

receiving structures is the arcuate nucleus (ARC)

of the hypothalamus. The ARC coordinate with

other nuclei within the hypothalamus information

related to the metabolic-homeostatic needs.

Experimental research has demonstrated the role

of the ARC as a feeding control center. Research

has shown that lesion of the ARC leads to

overeating and obesity.

The ARC integrates hormonal signals and con-

tains populations of neurons that express neuro-

peptide Y (NPY) which is involved in regulating

energy balance. In addition to NPY, neurons

within the ARC express agouti-related protein

and proopiomelanocortin. The latter produces

a-melanocyte-stimulating hormone, an important

appetite regulating peptide and energy regulation;

evidence suggests that animals and humans who

genetically lack this hormone are likely to be

obese. In addition to the ARC, the ventromedial

hypothalamus (VMH), the paraventricular nucleus

(PVN), and lateral hypothalamic (LH) are also

involved in energy balance. Lesions to the PVN,

for example, lead to increased feeding behavior

and weight gain. These central structures receive

information from other parts of the brain through

both neuronal and hormonal signaling systems.

Vagal afferent pathways and peripheral peptides

carry information related to energy needs and

metabolic status to the ARC and other structures

where additional sensory information is also

integrated to influence appetite.

There are several hormones that are directly

involved in regulating appetite and energy

balance. These are briefly described here, but

will also be presented elsewhere in this encyclo-

pedia. Leptin is a hormone involved in regulating

energy homeostasis and is released from adipose

tissue. Administering leptin reduces food intake

and may result in loss of body weight. Ghrelin is

released mostly by the stomach and is involved in

meal initiation and termination. In contrast with

leptin, there is inverse association between

ghrelin and adiposity. Administering ghrelin

increases food intake in humans. Glucagon-like

peptide 1 (GLP-I) is a hormone produced primar-

ily by L cells of the small intestine and is usually

increased following a meal. This hormone

reduces appetite and food intake. Insulin has

a direct impact on metabolic status and dietary

intake. It is produced by the pancreas, and similar

to leptin, it is associated with energy balance

and total body fat stores and fat distribution.
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Its secretion increases immediately following a

meal. Animal studies have shown that administer-

ing insulin reduces food intake and body weight.

Cognitive-hedonic processes, including sen-

sory perceptions of food and food-related mem-

ory representations and emotions, have potent

effects on appetite regulation. Experiments have

shown that perceptions or memory representa-

tions of food or food-related cues modulate not

only neural activity in specific brain areas

involved in cognitive control of eating behaviors,

but also eating-related physiological responses

such as saliva, gastric acid, and insulin secretion.

Recent findings suggest that neural circuits in the

nucleus accumbens and ventral pallidum play key

roles in the neuromechanism of liking palatable

food. In addition, dopaminergic system from the

ventral tegmental area of midbrain to the nucleus

accumbens is critical to the neuromechanism of

wanting of food.

Appetite and Obesity

Dysregulation of metabolic homeostatic and

cognitive-hedonic appetite regulatory processes

dispose people to obesity. In this case, increased

appetite leads to excessive energy intake, and this

energy excess is readily stored as fat by the body

for later use. Several possible causes of appetite

dysregulation have been identified and are

currently under active investigation. These

causes include abnormal nutrient sensing,

overstimulation of food-related reward mecha-

nisms, emotion dysregulation, and negative

environmental influences. Pharmacological

interventions for obesity and targeting at the

dysregulation endocrine and neuronal appetite

regulatory processes are also under development.

Although many signaling chemicals and brain

areas involved in appetite regulation have been

identified. The therapeutic potential of this

knowledge and individual differences relevant

to how they increase risk for obesity remain to

be elucidated. Psychotherapeutic interventions,

aiming at enhancing self-control over excessive

appetite and promoting healthy food-related

choices and lifestyles, are believed to be more

effective than pharmacological interventions in

the fight against obesity.
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▶Central Adiposity

Applied Behavior Analysis

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,

Belgium

Definition

Applied behavior analysis (ABA) reflects

a systematic description and implementation of

a therapeutic intervention to change a given

behavior, based on the principles of the science

of learning and behavior (Sulzer-Azaroff &

Mayer, 1991). This process involves an analytic

investigation of various triggers that determine

and modulate behavior. The determinants are

usually environmental and include reinforcements

or punishments, and these are time-linked to

observed behavioral responses. This is often

A 124 Apple Shaped

http://dx.doi.org/10.1007/978-1-4419-1005-9_100816
http://dx.doi.org/10.1007/978-1-4419-1005-9_258
http://dx.doi.org/10.1007/978-1-4419-1005-9_765
http://dx.doi.org/10.1007/978-1-4419-1005-9_1108


done in clinical psychopathological studies but has

also been used to investigate behavior at the

workplace.

One area where ABA has been extensively used

is the study and treatment of autism (Vismara &

Rogers, 2010). Interventions in developmental

disorders would, for example, include an initial

analysis of existing behavior as a function of its

environmental modulators (e.g., aggression in a

child with developmental disorders, in response

to a material reinforcement). The child then learns

self-control as modulated by an intervention (sig-

naling delayed rewards). The ABA enables to

observe systematic changes in behavior due

to existing environmental determinants or due to

therapeutically manipulated interventions, using

multiple observations and a within-subject detailed

observation and recording of behavior.

ABA is also useful to analyze and treat

behaviors which may result from or that occur in

the context of medical procedures. Surgery for

removal of a chraniopharygioma often results in

physiological and behavioral changes. In one case

study, a 6-year-old girl exhibited severe aggres-

sion following surgery for this rare tumor. The

aggression was negatively reinforced by escaping

certain task demands and positively reinforced by

preferred food. Following a highly structured

behavioral intervention with extinction, her

aggression declined to 88% from baseline levels

(Hammond & Hall, 2011). These results exem-

plify how ABA is very useful for analyzing the

determinants of aberrant behavior and how it may

be successful as a therapeutic intervention in

various clinical settings.

Cross-References

▶Behavior Modification

▶Behavioral Intervention

References and Readings

Hammond, J. L., & Hall, S. S. (2011). Functional analysis

and treatment of aggressive behavior following resec-

tion of a craniopharyngioma.Developmental Medicine
and Child Neurology, 53, 369–374.

Sulzer-Azaroff, B., & Mayer, R. (1991). Behavior analysis
for lasting change. Fort Worth, TX: Holt, Reinhart &

Winston.

Vismara, L. A., & Rogers, S. J. (2010). Behavioral treat-

ments in autism spectrum disorder: What do we know?

Annual Review of Clinical Psychology, 27, 447–468.

Applied Cognitive Psychology
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Applied Experimental Psychology

▶Human Factors/Ergonomics

Aptitude Testing
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▶Catastrophizing/Catastrophic Thinking

Arcuate Nucleus

▶Hypothalamus

Area Under the Curve (AUC)
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Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Area under the curve across all time
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Definition

A common use of the term “area under the

curve” (AUC) is found in pharmacokinetic liter-

ature. It represents the area under the plasma

concentration curve, also called the plasma

concentration-time profile. It is of interest to

know the area under the curve, i.e., the area

defined by the plasma concentration curve at

the top and the x-axis (time) at the bottom. The

AUC is a measure of total systemic exposure to

the drug.

AUC is one of several important pharmacoki-

netic terms that are used to describe and quantify

aspects of the plasma concentration-time profile

of an administered drug (and/or its metabolites,

which may or may not be pharmacologically

active themselves). These include:

• Cmax: The maximum concentration or maxi-

mum systemic exposure

• Tmax: The time of maximum concentration or

maximum systemic exposure

• t1/2 or half-life: The time required to reduce

the plasma concentration to one-half of its

initial value

Integral calculus is used to calculate AUC, as

can be done for other areas defined by a curve.

This calculation requires a starting point and an

ending point. The starting point is typically the

time of administration, represented as time zero,

to any subsequent time point, represented as t.

This is denoted as AUC(0–t). It is also common to

calculate AUC across all time, which is ameasure

of total systemic exposure. This is denoted as

AUC(0–infinity).
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Arrhythmia
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Synonyms

Dysrhythmia

Definition

A normal heart beat in a healthy individual

consists of electrical impulses, which engage all

four ventricles of the heart, producing a smooth

ebb and flow of electrical impulses and contrac-

tions to pump blood throughout the human body.

An arrhythmia is an aberrant heart rhythm, which

is either a change in the speed or pattern of the

heart. Palpitations, near syncope and syncope

(suddenly feeling light-headed or losing con-

sciousness), chest pain, and shortness of breath

are symptoms commonly associated with

arrhythmias (American Heart Association, 2011).

Arrhythmias can result in tachycardia (increase in

heart rate) or bradycardia (decrease in heart rate)

which in severe cases could lead to sudden death.
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There are four main types of arrhythmias:

premature beats, supraventricular arrhythmias,

ventricular arrhythmias, and bradyarrhythmias.

Premature beats are the most common type of

arrhythmia. They are often asymptomatic and

do not require treatment. They can occur in the

atria (the two upper chambers of the heart;

premature atrial contractions) or in the ventricles

(the two lower chambers of the heart; premature

ventricular contractions). Premature beats often

occur in healthy adults, but certain heart

diseases can cause premature beats. Stress,

exercise, or excessive caffeine intake or nicotine

use can trigger premature beats. Supraventricular

arrhythmias are tachycardias that start in the

atria or the atrioventricular node. Types of

supraventricular arrhythmias include atrial

fibrillation, atrial flutter, paroxysmal supraven-

tricular tachycardia, and Wolff-Parkinson-White

syndrome. Supraventricular tachycardia is the

most common abnormal tachycardia in children.

Of the more severe arrhythmias, atrial fibrillation

is the most common. It occurs when the heart’s

electrical signal does not travel as it should

through the chambers, and as a result, blood is

not pumped into the lower two chambers of the

heart. Ventricular arrhythmias can be life threat-

ening and need immediate medical attention.

Bradyarrhythmias cause the heart to beat slower

than normal which may result in decreased blood

flow to the brain and loss of consciousness

(National Heart Lung and Blood Institute, 2009).

In an otherwise healthy adult heart, arrhyth-

mias can be caused by scar tissue as a result

of a heart attack, heart disease, high blood pres-

sure, diabetes, hyperthyroidism, smoking, and

excessive alcohol and/or caffeine intake, illegal

drug use, stress, or prescription medications as

well as dietary supplements. Arrhythmias can

also occur as a comorbid condition due to

a diseased or deformed heart, which is typically

the case with pediatric patients. Some arrhythmias

occur without significant effects, but others can

result in fainting, cardiac arrest, severe organ dam-

age, and/or stroke. In the most severe cases, car-

diac arrhythmias may result in sudden death.

Treatment of arrhythmias depends on severity.

More mild cases may be treated solely with

medication. The disadvantage of being treated

with medication is that pills must be taken daily

and indefinitely. Common side effects include

nausea, fatigue, headaches, dizziness, palpitations,

and skin rash (Horovitz, 1997). One of the more

concerning side effects is proarrythmia, which

results in recurrent subsequent arrhythmias

which can be more intense than the original

arrhythmias. Medication side effects often result

in a lack of adherence. Other cases may require

surgery to either permanently stop tachycardia or

implant a pacemaker to regulate the heart beat.

Themost severe cases may require radiofrequency

catheter ablation, an invasive procedure which

requires several catheters to be inserted into the

heart through a vessel in the groin or arm. The

catheter is moved to the site of the arrhythmia, and

radiofrequency ablation (very-high-frequency

radio waves are used to heat the tissue) or

cryoablation (an extremely cold substance is

used to freeze the tissue) is used to destroy the site.
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Arteries

Linda C. Baumann and Alyssa Karel

School of Nursing, University of Wisconsin-

Madison, Madison, WI, USA

Definition

Arteries are blood vessels that carry blood away

from the heart. In most cases, arteries carry oxy-

genated blood. The exception is pulmonary arter-

ies which carry deoxygenated blood from the

heart to the lungs to become oxygenated. Because

the arterial system is a high-pressure system due

to the pressure created by ventricular contraction,

arterial walls are generally thick in structure. The

twomain arteries branching from the heart are the

pulmonary artery, which carries blood to the pul-

monary circulation, and the aorta, which carries

blood into systemic circulation.

Arteries contain smooth muscle and elastic

fibers to allow arterial walls to stretch with ven-

tricular contraction and then recoil pushing blood

forward. Large arteries such as the aorta and

pulmonary artery are composed mainly of elastic

tissue and a smaller proportion of smooth muscle,

while smaller arteries or arterioles are composed

mostly of smooth muscle with little elastic tissue.

The contraction and relaxation of smooth muscle

dilates or constricts the arterioles and controls

blood pressure and blood flow distribution.

Structurally, arteries have three layers. The

outermost layer is called the tunica adventitia. It

mostly consists of fibrous connective tissue and

provides support and prevents tearing of the vessel

walls. The middle layer is the tunica media, and is

composed of a layer of smooth muscle and a layer

of elastic tissue. This is the thickest layer and is

responsible for the changes in diameter when the

artery contracts and dilates. The innermost layer is

referred to as the tunica intima and is made up of

endothelium, which form a smooth lining.

Atherosclerosis is a common disorder of the

arteries in which plaque – the accumulation of

fatty acids, cholesterol, calcium, and other cellular

waste products – forms in the arteries and can

block blood flow. Although the exact cause of

atherosclerosis is unknown, there are many behav-

ioral risk factors. These include excessive alcohol

use, high-fat diets, obesity, and smoking.
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Synonyms

Joint inflammation; Joint pain

Definition

Arthritis is a general term used to describe inflam-

mation of one or more joints of the body and/or

A 128 Arteries

http://www.americanheart.org/presenter.jhtml?identifier=4440
http://www.americanheart.org/presenter.jhtml?identifier=4440
http://www.nlm.nih.gov/medlineplus/ency/article/000171.htm
http://www.nlm.nih.gov/medlineplus/ency/article/000171.htm
http://dx.doi.org/10.1007/978-1-4419-1005-9_1208
http://dx.doi.org/10.1007/978-1-4419-1005-9_1213
http://dx.doi.org/10.1007/978-1-4419-1005-9_100948
http://dx.doi.org/10.1007/978-1-4419-1005-9_100949


their surrounding connective tissues. This is can

be a progressive condition in which the articular

cartilage covering the bones at the joint surfaces

begins deteriorating, leading to a loss of smooth

and friction-free movement. The cartilage is also

responsible for absorbing some of the mechanical

forces transmitted through the joint. As the carti-

lage is lost, the joint space between the articulat-

ing bones begins to narrow, altering the

distribution of mechanical forces through the

joint. As the arthritis progresses, it may lead to

bone cyst or osteophyte formation, as well as

exposure of the subchondral bone surfaces.

The symptoms of arthritis often include pain,

swelling, and stiffness of the involved joints,

which all may lead to limited range of motion

and mobility. Treatment of arthritis is based upon

its cause, but it is initially directed toward reduc-

ing pain and swelling and restoring mobility.

Exercise is known to be beneficial for bone and

joint health, as it helps to maintain range of

motion as well as to increase bone and muscle

strength. Continual activity and movement of

joints is also necessary to provide nutrients and

remove wastes, since articular cartilage lacks its

own blood supply.

While it is known that trauma, bacteria, or

infections may cause arthritis, often the trigger

for the pathology is unknown. Some of the most

common forms of arthritis include osteoarthritis,

rheumatoid arthritis, juvenile idiopathic arthritis,

psoriatic arthritis, infectious arthritis, and reac-

tive arthritis.

Osteoarthritis (OA), also known as degenera-

tive joint disease, commonly affects the major

weight-bearing joints of the knee and hip, but it

can affect any joint in the body. It is a result of an

imbalance in the remodeling process of joints, as

connective tissue and bone destruction outweighs

its repair. This imbalance affects the joint cap-

sule, and many individuals with OA may com-

plain of joint instability.

Rheumatoid arthritis (RA) is an autoimmune

condition in which the synovial lining of a joint is

affected. It is characterized by periods of exacer-

bation and remission, and it also includes sys-

temic symptoms, such as fatigue, fever, and

impaired cardiopulmonary function.

Juvenile idiopathic arthritis (JIA) is a catch-all

term for arthritides that begin before the age of

16, with each type having unique characteristics

and impairments.

Psoriatic arthritis is a type of arthritis that

occurs in patients with the skin condition psoria-

sis. Most often, the joints in the spine and at the

ends of the fingers and toes are affected.

Sometimes bacteria, a fungus, or a virus may

infect a joint and lead to arthritis. This is known as

septic or infectious arthritis. The effects from this

type of arthritis are local, affecting the specific joint

in the body that the foreign organism attacks. It also

typically has an acute onset, and it may be accom-

panied by other symptoms, such as fever or chills.

Reactive arthritis is similar to infectious

arthritis. It is caused by an infection; however,

the arthritic symptoms will occur at a site other

than the one actually infected. This type of arthri-

tis is often associated with Reiter syndrome,

a condition which includes arthritis, urethritis,

and conjunctivitis.
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Arthritis: Psychosocial Aspects
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Shannon L. Stark

Department of Psychology, Arizona State

University, Tempe, AZ, USA

Synonyms

Arthritis; Chronic pain; Musculoskeletal pain

Definition

The psychosocial aspects of arthritis encompass

both stable and dynamic psychological and social

factors that play a role in the etiology of and

adaptation to musculoskeletal pain conditions.

Description

Psychosocial Factors in Arthritis

Because the course of arthritis varies considerably

across individuals, investigators have attempted to

identify factors that predict the extent to which

patients with arthritis are able to minimize symp-

toms andmaximize well-being. Somewhat surpris-

ingly, radiographic andother objective assessments

of disease activity do not reliably predict the expe-

rience symptoms and disability among patients. In

contrast, psychosocial factors play an important

role in the etiology and course of rheumatic dis-

eases, over and above objective disease markers.

In this chapter, stress and stress responses are

considered central to understanding how psycho-

social factors contribute to adaptation in rheu-

matic disease. A stressor is defined as an event

that is perceived as threatening or beyond one’s

ability to cope and that evokes physiological,

affective, cognitive, and behavioral responses.

Stressors may be brief or long term and range

in magnitude from minor events to major or

traumatic events. In this framework, the pain,

disability, and other demands imposed by the

pain condition itself can act as a stressor. Stress

responses vary between individuals, depend on

current context, and may be key mediators in the

link between stress and mental and physical

health outcomes in rheumatic illness. Thus, it is

useful to ask not only who is most affected by

illness and other stressors but also when are

individuals most vulnerable.

Much of the literature on stress and adaptation

has focused on factors that place individuals at

greater risk of poor functioning. More recently,

though, research efforts have broadened to

include not only risk but also “resilience factors,”

that is, factors that help individuals recover from

episodes of stress and preserve their well-being

despite pain and other stressors. In the sections

that follow, affective, cognitive, and social fac-

tors that moderate responses to stress in patients

with arthritis are first considered, followed by

discussion of interventions that target these fac-

tors to promote better adaptation among individ-

uals with rheumatic conditions.

Stress

The association between stressful life events and

the etiology and course of rheumatic disease

depends on the timing and magnitude of the

events. For example, traumatic events experi-

enced in childhood, including abuse, neglect,

and parental loss, significantly increase the risk

of developing chronic inflammation and chronic

pain and have been linked to the severity of pain

in adulthood (Von Korff et al., 2010). Traumatic

events in adulthood also increase disease sever-

ity, particularly for individuals who experience

post-traumatic stress disorder (PTSD) symptoms.

Several mechanisms may account for the

trauma-disease severity link. Trauma exposure

may trigger PTSD and other affective symptoms,

which in turn increase symptom severity. Addi-

tionally, traumatic events may disrupt the hypo-

thalamic-pituitary-adrenal-cortical axis (HPAC),

an important component of physiological stress

response system. For example, childhood mal-

treatment reported by women with fibromyalgia

and osteoarthritis (OA) have been linked to ele-

vated cortisol, a key stress hormone associated

with the HPAC (Nicolson, Davis, Kruszewski, &

Zautra, 2010). HPAC dysregulation, reflected in
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both hypo- and hypercortisol reactivity, has been

associated with traumatic experiences and PTSD

and with vulnerability to disease activity.

Major and minor life events also predict symp-

tom severity in rheumatic illness. For example,

patients with rheumatoid arthritis (RA) experi-

enced reduced symptoms in the weeks following

a major life event, but increased symptoms in the

weeks following minor stressors (Potter &

Zautra, 1997). One possible explanation for this

finding is that a major event can elicit an increase

in cortisol, which acts to dampen immune func-

tioning. Minor life events, on the other hand, may

enhance immune stimulating hormones and make

cortisol less effective in dampening immune

function (Davis et al., 2008). Clearly, stressors

themselves are important factors in the experi-

ence of chronic pain, but psychological and social

factors that influence coping responses are also

likely to play a significant role. Coping factors

can be categorized as primarily affective, cogni-

tive, or social.

Affective Components

The stable trait-like aspects as well as the fluctu-

ating state aspects of affect have both been linked

to adaptation in rheumatic disease. Although

much of the literature has focused on the detri-

mental role of negative affect, positive affect also

plays a role in determining how individuals

respond to stress. One of the most frequently

studied affective disorders in rheumatic disease

patients is depression. Depression is so highly

prevalent among chronic pain patients that some

investigators have suggested that depressive

symptoms should be considered part of the expe-

rience of pain. In fact, neuroimaging studies have

revealed that pain activates brain regions associ-

ated with both sensory and affective components

of pain (Tolle et al., 1999). Current depression as

well as a history of recurrent depression predict

greater pain during episodes of increased stress

and more distress during episodes of increased

pain among RA patients (Zautra et al., 2007).

Because depression and stress are both associated

with inflammatory activity in RA, each of these

factors may increase disease activity. Thus,

depression may increase vulnerability to

increased pain and inflammation during episodes

of stress among patients with rheumatic disease.

Individual differences in negative and posi-

tive affectivity have also been linked to vulner-

ability to the detrimental effects of stress among

pain patients. For example, neuroticism is a

personality trait characterized by elevated nega-

tive affect and has been linked to elevated pain

in both cross-sectional and longitudinal studies

of pain patients (Charles, Gatz, Pedersen, &

Dahlberg, 1999). Conversely, greater positive

affectivity is related to decreased pain and

increased functional ability in patients with rheu-

matic disease (Villanueva, Cornett, Yocum, &

Castro, 1999).

Within-person changes in affect may also

have implications for illness severity and course.

Studying the day-to-day variations in mood can

yield information about times when patients are

most or least vulnerable to the effects of stress.

Because both negative and positive emotions

make unique contributions to quality of life and

adaptation, it is important to consider how varia-

tions in both affective states over time relate to

the course of rheumatic disease. Increases in neg-

ative affect have been linked to increased pain

and greater sensitization to pain, as well as to

increases in stress (Janssen, 2002). Thus, nega-

tive affect may be not only a part of the experi-

ence of pain itself but also a response to stress in

pain patients. Positive affect, in contrast, helps to

decrease vulnerability to both pain and stress in

rheumatic patients (Zautra, Johnson, & Davis,

2005).

Cognitive Components

Cognitive stress responses reflect patients’

appraisals of the stressor and of their ability to

manage it and typically have been characterized

as dimensions of coping. A key aspect of this

appraisal process is the extent to which individ-

uals perceive a sense of control or lack thereof. In

the case of rheumatic illness, an important sense

of control centers on an individual’s confidence

in her or his ability to manage pain and other

symptoms that are often unpredictable. One

widely used instrument developed to quantify

these control beliefs, the Arthritis Self-Efficacy
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Scale, yields scores that reflect a sense of control

over pain, function, and other arthritis symptoms

(Lorig, Mazonson, & Holman, 1993). High

arthritis self-efficacy scores consistently relate

to better functional health in arthritis patients.

For example, higher levels of arthritis self-

efficacy relate to higher pain thresholds and

increased tolerance to standardized pain stimuli

in RA (Keefe et al., 1997). Similarly, arthritis

self-efficacy predicts lower pain and better phys-

ical functioning in OA.

In contrast to arthritis self-efficacy, pain

catastrophizing is characterized by beliefs about

a lack of control of symptoms. Among arthritis

patients, catastrophic pain beliefs relate to higher

ratings of pain intensity, more frequent pain

behaviors, and greater pain-related disability,

disease activity, and health-care utilization

(Keefe, Lumley, Anderson, Lunch, & Carson,

2001). Neuroimaging studies have linked pain

catastrophizing with greater activation of brain

regions associated with anticipation of pain, emo-

tional aspects of pain, and attention to pain

(Gracely et al., 2004). Pain catastrophizing is

also related to decreased noxious inhibitory con-

trol of pain, indicating less effective modulation

of pain signaling at the level of the spinal cord.

Thus, pain catastrophizing may impact pain via

a number of mechanisms, including directly by

amplifying the central nervous system’s

processing of pain and indirectly by hampering

the endogenous descending inhibitory pathway.

Arthritis self-efficacy and pain catastrophizing

are among the most frequently studied cognitive

factors in rheumatic disease, but others have

received some empirical attention as well. More

recently, interest has been directed toward eval-

uating the contribution of pain acceptance to

adaptation in rheumatic disease. The capacity to

accept pain without trying to alter or avoid it has

emerged as a moderator of pain-related disability

and distress among arthritis patients. For exam-

ple, OA and fibromyalgia patients who were

more versus less able to accept their pain showed

smaller increases in negative affect during weeks

of elevated pain and reported higher overall

levels of positive affect (Kratz, Davis, & Zautra,

2007). In instances of uncontrollable pain in

particular, pain acceptance may be a valuable

cognitive resource to preserve affective and phys-

ical health. Beyond cognitive factors that are

specific to pain or stress management, those that

reflect broader beliefs regarding one’s own resil-

ience are emerging as key to health in rheumatic

disease. For example, recent evidence suggests

that a sense of a purpose in life and belief in one’s

own capacity to bounce back from difficulty

relate to faster habituation to thermal pain stimuli

(Smith et al., 2009). Thus, “resilience” factors are

gaining traction as important predictors of suc-

cessful coping.

Social Factors

Social relationships are ever-present sources of

both stress and fulfillment in everyday life and

play an important role in adaptation to rheumatic

disease. Social pain is recognized as a concept

that focuses on the interplay between social rela-

tionships and physical pain. Social pain is an

emotional response to perceived exclusion from

desired social relationships or perceived devalu-

ation or rejection from significant members of an

individual’s social network. Just as physical pain

is adaptive in signaling a threat of physical harm,

social pain is adaptive because it signals a need

for social connectedness. Findings from neuro-

imaging studies suggest that the neural circuitry

underlying physical and social pain overlap; the

affectively distressing components of both acti-

vate the anterior cingulate cortex. Social pain

may have special relevance for patients with

rheumatic conditions for several reasons. Patients

may experience social pain related to their con-

dition, when they perceive that important others

do not understand their pain. The resulting sense

of stigma and estrangement can further exacer-

bate their physical and social pain. In addition,

physical pain episodes themselves may make

patients more vulnerable to social pain, poten-

tially creating a downward spiral of increasing

pain, isolation, and disability.

On the positive side of social relations, social

connectedness can reduce pain intensity, increase

pain tolerance, and dampen stress-related

changes in mood and symptoms. One proposed

pathway through which social connectedness
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affects health outcomes is by buffering individ-

uals from the negative effects of increased pain

and stress. For example, an investigation of fibro-

myalgia patients revealed that when a significant

other was present, patients reported less sensitiv-

ity to thermal pain and showed diminished pain-

related brain activity, compared to when they

were alone (Montoya, Larbig, Braum, Preissl, &

Niels, 2004). Thus, social connections are

double-edged; they can both help and hinder

rheumatic patients’ capacity to respond effec-

tively to pain and stress. To sustain health and

well-being, individuals with rheumatic condi-

tions must have the ability not only to sustain

strong social connections but also to draw on

them during difficulty.

Psychosocial Interventions for Arthritis

At present, cognitive-behavioral treatment (CBT)

for pain is widely considered to be among the

most efficacious behavioral interventions avail-

able (Morley, Eccleston, & William, 1999). CBT

explicitly targets maladaptive ways of thinking,

feeling, and behaving in response to the illness

and yields improvements in pain, coping, and

social role functioning compared to other psycho-

social treatments and standard medical care.

However, it yields less substantial improvements

in mood disturbance, possibly because it does not

target the emotion regulation problems that are

common among rheumatic disease patients.

Accruing evidence highlights the potential

value of a mindful-acceptance-based approach

to enhance the capacity of patients to manage

the physical, emotional, and social demands of

their illness. Rather than encouraging control of

pain and dysfunctional thoughts, an approach

grounded in mindful-acceptance targets

enhanced awareness and acceptance of current

experiences, including pain and other stresses.

An expanded awareness of current experience

also incorporates attention to the positive features

of the moment. Some treatments go further and

explicitly include an emphasis on engagement in

rewarding activity to bolster social connected-

ness and positive affect. The goal of these

approaches is to build both psychological and

social resources and the capacity to access and

utilize those resources when needed. Further, the

benefits of an acceptance-based approach may be

most apparent for those patients who are most

vulnerable to emotion dysregulation. For exam-

ple, in RA patients with a history of recurrent

depression, mindful-acceptance treatment yielded

greater improvements in pain, fatigue, positive and

negative affect, and inflammation at posttreatment

and 6 month follow-up compared to CBT and an

education control (Zautra et al., 2008). Thus, the

capacity to attend to both positive and negative

experiences in an intentional way and to build

greater social connectedness may be key to pro-

moting functional health in arthritis patients.

Existing evidence points to the key roles of

psychosocial risk and resilience factors in adap-

tation to rheumatic disease and encourages con-

tinued efforts to advance understanding of how

biological, psychological, and social factors

interact to promote health and well-being in

patients with rheumatic conditions.
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Aspirin

William Whang1 and Ana Victoria Soto2

1Division of Cardiology, Columbia University

Medical Center, New York, NY, USA
2Medicine – Residency Program, Columbia

University Medical Center, New York, NY, USA

Synonyms

Antiplatelet therapy

Definition

Drug that inhibits platelet aggregation.

Aspirin inhibition of the enzyme cyclooxy-

genase-1 (COX-1) in platelets prevents

arachidonic acid-induced production of throm-

boxane A2, a potent mediator of platelet aggre-

gation, as well as vasoconstriction. The half-life

of aspirin is only 20 min in the plasma, but due to

its irreversible effects on COX-1, the therapeutic

effects can last the lifetime of the platelet, up to

1 week following administration (Patrono et al.,

1985). Aspirin has been shown to reduce

cardiovascular events in the setting of acute

myocardial infarction and acute stroke

(Antithrombotic Trialists’ Collaboration, 2002).

It is also recommended that aspirin be adminis-

tered (300–350 mg) to patients undergoing stent

placement (Schwartz et al., 1988). Higher doses

of aspirin (�300 mg/day) have been shown to
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produce a greater effect on COX-2, thereby

achieving anti-inflammatory and analgesic

properties as well. Aspirin at those higher doses,

though, has been shown to have gastrointestinal

side effects such as bleeding by eroding the

protective prostaglandins in the gut mucosa

(Roderick, Wilkes, & Meade, 1993).

For primary prevention of cardiovascular

events, meta-analyses have indicated a reduction

in myocardial infarction risk that is offset by an

increase in risk of major gastrointestinal and

extracranial bleeding. However, no reduction

in cardiovascular events has been shown in

a meta-analysis of studies involving patients

with diabetes (Antithrombotic Trialists’ (ATT)

Collaboration, 2009; Stavrakis, Stoner, Azar,

Wayangankar, & Thadani, 2011).
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Assertiveness Training

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Assertiveness training (AT) is a behavioral inter-

vention, often part of cognitive behavior therapy

(CBT), stress management, or anger manage-

ment. In AT, people learn to express themselves

in social contexts, despite having barriers. These

include learning to express socially “unaccepted”

emotions such as anger, disliking others’ behav-

ior, and requests for someone to change their

behavior. In an assertive statement, there are

often: a problem in another person’s behavior,

a request to change, and, if needed, a statement

of the consequences if one’s request is not met.

Such a statement can also include one’s attitude

or experienced emotions due to the other person’s

behavior. Yet, all these need to be done while

respecting the other person.

AT is often taught in a group format and is

usually done in a gradual manner. People first

learn to state simple requests such as “I cannot

see, can you please move a bit?” until they are

able to state difficult statements such as “yester-

day, you made me angry and humiliated me in

front of everyone. I ask you please not to say

those things again in public, otherwise, I will

need to consider our friendship.” In an interven-

tion done on hostility reduction, Gidron and

Davidson (1996) and Gidron, Davidson, and
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Bata (1999) used AT as part of a CBT interven-

tion. Their CBT yielded greater reduction in hos-

tility in healthy and cardiac patients and greater

reductions in blood pressure in the latter study,

compared to a minimal attention education-

control group. Furthermore, in a reanalysis perti-

nent to AT, Davidson, Macgregor, Stuhr, and

Gidron (1999) found that greater constructive

anger expression mediated the effects of hostility

reduction on blood pressure changes. Construc-

tive anger expression was the aim of the AT

element of their program. In another study,

hypertensive patients were found to exhibit less

assertiveness than normotensive patients. Addi-

tionally, especially during confrontation, overt

anger expression led to elevated physiological

responses in hypertensive patients (Larkin &

Zayfert, 2004).

In other domains in behavior medicine, AT

can be of great importance. For example, training

patients to communicate their concerns and

symptoms more adequately to physicians could

be an important application of AT in medicine.

This can be important in empowering patients to

take more control over their health care. AT could

be especially important for patients with an

introverted or type D personality, who were

found not to communicate their symptoms to

doctors (Schiffer, Denollet, Widdershoven,

Hendriks, & Smith, 2007). AT may be of benefit

for such patients. Another example is the use

of AT in communication between health profes-

sionals working in teams, often under immense

psychosocial pressures such as in the operating

room (Buback, 2004). The domain of AT

exemplifies the multiple roles of behavior

medicine – increasing the knowledge of the effects

of behavior on the body and implementing such

knowledge in patient interventions and in medical

teams as well.
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Assessment

Anthony J. Wheeler and Scott DeBerard

Department of Psychology, Utah State

University, Logan, UT, USA

Synonyms

Intellectual testing; Psychological testing

Definition

Assessment in behavioral medicine aims to eval-

uate the biological, psychological, and social

functioning of a patient. This may involve

assessing physiological, mood, cognitive, and

social functioning and integrating these findings

to inform appropriate research and practice.

Description

The overall purpose of assessment is to exam-

ine characteristics of patients or research
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participants. Assessment in behavioral medicine

can include a wide variety of possible domains

(e.g., physical, cognitive, mood, quality of life,

health behaviors, etc.). Assessment can also take

on different forms, such as a patient-reported

survey, a rating scale filled out by a health-care

practitioner, or a device which measures physio-

logical functioning. Users of such assessments

are tasked with using and administering assess-

ment instruments that have demonstrated reliabil-

ity and validity. Regardless of the manner in

which assessment data are gathered, they can be

used to identify health problems, guide practi-

tioners in making treatment decisions, and mea-

sure progress of health interventions.

Assessing physical functioning is a common

practice in behavioral medicine as it can identify

physical health problems or risk factors for future

problems and provide benchmarks for treatment

(Vingerhoets, 2001). Common examples of

physical assessment are biofeedback, electrocar-

diography, and endocrine system function. These

assessments may be carried out by physicians,

nurses, or other health-care providers. In each of

these cases, the assessment tool can yield impor-

tant information about a patient’s current physi-

cal status, which can then be used to recommend

appropriate interventions, if necessary.

Cognitive assessments may be used when

deficits of learning, memory, and problem-

solving capabilities are suspected. These instru-

ments frequently involve hands-on tasks such

assembling figures and solving visual puzzles as

well as more verbal types of tasks that require

basic problem-solving abilities and general

knowledge. The Wechsler Adult Intelligence

Scale-IV is a good example of one such cogni-

tive test (Lichtenberger & Kaufman, 2009). Cog-

nitive assessments are often administered by

psychologists, and the findings may used to

guide psychological, medical, or occupational

interventions.

Assessing psychological characteristics rela-

tive to mood states and personality is another

useful assessment activity conducted by behav-

ioral medicine practitioners. These tools are most

often paper and pencil surveys which assess var-

ious symptom constellations. Psychological

assessments range in length and time required to

complete the inventory. The Beck Depression

Inventory-II, for example, has 21 multiple-choice

items and takes about 5 min to complete. The

Minnesota Multiphasic Personality Inventory-II

has several 100 items and takes at least an hour to

complete (Butcher, 2011). Psychologists are the

most frequent administrators and interpreters of

these types of tests.

Identifying and measuring health behaviors

is yet another type of assessment conducted

in behavioral medicine. This might involve mea-

suring diet, alcohol intake, exercise activity, or

sleep habits, among others. Such behaviors are

often the focus of interventions in behavioral

medicine and are often associated with both

psychological and physical health status

(Vingerhoets, 2001). Further, health behavior

assessment can be used to identify risk factors

for diseases such as diabetes, substance depen-

dence, or hypertension.

An increasingly popular area of assessment is

in patient quality of life (Ware & Gandek, 1998).

These assessments are patient-reported surveys

that include measures of physical disability,

pain and suffering, and self-efficacy. A common

example is the Short Form-36 health survey,

a 36-item survey of daily functioning and health

status. These survey data are commonly used in

research and practice to evaluate the effective-

ness of pharmacological or surgical treatments

and establish functional benefit for patients

(O’Connor et al., 2009).

Finally, it should be noted that in most areas of

medicine, especially in clinical trials, a typical

approach for assessing patient outcomes is to

include both disease-specific and overall quality

of life measures. This approach to assessment

ensures that both changes to specific disease

processes and also patient-relevant outcomes in

terms of functional abilities are equally

considered.

Assessment can take on many forms and

purposes in behavioral medicine. Assessment is

a commonplace and useful tool for the behavioral

medicine practitioner. It can be used to identify

risk for pathology, inform interventions, and

mark progress to change.
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Assessment of Functions

▶ Functional Versus Vocational Assessment

Assessments of Work Functions

▶ Functional Versus Vocational Assessment

Assisted Living

Josh Allen

Care and Compliance Group, Inc. American

Assisted Living Nurses Association, Wildomar,

CA, USA

Definition

Assisted living is a state regulated and monitored

residential long-term care option. Assisted living

provides or coordinates oversight and services to

meet the residents’ individualized scheduled

needs, based on the residents’ assessments and

service plans and their unscheduled needs as they

arise.

Services

Services allowed are typically outlined

in state law and regulation, and typically

include:

• 24-hour awake staff to provide oversight and

meet scheduled and unscheduled needs

• Provision and oversight of personal and sup-

portive services (assistance with activities of

daily living and instrumental activities of daily

living)

• Medication management

• Health-related services (e.g., coordination

of nursing services, hospice, home health,

etc.)

• Social services

• Recreational activities

• Meals and snacks

• Housekeeping and laundry

• Transportation

A resident has the right to make choices and

receive services in a way that will promote the
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resident’s dignity, autonomy, independence, and

quality of life (Adapted from the Assisted Living

Workgroup report, 2003).

Environment

Assisted living has a look and feel that is dis-

tinctly different from the physical plant in more

institutional long-term care settings. The assisted

living environment emphasizes the creation of

a homelike atmosphere, and while health services

are often provided or directed onsite, they are

carried out in a manner that encourages privacy.

For example, most institutional nursing facilities

feature a large “nurses station” that houses charts,

medical equipment, and personnel. While many

assisted living communities have a similar space,

it is usually held behind closed doors so as not to

dominate the environment.
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Assisted Reproductive Technology

▶ Infertility and Assisted Reproduction: Psycho-

social Aspects

▶ In Vitro Fertilization, Assisted Reproductive

Technology

Assisted Suicide

▶Euthanasia

Associate
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Asthma

Akihisa Mitani

Department of Respiratory Medicine, Mitsui

Memorial Hospital, Chiyoda-ku, Tokyo, Japan

Synonyms

Bronchial asthma

Definition

Asthma is one of the most common chronic dis-

eases and may develop at any age, although

new-onset asthma is less frequent in the elderly.

Many adolescents experience a remission of

childhood asthma symptoms before they have

fully matured, with recurrence several years later.

Asthma is characterized by a chronic

inflammatory disorder of the airways, airflow

obstruction which could be at least partly

reversed, and bronchial hyperresponsiveness. In

not a few cases, asthma can be diagnosed on the

basis of a patient’s symptoms and medical

history. The patient has history of any of the

following: cough, recurrent wheeze, recurrent

chest tightness, and recurrent difficult breathing.

These symptoms are usually associated with

airflow limitation and occur or worsen in the

presence of various stimuli, including animals,

changes in temperature, drugs (aspirin),

respiratory infections, smoke, exercise, and

emotional stress. The patient also might have

atopic diseases and a family history of asthma.

The airway obstruction measured by lung func-

tion test may help confirm the diagnosis of

asthma (Weiss & Speizer, 1993).

When asthma is well controlled, the patient

can avoid various unpleasant symptoms, risk

of exacerbations is reduced, and decline in

lung function slows down. In order to achieve

this goal, various components of treatment

are required (Global Initiative for Asthma

[GINA], 2009; National Heart & Blood

Institute, 2007).
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First of all, the development of a partnership

between the patients and their health-care team is

required. The shared vision of the goal is essen-

tial. The patients also have to acquire a certain

level of knowledge about asthma, which enables

them to avoid risk factors, take medications

correctly, monitor their status, and seek medical

help appropriately.

Next, the patients should avoid the risk factors

that make their asthma control worse, including

smoke, drugs, food, house dust, and animals. For

example, up to 28% of adult patients with asthma

response to aspirin, resulting in asthma exacerba-

tions. The drugs that cause symptoms should be

completely avoided. Influenza vaccination is also

recommended for the patients because infection

itself worsens asthma control.

Medications take a starring role in controlling

asthma, which are divided into two categories,

reliever medication and controller medications.

Reliever medication (preferably a short-acting

beta agonist (SABA)) provides the patient

a quick relief from acute symptoms. The patient

should be encouraged to take it as needed.

However, SABA does not treat the airway inflam-

mation underlying asthma, although useful for

symptom control. No patient with persistent

asthma should be treated by SABA alone. They

need to take regularly one or more controller

medications. These medications prevent symp-

toms or attacks from occurring. Inhaled

glucocorticoids (often called inhaled corticoste-

roids (ICS)) are recommended as the initial and

primary therapy in all patients with moderate

persistent asthma. Other controller medications

include a long-acting beta agonist (LABA)

(combination inhaler with ICS is in widespread

use), theophylline, and leukotriene-modifying

agents. The difficult-to-treat asthma patient

might be introduced of oral glucocorticoids

and/or anti-IgE treatment.
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Synonyms

Bronchial asthma; Tension

Definition

It is well accepted that stress is a modulator

increasing the frequency, duration, and severity

of the asthma symptoms. However, little is

known about the underlying mechanisms,

although there are some reasonable models,

such as decreased corticosteroid signals. Further

investigations are needed.

Description

Asthma had been long considered as primarily

psychogenic, often called asthma nervosa, until

the inflammatory basis of the disease was

revealed in the latter half of the twentieth century.

In recent years, it is widely accepted that asthma

is caused by chronic inflammation in the airway,

and inhaled glucocorticoids which can inhibit the

inflammation are recommended as the initial and
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primary therapy. Furthermore, because asthma

itself in turn produces stress, the correlation

between asthma and stress might be arise only

from asthma-induced stress. Still, various obser-

vational studies indicate that asthma is greatly

influenced by psychosocial factors and stress.

Between 20% and 30% of patients with asthma

experience acute exacerbations when they are

really feeling the stress. Nowadays, stress is

seen as a modulator that accentuates the airway

inflammatory response to environmental triggers,

increasing the frequency, duration, and severity

of the symptoms.

Stress is considered the common state that

occurs when demands from environmental chal-

lenge an individual’s adaptive capacity, or ability

to cope. It is still under investigation through

which mechanism stress worsens asthma control.

However, there are some popular hypotheses

(Chen & Miller, 2007; Haczku & Panettieri,

2010; Vig & Forsythe, 2006).

When the body is challenged physically or

psychologically, short-term activation of neuro-

endocrine and autonomic nervous systems adapts

to the stress for surviving during the period of

challenge. Acute stress, which you have to adapt

to quickly, causes the immediate activation of

hypothalamic-pituitary-adrenal (HPA) axis and

sympathetic-adrenal-medullary (SAM) axis,

which induce the release of various hormones. It

might be said that the HPA axis and the SAM axis

can convert the stress detected by brain to the

physiological signal.

It is well known that the activation of HPA

axis increases the secretion of corticosteroids

from the adrenal cortex, and the activation of

SAM axis causes the increased release of epi-

nephrine and norepinephrine. This fact evokes

a certain paradox. Corticosteroids inhibit the

inflammation in the airways, and beta-stimulants

such as epinephrine might work as a bronchodi-

lator. These hormones seem to be beneficial in

controlling asthma.

Explanations that could resolve this paradox

are mainly based on the hormone depletion and

the resistance of receptors under chronic stress,

matters more than acute stress in the issue of

clinical practice. There is some evidence that

the prolonged stress continues the releases of

various stress hormones, which is exhausted at

last. When chronic stress first begins, there is an

initial elevation of the corticosteroids level. But

as time passes, this elevation diminishes. It is also

argued that receptors for stress hormones become

downregulated after prolonged exposure, making

immune cells less sensitive to not only endoge-

nous signaling but also medications.

Stress could worsen asthma in other ways.

Stress can have an influence on self-management

of asthma, including drug adherence and avoid-

ance of risk factors, which might make the con-

trol of asthma difficult (Alvarez & Fitzgerald,

2007). Stress also can change a perception of

asthma symptoms and make the patients believe

that their condition is getting worse. In extreme

cases, an occurrence of hyperventilation caused

by a panic disorder makes a medical treatment for

asthma exacerbation complicated, and increases

the frequency of hospitalization. Others suggest

that psychological stress might be associated with

increased risk of respiratory infection, which is

an exacerbating factor of asthma.

It is true that the above models are reasonable

enough, but there remain many problems to be

solved. Does stress worsen asthma symptoms

eventually by increasing inflammatory responses?

To what extent is decreased sensitivity to gluco-

corticoids and epinephrine responsible for exces-

sive inflammation in the patients with asthma? To

answer these questions, well-organized prospec-

tive investigations in human clinical research are

needed, in which clinical, immunological, and

psychological variables are correctly and fre-

quently evaluated (Busse&Kiecolt-Glaser, 1995).
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Synonyms

Asthma interventions

Definition

The National Asthma Education and Prevention

Program (NAEPP) was initiated in March 1989

by the National Heart Lung and Blood Institute

(NHLBI) to address the needs of those affected

by asthma in the United States. The goals of

the NAEPP include raising awareness of asthma

as a serious chronic illness, teaching how to

recognize symptoms of asthma and facilitating

appropriate diagnosis, promoting effective

control of asthma via treatment, and conducting

education programs (National Heart Lung and

Blood Institute [NHLBI], n.d.). Some of the rec-

ommendations for education programs provided

by the NAEPP include educating patients from

the time of diagnosis and integrating education

into every phase of asthma care, education being

provided by all members of the health care team,

teaching asthma self-management while being

culturally sensitive, developing treatment goals

with the patient rather than for the patient, having

a written action plan (especially for those with

moderate-to-severe asthma), and promoting

adherence through communication and family

involvement.

Description

Various asthma education programs are in

existence, and some have been empirically

tested. Gibson and colleagues (2009) reviewed

36 trials that compared self-management educa-

tion for adults with asthma to usual care. Overall,

results indicated that self-management education

reduced complications, emergency care visits,

unscheduled visits to the doctors, decreased num-

ber of days off from work or school, and

improved quality of life. Changes in lung

function as a result of participating in these

interventions were minimal. The conclusions

from this meta-analysis stated that asthma

self-management programs that include self-

monitoring of symptoms or peak flow readings

in conjunction with regular medical visits and

written action plans are the most effective at

improving health outcomes for adults. One factor

to consider when creating and assessing these

types of programs is the audience they are

intended for. Inadequate health literacy has been

identified as an area of concern for many adults

and parents of children with chronic conditions.

In adults with asthma, health literacy has

been strongly correlated with poorer disease

knowledge and improper metered-dose inhaler

(MDI) use (Williams, Baker, Honig, Lee, &

Nowlan, 1998).

In the pediatric asthma literature, Bernard-

Bonnin and colleagues (1995) did not report find-

ings nearly as positive as those seen in the adult

literature. From their meta-analysis of 11 random-

ized controlled trials of self-management pro-

grams for children with asthma, they concluded

that self-management teaching did not reduce the

number of days missed from school, asthma

attacks, hospitalizations, or the number of emer-

gency room visits. The authors recognized the
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limitations of their review, including the small

number of studies included, the pooling of studies

without regard for sociodemographic factors

or disease severity, and the broad study criteria

for being included in the analysis. Yet at the

present time, this is the only pediatric asthma

education program meta-analysis currently

available. Other, more recent, pediatric programs

in the literature have exhibited success across

morbidity, knowledge, and psychosocial out-

comes. For example, Krishna and colleagues

(2003) examined the effectiveness of a self-

management education program delivered through

interactive multimedia sessions conducted during

a family’s standard clinic visit compared to just

receiving standard-of-care asthma education.

Compared to those children who only received

standard education, those who participated in

the interactive multimedia program displayed

increased asthma knowledge, decreased number

of days asthma symptoms were experienced, and

decreased number of emergency department visits

and used lower daily doses of inhaled corticoste-

roids at a follow-up visit.
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Asthma: Behavioral Treatment
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Synonyms

Behavior modification program; Behavior

therapy; Bronchial asthma

Definition

It is well accepted that psychogenic factor has a

close relationship with asthma symptoms.

Some patients with asthma experience acute

exacerbations preceded by emotional stress.

This fact has made us expect the use of psycho-

logical in addition to conventional physical

and pharmacological interventions, in order to

achieve the successful management of asthma.

Relaxation training, systematic desensitization,

and assertive training were tested with enthusiasm

especially in the 1970s, but later experiments and

analyses have thrown doubt on them. Application

of biofeedback techniques to asthma treatment has

been still discussed (Ritz & Dahme, 2004).
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Biofeedback techniques consist of direct and

indirect techniques. In direct techniques, including

respiratory resistance feedback, spirometric bio-

feedback, and trachea-noise biofeedback, lung

function itself is measured and modified. Most

of indirect techniques have targeted facial mus-

cle EMG, heart rate, and heart rate variability.

However, it has not been proved that they can

contribute as adjunctive treatments of asthma.

Furthermore, these techniques are technically

difficult in practice, and the procedure, espe-

cially in the case of direct techniques, might

worsen asthma symptoms.

The self-management of asthma plays a central

role in asthma treatment, and psychological

factors may influence not only the symptoms but

also the management of asthma in many ways

(Clark & Mitchell, 2009). The patients have to

acquire a certain level of knowledge about asthma,

which enables them to avoid risk factors, take

medications correctly, monitor their status, and

seek medical help appropriately. It is clear that

self-management encompasses very much more

than patient education. It implies involving

patients in the care they receive and encouraging

them to become active partners in managing their

illness. Behavioral and cognitive process, such as

operant behavior, in the self-management has

also been eagerly investigated. The successful

performance of self-management skills to avoid

an asthma attack is, conversely, an example of

negative reinforcement. Adequate coping can facil-

itate the self-management. Conditioned fear and

anxiety to asthma derived from previous traumatic

experiences such as acute exacerbation sometimes

alters the way of recognition of asthmatic symp-

toms (Creer, 2008). Inadequate symptom percep-

tion might be associated with an overuse of

reliever medication, irrespective of lung function,

causing the unnecessary side effects. It is, there-

fore, suggested that psychological interventions

may be appropriate for patients who are unable

to achieve the self-management of asthma because

they might have behavioral or cognitive problems.

There is not enough evidence that behavioral

treatment can contribute substantially to the treat-

ment of asthma (Dahl & Gustafsson, 1990; King,

1980). This is due to the poor methodology of the

studies as well as the inherent problems of

conducting such trials. It is recommended that

larger and well-conducted randomized trials use

valid outcome measures to evaluate the effective-

ness of psychological interventions for adults

with asthma.
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Synonyms

Arteriosclerosis; Atherogenesis; Atherosclerotic

plaque
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Definition

Atherosclerosis is the thickening and hardening

of artery walls that occurs as the immune system

responds to injuries to the single-layer endothe-

lial wall of an artery. These injuries can be

caused by a variety of insults, including cigarette

smoke derivatives, toxins, infectious agents, ele-

vated circulating lipids or glucose, and increased

blood pressure. Monocytes and platelets are

recruited to the site of injury. Monocytes cross

the endothelial layer into the subintimal space

where they become macrophages and phagocy-

tose oxidized lipoproteins, forming foam cells.

These foam cells accumulate in the subintimal

space forming fatty streaks on the endothelial

wall. Smooth muscle cells wall off the lipid

plaque, forming a layer of collagen known as

a fibrous cap between the plaque in the

subintima and the endothelial wall. Eventually,

the plaque may bulge into the arterial lumen,

partially occluding the artery. If the artery

becomes so occluded that blood flow is critically

decreased, an infarct occurs. If this occurs on

a coronary artery, a myocardial infarct, or heart

attack, occurs. Health behavior change is

a critical component in atherosclerosis preven-

tion. Helping patients stop smoking and prevent

or treat hypertension, hyperlipidemia, and

impaired glucose tolerance are effective

methods for preventing the progression of

atherosclerosis.
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Definition

Atrial fibrillation is a cardiac rhythm disorder

characterized by chaotic atrial electrical

activation, resulting in an irregular heartbeat.

Description

Atrial fibrillation (AF) is the most common type

of cardiac rhythm disorder and affects 1–2% of

the general population (Camm et al., 2010). It is

characterized by chaotic electrical activation in

the left and right atria, usually at rates of 200–300

beats per minute. Normally, cardiac activation

begins with depolarization in the sinus node in

the right atrium. The right and left atria are

activated via intercellular gap junctions, and

atrial depolarization is represented on the surface

electrocardiogram (ECG) by the P wave (Fig. 1).

The difference between normal rhythm and atrial

fibrillation is exemplified by the ECGs seen in

Fig. 2. AF is usually diagnosed on ECG by the

presence of an irregularly irregular cardiac

rhythm, without visible P waves.

Numerous factors are associated with the

development of AF, including cardiovascular

conditions such as hypertension, heart failure,

and coronary artery disease and valvular heart

disease (Camm et al., 2010). Aging, hyperthy-

roid, obesity, and diabetes mellitus have also

been related to risk of AF.

Individuals withAF usually present with symp-

toms including palpitations, fatigue, shortness of
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breath, and/or light-headedness. However, a sig-

nificant proportion of patients with AF are asymp-

tomatic, especially older patients. In observational

studies, AF is associated with worse cardiovascu-

lar prognosis, including increased risk of stroke,

heart failure, cardiac hospitalizations, and mortal-

ity. However, it is not yet clear whether mitigation

of AF itself improves these risks or whether it is

more a marker of other pathology.

The most established health risk for most

patients with AF is the risk of stroke, and this

risk is related to several possible mechanisms

(Camm et al., 2010). For instance, patients with

AF have been shown to have relative stasis of

blood flow in the left atrium, which is thought to

lead to greater risk of clot formation. Abnormal-

ities of the inner surface of the heart, the

endocardium, and clotting and platelet activation

have also been described. The decision to treat

with anticlotting medication (anticoagulants) to

prevent stroke is usually based on the number of

stroke risk factors.

The CHADS2 score is often used to estimate

clinical suspicion for stroke in the setting of AF

Atrial Fibrillation, Fig. 1 12-lead electrocardiogram during normal sinus rhythm, with arrows pointing to P waves that

indicate organized atrial activity

Atrial Fibrillation, Fig. 2 12-lead electrocardiogram during atrial fibrillation, with lack of P waves and an irregularly

irregular rhythm
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(Camm et al., 2010). The components of the

CHADS2 score include congestive heart failure,

hypertension, age >75, diabetes, and history of

stroke (counted twice). The estimated risk of

stroke for someone with CHADS2 score of

zero is about 1.9% per year, and this risk

increases to about 18.2% per year for someone

with the maximum CHADS2 score of 6. Meta-

analyses of stroke prevention trials have esti-

mated that a relative risk reduction of 64% versus

placebo from anticoagulant medication such as

warfarin.

Over time, long-lasting atrial fibrillation leads

to changes in atrial size including dilatation and

scarring. The typical pattern of AF involves

a progression from short, infrequent episodes to

longer frequent attacks, to sustained AF. AF is

categorized by the length of time it lasts with each

episode. Paroxysmal AF terminates spontane-

ously and lasts as long as 7 days at a time

(Camm et al., 2010). Persistent AF lasts longer

than 7 days or requires termination through

antiarrhythmic medication or with DC cardiover-

sion. Permanent AF occurs when the constant

presence of AF is accepted by both patient and

physician, and efforts are directed at controlling

the heart rate despite continued presence of an

irregular rhythm.

Independent of treatment for stroke preven-

tion, strategies for therapy of AF are broadly

divided into rate control and rhythm control.

Rate control consists of an emphasis on

preventing sustained episodes of fast heart rate

(>100 beats per minute), usually through

medications that can slow conduction from the

atria to the ventricles such as beta blockers,

calcium channel blockers, and digoxin. Rhythm

control involves a focus on maintaining normal

sinus rhythm usually through antiarrhythmic

medications or through surgical or catheter-

based procedures to treat AF. The Atrial

Fibrillation Follow-Up Investigation of Rhythm

Management (AFFIRM trial) showed in a group

of 4,060 patients with AF who were 65 or older or

who had other risk factors for stroke, rate control

and rhythm control (which consisted mainly of

treatment with amiodarone) were equivalent

in terms of 5-year mortality (Wyse et al., 2002).

In a number of patients, however, symptoms from

AF are detrimental to quality of life such that this

becomes the main reason to pursue a rhythm

control strategy.

Ablative therapy for AF is a growing

treatment that involves creating barriers to elec-

trical conduction in atrial tissue, typically with

radiofrequency energy often delivered via

catheters. In particular, tissue at the junction of

the left atrium and the pulmonary veins has been

noted to be a frequent trigger of AF, and electrical

isolation of the pulmonary veins is especially

effective at reducing AF in patients with

paroxysmal episodes.

There is some evidence that psychosocial

symptoms may be related to atrial fibrillation.

Lange and colleagues showed in a group of 54

patients with persistent AF that depressive mood

was associated with greater risk of recurrence

after DC cardioversion (Lange, 2007). In

a triggering analysis that used event monitoring

and electronic diaries, Lampert and colleagues

observed in 75 patients with paroxysmal or per-

sistent AF that arrhythmia episodes were

more likely preceded by negative emotions

and less likely by happiness (Lampert et al.,

2008). Analyses of the Framingham Offspring

Study have found that baseline levels of

tension, anger, and hostility predicted increased

10-year risk of AF in men, but not in women

(Eaker, Sullivan, Kelly-Hayes, D’Agostino, &

Benjamin, 2004, 2005).
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Synonyms

Muscle wasting

Definition

Atrophy in the simplest sense is a type of cellular

adaptation in which a cell, tissue, or organ of the

body reduces in size. It is often the result of

chronic stressors being applied to the body.

Chronic stressors are things such as a physical

injury, disease pathology, or immobilization and

disuse. It is commonly seen as a symptom in

neuromuscular and musculoskeletal conditions

or injury, but atrophy may affect any body system

or structure.

Description

When cells of the body are under stressors such as

those listed above, there is a potential for cellular

injury and cell damage. These cellular injuries

may include lack of blood flow to the area,

which is known as ischemia, infection, immune

system responses, lack of adequate nutrition, or

physical trauma. If the stressors persist, cells will

attempt to make cellular adaptations in order to

maintain homeostasis to withstand them. Exam-

ples of cellular adaptations include atrophy,

hypertrophy, hyperplasia, metaplasia, or dyspla-

sia may occur. By adapting, the cells are able to

avoid injury or cell death.

In the human body atrophy may occur for

physiologic or pathologic reasons. Physiologic

atrophy is associated with the natural aging pro-

cess, and it usually involves things such as gen-

eral muscle wasting and bone loss. Pathologic

atrophy is the result of some form of cellular

injury, such as a neuromuscular condition, can-

cer, peripheral vascular disorders resulting in

inefficient blood flow, or spinal cord injury.

The musculoskeletal system can become

atrophied for two general reasons: disuse atrophy

or neurogenic atrophy. With disuse atrophy, skel-

etal muscles may atrophy due to immobilization

and disuse, which often occurs following an

injury, such as an ankle sprain, or surgery, such

as a joint replacement procedure. Individuals may

also immobilize themselves if movement causes

significant pain or discomfort. In neurogenic atro-

phy, the nerve supply to the affected muscle is

disrupted in some way. This type of muscle atro-

phy may also occur with a lower motor neuron

injury, such as a cut peripheral nerve or spinal cord

injury. After this type of injury, the involved mus-

cles become partially or completed denervated,

meaning that the nerve supply to the muscle is

disrupted. This results in less voluntary movement

and control of the involved muscles. It is thought

that this lack of use is responsible for the physio-

logical changes that occur in muscles that ulti-

mately result in their atrophy.

Several morphological changes occur in the

muscles when they atrophy. A loss in the contrac-

tile proteins actin and myosin occurs, as well as

changes in the blood supply, as the capillary

density of these muscles decrease. When these

skeletal muscle proteins are lost, a decrease in

muscle fiber length and diameter will occur, and

ultimately atrophy of the muscle as a whole. This

loss of muscle mass also leads to weakness, as the

muscles are no longer capable of producing the

same amount of force. This is an important factor
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for patients undergoing surgery. Postsurgical

patients are a population of individuals that

often have disuse atrophy of their muscles. For

example, patients undergoing an anterior cruciate

ligament (ACL) repair surgery tend to have weak,

atrophied quadriceps after the surgery. For this

reason, patients often participate in strengthening

programs before the surgery.

Atrophy does not need to be caused by an

injury as described above. It can also be due to

a genetic condition. Spinal muscular atrophy

(SMA) is a genetic condition resulting from loss

of ventral horn cells in the spinal cord that are

responsible for motor function. Individuals with

this condition suffer from skeletal muscle atro-

phy, weakness, and hypotonia. Complaints of

fatigue are also common in this population.

Those with SMA may experience respiratory

problems as well because the diaphragm is

a skeletal muscle often affected. As the condition

progresses, the use of assistive devices, such as a

wheelchair, for mobility may become necessary.

The treatment of atrophy depends upon its

cause as well as its impact on the individual.

Those with disuse atrophymay reverse the effects

of atrophy from physical therapy or a simple

exercise program. If the cause of the atrophy is

more genetic or permanent in nature, like that

occurs with SMA or spinal cord injury patients,

exercise will still be beneficial, but the treatments

may need to be augmented with the use of adap-

tive equipment, such as splints or braces.

Cross-References

▶ Stressor
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Definition

Bowlby (1969, 1988) described an attachment as

an emotional bond that is characterized by the

tendency to seek out and maintain proximity to

a specific attachment figure, particularly during

times of distress.

Description

Overview of Attachment Theory

Normative processes. Bowlby’s attachment the-

ory (e.g., Bowlby, 1969, 1988) suggests that

humans’ most intimate relationship partners

serve important functions related to distress alle-

viation. More specifically, he theorized that

people rely on their primary caregivers, or

attachment figures, for feelings of comfort and

security, especially during times of distress.

According to Bowlby, the attachment system

evolved in order to keep vulnerable human

infants within close proximity to their caregivers.

Normatively, when an infant experiences dis-

tress, the attachment system will be activated.

The infant will then signal its distress to the
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caregiver who will respond in an appropriate

manner and the infant’s distress will be allevi-

ated. Over time, the infant develops an emotion-

ally primary bond with its caregiver such that

caregiver proximity in and of itself provides feel-

ings of comfort/security. Bowlby suggested that

four specific attachment behaviors are present in

such relationships. First, the infant relies on the

attachment figure as a source of comfort, or safe
haven to turn to when distressed. Once a sense of

comfort and security is established, the infant

uses the caregiver as a secure base from which

to explore the environment. Because the attached

person relies on the caregiver for feelings

of comfort and safety, infants seek proximity to

their attachment figures and experience signifi-

cant distress when separated from them

(separation distress).
With increasing age, individuals rely less on

actual proximity to attachment figures and more

on internalized representations of these individ-

uals (Bowlby, 1969, 1988; Brethereton, 1985).

Specifically, through repeated emotionally rele-

vant interactions with attachment figures, people

are theorized to develop unconscious representa-

tions of those relationships, termed internal

working models (IWMs). Under conditions of

distress, in which the attachment system is acti-

vated, individuals derive feelings of emotional

security through the IWM when their attachment

figures are not physically present.

While Bowlby (1969, 1988) initially concep-

tualized attachment theory with regard to rela-

tionship processes during infancy and

childhood, such bonds are thought to be influen-

tial during adolescence and adulthood as well. In

adulthood, attachment bonds are formed primar-

ily within the context of romantic relationships

(e.g., Hazan & Shaver, 1987;Weiss, 1988). Adult

romantic relationships have increasingly been

conceptualized as attachment bonds character-

ized by the same central components as attach-

ment bonds in infancy: heightened proximity

maintenance, resistance to separation, and utili-

zation of the partner as a preferred target for

comfort- and security-seeking (Hazan &

Zeifman, 1999). As noted earlier, attachment the-

ory proposes that internal working models are

representations of the caregiving, distress-

alleviating functions of attachment figures. If, as

Bowlby argued, the attachment system operates

in this fashion “from the cradle to the grave,” then

it follows that internalized representations of

adult attachment figures – romantic partners –

should function to promote distress alleviation

among adults in the same way that internalized

representations of caregivers are hypothesized to

do in infancy and childhood. A growing body of

research suggests that romantic partners do, in

fact, seek one another out during times of distress

and, alternatively, offer comfort and support to

their partners (e.g., Collins & Feeney, 2000).

Internal working models were originally con-

ceptualized as a set of expectations about the self

and close others, based in previous experiences,

which guide cognitive, emotional, and behavioral

responses to current experiences. More recently,

however, such models are thought to reflect an

individual’s capacity and typical strategies for

managing positive and negative emotional

arousal, processes that are collectively known as

emotion regulation (Mikulincer & Shaver, 2007).

The increasing attention paid to the emotion reg-

ulating functions of the internal working model is

important in light of the concurrent focus on

emotion processing as one mechanism through

which close relationships influence health

(Diamond, 2001; Diamond & Fagundes, 2010;

Diamond & Hicks, 2004; Ryff, Singer, Wing,

& Love, 2001).

Individual differences. The normative per-

spective contends that all humans are innately

predisposed to form attachment bonds. Yet,

attachment theory suggests that not all attach-

ment relationships are of similar quality. Specif-

ically, individuals whose caregivers provided

consistent and responsive distress alleviation are

theorized to develop secure working models of

attachment (Ainsworth, Blehar, Waters, & Wall,

1978; Bowlby, 1969, 1988). Conversely, those

who did not experience consistent or responsive

caregiving develop insecure models. A student of

Bowlby’s, Mary Ainsworth, and her colleagues

identified three patterns. Each pattern is thought

to reflect a specific history of caregiver interac-

tion and emotion processing. Specifically, secure
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persons are described as having experienced con-

sistent and responsive caregiving. As a result,

they associate proximity to caregivers with effec-

tive distress alleviation, see others as willing to

provide responsive care, and themselves as wor-

thy of it. Anxious persons are described as having
experienced inconsistently responsive caregiving,

resulting in uncertainty about whether proximity

to caregivers will result in distress alleviation.

They therefore develop an internal working

model in which they are unworthy of love and

comfort and in which attachment figures are

unreliable. Avoidant persons are described as hav-

ing experienced consistently unresponsive care-

giving. Hence, they do not associate proximity to

caregivers with feelings of comfort or distress

alleviation, and therefore develop an interpersonal

style that emphasizes self-reliance and involves

distancing themselves from others during times

of stress. Such “attachment styles” were initially

conceptualized as a relatively stable trait-like indi-

vidual difference dimension. Individual differ-

ences in patterns of attachment are thought to

shape emotional processing, relational cognition,

and relationship behavior over the life course.

Much like the normative aspects of attach-

ment, there are also parallels between infant care-

giver and adult romantic relationships on the

individual difference dimension. In their ground-

breaking study, Hazan and Shaver (1987) found

evidence for three similar patterns of difference

in adults with respect to their romantic partners.

For example, adults that were identified as secure
reported feeling comfortable with closeness and

experiencing reciprocal support provision in rela-

tionships. Those identified as anxious reported

wanting more closeness than relationship

partners were willing to provide, and feeling

uncertain about their partners’ devotion. Adults

classified as avoidant reported feeling uncom-

fortable with closeness and preferring more emo-

tional distance from their partners.

Measurement. Across the lifecourse, measures

of attachment assess the extent to which one is

comfortable relying on their attachment figure

when under distress. Such measures aim to tap

into the content of the internal working model

and differentiate between those with a secure,

anxious, or avoidant “attachment style.” The pri-

mary measure to assess attachment in infancy is

the strange situation, a laboratory procedure dur-
ing which the infant experiences brief separations

and reunions with the primary caregiver provid-

ing the opportunity for researchers to observe the

infants’ tendency to seek proximity to and derive

comfort from the caregiver when under distress

(Ainsworth, Blehar, Waters, & Wall, 1978).

Methods for assessing attachment from middle

childhood through adolescence have been slower

to emerge. As noted earlier, with increasing cog-

nitive capabilities, children come to rely less and

less on actual physical proximity to the caregiver

and more on representations of the attachment

relationship that are contained within the internal

working model. From middle to late childhood

three different measurement approaches have

been utilized to assess the child’s attachment

representation/s. These methods include projec-

tive measures of attachment (e.g., Separation

Anxiety Test), structured interviews (e.g., Child

Attachment Interview), and questionnaires (e.g.,

Security Scale). During adolescence, methods

which mirror those used with adults are utilized.

A slightly modified version of the Adult Attach-

ment Interview assesses adolescents’ states of

mind with regard to attachment. Other studies

use a revised version of the Experiences in

Close Relationships (described below) to identify

attachment-related anxiety and avoidance in

primary attachment relationships.

When considering issues of measurement in

adulthood, it is important to note that adult

attachment research has grown almost indepen-

dently within two research traditions (reviewed

by Crowell, Fraley, & Shaver, 2008). The mea-

sures used by the two traditions reflect differ-

ences of opinion regarding the extent to which

the content of the internal working model is con-

sciously accessible. The first line of work uses

measures that tap into nonconscious perceptions

and beliefs about close relationships. These mea-

sures assess either (1) adults’ current state of

mind with respect to early attachment relation-

ships, as assessed by the Adult Attachment Inter-

view, or (2) the coherence of adults’ descriptions

of their current romantic relationships, as
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assessed by the Current Relationships Index. The

second line of research uses the Experiences in

Close Relationships (ECR) inventory; a paper

and pencil measure assessing consciously acces-

sible levels of comfort with closeness to and

heightened vigilance regarding the availability

of romantic partners. Finally, although attach-

ment patterns have historically been viewed as

discrete prototypes (i.e., secure, anxious, and

avoidant), more current research measures these

dimensions as continuous, rather than categori-

cal, attributes (i.e., Fraley, Waller, & Brennan,

2000). The current entry will make reference

secure, anxious, and avoidant “types” for the

sake of clarity and to reflect the categorical

approach pervasive in prior literature.

Implications for Behavioral Medicine

The last 15 years have seen a dramatic prolifera-

tion of research evidence pointing to the influ-

ence of attachment experiences and relationships

on important markers of physical health. One

important theoretical framework that helps

ground this work emphasizes the influence of

attachment histories and relationships on emotion

regulation as one important mechanism linking

attachment to health outcomes (Diamond &

Hicks, 2004). This perspective aligns nicely

with a growing body of research implicating

emotions as a central mechanism in links

between relationships and health (Ryff et al.,

2001). Thus, it is important to integrate this dis-

cussion of the health implications of attachment

with a brief review of the impacts of attachment

processes on emotional experience. Research

evidence examining links between relationships

and health suggests that both the normative and

individual differences components of attachment

relationships are important.

Attachment security conveys multiple emo-

tion regulation benefits during childhood and

adolescence. Securely attached children are

more likely to view themselves as worthy of

love and caring as noted above. As such, they

value their health and well-being. Perceiving

attachment figures as available and helpful in

times of distress allows securely attached chil-

dren to acknowledge their discomfort and seek

support when needed. The adaptive emotion reg-

ulation strategies that secure children use pro-

mote healthy social (i.e., increased social

competence, positive peer and family relation-

ships), emotional (i.e., lower levels of depression,

anxiety, and social anxiety, and fewer concerns

about loneliness), and behavioral functioning

(i.e., fewer somatic complaints, fewer behavioral

concerns or conduct problems).

Unlike their securely attached counterparts,

insecurely attached children develop strategies

that are less adaptive. Anxiously attached chil-

dren tend to utilize hyperactivating strategies,

and display heightened distress to promote prox-

imity to attachment figures. Because they are so

sensitive to distress and use such ineffective sup-

port-seeking strategies, they are unable to effec-

tively regulate their negative affect. Anxious

children therefore more often display frequent

and intense expressions of negative affect (i.e.,

tantrums), behavioral dysregulation, anxiety, and

depression. Anxiously attached children and ado-

lescents also tend to be clingy toward attachment

figures, display a high need for approval, and

report having lower self-esteem. In contrast,

avoidant children have learned to use deactivating

emotion regulation strategies that minimize nega-

tive affect and support-seeking behaviors. How-

ever, their deactivating strategies may not be very

effective at regulating negative emotion, as

avoidantly attached adolescents are more likely

to display conduct disordered and criminal behav-

ior than those with other attachment organizations.

Attachment and emotion regulation. As with

attachment patterns in infancy and childhood,

adult attachment styles are associated with robust

individual differences in emotion regulation pro-

cesses (e.g., Mikulincer & Shaver, 2007). Attach-

ment theory maintains that internal working

models impact attention and processing of affec-

tively relevant information. For example, secure

individuals are more likely to interpret benign

stimuli in more neutral or even positive ways,

and they are more likely to offer the benefit of

the doubt when a relationship partner engages in

ambiguous, yet potentially threatening behaviors.

Individuals with more secure working models are

also more comfortable relying on others for
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support during times of distress. They also report

engaging in more constructive intra- and inter-

personal regulatory strategies. It follows, then,

that secure individuals report more frequent and

intense bouts of positive emotion, and less

frequent and less intense negative emotion.

While secure attachment is conceptualized as

a resource that promotes effective regulation,

attachment insecurity appears to interfere with

the ability to effectively modulate emotional

experience. Specifically, those characterized as

anxious are likely to interpret neutral stimuli as

more hostile and negative. They are also more

likely to make negative, blaming attributions of

partners’ ambiguous behaviors. They tend to

engage in indirect and ineffective support seeking

and less constructive regulatory strategies. Not

surprisingly, then, anxious individuals report

more intense and more frequent negative

emotional experiences. They report less positive

emotions as well, and do not always derive the

same benefits from positive events or experi-

ences. Attachment avoidance is conceptualized

as involving minimization and suppression of

emotional experience. Supporting this view, per-

sons endorsing high levels of avoidance report

low levels of both negative and positive emo-

tions, and high levels of emotional control.

Rather than seeking support, avoidant individuals

tend to distance themselves from others espe-

cially when levels of distress appear to be high.

Recent research suggests that avoidant individ-

uals report such low levels of emotional activa-

tion because they use a preemptive strategy of

focusing attention away from affectively relevant

stimuli and events.

Attachment and health. In general, research

demonstrating associations between attachment

and physical health across the life span takes

three different approaches. The first describes

a developmental neuroscience-based approach

for understanding how early experiences with pri-

mary caregivers “tune” developing neurobiologi-

cal systems’ sensitivity to stress, and in essence

predispose individuals toward regulatory strate-

gies that are highly influenced by early attachment

experiences. The second emphasizes the moder-

ating effects of attachment on “microlevel”

physiological processes, such as autonomic ner-

vous system and hypothalamic pituitary adreno-

cortical (HPA) axis functioning. The third takes

a more macrolevel approach, investigating the

incidence and management of specific diseases

and conditions. The most robust findings from

each of these literatures are described below.

An emerging neuroscience literature has

begun to demonstrate compelling links between

affectively rich, synchronousmother-infant inter-

actions with the development and functioning of

the relational right brain and the orbitofrontal

system. These neuroanatomical structures are

directly responsive to the infant’s affective and

relational environment; in this way, the affective

tone of repeated interactions with caregivers

influences the “hardwiring” of pathways that are

implicated in emotion regulation (Schore, 2000).

Thus early experiences serve to create a template

for emotion regulation at the neurophysiological

level. This compelling research suggests that one

of the ways relationships “get under our skin” is

that they shape the development of stress

responses through psychoneurobiologicallymedi-

ated pathways.

Studies linking adult attachment HPA axis

functioning typically assess salivary cortisol,

while those examining sympathetic and parasym-

pathetic branches of the autonomic nervous sys-

tem typically assess heart rate, blood pressure,

respiratory sinus arrhythmia, and electrodermal

activity. Each of these systems is important from

a behavioral medicine perspective, as

dysregulation of each system has been linked to

potentially deleterious health outcomes. This

research primarily emphasizes differences in

baseline, or resting levels as well as short-term

reactivity to laboratory stressors (though at least

one study had examined reactivity to daily rela-

tionship events). In general, insecurely attached

individuals show heightened HPA and ANS stress

reactivity. For example, anxious individuals are

found to experience heightened electrodermal,

heart rate, and blood pressure reactivity to general

laboratory stressors (such as difficult mathemati-

cal tasks with frustrating interruptions). They also

demonstrated greater electrodermal and HPA

reactivity during laboratory conflict with their
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romantic partners. Consistent with their height-

ened concerns around attachment figure availabil-

ity, anxious persons have also demonstrated

heightened cortisol to stimuli priming thoughts

of abandonment in a laboratory, as well as

heighted daily cortisol output during a brief

travel-related separation from their romantic part-

ner. In terms of basal levels, anxious persons have

been found to have suppressed resting parasym-

pathetic and HPA activity, both presumed to indi-

cate a dysregulation in those systems. All of these

findings are consistent with the evidence demon-

strating anxious individuals’ heightened emo-

tional reactivity as well (discussed earlier).

Avoidant individuals, on the other hand, tend

to report blunted emotional experiences; they

report neither high negative nor positive emo-

tions generally, and demonstrate little emotional

reactivity to laboratory stressors. Yet, they have

been found to demonstrate heightened physiolog-

ical reactivity to lab stressors. For example,

avoidant individuals showed heightened HPA

reactivity to an in-lab conflict with their romantic

partners, as well as to exposure to stimuli priming

thoughts of abandonment. In other studies, they

experienced heightened sympathetic and electro-

dermal reactivity to nonrelationship laboratory

stress tasks (i.e., stressful mathematical tasks).

Further, they have been found to show a blunted

basal parasympathetic activity. Thus, some

researchers suggest that avoidant individuals’

defensive regulatory strategy, while effective at

suppressing intense affective states, may come at

a physiological cost.

Another line of research examines empirical

associations between attachment and health

across a range of health-related domains. While

some studies find that having a chronic illness

itself does not increase one’s odds of developing

an insecure attachment, other researchers find

a greater frequency of insecure attachment clas-

sifications, particularly anxious attachment,

among pediatric populations (i.e., among prema-

ture infants, infants with congenital heart disease,

and in pediatric patients with cerebral palsy, epi-

lepsy, cleft lip, and cystic fibrosis; Feeney, 2000;

Minde, 1999). Although the influence of child

and disease-specific factors is likely to exert

some influence on attachment, poor maternal

and family relationship quality are thought to

provide a more robust influence on children’s

attachment organizations. Insecure attachments

among adolescents and adults have also been

associated with psychosomatic illnesses, physical

complaints, symptom reporting, anxiety, and

depression (Maunder & Hunter, 2001). Attach-

ment insecurity has also been linked to greater

emotion-focused coping among children with

asthma and also among healthy university stu-

dents. Among adults with diabetes mellitus,

avoidant attachment has been associated with

poor metabolic control, adherence, and less

health care utilization. Diabetic adults with anx-

ious attachments had high health care utilization

costs and, surprisingly more optimal metabolic

control levels (Ciechanowski et al., 2004).

A growing and compelling literature suggests

that attachment-related processes broadly predict

personal well-being, coping, physiological

responses to stress, and health-related behaviors

and illness management across the life span.

Additional research that examines the emotion

regulation pathways by which these associations

are mediated will increase the field’s understand-

ing of how primary attachment relationships

interact with critical psychobiological mecha-

nisms to influence health across the life span.

Cross-References
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Synonyms

Beliefs; Evaluations

Definition

An attitude is broadly defined as a tendency

to evaluate a particular entity with some degree

of favor or disfavor (Eagly & Chaiken, 1993).
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Ajzen and Fishbein (2005), two preeminent atti-

tude researchers, have distinguished between two

general types of attitudes: attitudes toward

objects and attitudes toward behavior. Attitudes

toward behavior, specifically health behavior, are

more relevant to behavioral medicine.

Description

Attitudes and Health Behavior

Current understanding of attitudes is based in an

expectancy-value framework in which an attitude

toward a behavior is a function of (a) beliefs that

engaging in the behavior will result in certain

outcomes (positive and negative), and (b) evalu-

ations associated with outcomes that result from

engaging in the behavior (positive and negative).

For example, a person’s attitude toward engaging

in physical activity is a function of his or

her beliefs about the consequences of exercising

(e.g., improved health and appearance, time

taken from other activities) and evaluations asso-

ciated with the outcomes of exercise (e.g.,

increased energy, body soreness). The belief

and evaluation components can also be concep-

tualized as cognitive (beliefs) and affective

(evaluations) components.

Attitudes toward engaging in health behaviors

are central to understanding how people make

health-related decisions. A person’s belief about

whether taking his or her hypertension medica-

tion is beneficial to his or her health, jointly with

an evaluation of whether the effects of taking the

medication are positive or aversive, will to some

degree, influence his or her decision to take the

medication. The centrality of attitudes to health

decision making is evidenced in the fact that (a)

attitudes are found in all prominent theories of

health behavior, and (b) health message cam-

paigns are largely based on the assumption that

changing attitudes will result in behavior change.

In the next section, the most prominent health

behavior theories will be described, including

how attitudes are conceptualized in the models

and the evidence for the influence of attitudes on

behavior. In the following section, different

approaches to changing health behavior through

changing attitudes will be described. Finally,

a brief overview on the limits of the influence of

attitudes on behavior will be provided.

Health Behavior Theories

Health Belief Model. The Health Belief Model

(HBM) includes six constructs that are proposed

to guide decisions to engage in health-related

behaviors. The constructs are (1) perceived sus-

ceptibility to the health threat, (2) perceived

severity of the health threat, (3) perceived bene-

fits of engaging in the behavior, (4) perceived

barriers to engaging in the behavior, (5) cues to

action, and (6) self-efficacy to engage in the

behavior. Although not explicitly described as

attitudes, the constructs of perceived benefits

and perceived barriers to engaging in the behav-

ior fit the definition of attitudes well. The mea-

surement of these two constructs captures

people’s positive (benefits) and negative (bar-

riers) beliefs and evaluations of engaging in the

behavior. According to the HBM, both constructs

have a direct influence on behavior.

Across a variety of health behaviors, evidence

suggests that higher benefits and lower barriers

(i.e., more favorable attitudes) are associated

with a greater likelihood to engage in health

behaviors. For example, higher benefits and

lower barriers have been shown to be associated

with higher levels of mammogram adherence

(Friedman, Neff, Webb, & Latham, 1998) and

condom use (Volk & Koopman, 2001). The

strength of the influence of benefits and barriers

on behavior, as well as the influence of other

constructs in the model, varies across different

domains. Perceived barriers, however, have been

shown to be the strongest predictor of behavior

across all behavioral domains (Champion &

Skinner, 2008).

Theory of Planned Behavior. The Theory of

Planned Behavior (TPB) suggests that health

behaviors are influencedmost proximally by inten-

tions to engage in the behavior. Intentions are

influenced by attitudes toward the behavior, per-

ceived norms to engage in the behavior, and per-

ceived control over the behavior. In the model,

attitudes are conceptualized and measured as

both beliefs about engaging in the behavior and
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evaluations of the associated outcomes. Because

attitudes are thought to be proximal predictors of

intentions rather than behaviors, attitudes have an

indirect influence on behavior through intentions.

Evidence across a variety of health behavior

domains, including exercise, smoking cessation,

cancer screenings, substance use, and safe sex

practices indicate that attitudes are an important

predictor of behavior. As with the HBM,

however, the strength of the influence of attitudes

varies across different behavioral domains

(Ajzen, Albarracin, & Hornik, 2007).

Transtheoretical Model of Behavior Change.

The Transtheoretical Model (TTM) of behavior

change assumes that behavior change is best

understood as a process through which people

progress through a series of discrete stages.

Specifically, people go from not thinking about

the behavior (precontemplation), to thinking

about the behavior (contemplation), to consider-

ing the behavior (preparation), to engaging in the

behavior (action). There is also a stage that

considers continued behavior over time (mainte-

nance). An important factor in the progression of

stages is the weighing of the pros and cons for

engaging in the relevant behavior. The TTM

labels this factor decisional balance. As with the

HBM, decisional balance is not explicitly

described as an attitude but it captures people’s

beliefs and evaluations of the benefits (pros) and

costs (cons) of engaging in the behavior. Thus, it

fits the definition of attitudes well. According to

the TTM, as people progress through the stages

toward engaging in the behavior, decisional

balance systematically changes such that pros

increase and cons decrease.

The systematic shifting in pros and cons is

characteristic of stage progression, and there is

evidence for this shifting across many health

behavior domains (e.g., smoking cessation,

exercise, sunscreen use, safer sex practices;

Prochaska, Redding, & Evers, 2008). In fact,

evidence across many health domains suggests

that moving from precontemplation to action

requires a 1 standard deviation increase in per-

ceived pros of engaging in the behavior (pros)

and a .50 standard decrease in the perceived cons.

Thus, people’s evaluations of the benefits and

costs of engaging in the behavior are central to

behavior change.

Precaution Adoption Process Model. The Pre-
caution Adoption Process Model (PAPM) is also

a stage-based model of behavior change in which

it is assumed that people progress from being

unaware of the health issue to acting through

a series of discrete stages. Unlike the TTM, the

PAPM specifies the processes that are thought to

guide movement between specific stages. For

example, when people progress from being

undecided about acting (Stage 3) to deciding to

act (Stage 5) or not (Stage 4), beliefs about the

effectiveness and difficulty of engaging in the

behavior are thought to be critical at that stage

(Weinstein, Sandman, & Blalock, 2008). These

particular beliefs are thought to be less important,

however, at other stages of the change process.

As with the HBM and TTM, beliefs about the

effectiveness and difficulty of engaging in the

behavior are not explicitly described as attitudes.

Yet, as with the other models, these beliefs cap-

ture people’s evaluations of the behavior that fits

the description of attitudes well.

Unlike the other models, there is much less

evidence from research on the PAPM on the

specific role of attitudes in influencing behavior.

There is evidence that PAPM-based interventions

are effective (Weinstein et al., 2008), but little

attention has been paid specifically to the influ-

ence of beliefs about effectiveness and difficulty

on behavior.

Attitude Change to Change Health Behavior

Evidence from persuasion research suggests that

persuasive messages can change attitudes

through two processes: one in which people pro-

cess message content deeply and deliberately,

the other in which peripheral aspects of the mes-

sage (e.g., credibility of the source, people’s

mood) influence attitudes (Chaiken, Liberman,

& Eagly, 1989; Petty & Cacioppo, 1986).

Depending on the circumstances in which the

communication occurs, attitudes can be

influenced through one process or the other, or

they can operate jointly. Attitudes are more

likely to change and persist, however, when the

message content is processed deeply and
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deliberately. Message content is more likely to

be processed deeply and deliberately when it is

personally relevant.

Health campaigns are largely based on the

assumption that changing attitudes will result in

behavior change. This is evidenced by the fact

that many health campaigns focus on making

people aware of the costs and benefits of engag-

ing (or not engaging) in behaviors. Different

types of health communications and messages

have been shown to be effective in changing

attitudes and behavior. Three types of health

messages are described below.

Message Framing. The effect of a health mes-

sage on attitudes and health behaviors can differ

depending on whether the message content is

framed in terms of what one stands to gain (gain

frame) or what one stands to lose (loss frame) by

engaging (or not engaging) in a behavior.

Whether a gain- or loss-framed message is more

effective depends on the level of risk or uncer-

tainty associated with engaging in the behavior.

When risk or uncertainty is high, loss-frame mes-

sages should be more effective; when risk or

uncertainty is low, gain-frame messages should

be more effective. For example, loss-frame mes-

sages (i.e., what one stands to lose by not engag-

ing in the behavior) are more effective in

promoting illness-detecting behaviors (e.g., can-

cer screening) because there is some uncertainty

about whether one will detect an unwanted out-

come (e.g., a lump in a breast). In contrast, gain-

frame messages (i.e., what one stands to gain by

engaging in the behavior) are more effective in

promoting prevention behaviors (e.g., sunscreen

use) because there is little or no uncertainty asso-

ciated with engaging in the recommended behav-

ior (Rothman & Salovey, 1997).

Message Tailoring. Messages that are individ-

ually tailored to a person’s attributes, interests,

and/or concerns tend to be more effective in

changing people’s attitudes and health behaviors

than standardized messages (Noar, Benac, &

Harris, 2007). For example, a person who is not

yet convinced of the health benefits of regular

exercise should find a message that focuses on

the benefits of exercise (i.e., tailored to current

concerns) to be more relevant and convincing

than a message that focuses on the variety of

ways one can exercise (i.e., not tailored to con-

cerns). The reason that tailored messages are

more effective than standardized messages is

because they are more personally relevant to the

recipients, and thus people are more likely to

process the message content (Kreuter, Bull,

Clark, & Oswald, 1999).

Fear Appeals. Fear appeals are messages that

are designed to evoke fear and worry about a

health threat as a means to change attitudes and

behavior. The rationale underlying fear appeals is

that if people are made to feel anxious or worried

about a health threat, they will develop a more

favorable attitude about taking preventive action

and will be more likely to behave accordingly.

Thus, fear appeals target the affective component

of attitudes. The effectiveness of fear appeals

in changing behavior is mixed. Evidence sug-

gests that fear appeals that contain clear and

simple recommendation about how to take pre-

ventive action are more effective than appeals

lacking behavioral recommendations (Witte &

Allen, 2000)

Limits of the Influence of Attitudes on

Behavior

It seems intuitive that prior to engaging in any

health behavior, a sufficiently favorable attitude

toward the behavior is needed. For example, it is

quite unlikely that a person would get a colonos-

copy without the belief that doing so would be

beneficial to his or her health. But even when

people hold favorable attitudes toward the behav-

ior, they may not engage in it. In other words,

attitudes are best thought of as a necessary, but

not sufficient, influence on behavior.

There are various reasons why attitudes might

not be sufficient to influence behavior change, or

whymessages aimed at changing attitudes are not

effective. First, factors other than attitudes also

influence behavior. Drawing from the Theory of

Planned Behavior, social norms, perceived

behavioral control, and behavioral intentions are

other constructs known to influence behavior. In

some contexts, people may hold favorable
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attitudes toward engaging in a behavior, but

because of normative influences or a lack of con-

trol over the behavior, they will be unlikely to

engage in the behavior. For example, young

adult women may hold a favorable attitude about

getting the HPV vaccine, but because they believe

their parents would not approve (social norms), or

they lack the proper insurance coverage (control),

they would be unlikely to receive the vaccine.

Second, health communications and messages

typically target the cognitive component of peo-

ple’s attitudes (e.g., beliefs that engaging in the

behavior will result in beneficial outcomes), often

ignoring the affective component (i.e., evaluation

of the outcomes of the behavior). For example,

womenmay believe that having amammogram is

a good thing for their health (cognitive compo-

nent), but also may feel discomfort or embarrass-

ment about the procedure (affective component).

To the extent that health messages focus only on

the health benefits, and fail to address aspects of

engaging in the behavior that are affective in

nature, their effectiveness in changing attitudes

and behavior may be limited.

Third, attitudes and behavior must be assessed

at the same level of specificity in order for a strong

relation between the two to exist. For example,

a general attitude about overall health behaviors

(e.g., “How do you feel about engaging in healthy

habits?”) is unlikely to have a strong relation with

exercising regularly, eating sufficient amounts of

fruits and vegetables, seeing a physician for regu-

lar medical screenings, and engaging in safe sex

practices. Instead, attitudes that are as specific as

the behaviors (e.g., “How do you feel about

exercising regularly?”) will have a stronger rela-

tion to the behaviors than a more general attitude.

Thus, attitudes toward a behavior need to be

targeted (e.g., in health communications) at the

same level of specificity as the target behavior.

Cross-References

▶Health Beliefs/Health Belief Model

▶Tailored Communications

▶Theory of Planned Behavior

▶Transtheoretical Model of Behavior Change
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Synonyms

Causes; Explanations; Failure; Reasons; Success

Definition

Attribution theory is concerned with the conven-

tions that individuals use in attempting to explain

their behavior (Weiner, 1986).

Description

According to Bernard Weiner, one of the main

contributors in this area, there is no one single

attribution theory. Rather, there are a number of

attribution-based theories, and attribution is bet-

ter described as a field of study than as a single

encompassing theory (Weiner, 2008). Not-

withstanding this clarification, the idea of an

attribution-based theory of motivation has been

around for years. The premise is simple enough –

interpretation of what caused an outcome is

proposed to direct future behavior. In terms of

motivation, it has been suggested that individuals

seek the causes of outcomes because they want to

understand and explain those outcomes and pre-

dict future behavior. As causes are sought for

most important outcomes, especially those

where the outcome was not expected (e.g., indi-

viduals might ask why they did not get a job or

why they only got a B on the test), it should come

as no surprise that seeking an explanation for

health outcomes is no exception. As an example,

individuals who ask why they did not finish all of

their cardiac rehabilitation classes and then gen-

erate responses such as too busy, lazy, tired, or

the instructor was poor are using an attribution-

based theory of motivation.

It is important to recognize that one’s explana-

tions are perceptions and may or may not capture

the actual cause. In the previous example, one’s

failure to attend all the cardiac classes may have

actually been caused by poor time management

skills (too busy), but the individual may attribute it

to laziness. An individual’s perceptions of what

caused an outcome can influence expectations for

future behavior, emotions, persistence, and ulti-

mately future behavior. Using this example, it

might be assumed that the individual who attrib-

uted not finishing all of the classes to the cause of

being lazy, while feeling some shame, would

likely put little effort into being active in the future

because the perception might be that laziness is

a character trait that is not going to change! On the

other hand, an explanation that time management

skills were not effective provides some hope as

these skills could be improved, which could trans-

late into actually being more active. So, it would

appear that attributions might matter.

This was certainly the stance adopted by Fritz

Heider, who is known as the “father” of attribu-

tion. In his 1958 book, The Psychology of

Interpersonal Relations, Heider laid out his com-

mon-sense approach that captured the beliefs of

the “person in the street.” In his naı̈ve action of

analysis, Heider (1958) reasoned that individuals

endeavor to structure and control at least part of

their actions by understanding the causes of out-

comes thereby improving the prediction of future

events. In terms of perceived causes of success

and failure for an outcome, Heider identified two

internal causes (ability and effort) and one exter-

nal cause (task difficulty). While the contribu-

tions of a number of other researchers helped to

deliver the idea of attributions into main stream

social psychology, arguably, it was the publica-

tion of the book Attribution: Perceiving the

causes of behavior (Jones et al., 1972) that served
to solidify the study of attribution as a legitimate

form of inquiry that endures today.

One of the editors of that seminal book,

Weiner, extended Heider’s common-sense

approach to postulate that individuals search for

the causes of important outcomes because it was
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reasoned that the interpretation of the past (per-

ceived causes of past events) determined what will

be done in the future. Weiner (2010) suggested

that individuals often use four factors to explain

outcomes – ability, effort, task difficulty, and luck.

For instance, one’s failure to resist eating that very

tasty, but calorie-rich, bowl of chocolate ice cream

while on a diet could be ascribed to a lack of

willpower (ability as a type of personal trait), not

trying hard enough to resist (lack of effort), the

appeal of the ice cream (task too difficult), or the

fact that it was served during a state of hunger (bad

luck), or some combination of these causes.

While identifying causes for outcomes is

important, Weiner (1986) argued that the proper-

ties underlying the specific causes may be of

greater significance, as they are believed to

influence emotions, future expectations, and moti-

vation. Although Weiner (2010) suggested the

possibility of other causal properties, his attribu-

tion-based theory affords the classification

of causal ascriptions along three property

dimensions – locus, stability, and controllability.

First, a causal locus denotes that we tend to attri-

bute causes to factors either within ourselves or

within the environment (i.e., internal or external to

ourselves). Second, as some causes are relatively

constant while others may be variable, stability of

attributions also is important (stable vs. unstable).

For example, while ability is typically perceived

as stable, effort may fluctuate. Third, while some

attributions are under volitional control, others are

not (controllable vs. uncontrollable). For example,

failure to comply completely with a physician’s

prescription to lose weight that is ascribed to the

cause of low effort may be controllable, whereas

failure because of illness may not.

Beyond qualification of attributions along

dimensions, one of the main tenets of Weiner’s

model of attribution theory is that these dimen-

sions lead to predictable psychological conse-

quences (cognitive and affective). While the

dimensions of locus of causality and controllabil-

ity are believed to interact with perceived out-

comes in determining affective reactions, the

stability dimension is believed to result in cogni-

tive consequences in terms of expectations

regarding future outcomes (Weiner, 2010).

In terms of affective consequences, Weiner

(1986) makes it clear that both outcomes and

attribution dimensions are believed to be impor-

tant precursors. The important contribution of an

attribution-based theory is the assertion that how

we explain the outcomes (i.e., attributions), and

not just the outcomes themselves, may influence

affective experiences. For example, Weiner

(2010) notes that feelings of pride and self-

esteem following an outcome are expected to be

influenced by locus. Increases in pride and self-

esteem are expected when a positive outcome is

attributed internally (e.g., high aptitude). Also,

guilt and shame are believed to be influenced

chiefly by the controllability dimension. Guilt is

expected when a negative outcome is seen as

caused by something personally controllable

(e.g., lack of effort), while shame is expected

when a negative outcome is caused by a per-

sonal attribute about which one can do nothing

(e.g., low aptitude). Further, all of these emo-

tional responses are believed to influence future

decisions and actions (Weiner, 1986).

In terms of specific predictions for future

expectations, it would be posited that one would

expect a similar future outcome when an outcome

is attributed to a stable cause (e.g., task was too

difficult). It is less clear, however, whether

expected future outcomes will be similar or not

when an outcome is attributed to an unstable

cause that could change (e.g., lack of effort).

Future expectations, in turn, are believed to play

an important role in determining intentions and

future behavior (Weiner, 1986).

Attributions have certainly played out in the

health area. For instance, an examination of the

wellness end of health behavior has revealed that

using attributions that are stable (e.g., an expla-

nation that one is good at managing time around

exercise) to explain typical exercise levels

(health-enhancing behavior) predicted intention

to maintain those levels during a forthcoming

time period (Spink & Nickel, 2010). Those who

felt that the causes of their typical levels of mod-

erate and mild exercise were stable also intended

to maintain those levels throughout a subsequent

period. In addition to relationships with health-

enhancing behaviors, attributions also have been
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associated with self-efficacy, which has been

identified as an important cognition that has

been consistently associated with an array of

health behaviors. Self-efficacy is defined as

beliefs in one’s capabilities to successfully exe-

cute a course of action (Bandura, 1997). As one

example of the attribution/self-efficacy relation-

ship, it has been demonstrated that the interpre-

tation of one’s past activity behavior (as reflected

in attribution dimensions) improved the predic-

tion of self-efficacy over and above that predicted

by past behavior only (Nickel & Spink, 2010).

Attributions also appear to be associated with

the illness end of the health continuum. In a meta-

analysis examining psychological adjustment to

disease, Roesch and Weiner (2001) reported that,

for the most part, individuals who explained their

disease as being caused by more internal, unsta-

ble, and controllable causes (e.g., overweight)

also reported that they used more adaptive

forms of coping (e.g., coping self-efficacy) and

were ultimately more well adjusted than those

who used more external, stable, and uncontrolla-

ble causes (e.g., exposure from the environment).

In contrast, those who experienced negative psy-

chological adjustment tended to use stable and

uncontrollable attributions (e.g., it is in the genes)

to explain their illness. These patterns would

appear consistent with Weiner’s (2010) conten-

tion that attributing failure to stable causes

impedes hope and motivation, whereas ascribing

failure to unstable causes creates hope and facil-

itates motivation.

The fact that attributions are perceptions sug-

gests that interventions could be designed that

alter unhealthy behavior by changing maladap-

tive attributions. One study examining the activ-

ity of older adults underscores this point

(Sarkisian, Prochaska, Davis, & Weiner, 2009).

Consistent with other research, it was assumed

that older adults would report the cause of

a failure to be active as “old age.” As theory

would suggest that stable and uncontrollable

attributions for failure are especially detrimental

to motivation, these individuals were retrained to

attribute failure to be active to controllable fac-

tors. After the attribution retraining, it was

revealed that the older adults increased their

walking by over four kilometers per week.

Results such as these are encouraging and suggest

that attribution retraining programs may provide

an effective method to improve health-type

behavior when perceived causes for failure are

maladaptive and, at the very least, deserve future

research attention.

Cross-References

▶ Self-Efficacy
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Attributional Style Questionnaire
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▶Optimism and Pessimism: Measurement

Autism Spectrum Disorders
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Autoimmune Diabetes Mellitus

▶Type 1 Diabetes Mellitus

Autonomic

▶Heart Rate Variability
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Synonyms

Autonomic arousal; Autonomic reactivity

Definition

Autonomic activation refers to an increase in the

activity of the autonomic nervous system, the

physical system responsible for nonconsciously

maintaining bodily homeostasis and coordinat-

ing bodily responses. It is assessed by comparing

autonomic values obtained during a test period

to those obtained during a rest or baseline

period. Baseline measures commonly are

taken shortly before test periods. However,

they can be taken well in advance of test periods

or after them. Autonomic activation can pertain

to neuronal activity or activity of visceral struc-

tures affected by it, such as the ones involved

in circulation, respiration, and digestion. The

distinction between neuronal activation and

visceral structure activation is not trivial given

that an increase in the activity of a visceral

structure may be caused by a decrease in

neuronal activity. For instance, increases in

the frequency of the heart beat – which are

often interpreted as signals of autonomic

activation – can be due to reduced activity in

the parasympathetic branch of the autonomic

nervous system.
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Autonomic Balance

Julian F. Thayer

Department of Psychology, The Ohio State

University, Columbus, OH, USA

Synonyms

Inflammation; Parasympathetic; Sympathetic

Definition

There is growing evidence for the role of the

autonomic nervous system (ANS) in a wide

range of somatic and mental diseases. The ANS

is generally conceived to have two major

branches: the sympathetic system, associated

with energy mobilization, and the parasympa-

thetic system, associated with vegetative and

restorative functions. Normally, the activity of

these branches is in dynamic balance. When this

changes into a static imbalance, for example,

under environmental pressures, the organism

becomes vulnerable to pathology.

Resting heart rate (HR), by virtue of its dom-

inant control via parasympathetic mechanisms

(Levy, 1997; Uijtdehagge & Thayer, 2000), can

be used as a rough indicator of autonomic

balance, and several large studies have shown

a largely linear, positive dose-response relation-

ship between resting HR and all-cause mortality

(see Habib, 1999, for a review). This association

was independent of gender and ethnicity, and

showed a threefold increase in mortality in

persons with resting HR over 90 beats per minute

(bpm) compared to those with resting HRs of less

than 60 bpm.

Brook and Julius (2000) have detailed

how autonomic imbalance in the sympathetic

direction is associated with a range of metabolic,

hemodynamic, trophic, and rheologic abnormal-

ities that contribute to elevated cardiac morbidity

and mortality. Autonomic balance has been

shown to be associated with diabetes mellitus,

and decreased HRV has been shown to precede

evidence of disease provided by standard clinical

tests (Ziegler, Laude, Akila, & Elgwhozi, 2001).

In addition, autonomic balance and decreased

parasympathetic activity is also associated with

immune dysfunction and inflammation, which

have been implicated in a wide range of condi-

tions including cardiovascular disease, diabetes,

osteoporosis, arthritis, Alzheimer’s disease,

periodontal disease, and certain types of cancers

as well as declines in muscle strength and

increased frailty and disability (Ershler and

Keller, 2000; Kiecolt-Glaser, McGuire, Robles,

& Glaser, 2002). The common mechanism seems

to involve excess pro-inflammatory cytokines

such as interleukin 1 and 6 and tumor necrosis

factor. Importantly, increased parasympathetic

activity and acetylcholine (the primary parasym-

pathetic neurotransmitter) have been shown to

attenuate release of these pro-inflammatory

cytokines, and sympathetic hyperactivity is

associated with their increased production

(Tracey, 2002; Thayer & Sternberg, 2010).

Thus, autonomic imbalance may be a final com-

mon pathway to increased morbidity and mortal-

ity from a host of conditions and diseases.

Although the idea is not new (Sternberg,

1997), several recent reviews have provided

strong evidence linking negative affective

states and dispositions to disease and ill health

(Friedman & Thayer, 1998; Kiecolt-Glaser et al.,

2002; Thayer, Yamamoto, and Brosschot, 2010).

All of these reviews implicate altered ANS

function and decreased parasympathetic activ-

ity as a possible mediator in this link. An addi-

tional pathway between psychosocial stressors

and ill health is an indirect one, in which psy-

chosocial factors lead to poor lifestyle choices,

including a lack of physical activity and the

abuse of tobacco, alcohol, and drugs. Both sed-

entary lifestyle and substance abuse are associ-

ated with autonomic imbalance and decreased

parasympathetic activity (Ingjaldsson, Laberg,

& Thayer, 2003; Thayer & Lane, 2007;

Thayer et al., 2010). In fact, the therapeutic

effectiveness of smoking cessation, reduced

alcohol consumption, and increased physical
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activity rest in part on their ability to restore

autonomic balance and increase parasympa-

thetic activity.
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Synonyms

Vegetative nervous system; Visceral nervous

system

Definition

The autonomic nervous system (ANS) is a part

of the efferent (i.e., outgoing) division of the

peripheral nervous system. It adapts the organism

to internal and external changes, maintaining

bodily homeostasis and coordinating bodily

responses.

Description

The autonomic nervous system (also known as

the visceral nervous system and vegetative ner-

vous system) combines with the somatic nervous

system to form the efferent (i.e., outgoing) divi-

sion of the peripheral nervous system. It inner-

vates glands, the heart, and smooth muscles of all

visceral structures and adapts the organism to

internal and external changes by regulating

a wide range of bodily functions such as blood

circulation, body temperature, respiration, and
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digestion. The basic tasks of the autonomic ner-

vous system are to maintain bodily homeostasis

and coordinate bodily responses. In contrast to

regulatory processes of the somatic nervous sys-

tem, regulatory processes of the autonomic ner-

vous system do not require conscious or

voluntary control.

Anatomical Structure

The autonomic nervous system is comprised

of two main branches or subsystems, (1) the

sympathetic nervous system and (2) the parasym-

pathetic nervous system.A third nervous system –

the enteric system – is considered by some

physiologists to be a part of the autonomic

nervous system and by others to be independent

of that system. The enteric nervous system

consists of two large nerve networks located in

the walls of the digestive tract, identified as the

submucosal plexus and the myenteric plexus.

It innervates the smooth muscle cells of the

digestive tract as well as exocrine and endocrine

cells, controlling local activity within the

digestive tract (e.g., secretion of digestive juices

and digestive motility). The enteric system can

act autonomously, but also in response to

sympathetic and parasympathetic input.

Basic functional units of the sympathetic

and the parasympathetic nervous systems are

preganglionic and postganglionic neurons. Pre-

ganglionic neurons have cell bodies in the spinal

cord or brainstem and axons that extend to cell

bodies of postganglionic neurons. Postgangli-

onic neurons have cell bodies that are clustered

in so-called ganglia and axons that innervate

target visceral structures. Notably, pregangli-

onic neurons typically synapse with more than

one postganglionic neuron. Similarly, postgan-

glionic neurons typically synapse with visceral

structures in multiple locations, allowing perva-

sive structural influence. An anatomical excep-

tion to the above is seen in the adrenal medulla.

Although the adrenal medulla is a part of the

adrenal gland, its cells are modified postgangli-

onic neurons directly innervated by pregangli-

onic neurons.

The major anatomical difference between the

sympathetic nervous system and the parasympa-

thetic nervous system is the location of neuronal

cell bodies. Sympathetic preganglionic neurons

are located in the thoracic and upper lumbar

segment of the spinal cord, whereas parasympa-

thetic preganglionic neurons lie in the brainstem

and the sacral spinal cord. Postganglionic neu-

rons of the sympathetic system are located either

in one of the sympathetic ganglion chains (sym-

pathetic trunk, also called paravertebral ganglia)

along the spinal cord or in the prevertebral

ganglia in front of the spinal cord. Parasympa-

thetic postganglionic neurons are located either

in terminal ganglia that lie near the target organ or

directly in the organ wall. Given the difference in

the position of the ganglia, sympathetic pregangli-

onic fibers are usually shorter than parasympathetic

preganglionic fibers and sympathetic postgangli-

onic fibers are usually longer than parasympathetic

postganglionic fibers.

Sympathetic and Parasympathetic
Innervations of Visceral Structures and
Functioning

Most visceral structures have both sympathetic

and parasympathetic innervations. Exceptions are

the skin, most blood vessels and most sweat

glands, which are only sympathetically innervated.

In visceral structures with dual innervations, the

sympathetic and parasympathetic systems work

together to regulate bodily function. It is common

for the sympathetic and parasympathetic systems

to exert complementary influences on visceral

structures, with sympathetic arousal leading to

adjustments suitable for high activity (“fight and

flight”) and parasympathetic arousal leading to

adjustments suitable for low activity and bodily

restoration (“rest and digest”). Examples of high

activity adjustments are constriction of blood ves-

sels in the gastrointestinal (GI) tract, dilation of

blood vessels in the skeletal muscles and lungs,

and improved heart rate and contraction force.

Examples of low activity and restorative adjust-

ments are the reverse: dilation of blood vessels in

the GI tract, constriction of blood vessels in the
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skeletal muscles and lungs, and decreased heart

rate and contraction force. However, there are

multiple exceptions to this complementary influ-

ence rule. Consider, for example, sympathetic and

parasympathetic influence on salivation. Both

sympathetic arousal and parasympathetic arousal

increase salivary flow, although to different

degrees and yielding different compositions of

saliva. It also is noteworthy that the systems may

exert an activating or an inhibiting effect

depending on the innervated structure. For

instance, increased sympathetic arousal increases

heart rate but decreases motility in the digestive

tract. Parasympathetic activity activates digestion,

but slows heart rate.

In working together, the sympathetic and para-

sympathetic nervous systems typically do not

function in an all-or-none fashion, but rather acti-

vate to different degrees. Depending on the

affected visceral structure and situation, one of

the two systems may be more active than the

other. For instance, at rest heart rate is mainly

under parasympathetic nervous system control,

subject to a negligible sympathetic influence.

By contrast, at high levels of physical activity, it

is mainly under sympathetic nervous system con-

trol. Shifts in sympathetic and parasympathetic

influence can occur locally within a single vis-

ceral structure (e.g., the eye) or across visceral

structures. Shifts in local influence occur to meet

highly specialized demands (e.g., the change in

pupil size to adapt to a change in ambient light).

Global shifts adapt the body to large-scale

environmental changes (e.g., the appearance of

a substantial physical threat).

Neurotransmitters and Receptors

In addition to differing anatomically, the sympa-

thetic and the parasympathetic nervous systems

differ with respect to their neurotransmitters and

the receptors that mediate their effects on visceral

structures. The most important receptors are

(1) cholinergic receptors stimulated by the neu-

rotransmitter acetylcholine and (2) adrenergic

receptors stimulated by the neurotransmitters

norepinephrine and epinephrine. Acetylcholine

is the neurotransmitter between all pre- and post-

ganglionic neurons as well as between parasym-

pathetic postganglionic neurons and visceral

structures. Acetylcholine is also the neurotrans-

mitter of the sympathetic postganglionic neurons

that innervate the eccrine sweat glands and of

sympathetic postganglionic neurons that innervate

skeletal muscle vessels and cause vasodilation. All

other sympathetic postganglionic neurons release

norepinephrine. The adrenal medulla constitutes

an exception. Despite the fact that cells of the

adrenal medulla are modified sympathetic post-

ganglionic cells, they release epinephrine and nor-

epinephrine directly into the blood stream. It is

noteworthy that acetylcholine and norepinephrine

are the major neurotransmitters of the sympathetic

and the parasympathetic nervous system, but co-

transmitters like vasoactive intestinal polypeptide

(VIP), adenosine triphosphate (ATP), or neuro-

peptide Y are frequent.

Central Control

An afferent (i.e., incoming) nervous system con-

veys information about the current state of the

organism to structures in the central nervous sys-

tem. These structures exert a regulatory impact by

way of autonomic efferents. Central nervous sys-

tem structures that control autonomic nervous

system activity vary depending on afferent infor-

mation that is received. The hypothalamus plays

a central role in regulating activity of the auto-

nomic nervous system by integrating autonomic,

somatic, and endocrine responses that accompany

different organism states. This central nervous sys-

tem structure receives afferent input from visceral

sensory neurons and is subject to the modulating

impact of other central nervous system structures

such as the amygdala and insular cortex. It influ-

ences autonomic centers located in the brainstem

and can directly affect preganglionic neurons.

Summary

The autonomic nervous system is a part of the

efferent (outgoing) division of the peripheral
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nervous system. It innervates glands, the heart,

and smooth muscles of all visceral structures and

adapts the organism to internal and external

changes, maintaining bodily homeostasis and

coordinating bodily responses without requiring

conscious or voluntary control. Two branches or

subsystems of the autonomic nervous system are

the sympathetic nervous system and the para-

sympathetic nervous system. These commonly

– but not always – work in a complementary

fashion to regulate bodily function, with sympa-

thetic arousal leading to adjustments suitable for

high activity (“fight and flight”) and parasympa-

thetic arousal leading to adjustments suitable for

low activity and bodily restoration (“rest and

digest”). In working together, the sympathetic

and parasympathetic branches do not function in

an all-or-none fashion, but rather activate to

different degrees. Shifts in sympathetic and

parasympathetic influence can occur locally

within a single visceral structure or across vis-

ceral structures, with local shifts occurring

to meet highly specialized demands and

global shifts adapting the body to large-scale

environmental changes. The sympathetic and

the parasympathetic nervous systems differ ana-

tomically and with respect to their neurotrans-

mitters and the receptors that mediate their

effects on visceral structures. Autonomic con-

trol is maintained by structures in the central

nervous system that receive visceral information

by way of an afferent (incoming) nervous sys-

tem. A key central nervous system structure is

the hypothalamus, which integrates autonomic,

somatic, and endocrine responses that accom-

pany different organism states.
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Synonyms

Avoidance coping; Avoidance goals; Avoidance
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Definition

Approach and avoidance represent two funda-

mental organizing principles underlying human

behavior. Avoidance involves movement away

from threats or negative outcomes, while

approach involves movement toward rewards

or positive outcomes. These avoidance and

approach tendencies can be expressed in cogni-

tive, affective, and behavioral domains. In the

context of behavioral medicine, avoidance

has been commonly examined in the context

of avoidance coping and through avoidance-

based self-regulation activities. Generally

speaking, avoidance coping and self-regulation

are associated with poorer psychological and

physical health outcomes than are approach-

based activities, although there are contexts

when avoidance may be relatively adaptive

(e.g., in the early stages of coping with stress;

when there is little that can be done to alter the

stress).

Description

Introduction

Human behavior is widely believed to be reg-

ulated by an approach system that orients

appetitive behavior toward potential rewards

and an avoidance system that orients behavior

away from potential threats and punishment.

These two systems have distinct underlying

neurobiological substrates, where approach

behaviors characterized by heightened sensi-

tivity to reward are organized by the behav-

ioral activation system (BAS) and avoidance

behaviors characterized by heightened sensi-

tivity to threat are organized by the behavioral

inhibition system (BIS) (Gray, 1990). Avoid-

ance can thus be defined as a system that

regulates behavior around escaping or distanc-

ing oneself away from threats or punishments.

Within behavioral medicine, avoidance

has been most commonly examined in the

context of avoidance coping and avoidance

motivation.

Avoidance Coping

Coping refers to behavioral, cognitive, and affec-

tive strategies one engages in to reduce the expe-

rience and impact of stressful events. Avoidance

coping represents one of several broad dimen-

sions of coping strategies characterized by efforts

to escape or distance oneself from stressful events

and associated feelings of distress. This contrasts

with approach coping strategies which are char-

acterized by efforts to engage with and directly

alter the demands of the stressor. Avoidance

coping strategies can take different forms.

Folkman and Moskowitz (2004) distinguished

between distancing strategies where one recog-

nizes the stressor but makes efforts to put it out of

mind and strategies to escape the stressor or

its implications such as using alcohol or other

substances. Avoidance coping shares features

with emotion-focused coping strategies, which

involve efforts to minimize the emotional conse-

quences of stressful events rather than to alter the

stressor directly. However, the recent coping lit-

erature suggests that emotion-focused coping

strategies can include both emotion-approach

and emotion-avoidance strategies.

The use of avoidance coping is likely to reflect

both individual and contextual factors. Individuals

who have personality traits that are linked to the

behavioral inhibition system (e.g., neuroticism)

have been found to be more likely to utilize avoid-

ance coping strategies than those who have traits

that are linked to the behavioral activation system

(e.g., extraversion). One’s personal and environ-

mental resources also influence the likelihood of

using avoidance coping strategies. Holahan and

Moos (1987), for example, found that avoidance

copingwasmore common among individuals who

had fewer personal (e.g., self-efficacy beliefs;

internal locus of control), economic, and social

resources. Finally, avoidance coping is partially

determined by the demands of the stressor. Most

people utilize multiple types of coping strategies

in the course of dealing with the changing

demands of stressful events. Avoidance coping is

more common when one is dealing with situations

that cannot be actively altered. For example, Laz-

arus and Folkman examined the coping strategies
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of students before and after an important exam.

Most students utilized more active approach-

based coping strategies before the exam when

their efforts would be effective at enhancing

achievement. After the exam, however, when stu-

dents could do little more than simply wait for

their results, avoidance strategies increased.

As a general rule, avoidance coping is less

adaptive than approach coping, as evidenced by

its associations with poorer subjective well-

being, psychological adjustment, and physical

health. These associations may occur for several

reasons. First, avoidance coping by definition

does not alter the stressful situation. Thus, to the

extent that one’s coping efforts may be beneficial

to health by minimizing the intensity, duration, or

recurrence of a stressful event, avoidance coping

may be harmful because it increases exposure

the health-damaging consequences of stress.

Second, avoidance coping requires effort and

may consume resources that are not then avail-

able for other more adaptive coping strategies.

Finally, some avoidance strategies may be dam-

aging because they involve unhealthy behaviors

that have fairly direct adverse health effects.

For example, escape-avoidance strategies that

involve trying to minimize distress through alco-

hol or substance use and poor dietary practices

may have direct adverse health consequences.

Although avoidance coping is generally

related to poorer health outcomes, there are

some exceptions when avoidance coping may

not be harmful and may even be adaptive. Avoid-

ance strategies that occur in the early stages of

dealing with a stressful event appear to be adap-

tive (Suls & Fletcher, 1985), potentially because

one needs time to develop resources and skills to

manage effectively. Similarly, avoidance strate-

gies such as distancing may be adaptive when

dealing with uncontrollable stressful events such

as those associated with loss and bereavement

(Carver, 2006; Folkman & Moskowitz, 2004).

Avoidance Motivation, Goals, and

Self-Regulation

Self-regulation models argue that human behav-

ior is motivated by a set of hierarchically

arranged goals. The highest and most abstract

goals reveal self-defining principles (e.g., to be

of service to others), while the lowest and most

concrete goals reflect behaviors that can be taken

to reach the higher level goal (e.g., donate time

and money to the food bank). Although multiple

goals are likely to be active simultaneously,

and may even conflict with each other, behavior

is organized around movement toward

accomplishing salient goals. Through positive

and negative feedback loops analogous to

a thermostat or a homeostatic process, individ-

uals are believed to feel distress when their move-

ment toward goal achievement is thwarted. From

this perspective, stress can be conceptualized as

the disruption of one’s goal pursuits.

There are individual differences in the extent

to which one has a predominantly approach or

avoidance motivational orientation, and these

differences have important implications for

motivating health behavior and health behavior

change. A given health behavior can be framed

as an approach goal by focusing on the

positive outcomes the behavior may achieve

(e.g., flossing my teeth will result in healthy

gums and fresh breath) or an avoidance goal by

focusing on the negative outcomes the behavior

may avoid (e.g., flossing my teeth will prevent

gum disease). Mann and colleagues (Mann,

Sherman, & Updegraff, 2004; Sherman, Mann,

& Updegraff, 2006) demonstrated that health

behavior messages were more likely to motivate

behavior change if the frame of the message was

congruent with an individual’s predominant

motivation. That is, individuals with a predomi-

nant avoidance orientation were more likely to

change their behavior when the message frame

emphasized an avoidance goal.
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Back Pain

Timothy H. Wideman and Michael J. L. Sullivan

Department of Psychology, McGill University,

Montreal, QC, Canada

Synonyms

Backache; Dorsalgia; Lumbago

Definition

Pain located between the base of the neck and the

gluteal folds that can also be associated with

radiating pain in the lower extremities.

Description

Back pain is one of the most prevalent and

costly conditions in the industrialized world.

An estimated 80% of individuals will experi-

ence back pain at some point in their life. The

vast majority of back pain episodes have an

unknown etiology and are self-limiting.

Approximately 80–90% of cases resolve within

the first 6 weeks of onset. The relatively small

percentage of individuals who develop chronic

back pain (symptoms lasting longer than 3

months), however, account for the majority of

the disability expenditures that are associated

with this condition.

Criteria used to classify back pain are numer-

ous and, in certain instances, divergent. For

example, the classification of back pain has

been based on the duration and location of symp-

toms, the underlying spinal pathology, the pres-

ence of spinal instability, and the quality of spinal

movements. Current biopsychosocial models

emphasize the importance of classifying back

pain based on the presence of risk factors for

severe illness or prolonged disability.

A detailed history and physical exam are used

to screen for the presence of Red Flags and Yel-

low Flags in individuals presenting with acute

back pain (less than 6 weeks since the onset of

symptoms). Red Flags are signs and symptoms

that suggest the possibility of serious pathology,

such as carcinoma, immunodeficiency, damage

to the spinal cord or cauda equina, and inflam-

matory disorders. Red Flags are identified via

the following signs and symptoms: a history of

severe trauma, significant weight loss, neuro-

logical signs and symptoms, severe worsening

of pain, and/or systemic illness. Emergency

medical attention is required in the relatively

rare incidence in which a patient with back

pain presents with a Red Flag. In the absence

of Red Flags, screening for Yellow Flags is

indicated. Yellow Flags are psychosocial signs

and symptoms that suggest an elevated risk for

prolonged pain and disability. Yellow Flags

include: depressed mood, belief that physical

activity and pain are damaging, job dissatisfac-

tion, and a history of back pain or work disabil-

ity. The presence of Yellow Flags calls for
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risk-factor-targeted interventions that aim to

prevent long-term disability.

In the absence of Red or Yellow Flags, clinical

practice guidelines recommend minimal treat-

ment for acute back pain. Recommendations

emphasize the importance of reassuring patients

that back pain is not commonly associated with

serious pathology, that back pain typically

resolves in the first 6 weeks following symptom

onset, and that a prompt return to regular

physical activities is indicated. Simple analgesic

medication, such as acetaminophen (paraceta-

mol) or Nonsteroidal Anti-Inflammatory Drugs

(NSAIDs), and a brief course of manual therapy

have been shown to be effective for symptom

management. Imaging investigations are not

warranted in these instances.
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▶Back Pain

Bariatric Surgery

Shuji Inada

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine,

The University of Tokyo, Tokyo, Japan

Synonyms

Weight loss surgery

Definition

Bariatric surgery is a surgery for weight loss.

Since original bariatric surgery, jejunocolic

bypass, was introduced in 1954, safer procedures

have been developed.

Weight loss is thought to be achieved by reduc-

ing gastric volume and/or by causing intestinal

malabsorption. It is also implied that changes in

the entero-endocrine axis might affect body

weight (Tadross & le Roux, 2009). Only bariatric

surgery can produce durable long-termweight loss

(Colquitt, Picot, Loveman, & Glegg, 2009).

Procedures commonly performed are as

follows (Bult, van Dalen, &Muller, 2008; Jaunoo

& Southall, 2010):

1. Adjustable gastric banding. This procedure

involves placing a silicon band horizontally

around the proximal part of stomach. The

band can be inflated via a subcutaneous port

and be adjusted to an extent of restriction

without an operation.

2. Roux-en-Y gastric bypass. This procedure

includes division of the upper stomach to the

small pouch and connection of intestine to the

pouch. This procedure achieves both reduc-

tion of gastric volume and malabsorption.

3. Biliopancreatic diversion (with duodenal

switching). This procedure is developed as

a malabsorptive procedure. Biliopancreatic

duct and duodenum are removed from the

tract and anastomosed to a more distal part of

the ileum.
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4. Sleeve gastrectomy. Though this procedure

has been performed as the first stage of

biliopancreatic diversion with duodenal

switching in high-risk patients, it has been

proved to achieve significant weight loss in

some patients. If patients fail to lose weight

with this procedure, the last part of

biliopancreatic diversion is performed.

The mean percentage of excess weight loss

was 61.2% for all patients undergoing bariatric

surgery (Buchwald et al., 2004). Mortality at

30 or less days after bariatric surgery was 0.1%

for purely restrictive procedure, 0.5% for gastric

bypass procedures, and 1.1% for biliopancreatic

diversion (Buchwald et al.).

Major complications of bariatric surgery are

vomiting and leakage. Malabsorptive procedures

may cause anemia and protein malnutrition.

Bariatric surgery is recommended for obese

patients with a BMI over 40 kg/m2 or with

a BMI between 35 and 39.9 and a serious obe-

sity-related health problem such as type 2 diabe-

tes, coronary heart disease, or severe sleep apnea

(National Heart Lung and Blood Institute, 2000;

NICE clinical guideline 43, 2006).

Preoperative comprehensive assessments

including psychosocial assessments are neces-

sary for a risk-benefit analysis. While there are

no uniform guidelines for psychosocial assess-

ments, psychosocial assessments are usually

focused on knowledge about bariatric surgery,

weight and diet history, social status, and psychi-

atric comorbidity such as depression, eating

disorders, and personality disorders (Bauchowitz

et al., 2005; Wadden & Sarwer, 2006).

Contraindications to bariatric surgery include

poor myocardial reserve, significant chronic

obstructive airways disease or respiratory dys-

function, noncompliance with medical treatment,

and psychological disorders of a significant

degree (Jaunoo & Southall, 2010; Walfish,

Vance, & Fabricatore, 2007).
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Definition

Baroreceptors are mechanoreceptors that contrib-

ute to the autonomic regulation of blood pressure.

Baroreceptors can be divided into the arterial
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baroreceptors, primarily involved in the

short-term regulation of blood pressure, and the

cardiopulmonary baroreceptors, which react to

changes in blood volume or central venous

pressure.

Arterial baroreceptors, situated in the aortic

arch and carotid sinus, increase their afferent

output in response to distension of the arterial

wall caused by increases in blood pressure within

the vessel. They are sensitive to absolute pressure

and rate of change of pressure, both of which vary

over the cardiac cycle. The arrival of the pulse

pressure wave at the baroreceptors causes disten-

sion of the vessel wall and generates pulse syn-

chronous afferent firing that is maximal during

early systole (Eckberg & Sleight, 1992).

The afferent traffic from the arterial barore-

ceptors provides the primary input to the

baroreflex mechanism, which maintains short-

term blood pressure homeostasis primarily by

regulating heart rate and peripheral resistance

via parasympathetic and sympathetic pathways.

Increased baroreceptor activation depresses heart

rate via vagal parasympathetic motor neurons and

leads to dilation of blood vessels within the mus-

culature through decreased sympathetic outflow.

Conversely, decreased activation of the arterial

baroreceptors leads to increased heart rate and

constriction of blood vessels within the muscula-

ture (Jordan, 1995).

Behavioral interactions with arterial barorecep-

tor activation and the baroreflex are well

documented. For example, physiological arousal is

associatedwith an inhibition of the baroreflex (Mar-

shall, 1995) and increased activation of the arterial

baroreceptors hasbeenassociatedwith adampening

of cortical and behavioral activity (Berntson &

Cacioppo, 2007; Eckberg & Sleight, 1992).

Cardiopulmonary baroreceptors are mecha-

noreceptors situated in the walls of the heart

chambers and in the large blood vessels leading

to the heart. Their primary role is in the regula-

tion of blood volume such that increases in

blood volume or central venous pressure result

in reflex forearm vasodilation together with

increased salt and water excretion (Eckberg &

Sleight, 1992). There is evidence that

cardiopulmonary baroreceptors also have an

interactive effect on central arterial baroreflex

interneurons (Eckberg & Sleight, 1992).
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Barrier Method of Protection

▶Condom Use

Basal Metabolic Rate

Masayoshi Kumagai and Naoya Yahagi

Department of Metabolic Diseases, Graduate

School of Medicine The University of Tokyo,

Bunkyo-ku, Tokyo, Japan

Definition

Basal metabolic rate (BMR) is the minimum

level of energy required to sustain vital functions

of organs such as the heart, lungs, liver, kidneys,

intestine, nervous system, sex organs, muscles,

and skin. It is measured at complete rest, in
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a neutrally temperate environment, in a fasting

state, and measured by the heat production or

oxygen consumption per unit time, and expressed

as the calories released per kilogram of body

weight or per square of body surface per hour.

Although there are several equations to estimate

BMR, it is affected by a variety of factors such

as age, hormones, exercise, body temperature,

nutritional status, climate, or pregnancy.

Total energy expenditure (TEE) is the amount

of energy needed by a person to meet the overall

physical demands, which is the sum of basal

metabolic rate (BMR), dietary-induced thermo-

genesis, and energy consumption during activity

(Ravussin, Lillioja, Anderson, Christin, &

Bogardus, 1986). BMR is the largest component

of TEE, accounting for about 60–80% of TEE in

ordinary people (Ravussin & Bogardus, 1989).

Energy consumed by muscles accounts for up to

20% of BMR, and the brain, heart, liver, and

kidneys also account for a large proportion in

BMR (Elia, 1992a). BMR is the concept that

was born in an attempt to evaluate minimum

energy required for human to survive, and the

word “basal metabolism” was first described by

Magnus-Levy in 1899. It represents the integra-

tion of minimal activity of all the tissues or

organs in a body under a steady-state condition.

Although accurate measurements of BMR

require strict conditions and equipments, approx-

imate estimation can be acquired through an

equation. There are several predictive equations

for BMR. In the early twentieth century, DuBois

produced an equation using “surface area law”

(DuBois & DuBois, 1915). It was later super-

seded by Harris-Benedict equation, which is

now widely used (Harris & Benedict, 1919):

BMR for males kcal=dayð Þ :
66:4730þ 13:7516Wþ 5:0033S� 6:7750A

BMR for females ðkcal=dayÞ :
665:0955þ 9:5634Wþ 1:8496S� 4:6756A

ðW¼weight in kilograms;S¼ stature in centimeters;

A¼ ages in yearsÞ

Although Harris-Benedict equation might

overestimate BMR in some cases (Daly et al.,

1985), it is widely used because of its simplicity

and usability.
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Baseline
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NC, USA

Definition

The determination of an intervention’s efficacy

requires a comparison between a measure of the

biological characteristic of interest (including psy-

chological parameters) before the intervention is

administered and at the end of its administration.
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Data collected before its administration are called

Baseline data.

Calculation of efficacy requires comparison of

the Baseline and end-of-treatment data, usually

presented in the form of a change score(s) of

some type. If the characteristic of interest is

a continuous variable, e.g., blood pressure (BP),

a subject’s end-of-treatment BP can be subtracted

from his or her Baseline BP. In a study of an

intervention to lower blood pressure, it may be

seen that, overall, subjects’ BPs are lower at the

end of treatment than at Baseline. This reduction

can be calculated in absolute terms as the mean

reduction in millimeters of mercury (mmHg),

e.g., 15 mmHg, or in percentage terms, e.g., 8%.

Analyses can then be conducted to determine if

the treatment has led to a statistically significant

reduction in BP as compared with similar data

collected from a control treatment group.

For other characteristics, other analyses

are appropriate. For example, subjects may be

rated at Baseline as mildly depressed, moderately

depressed, and severely depressed based on their

score(s) from an appropriate questionnaire/assess-

ment tool. In this case, a shift analysis can be

conducted to determine the numbers (and

percentages) of subjects who moved category. In

the case of a behavioral intervention for depression

(perhaps cognitive behavioral therapy given for

a certain number of weeks/sessions), it may be

seen that a certain percent of the subjects “shifted”

from the moderately depressed category at Base-

line to the mildly depressed category at the end of

the treatment period, and a different percentage

shifted from the severely depressed category to

the mildly depressed category.
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Beck Depression Inventory (BDI)
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Synonyms

Depression

Definition

The Beck Depression Inventory is a 21-item mul-

tiple choice self-report inventory widely used

measure of the presence and degree of depression

in adolescents and adults.

The most recent version is the Beck Depression

Inventory®-II (BDI®-II), constructed by Aaron T.

Beck and colleagues (Beck, Steer, Ball, & Ranieri,

1996). The BDI®-II can be self-administered or

verbally by a trained administrator, is validated for

completion by 13- to 80-year-old individuals, and is

available from http://www.pearsonassessments.

com/HAIWEB/Cultures/en-us/Productdetail.htm?

Pid=015-8018-370&Mode=summary. It has

high test-retest reliability (Pearson r ¼ 0.93)

(Beck, Steer, & Brown, 1996). It also has high

internal consistency (Alpha 0.91) (Beck, Steer,

Ball, et al., 1996).

The BDI includes both cognitive and somatic

symptoms of depression, unlike the Hospital Anx-

iety and Depression Scale which was developed for

use with somatic illness patients, and therefore

excludes somatic symptoms of depression to reduce

confounding. The inclusion of somatic symptoms

in the BDI enables the user to identify different

types of depression in individuals (Canals, Blade,

Carbajo & Domenech-Llaberia, 2001).

Cross-References

▶Cognitive Function

▶Depression: Symptoms
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▶HADS

▶ Somatic Symptoms
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Synonyms

Health behavior change

Definition

Behavior change is the process of modifying

a behavior, often to produce a desired outcome.

Behavior change involves the substitution of one

pattern of behavior for another.

Description

Many health conditions can be prevented or

delayed if preventive actions are performed.

Accordingly, national and international health

agencies encourage people to engage in a range

of behavioral strategies, including attending can-

cer screenings, being physically active, refraining

from tobacco use, and using methods that protect

against sexually transmitted diseases and infec-

tions (U.S. Department of Health and Human Ser-

vices, 2010; World Health Organization, 2010).

Moreover, behavior change is often a central com-

ponent in the treatment of various health condi-

tions, especially the management of chronic

disease. For instance, dietary changes and restric-

tions are essential in the management of diabetes

mellitus and celiac disease (American Diabetes

Association, 2008; Green & Cellier, 2007).

Behavior change is thus a cornerstone of preven-

tive measures and treatments that aim to promote,

protect, and restore health and well-being.

The significance of behavior change has

prompted the development of several theoretical

models that delineate the processes underlying

behavior change and elucidate conditions that

inhibit and facilitate behavior change. These

models focus predominantly on individual-level

factors (e.g., attitudes, perceived norms, inten-

tions) and fall into one of two categories. Contin-

uum-based models rely on linear combinations of

specified variables to predict the likelihood of

behavior (e.g., theory of planned behavior

(Ajzen, 1991); social cognitive theory (Bandura,

1986)). In contrast, stage-based models assume

that behavior change involves movement through

a series of qualitatively distinct stages and that the

factors that facilitate transitions between stages are

unique (Weinstein, Rothman, & Sutton, 1998;

e.g., transtheoretical model of behavior change

(Prochaska & Velicer, 1997) precaution adoption

process model (Weinstein, 1988)).

Behavior change is a process that unfolds over

time. The behavior must first be initiated and
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then, depending on the nature of the behavior,

must be maintained over time (Rothman, 2000).

For instance, simple preventive behaviors, such

as vaccinations, typically require a single perfor-

mance of the target behavior to achieve the

desired health benefit. In contrast, more complex

behaviors, such as physical activity or taking

antiretroviral drugs, must be sustained over time

in order to achieve the desired health benefit.

However, extant models of behavior change

have tended to focus on elucidating factors that

predict the initiation of the behavior change pro-

cess and given relatively less consideration to

factors that predict maintenance of the target

behavior. Indeed, most models of behavior

change fail to distinguish between initiation and

maintenance phases of the behavior change

process.

Initiation and maintenance of behavior have

been conceptualized as distinct phases in the

behavior change process, and distinct factors are

thought to influence the behavioral decisions that

are made during initiation and maintenance

(Rothman, 2000). The distinction between the

initiation and maintenance of behavior has been

further refined into a four-phase process model

(Rothman, Baldwin, Hertel, & Fuglestad, 2011).

Each phase is qualitatively distinct, and transition

between stages is determined by a distinct set of

decision criteria. The initial response phase

encompasses the initial effort put forth by an

individual seeking to make a behavioral change.

For instance, a person may decide to become

physically active and begin attending exercise

classes. If one has strong efficacy beliefs and

positive expectations about the outcomes associ-

ated with the target behavior, the target behavior

is likely to be enacted reliably. Consistent perfor-

mance of the target behavior demarcates the

beginning of the continued response phase, in

which one continues to expend effort in order to

establish the target behavior. During this phase,

the individual struggles to remain motivated to

engage in the behavior and to manage the conflict

between continuing to enact the new behavior

and the challenges and unpleasantness associated

with the new behavior. For example, a person

who has recently started an exercise program

may struggle to continue attending exercise clas-

ses after encountering barriers, such as sore joints

or financial constraints.

The realization of initial rewards, sustained

self-efficacy beliefs, sustained outcome expecta-

tions, and the ability to overcome obstacles facil-

itate movement from the continued response

phase to the maintenance phase. During themain-

tenance phase, individuals no longer struggle to

engage in the behavior; however, enactment of

the behavior still requires effort. Individuals also

remain sensitive to the costs and benefits associ-

ated with the behavior and are particularly

attuned to the value of achieved outcomes

(Rothman et al., 2011). Thus, someone who has

been exercising regularly may be conscious of the

physiological changes that have resulted from

exercising and will compare the benefits of

these outcomes to the costs of exercising. Satis-

faction with the outcomes of the new pattern of

behavior becomes a key determinant of mainte-

nance. If the perceived costs of the behavior

exceed the perceived benefits of the outcomes,

then the behavior will be discontinued. Finally,

the transition from maintenance to the habit

phase, in which the behavioral pattern becomes

self-perpetuating and automatic, occurs when

people cease to regularly assess the perceived

value of the behavior and its associated

outcomes.

Models of behavior change are particularly

useful in that they permit the identification of

precise constructs to target when seeking to

change behavior. Thus, theoretical models

guide the design and implementation of interven-

tions that promote behavior change (Michie &

Prestwich, 2010). By identifying candidate tar-

gets for interventions, theoretical models also

provide insight into the relative effectiveness of

intervention strategies because intervention strat-

egies are differentially suited to target particular

constructs. For instance, a theoretical model may

suggest that skill acquisition is a chief antecedent

of behavior change and, thus, identifies skill

development as a central goal of an intervention.

Models of health behavior change that focus

on individual-level factors (e.g., attitudes,

perceived norms, intentions) guide the design of
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interventions that seek to change how people

think and feel about particular behaviors.

However, some models adopt an ecological

perspective and focus on the structural and envi-

ronmental factors that promote and inhibit behav-

ior change (e.g., Stokols, 1992). These types of

models are useful in guiding the development of

structural interventions, such as policy changes.

Several attempts have been made to integrate

individual-level and ecological models (e.g.,

Kremers, 2010). Such integrative frameworks

are useful in designing multilevel interventions

because they suggest how specific combinations

of individual-level (e.g., attitudes, perceived

norms, intentions) and structural-level factors

(e.g., laws, access to resources) interact.

When thinking about behavior change, it is

also important to consider how the many proper-

ties of the behavior itself may influence the

change process. For example, behavior change

may involve the adoption or cessation of

a behavior. Adoption requires the performance

of a new behavior, such as beginning a new exer-

cise routine (e.g., going to the gym three times a

week), whereas cessation involves discontinuing

a behavior, such as quitting smoking. Some

behavior change may involve concurrent adop-

tion and cessation behaviors. For instance, chang-

ing one’s eating behavior can involve beginning

to eat vegetables with dinner and ceasing to eat

fried foods at dinner. The nature of the target

behavior offers insight into the theoretical

model that is best suited to guide behavior

change. For instance, operant conditioning theory

distinguishes between reinforcement and punish-

ment (Skinner, 1938). Reinforcement involves

the use of strategies that increase the frequency

of the target behavior. In contrast, punishment

involves the use of strategies that decrease the

frequency of the target behavior. Accordingly,

reinforcement-based models might be best suited

for thinking about how to promote adoption

behaviors, whereas punishment-based models

might be best suited for thinking about how to

promote cessation behaviors.

It is also important to recall that there are

particular challenges associated with changes in

specific behavioral domains. Simple preventive

behaviors, such as getting a vaccine, require that

the behavior in question be enacted once, or very

infrequently, to achieve the desired outcome.

Conversely, complex preventive health behav-

iors, such as exercising regularly, require that

a behavior be enacted repeatedly before the

desired outcome is obtained. Moving toward

the maintenance and habit phases of the behavior

change process is thus particularly important for

complex preventive health behaviors.

In conclusion, behavior change is an important

process in the prevention and treatment of illness.

Several theoretical models have been developed

to elucidate the processes involved in behavior

change. Many prominent models focus on pre-

dictors of behavior change at the individual level;

however, it is important to also consider environ-

mental and structural influences on behavior

change. Although many theoretical models fail

to distinguish between the initiation and mainte-

nance of behavior, these phases are qualitatively

distinct and are driven by distinct factors. Theo-

retical models are essential in the development of

effective behavior change interventions. The

properties of the target behavior can also have

implications for the intervention strategy that is

adopted.

Cross-References
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Definition

A behavior change technique (BCT) is a systematic

procedure included as an active component of an

intervention designed to change behavior.

The defining characteristics of a BCT (Michie,

Abraham et al., 2011) are that it is:

• Observable

• Replicable

• Irreducible

• A component of an intervention designed to

change behavior

• A postulated active ingredient within the

intervention

In this context, a definition of behavior, agreed

across disciplines of psychology, sociology,

anthropology, and economics, is “anything

a person does in response to internal or external

events. Actions may be overt (motor or verbal)

and directly measurable, or covert (activities not

viewable e.g., physiological responses) and indi-

rectly measurable; behaviours are physical events

that occur in the body and are controlled by the

brain” (Hobbs, Campbell, Hildon, & Michie,

2011). This was arrived at via a Delphi exercise

of 14 members of a multidisciplinary advisory

group, starting with a shortlist of definitions of

behavior compiled through library catalogue

searching and using key reference sources such

as the American Psychological Association

Dictionary and the Oxford Concise Dictionary

of Sociology. The definition was synthesized

from constructs that were included in at least

50% of the definitions reaching an agreed thresh-

old of perceived usefulness.

A BCT is thus the smallest component com-

patible with retaining the postulated active ingre-

dients, that is, the proposed mechanisms of

change, and can be used alone or in combination

with other BCTs. A BCT should be well specified

so that effectiveness of the BCT can be evaluated

(e.g., in randomized controlled trials, in factorial

experimental designs (Collins et al., 2011), or

N-of-1 studies). However, the evidence base for

effectiveness may or may not have been

established. Examples of BCTs are as follows:

“Prompts/cues,” “Information about health con-

sequences,” “Incentive,” “Goal setting,” “Self-

monitoring,” “Action planning,” “Behavioral

rehearsal/practice,” “Graded tasks,” “Social sup-

port/encouragement,” “Persuasive communica-

tion,” and “Habit formation.”
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BCTs specify the minimum content of what
must be delivered, that is, minimum content that

would allow identification of that technique (e.g.,

feedback must involve providing the target audi-

ence with information about their specific behav-

ior). A BCT does not specify the how, that is, the
mode of delivery, and it is possible for a given

BCT to be delivered in many different ways. For

example, feedback may be delivered by letter or

face to face, to groups or to an individual, on one

occasion or frequently, by a therapist or by an

automatic electronic message.

Description

Behavior change interventions include one or

more BCTs. Some well-recognized behavior

change interventions contain reliable combina-

tions of BCTs, for example, relapse prevention

includes both problem solving and action plan-
ning, whereas more general labels may contain

variable combinations of BCTs, for example, the

contents of “cognitive behavior therapy” are very

variable (Gatchel, Peng, Peters, Fuchs, & Turk,

2007). For full specification of a behavior change

intervention, both the active content, that is, the

BCTs, and the mode of delivery need to be

described (Davidson et al., 2003).

Behavior change interventions may influence

behavior in several ways: behavior can be initi-

ated or terminated, or increased or decreased in

frequency, duration, or intensity. For most behav-

iors, there is variation between people and within

individuals over time in all of these dimensions,

influenced by environmental, social, cognitive,

and emotional variables. Studies of how behavior

varies within and between people have led to an

understanding of how to use external factors to

modify behavior. Technologies of behavior

change have been developed within disciplines

of applied psychology (e.g., clinical, educational)

and adopted and extended in a wide variety of

intervention functions and policies, such as com-

mercial advertising and social marketing

(Michie, van Stralen, &West, 2011). These tech-

nologies are made up of individual BCTs.

Why Are Behavior Change Techniques

Important?

The importance of behavior change in improving

health is illustrated by the increasing evidence

that behavior influences health outcomes, and

increasing investment by funding governments

and scientific bodies in the development and

evaluation of interventions to change population,

patient, and practitioner behaviors. An example is

the US National Institutes of Health’s Office of

Behavioral and Social Sciences Research

(OBSSR) which was founded in 1995 with

a budget of $27 million a year, in recognition of

the key role that behavioral and social factors

often play in illness and health.

Interventions to change behavior are typically

complex, involving many interacting compo-

nents (Craig et al., 2008). BCTs are the active

ingredients of these interventions but are often

poorly described in research protocols and

published reports (Michie, Fixsen, Grimshaw, &

Eccles, 2009). Components may be described in

terms that are vague, general, and/or ambiguous

and with labels, for example, “behavioral

counseling,” that can mean different things

to different researchers or practitioners, thus

acting as a barrier to replication, the essential

cornerstone for scientific progress. In contrast,

biomedical interventions are precisely specified

(e.g., the pharmacological “ingredients” of pre-

scribed drugs, their dose, and frequency of

administration).

This lack of precision and lack of consensually

agreed terms lead to problems in replication in

primary research, in evidence synthesis in sys-

tematic reviews, and in implementation in prac-

tical applications. It also undermines the task of

establishing those that are effective in changing

behavior and understanding the causal mecha-

nisms underlying behavior change. If interven-

tion descriptions are idiosyncratic or ambiguous,

and cannot therefore be interpreted reliably, it is

impossible to aggregate the evidence to ascertain

their effectiveness. Additionally, there is no value

in evaluating an intervention if one cannot accu-

rately identify and describe what is being evalu-

ated and how competently it was delivered; it
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would be impossible to implement if shown to be

effective. The absence of an internationally

agreed method to specify and report the content

of behavior change interventions hampers the

development of effective interventions.

Although the CONSORT statement for ran-

domized trials of “nonpharmacologic” interven-

tions calls for precise details of interventions

in research, including a description of the differ-

ent intervention components (Boutron, Moher,

Altman, Schulz, & Ravaud, 2008), it gives no

guidance as to what details. The UK Medical

Research Council’s guidance (Craig et al.,

2008) for developing and evaluating complex

interventions acknowledges this problem and

also the problem of lack of consistency and con-

sensus in use of terminology (Michie, Johnston,

Francis, Hardeman, & Eccles, 2008).

The Development of a Method

of Specifying BCTs

These problems have been addressed by the devel-

opment of systematically generated and applied

collections or “taxonomies” of BCTs. These have

been constructed by identifying BCTs within writ-

ten reports of the interventions, or texts describing

interventions, in a bottom-up, inductive fashion

and, to date, their hierarchical structures have not

been established. They have been developed in

relation to different behavior types: physical activ-

ity and healthy eating (Abraham & Michie, 2008;

Michie, Ashford et al., 2011), smoking (Michie,

Hyder, Walia, & West, 2011; West, Evans, &

Michie, 2011), excessive alcohol use (Michie

et al., 2012), and condom use (Abraham, Good,

Warren, Huedo-Medina, & Johnson, 2011).

Using such taxonomies with standardized

labels and definitions will improve current prac-

tice by ensuring that, when the taxonomy is used,

a technique is always described by the same label

and that a label is always used for the same

technique. In current practice, the same compo-

nent techniques within behavioral interventions

may be described in protocols and published

reports with different labels (e.g., “self-monitor-

ing” may be labeled “daily diaries”). Conversely,

the same labels may be applied to different tech-

niques (e.g., “behavioral counseling” may

involve “educating patients” or “feedback, self-

monitoring, and reinforcement.”

Specifying interventions by BCTs allows

multivariate statistical analysis to identify specific

BCTs associated with effective interventions, the

“active ingredients.” Heterogeneous, complex

interventions have been synthesized to identify

effective component BCTs in systematic reviews

using the statistical technique of meta-regression.

This has been conducted for physical activity and

healthy eating (Dombrowski et al., 2012; Michie,

Abraham,Whittington,McAteer, & Gupta, 2009),

alcohol (Michie et al., 2012), smoking cessation

(West et al., 2010), and HIV prevention behaviors

(Albaraccin et al., 2005; de Bruin, Viechtbauer,

Hospers, Schaalma, & Kok, 2009; Good, Warren,

Huedo-Medina, Abraham, & Johnson, 2011).

“Active ingredients” have also been identified in

the English Stop Smoking Services by analyzing

protocols for behavioral support for smoking

cessation in terms of BCTs and investigating asso-

ciations with a national database of carbon mon-

oxide verified quit rates (West, Walia, Hyder,

Shahab, & Michie, 2010).

Since the first taxonomy with demonstrated reli-

ability was published in 2008 (Abraham &Michie,

2008), this method has been widely used interna-

tionally, for example, to specify interventions

(Araujo-Soares, McIntyre, MacLennan, &

Sniehotta, 2009), synthesize evidence (see above),

and design interventions (McKenzie et al., 2008).

However, further development is necessary for

maximal usefulness. The number of BCTs

included, the BCTs relevant for changing

a wider range of behaviors, the precise and

unambiguous specification of each BCT, the

acceptability and feasibility of using the

methods, as well as the need for a structure that

goes beyond a list to develop a true taxonomy

are required. Therefore, this work is being taken

forward using consensus methods on an interna-

tional basis (Michie, Abraham et al., 2011).

In addition to specifying the BCTs, it will be

important to develop shared methods of reporting

on both the methods of delivery (Gatchel et al.,

2007) and the competence with which they are

delivered. Frameworks for the specification of

professional competences for the delivery of
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BCTs are being developed and have been used to

advise national governments (Dixon & Johnston,

2010) and as a basis for a national training pro-

gram (NHS Centre for Smoking Cessation and

Training (NCSCT), 2011).

The Benefits of the BCT Approach

1. Developing behavior change interventions:

Intervention developers will be able to use

a comprehensive list of BCTs (rather than

relying on the limited set they are aware of)

to design interventions and will be able to

report the intervention content in well-defined

and detailed ways.

2. Reporting interventions: Specifying interven-

tion content by BCT will facilitate the accu-

rate, replicable description of behavior change

interventions. Both intervention and control

conditions can be specified using BCTs in

randomized controlled trials.

3. Implementing effective interventions in prac-
tice: BCT specification will facilitate faithful

implementation of interventions found to be

effective.

4. Replicating interventions and control condi-

tions: Specifying interventions by BCTs will

help the replication of both intervention and

control conditions.

5. Synthesizing evidence: Systematic reviewers

will be able to use a reliable method for

extracting information about intervention

content, thus identifying and synthesizing dis-

crete, replicable, potentially active ingredients

associated with effectiveness.

6. Linking to theory: Linking BCTs with theories

of behavior change allows reviewers to inves-

tigate possible mechanisms of action (Michie

et al., 2009; Dombrowski et al., 2012).

7. Accumulating scientific knowledge about
behavior change: A shared terminology for

specifying behavior change interventions

allows the more efficient accumulation of

knowledge and investigations of generalization

across behaviors, populations, and settings.

Advancing the Science of Behavior Change

A well-developed system of defining and labeling

BCTs would allow the science of behavior change

to accumulate evidence and advance theory of

behavior change. The BCT approach is already

providing a method for doing this. Early versions

of BCT taxonomies have allowed reviewers to

synthesize heterogeneous interventions to identify

effective component BCTs. Evaluation of the

effectiveness of combinations of BCTs can help

test theories of behavior change. So, for example,

the finding that interventions with a combination

of self-monitoring and feedback were effective

supports the mechanisms of change proposed by

Carver and Scheier’s Control Theory (Carver &

Scheier, 1982). Further evidence is needed to

develop theory. If we are to better understand

both the effects and processes of behavior change

interventions, we need to develop a method to link

BCTs to mechanisms of action.

For these methods to maximize scientific

advance, a shared system for describing behavior

change interventions is necessary, and this will

require collaborative work to develop agreed

labels and definitions and reliable procedures for

their application across disciplines and countries.

Even the “best” taxonomy is inevitably a work-in-

progress as new BCTs are likely to continue to

emerge from ongoing research and practice, in the

same way that the labeling of peptides and botan-

ical taxonomies continue to be developed.
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Behavior Modification

Misuzu Nakashima

Hizen Psychiatric Center, Yoshinogari,

Kanzaki, Saga, Japan

Synonyms

Behavior therapy

Definition

Behavior modification is to change behavior by

techniques to improve behavior, such as altering

behavior and reaction to stimuli through positive

and negative reinforcement of adaptive behavior

and/or the reduction of maladaptive behavior

through positive and negative punishment. The

techniques used in behavior modification are

based on principle of learning.

Description

Behavior modification and behavior therapy have

been used almost interchangeably in literature,

although they have some very minor differences.

Some people think behavior modification to be

a part of behavior therapy; other people think that

behavior modification contains behavior therapy.

In addition, some people use term behavior ther-

apy only in the context of the medical field.

The term behavior modification was created

earlier than behavior therapy because the first use

of the term behavior modification appears to have

been by Edward Thorndike in 1911, and afterward,

Skinner, B.F., continued to use the term behavior

therapy. The principles to change behavior in the

behavior modification or behavior therapy will be

introduced. In the treatment of mental disorders,

please refer to the page on behavior therapy.

The Representative Theory and
Technique of the Behavior Therapy/
Behavior Modification

Applied Action Analytical Model

Skinner, B. F., paid attention to the action of an

individual and its relationship to the environment,

and he came up with operant conditioning. He

proved through experiments that frequency of

behavior freely changes by operating on its envi-

ronment. Behavior analysis chooses a target behav-

ior to become the object of the treatment and

clarifies contingency as a result of this method. In

behavior analysis, they investigate mutual relations

of antecedent, behavior, and consequence and

inspect the hypothesis on the causes which results

to the target behavior. Reinforcement plays a key

role for intervention, and it is called by techniques

such as shaping or token economy. Refer to a page

on operant conditioning for more details.

Neobehavioristic Mediational S–R Theory

This is a theory based on drive reduction theory

proposed byHull, C.L. In this theory, it is explained

that the motivated behavior is roused by a drive,

and the desire is the intervening variable, and the

behavior that these drive and desire satisfies and

reduced is reinforced. For Skinner, B.F. who aimed

at predicting and controlling behavior (a dependent

variable) only in an environmental condition (an

independent variable), thismodel considers drive to

be any factors in the living body (a parameter).

With this model, Eysenk, H.J., and Wolpe, J., pro-

duced cures for neurotic behavior that focuses on

fear as the drive among these neurotic behaviors.

Systematic desensitization method or flooding is

nominated for representative technique.

Social Learning Theory Model

This is themodel that was proposed by Bandura, A.

Observational learning plays a key role in social
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learning, and the person takes action not only in

reaction to the stimulation from the outside world

but also bymediation of cognition. He raised exter-

nal reinforcement, expectation, and self-efficacy as

factors of behavior modification. Modeling and

self-control are representative techniques.

Cognitive-Behavioral Therapy Model

This is a model I consider when I regard cognition

as important as an intervening factor in modifying

actions because cognition always influences behav-

ior. A change of the cognition is indispensable

since this is the goal of behavior change and treat-

ment. Cognitive restructuring and self-instructional

training are representative techniques.

Cross-References

▶Behavior Therapy

▶Behavioral Therapy

▶Lifestyle, Modification

▶Operant Conditioning
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▶Asthma: Behavioral Treatment

Behavior Therapy

▶Asthma: Behavioral Treatment

▶Behavior Modification

Behavioral Disengagement

▶Distraction (Coping Strategy)

Behavioral Disorder

▶ Psychological Disorder

Behavioral Ecological Model

▶Ecological Models: Application to Physical

Activity

Behavioral Endocrinology

▶ Psychoneuroendocrinology

Behavioral Immunology
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Synonyms

Psychoneuroendocrinology; Psychoneuroimmu-

nology
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Definition

“Behavioral immunology” refers to the branch of

behavioral medicine concerned with bidirec-

tional interactions between behavior and the

immune system.

Description

The field of psychoneuroimmunology is provid-

ing growing evidence that psychosocial factors

can influence immunity and health through both

direct and indirect routes, including behavioral

modifiers.

The brain is considered an “immuno-privileged”

organ, protected from normal inflammatory

processes by the blood–brain barrier, a network of

endothelial cells that form tight junctions with brain

capillaries and prevent the entry of blood-borne

substances to the brain. There are, however,

a number of pathways of communication between

the distributed elements of the immune system and

the central nervous system that provide potential

mechanisms of interaction.

Cytokines, chemical messengers used by the

immune system, are able to signal to the brain. It

has been shown that following infection by

a pathogen (e.g., virus or bacteria) macrophages

(a type of white blood cell) release the cytokine

interleukin-1 (IL-1) into the bloodstream. Circu-

lating IL-1 is known to induce alterations in brain

activity and changes in the metabolism of central

brain chemicals and neurotransmitters such

as norepinephrine, serotonin, and dopamine in

discrete brain areas.

Cytokines are large molecules and as such

are not able to cross the blood–brain barrier.

However IL-1, and possibly other cytokines too,

are able to communicate with the brain via

peripheral nerves such as the vagus nerve. The

vagus nerve is a branch of the autonomic nervous

system with both afferent and efferent fibers and

is ideally situated to convey immune information.

The peripheral IL-1 signal is transduced into

neuronal information, which is transmitted to

the brain by the vagus nerve. This signal is then

retransduced into chemical information in the

form of IL-1 synthesized centrally in the brain

itself (Evans, Hucklebridge, & Clow, 2000).

In addition to neuronal transduction via the

vagus nerve, immune information can be sent

by afferent nerve fibers from the lymphoid organs

themselves. These fibers have receptors for cyto-

kines and other similar molecules produced by

immune cells.

Once an immune signal is interpreted by the

brain, it is able to influence monoamine activity.

Monoamines (noradrenaline, serotonin, and

dopamine) are neurotransmitters that operate in

those parts of the brain involved in the regulation

of mood, reward, appetite, sleep, and reproduc-

tion. A single administration of inflammatory

cytokines induces changes in monoamine activity

in a manner similar to changes induced by stress.

There are therefore multiple potential mecha-

nisms of connectivity between the brain and

immune system.

Accordingly, the brain is capable of influenc-

ing immune processes. Long before the mecha-

nisms of interaction between the brain and

immune system were known, it was discovered

that the immune system of rats could be trained

by classical Pavlovian conditioning to respond to

a neutral stimulus previously paired with

a stimulus with direct immune-modulatory prop-

erties (Ader & Cohen, 1975 in Evans et al., 2000).

Humans have since been shown to respond in the

same way.

The effects of conditioning are varied, so it is

likely that a number of mechanisms are involved.

Some evidence suggests that T cells may play an

important role in conditioning of the immune

system. Other research has suggested that

conditioning of the immune system requires the

involvement of opioid-mediated circuits within

the central nervous system. However, the exact

mechanism is yet to be elucidated.

The field of behavioral immunology is also

concerned with the effect of volitional behavior,

such as sleep, physical activity, nutrition, and

substance abuse on the workings of the immune

system. Smoking, alcohol use, and cocaine have

all been shown to affect the immune system.

Smoking cigarettes has effects on the immune

system which may be direct, or may occur via
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endocrine-mediated mechanisms. Nicotine is

reported to affect both humoral and cellular

immunity. Compared to nonsmokers, adult

smokers have higher white blood cell counts

and lower natural killer (NK) cell activity (Irwin

& Cole in Vedhara & Irwin, 2007).

Alcohol use is also known to suppress immune

system functioning and may act directly or

indirectly via gonadal steroid hormones (Penedo

& Dahn in Vedhara & Irwin, 2007). Further,

alcohol use in the context of clinical depression

acts in a synergistic manner to suppress the

immune system; while alcohol and depression

each have a suppressant effect on the immune

system, the interaction of alcohol substance

abuse and affective disorders may result in sig-

nificantly greater immune impairment than either

condition alone.

Cocaine is thought to negatively alter

the responsiveness of the immune system via its

effects on the functioning of NK cells, T cells, neu-

trophils, andmacrophages, and bydysregulating the

production of cytokines.

In diseases of the immune system, such as HIV,

health behaviors that can directly influence

immune functioning, such as substance abuse

and adherence to medication regimes, have

serious clinical implications (Pereira & Penedo in

Vedhara & Irwin, 2007). AmongHIV+ individuals

cigarette smoking increases the risk of developing

opportunistic respiratory infections, oropharyngeal

candidiasis, and cervical and anal neoplasia. Alco-

hol consumption is associated with impaired

immune and viral responses to antiretroviral treat-

ment among HIV+ individuals, while cocaine use

has been linked to impaired immune functioning,

enhanced HIV infectivity, and replication.

Physical exercise has also been shown to

influence immune parameters in a variety of

populations; however the majority of studies

researching this topic have been conducted with

HIV+ individuals. These have shown positive

effects of physical exercise on CD4 and CD8 cell

number, NK cell number, NK cell count, and

better immunological control of latent viruses

(e.g., herpes). In healthy older adults, increased

physical activity is associated with higher in vitro

measures of immune functioning. However

studies in this area have been flawed by small

sample sizes, short follow-up periods, limited

number of immune parameters, and uncontrolled

confounding variables such as uncertainty regard-

ing adherence to the exercise program.

Lack of sleep is another behavioral factor

thought to be important for immune functioning.

It has been suggested that loss of sleep, or

disordered sleep, adversely affect resistance to

infection, increases cancer risk, alters inflamma-

tory disease progression, and reduces NK cell

counts. Normal sleep is associated with redistri-

bution of circulating lymphocyte subsets,

increase of NK cell activity, increases in certain

cytokines, and a relative shift toward Th1

cytokine expression. It has even been suggested

that disordered sleep, a symptom of clinical

depression, may be a crucial behavioral factor

that mediates the relationship between depression

and alterations in immune system functioning.

The relationship between sleep and immune

functioning is a bidirectional one; animal

studies have shown cytokines to have both

sleep-promoting and inhibitory effects on sleep

depending on the cytokine in question, plasma

levels, and circadian phase. Less is known about

the interaction between sleep and cytokines in

humans. Human studies are necessarily limited

by a lack of means to measure cytokine levels in

the brain as systemic levels of cytokines may

not be an accurate reflection of brain cytokine

activity. However these basic findings have

informed theories on the role of the cytokines

in clinical contexts, including the inflammation

theory of depression and daytime fatigue in con-

ditions such as chronic fatigue and cancer.

In some clinical conditions, such as cancer or

hepatitis C, large doses of cytokines are given

therapeutically. Treatment such as this is

often associated with depressed mood, anhedo-

nia, fatigue, poor concentration, and disordered

sleep. In the absence of disease, administration

of inflammatory cytokines leads to depressed

mood, increased somatic concern, cognitive

impairment, and difficulties with flexible think-

ing. The effects are similar following physiolog-

ical activation of the body’s own cytokines; the

experimental administration of bacterial
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endotoxin results in activation of pro-

inflammatory cytokines which leads to depressed

mood, anxiety, and impaired performance on ver-

bal and nonverbal memory functions.

Findings from experimental situations such as

these can be extended to clinical contexts in which

levels of pro-inflammatory cytokines are increased

as the consequence of invasion by a pathogen.

Replication of invading pathogens triggers

a stereotypical immune response which is coordi-

nated by inflammatory cytokines. Cytokines direct

white blood cells to the site of infection, induce

them to proliferate, differentiate, and activate

mechanisms involved in pathogen destruction.

The crucial cytokines to this process are IL-1b,

IL-6, and tumor necrosis factor-a. Elimination of

invading pathogens in this way results in

a characteristic set of symptoms that are experi-

enced as clinical illness. In addition to disease-

specific symptoms that are dependent on the

nature of the pathogen, infections are also associ-

ated with a host of nonspecific symptoms includ-

ing fever, malaise, increased sleep, anorexia,

anhedonia, reduced reproductive behavior, and

social withdrawal. This coordinated behavioral

response to infection has been termed “sickness

behavior”. The result of interactions between cyto-

kines and the central nervous system, sickness

behavior is considered an evolutionary strategy

to maximize chances of survival after infection,

and represents an attempt to conserve energy by

limiting functions not essential to fighting the

infection. Sickness behavior is coordinated by

the brain with the cytokine IL-1 being the key

molecule signaling between macrophages and the

brain (Evans et al., 2000).

Cross-References
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▶ Sickness Behavior
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Synonyms

Cognitive control; Response inhibition; Self-

control

Definition

Behavioral inhibition can be generally defined as

an individual’s ability to inhibit a desired behav-

ior, or prepotent response. It belongs to a subset

of “executive functions” which are the top-down

self-regulatory functions that allow us to con-

sciously control our actions afforded by the fron-

tal cortex (Fuster, 1997).

Behavioral inhibition can be divided into three

interrelated processes: (a) inhibition of an initial

prepotent response to an event; (b) cessation of an

ongoing response, which allows a delay in the

decision to respond; and (c) the protection of

this period of delay and the self-directed

responses that occur within it from disruption by

competing events and responses (interference

control). Behavioral inhibition also involves

overriding or inhibiting competing urges, and

delaying gratification (Barkley, 1997; Muraven

& Baumeister, 2000; Shallice & Burgess, 1993).

Characteristics

Refraining from performing an immediate desire

often requires more effort than taking action, (for

example, it is more difficult for a smoker to

refrain from smoking, than to gratify their desire
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to smoke) and involves more than just passive

inaction. There are many situations where an

individual may be required to use inhibition,

where something is desired but not the right

thing to do. Circumstances that involve temporal

delays (i.e., delay of gratification), conflicts in

temporally related consequences, or where there

is a need to generate a novel response may rely

heavily on behavioral inhibition. Consequently,

inhibition is particularly relevant for addictive or

impulsive behaviors for example drug use,

smoking, or gambling, and health behaviors

such as making healthy versus unhealthy food

choices, exercising, etc. The Temporal Self-

regulation Theory (Hall & Fong, 2007) is

a relatively recent theory of behavior that

includes behavioral inhibition and self-regulation

as additional determinants of behavior. The the-

ory predicts that the likelihood of performing

a behavior is a function of both an individual’s

self-regulatory capacity (including behavioral

inhibition), and the presence or absence of cues

to that behavior in the environment.

Problems with behavioral inhibition are typi-

cally seen in children, individuals with attention

deficit hyperactivity disorder (ADHD), or

patients with frontal lobe damage/disorders

(Barkley, 1997; Shallice & Burgess, 1991).

Common symptoms of disinhibition in these

groups of people include: acting out on impulses

or desires, a strong inclination to seek immediate

reinforcement or gratification, and difficulty

inhibiting an action once it has begun. In normal

children, behavioral inhibition (as well as other

executive functions) improves with age, which

coincides with the development and maturation

of the frontal cortex (Russell, 1948).

Behavioral inhibition or self-control can be

thought of as one of a subset of controlled or

effortful cognitive processes (Hasher & Zacks,

1979). This is because the individual or self

exerts control over its own responses rather than

allowing them to proceed in their normal or auto-

matic fashion (Muraven & Baumeister, 2000). In

contrast, most behaviors occur automatically and

do not require active participation or need the self

to override the natural response and implement

a different one (Bargh, 1994). The benefit of

having automatic behaviors is that they are

performed more efficiently; however, the disad-

vantage is that they are more rigid and difficult to

change. Although controlled processes require

more effort and resources, they are much more

flexible.

Assessment of Behavioral Inhibition

Behavioral inhibition is assessed by performance

on cognitive and behavioral tasks that require with-

holding of responding, delayed responding, cessa-

tion of ongoing responses, and resisting distraction

or disruption by competing events. These include

the Stroop color-word interference task, where the

participant must override the prepotent response to

read theword instead of say the color; and the stop-

signal task where the participant is required to stop

a just-begun or well-along-the-way motor

response, and the delay of gratification paradigm

where participants have a choice of a smaller

immediate reward or a later, larger reward.

Cross-References
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Definition

Behavioral medicine is an interdisciplinary field

concerned with the development and integration

of sociocultural, psychosocial, behavioral, and

biomedical knowledge and techniques relevant

to the understanding of health and illness and

the application of this knowledge and these tech-

niques to disease prevention, health promotion,

etiology, diagnosis, treatment, and rehabilitation.

The original definition of the field of behavioral

medicine was developed at the Yale Conference

on Behavioral Medicine and later published by

Gary Schwartz and Stephen Weiss (1977). Since

that time, there have been various refinements to

the definition as reflected in the preceding

definition.

Neal Miller (1909–2002), an American psy-

chologist and recipient of the National Medal of

Science (1964), is often credited as being the

founder of behavioral medicine. He made signif-

icant contributions to our understanding of the

relationship between reinforcement mechanisms

and the control of autonomic behavior, and in

pioneering the field of biofeedback, which is

used successfully today to treat a variety of med-

ical conditions.

Description

One of the earliest articles discussing issues that

now fall within the discipline of behavioral med-

icine was published in 1956 in the Journal of

Medical Education, and entitled “Premedical

school education in the social and behavioral

sciences” (Lidz & Pilot, 1956). The first book

title to include the term was published in 1973

(Birk, 1973). The Journal of Behavioral Medi-
cine was first published by Plenum in 1978 and is

now published by Springer. A Medline search of

the term behavioral medicine found over 27,000

references, clear evidence that the growth in this

field has been enormous.

The discipline’s first professional organiza-

tion, the Society of Behavioral Medicine

(SBM), was founded in 1979 and headquartered

in the United States. In the following years, sim-

ilar professional organizations were founded in

Europe and Asia. The late 1980s saw the birth of

the International Society of Behavioral Medicine

(ISBM), which initially linked together six mem-

ber societies. These organizations have grown

substantially over the past two decades. The

ISBM reports over 25 affiliated member socie-

ties, including those in Australia, Brazil, Chile,

China, Denmark, Finland, Germany, Hungary,
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Italy, Japan, Mexico, the Netherlands, Norway,

Romania, Slovakia, South Africa, South Korea,

Spain, Sweden, Thailand, the United Kingdom,

and Venezuela. Additional societies are continu-

ously being formed and joining the ISBM

federation.

The SBM holds annual meetings, and the

ISBM holds meetings every 2 years (the plan-

ning is considerably more complex given the

very diverse membership and the international

locations). The active participation by mem-

bers in these meetings is reflected in the excel-

lent attendance statistics. Approximately 1,300

attendees participate in the annual SBM meet-

ings, with approximately 1,000 attendees par-

ticipating in the ISBM’s biannual International

Congress of Behavioral Medicine. The first

International Congress was held in Uppsala,

Sweden, in 1990. Subsequent meetings have

been held in Hamburg, Germany (1992);

Amsterdam, the Netherlands (1994); Washing-

ton DC, USA (1996); Copenhagen, Denmark

(1998); Brisbane, Australia (2000); Helsinki,

Finland (2002); Mainz, Germany (2004);

Bangkok, Thailand (2006); Tokyo, Japan

(2008); and Washington DC, USA (2010).The

2012 meeting will be held in Budapest,

Hungary.

Further evidence of the growth of the disci-

pline of behavioral medicine is provided by the

fact that training in this field can be found in

universities around the world, ensuring that the

next generation of researchers and practitioners

will be trained by current experts. Before going

on to specialize in behavioral medicine research

or clinical practice, individuals often receive

their terminal degrees in disciplines such as

medicine, public health, nursing, and

psychology.

In 2004, the Institute of Medicine’s Commit-

tee on Behavioral and Social Sciences in Medical

School Curricula (Institute of Medicine Report,

2004) issued the report “Improving Medical

Education: Enhancing the Behavioral and Social

Sciences Content of Medical School Curricula.”

This report identified six major domains of

knowledge that should be represented in under-

graduate medical education. They include:

(1) mind-body interactions in health and disease,

(2) patient behavior, (3) physician role and

behavior, (4) physician-patient interactions,

(5) social and cultural issues in health care, and

(6) health policy and economics.

The Liaison Committee on Medical Educa-

tion (LCME), the nationally recognized

accrediting authority for medical education pro-

grams leading to the M.D. degree in United

States and Canadian medical schools, now

requires that the curriculum of a medical educa-

tion program must include behavioral and socio-

economic topics in addition to basic science and

clinical disciplines. Furthermore, the medical

education program must demonstrate its ability

to provide students with an understanding of the

manner in which people of diverse cultures

and belief systems perceive health and illness

and respond to various symptoms, diseases, and

treatments.

This diversity is a tremendous strength in this

interdisciplinary field.
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Synonyms

Centers for Disease Control and Prevention

Basic Information

Behavioral science is an integral part of the United

States (US) Centers for Disease Control and Pre-

vention (CDC), an agency under the Department

of Health and Human Services, which is the lead

public health organization for the United States.

The Communicable Disease Center, as it was first

known, was a unit of the Public Health Service

founded in Atlanta, Georgia, on July 1, 1946 (Cen-

ters for Disease Control and Prevention [CDC],

1996). Its mission was to fight communicable dis-

eases, in particular malaria. The mandate to erad-

icate malaria by eliminating mosquitoes stemmed

from the Malaria Control in Wartime Areas

agency during the Second World War, and thus

the agency originally employed more engineers

and entomologists than public health doctors

(Centers for Disease Control and Prevention

[CDC], 2011a). The agency mission eventually

grew beyond communicable diseases to include

the prevention of disease, injury, and disability,

promotion of good health, and preparation for new

public health threats. As a result, the name was

changed in 1970 to the Centers for Disease Con-

trol, with the words “and Prevention” added in

1992 (CDC, 1996).

Today the agency is responsible for public

health planning, research, and prevention of

infectious and chronic diseases, occupational

health, health statistics, and the health component

of national emergencies, from hurricanes to natu-

ral outbreaks to bioterrorism. CDC is comprised of

the Center for Global Health, National Institute for

Occupational Safety and Health, and 10 different

offices (Centers for Disease Control and Preven-

tion [CDC], 2011b). Within each office, there are

national centers, divisions, branches, and pro-

grams, for example, the Office of Infectious Dis-

eases houses the National Center for Emerging

and Zoonotic Infectious Diseases, to which the

Division of High-Consequence Pathogens and

Pathology, and Chronic Viral Disease Branch

belongs (CDC, 2011b). While both CDC and the

US National Institutes of Health (NIH) fall under

the U.S. Department of Health and Human Ser-

vices, CDC engages in disease investigation and

epidemiology, public health service – such as

diagnostic reference services and compilation of

reportable disease statistics – and applied preven-

tion and response, as compared to the medical

research agency objectives of the NIH. While

CDC does provide extramural funding to health

departments and service organizations, and some

research funding to universities and other organi-

zations, CDC extramural funding is markedly

lower than that provided via NIH.

Behavioral scientists at the CDC work in

a variety of public health areas such as health

communication, HIV, autism, injury, chronic

and infectious diseases, and birth defects (Cen-

ters for Disease Control and Prevention [CDC],

2006). Although the behavioral sciences were not

formally incorporated at the CDC until the 1980s,

this branch of science has become increasingly

important to control and prevent both chronic and

infectious diseases (CDC, 2006). In 1995, social

and behavioral scientists at the CDC established

the Behavioral and Social Sciences Working

Group (BSSWG) to bring awareness to the fields

in which the behavioral sciences contribute

(CDC, 2006). Today, the group has approxi-

mately 700 members with oversight by the

Office of the Associate Director for Science

(CDC, 2006).

Behavioral scientists bring with them the

research methods from psychology, sociology,
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anthropology, and communications, which allow

scientists to look at the intersecting impact of the

environment, culture, and sociodemographic fac-

tors on public health problems. As noted in a 2006

article in CDC’s Morbidity and Mortality Weekly

Report, behavioral scientists use “qualitative, quan-

titative, or multiple methods to explore the effects

of behavioral, social, and cultural factors on public

health problems.” Using amixed research approach

that includes qualitative and quantitative methods,

behavioral science provides insight into the depth

and breadth of public health problems.

CDC behavioral scientists bring experience in

survey construction and implementation, often

working collaboratively with epidemiologists and

other staff. The Behavioral Risk Factor Surveil-

lance System (BRFSS), which monitors behavioral

risk factors that influence health outcomes, is

a good example of behavioral science at work in

the world of survey design (Centers for Disease

Control and Prevention [CDC], 2011c). This annual

survey, conducted by CDC, collects behavioral

health data in all 50 states, the District of Columbia,

Puerto Rico, the US Virgin Islands, and Guam.

Analysis of BRFSS data informs health policy and

prioritizes resources for public health problems.

Many behavioral scientists also specialize in the

field of evaluation, which allows CDC to critically

evaluate whether programs are reaching the targets

set and permits a process of continual refinement to

meet the community and programmatic needs.

Behavioral scientists at CDC combine biomed-

ical knowledgewith systematically gathered infor-

mation about communities to construct

appropriate, effective interventions and health

messages. Behavioral scientists can identify how

best to implement interventions and evaluate out-

comes to allow for sustainable and cost-effective

programs. The role of behavioral scientists at CDC

can be illustrated through the public health issues

of the human immunodeficiency virus (HIV), vac-

cine safety, and chronic fatigue syndrome.

The importance of the role played by profes-

sionals who study human behavior and who sug-

gest ways to intervene in human practices was

exemplified by CDC’s response to the epidemic

of HIV, which involved engaging populations

who were at risk for HIV infection in a process

of behavior change. The fact that behaviors such

as sexual activity and drug use were sensitive and

often covert emphasized the need for qualitative

and quantitative research and creative methodol-

ogies. For example, Semaan et al., in a meta-

analysis looked at the effects of HIV prevention

in drug users and found interventions with this

population significantly reduced risky sexual

behaviors (Semaan, Des Jarlais, et al., 2002;

Semaan, Kay, et al., 2002).

Conducting needs assessments through focus

groups and individual interviews within target

communities are examples of how behavioral

scientists get involved in the formative phase of

interventions, such as in the area of vaccine

safety. Outbreaks of measles and pertussis in the

USA attest to the public health impact of lowered

vaccination rates and yet there are population

groups in which resistance to childhood vaccina-

tion is prominent (Feiken et al., 2000). In the case

of childhood vaccination, members of the public

are often challenged to interpret potentially

frightening information, and health professionals

are at a loss to comprehend why people would

reject lifesaving tools. Behavioral medicine

methodologies can work between these views,

seeking ways to translate concerns, information,

and perspectives of the community so policy

makers and education experts can develop effec-

tive health communication interventions that

meet the goals of public health and constituents.

An example of integrating behavioral science

and epidemiology at the CDC is the chronic

fatigue syndrome (CFS) program. This program

has conducted several population-based studies

as well as a general clinic research study to assess

the prevalence and incidence of CFS, risk factors,

and biological aspects associated with the condi-

tion. From the behavioral science perspective, the

program was the first to publish research in the

USA evaluating healthcare providers’ percep-

tions, knowledge, attitudes, and beliefs on CFS.

For example, one study measured how physicians

and healthcare providers perceive CFS and how

their perceptions may affect the diagnosis and

management of the illness (Brimmer, Fridinger,

Lin, & Reeves, 2010). A separate study examin-

ing continuing medical education showed that
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when targeting healthcare providers at confer-

ences, the conference size, theme, and mode of

education courses may increase education

efforts, which help direct resources for future

initiatives (Brimmer, McCleary, Lupton, Faryna,

& Reeves, 2009).

CDC has a rich history of using behavioral

scientists and behavioral science methods to pre-

vent, control, and conduct surveillance on infec-

tious and chronic diseases. The advent of the

BSSWG has further augmented the role of behav-

ioral science within the CDC while increasing

communication and strengthening agency objec-

tives. Whether behavioral scientists work to pre-

vent infectious disease or promote healthy

lifestyles to reduce chronic disease morbidity,

they use the fundamentals of evidence-based

research, and quantitative and qualitative

methods to meet public health goals.
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Definition

The field of behavioral sleep medicine (BSM) is

a burgeoning, multidisciplinary specialty that

represents the integration of clinical sleep medi-

cine and health psychology. Although the field of

BSM was initiated by psychologists, individuals

from other related disciplines, including nursing,
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psychiatry, and general medicine, have also

contributed to the growth and diversity of the

field. In general, BSM specialists focus on the

identification and treatment of the psychological

or behavioral factors that contribute to the

development and/or maintenance of sleep

disorders, including factors that may influence

adherence to prescribed sleep treatments. In

particular, BSM techniques have been applied to

the treatment of nightmares (i.e., Imagery

Rehearsal Therapy; Hasler & Germain, 2009;

Moore & Krakow, 2007), narcolepsy and

idiopathic hypersomnias (Garma & Marchand,

1994; Mullington & Broughton, 1993), and adher-

ence to continuous positive airway pressure

treatment of obstructive sleep apnea (Aloia,

Arnedt, Riggs, Hecht & Borrelli, 2004; Means &

Edinger, 2007). This entry will focus on the

principles of behavioral treatment of insomnia,

as this is arguably the most well-known and

rigorously tested application of BSM techniques.

Description

Cognitive behavioral therapy for insomnia (CBT-I)

involves a diverse set of prescriptions designed to

improve sleep consolidation and quality by modi-

fying thoughts and behaviors that interfere with

sleep. These treatments can be administered in

individual or group formats, and typically range

from 4 to 8 sessions in length. Evidence suggests

that these treatments are preferred by patients and

have consistent strong short-term and long-term

efficacy (Irwin, Cole, & Nicassio, 2006; Morin

et al., 2006) with few apparent side effects.

Techniques Utilized in CBT-I

Stimulus control therapy (Bootzin, Epstein, &

Wood, 1991; Morin et al., 1999) aims to reinforce

associations between sleepiness, sleep, and the

sleep environment. The patient is instructed to

go to bed only when feeling sleepy, and to use

the bed and bedroom for sleep and sex only.

If awake in bed for extended periods of time

(e.g., 20 min or longer), the individual is

instructed to get out of bed and leave the bedroom

until feeling sleepy again.

Sleep restriction therapy is designed to

increase sleep efficiency and consolidate sleep by

restricting the time spent in bed, only to the amount

of time the patient is actually sleeping (Spielman,

Saskin, & Thorpy, 1983, 1987). Sleep restriction is

often associated with slight-to-moderate sleep dep-

rivation, which increases sleepiness, and enhances

the ability to fall asleep and tomaintain sleep.Given

that sleep restriction may lead to increased daytime

sleepiness (temporarily, usually), patients should be

cautioned about operatingmachinery of performing

duties that require high levels of alertness. This

strategy is not a good option for patients that already

report excessive daytime sleepiness symptoms,

which may be due to untreated obstructive sleep

apnea or other conditions, or patients that have

a history of mania/hypomania.

Relaxation techniques aim to reduce physical

and emotional tensions that are incompatible

with sleep (Coursey, Frankel, Gaarder, & Mott,

1980; Hauri, 1991; Jacobs et al., 1993). Several

specific relaxation techniques have been evalu-

ated for insomnia, including autogenic training,

progressive muscle relaxation, and biofeedback.

Cognitive therapy is based on the premise that

maladaptive thoughts and beliefs about sleep and

the consequences of sleep loss (e.g., I can’t function

without 8 h of sleep) increase tension and arousal,

which perpetuates insomnia. In turn, cognitive

techniques aim to help patients identify and correct

these maladaptive thoughts and beliefs about sleep

(Harvey, 2002; Harvey, Tang, & Browning, 2005).

Sleep hygiene refers to practices, habits, and

environmental factors that facilitate getting good

quality sleep. Exercising, having a pre-bedtime

“wind-down” routine, avoiding stimulants and

naps, and limiting alcohol intake are examples

of behaviors that may enhance sleep quality.

Sleep hygiene has limited efficacy as a stand-

alone treatment for insomnia (Lacks & Morin,

1992); however, it is often useful in conjunction

with other behavioral interventions.

Summary

Behavioral sleep medicine is a burgeoning, multi-

disciplinary field that has developed a diverse set
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of psychological and behavioral treatments to treat

sleep disorders. As a field, BSM has actively pro-

moted the dissemination of empirically supported

treatments, with the most solid evidence base in

support of cognitive-behavioral interventions for

insomnia. Challenges for this field will be to con-

tinue to train and accredit BSM providers, to

ensure proper reimbursement for services, and to

continue to develop empirical support for BSM

techniques in diverse populations.
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Behavioral Therapy

Misuzu Nakashima

Hizen Psychiatric Center, Yoshinogari, Kanzaki,

Saga, Japan

Synonyms

Behavior modification

Definition

The term behavior therapy was suggested for the

first time as the treatment concept that unified all

behavior modification of whose foundation was

an experiment based on a learning theory by

Eysenk, H.J., in 1959. Plural studies and theories
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were accumulated, and behavior therapy

expanded to a treatment theory, technique, and

its coverage afterward. The definition of behavior

therapy has become largely extended. Behavior

therapy is psychotherapy aimed at behavior mod-

ification where focus was assigned to an action,

and to the understanding of the problem of the

person in structure and the function of the action

and form called the context. The characteristic of

the behavior therapy is a point which the learning

theory arrived at after identifying the problem

and making the hypothesis through an experi-

mental study.

Eileen, D.G., indicates that there are seven

characteristics of behavior modification:

– Assessment and intervention informed by

behavioral principles

– Emphasis on identification of current control-

ling conditions

– Deemphasize on labeling

– Emphasis on observable, countable responses

– Emphasis on positive, not punitive change

method

– Emphasis on measurement of effects

– Rejection of special causative factors related

to “problematic” behavior

Description

History

When learning a theory and its techniques, it is

important to understand the history of behavior

therapy because it is in behavior therapy where

various psychological studies and knowledge of

the clinical field were interlaced. It is difficult to

express it by a word or single thought and theory.

The origin of behavior therapy dates back to

behaviorism in the 1920s whose “heart” was on

objectivity and scientific analyzes. Watson, J.B.,

has already applied the principle of respondent

conditioning of Pavlov, I., to behavior disorder

those days. In the early 1950s, Skinner, B.F., in

the USA treated mental patients with operant

conditioning and had already used the term

behavior therapy. At the same time, Wolpe, J.,

in South Africa developed a technique called

systematic desensitization from a study of

neurosis and its cure. In the UK, Eysenk, H.J.,

performed a case study on neurosis and behav-

ioral disorder using the techniques of experimen-

tal psychology. These knowledge and

methodologies whose methods and objects are

different were integrated to encompass the basic

foundations of behavior therapy in the 1950s.

Also, applied behavior analysis and

neobehavioristic mediational S-R theory which

were the representative theories of behavior ther-

apy were also developed by this time. In addition,

based on these theories, the techniques such as

operant reinforcement, token economy, system-

atic desensitization method, and flooding were

developed. There were only a few theories that

could be compared with the theories and the

resulting theory and technique of behavior therapy

was clear and strong. In the early days, behavior

therapy emphasized to put foundations on objec-

tivity and in the scientific theory, and it accom-

plished remarkable development. Social learning

theory was proposed after this, and the current

cognitive-behavioral therapy led it. Most of

neobehaviorists of that time performed theoriza-

tion and the inspection through animal experi-

ment, but Bandura, A., brought about the social

learning theory that could explain the learning and

the modification of social behavior among human

beings. By this theory, he suggested observational

learning and technique called modeling where

there was more focus on cognition than was

given the past learning theory. He considered

expectation or self-efficacy to be a factor of rein-

forcement operation in behavior modification.In

the 1960s, the rise of criticisms that human cogni-

tive processes cannot be fully grasped through

observed data only brought attention to cognition

as a factor that effects treatment.

It was during this time that putting together

various theories and techniques and every clinical

object and purpose to develop a single technique

package emerged. Treatment packages became

more complicated when techniques were col-

lected from a number of theories. Furthermore,

in the USA, Ellis, A., produced rational-emotive

therapy, and Beck, S.J., came up with cognitive

therapy. They aimed at the intervention on the

cognition domain and made remarkable effect on
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the treatment of patients with depression. It

attracted more attention when patients who went

through behavior therapy but did not benefit from

it showed remarkable change when introduced to

cognitive therapy. Both Ellis and Beck started as

therapists in the field of psychoanalysis, and they

were both influenced by psychoanalysis, philos-

ophy, behavior psychology, cognitive psychol-

ogy, and personal construct psychology of

Kelly, G.A. They emphasized the importance of

the cognition of the patient. Both of them

assumed the model that most disorders occur

from wrong cognition or wrong process of cog-

nition. Currently, among the models of behavior

therapy and the models of the cognitive therapy,

there is a difference in positioning of the cogni-

tion and action in the treatment. However,

researchers and therapists called this using the

general term “the cognitive-behavioral therapy,”

and this has increased popularity worldwide.

A lot of these experimental studies are performed

and attracted attention as a treatment based on the

evidences gathered. In addition, with the increas-

ing social needs, its coverage continues to spread.

Procedure for Treatment

Behavior therapy has many procedures for treat-

ment. I will indicate the basic common features

here. The process consists of four parts. The

treatment goes on from 1 to 4, but it is necessary

to go back to 1 or 2 when therapist gets new data

or when treatment is not effective.

1. Assessment: Therapists assess client without

labeling or categorizing them as “wimpy” or

with “low self-esteem.” They concretely col-

lect data about the behavior, thought, feeling,

environment, and so on. The goal of interven-

tion is clearly stated between therapist and

clients because of the data gathered.

2. Case formulation: Once enough interviews or

observations or tests are conducted, the gath-

ered data are analyzed, and relations or pat-

terns are identified. Target behavior (or

thought or environment) that has a tendency

to change or to affects client’s life or has

profound influence on other problem is cho-

sen. Case formulation is made with clients and

shared.

3. Intervention: Intervention is conducted using

appropriate technique.

4. Evaluation: Therapists or/and clients collect

quantitative data to examine the effects of

intervention. The frequency, magnitude, or

duration of behavior, thought, or feeling

before and intervention is compared.

Application

Initially, behavior therapy was intended for use in

psychiatry or clinical psychology, but it later

became useful also for education and other fields

such as psychosomatic medicine, physical disease,

preventivemedicine, public health, and living envi-

ronment. In the field of psychiatry, behavior ther-

apy is used for the treatment of anxiety disorder

(exposure) such as obsessive-compulsive disorder,

space phobia and social phobia or the single phobia,

and schizophrenia (token economy, Social Skills

Training, family behavior therapy). In addition, it

is also used in behavior medicine, such as for mus-

cle-contraction headache and hypertensive treat-

ment (biofeedback and various relaxation training)

and corpulence (stimulation control, self-control).

Cross-References

▶Applied Behavior Analysis

▶Behavior Change

▶Behavior Modification

▶Behavioral Intervention

▶Behavioral Medicine

▶Behavioral Therapy

▶Classical Conditioning

▶Cognitive Behavioral Therapy (CBT)

▶Cognitive Distortions

▶Cognitive Restructuring

▶Operant Conditioning

▶ Self-efficacy

▶ Systematic Desensitization
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Beliefs
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Synonyms

Attitudes; Cognitions; Health beliefs

Definition

Beliefs refer to a conviction, or an attitude, that

affirms something to be true. Belief involves

a mental state of having a particular attitude,

stance, or opinion about something. Belief can

refer to expectations and assumptions about

mundane matters concerning rules in the physi-

cal, social, and/or spiritual worlds (e.g., assuming

that a chair can support your weight, that it is

improper behavior to laugh during a eulogy, or

that supernatural beings cause diseases), or they

may also refer to existential, ethical, political,

philosophical, theological, or scientific matters,

among others as well. Many beliefs are the result

of past experience (e.g., if I smile when I meet

people, then they are more likely to be friendly

toward me), cultural influence (e.g., it is wrong to

eat pork), and from deliberate and critical reflec-

tion. Beliefs are often constructed by observing

the behavior of others and by observing the con-

sequences of others’ actions. For example, indi-

viduals may acquire the belief that seatbelts are

not that important if, while growing up, their

parents did not wear seatbelts and were never

injured in a car accident. Alternatively, if one’s

parents were seriously injured as a result of not

wearing their seatbelt, then one might likely

conclude that seatbelts are indeed important.

Similarly, beliefs can be transmitted through

explicit and implicit instruction from a variety

of agents including family, friends, community

members, educational and religious institutions,

and various forms of media. Further, beliefs are

often constructed through a dynamic interaction

with other members of the same culture. Some

beliefs may receive greater reinforcement, while

others may receive greater discouragement or

punishment.

Description

Beliefs can potentially have important influences

on individuals, groups, and societies. Cognitive-

behavioral theory highlights the importance of

beliefs in how they may influence a person’s

mental and physical health. A variety of

unhealthy beliefs have been associated with ele-

ments of mental health problems. For example,

perfectionist beliefs are often associated with

anxiety, depression, and anger. Treatment for

many mental health-related problems typically

involves identifying and challenging unhealthy

beliefs and replacing them with healthier and

more adaptive beliefs.

Beliefs can affect people’s health-related

behaviors which in turn affect their health

(Wilkinson, Vasudevan, Honn, Spitz, &

Chaberlain, 2009). According to the Health

Belief Model, people are more likely to engage

in health-promoting behaviors if they believe

they are susceptible to a certain disease or condi-

tion and if they believe that the benefits of engag-

ing in health-promoting behaviors outweigh the

challenges to engaging in those behaviors

(Rosenstock, Strecher, & Becker, 1988). Bandura

(1977, 1986) suggested that individuals’ health-

related behaviors are influenced by their beliefs

about self-efficacy (i.e., the degree to which peo-

ple believe they are capable of performing

a certain behavior or making health-promoting

changes in behavior) and whether they expect

the positive benefits to outweigh any negative
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aspects. According to the Theory of Reasoned

Action (Ajzen & Fishbein, 1980), health-related

behaviors are primarily influenced by a person’s

intentions to engage in any particular health-

related behavior. These intentions are shaped by

attitudes and subjective norms. Attitudes are

derived from an individual’s beliefs about the

consequences of certain health-related behaviors.

Subjective norms are derived from individuals’

beliefs about how important others think they

should behave and their motivations to comply

with such beliefs. In addition, according to the

Theory of Planned Behavior (Ajzen, 1991), per-

sons’ intentions to engage in a particular health-

related behavior are affected by their beliefs

regarding the extent to which various factors

may impede or facilitate performing the health-

related behavior. Each theory underscores the

impact of belief on health-related behaviors.

Health beliefs often include beliefs about

illness, treatment, adherence, self-efficacy, locus

of control, and perceptions of one’s relationship

with health-care providers. A recent meta-

analysis (Gherman et al., 2011) examined the

association between health beliefs related to dia-

betes and adherence to treatment for diabetes.

Beliefs about self-efficacy, perceiving a positive

relationship with health-care providers, and

beliefs about the personal consequences of treat-

ment adherence strongly predicted greater adher-

ence to treatment for diabetes among patients.

The more adherent patients tended to have

greater levels of confidence in their ability to

follow medical recommendations, and they

expected more meaningfully positive conse-

quences from adhering to treatment. They also

viewed their relationships with health-care pro-

viders as more positive.

People’s beliefs can also affect the likelihood

that they will seek medical help when needed and

engage in preventative behaviors (Fischer &

Farina, 1995; Godin & Conner, 2008). For exam-

ple, people may be less likely to seek out mental

health treatment if they have negative attitudes

about mental health services and cultural beliefs

that view mental illness as shameful for the

individual and the individual’s family (Jang,

Chiriboga, Herrera, Martinez Tyson, &

Schonfeld, 2011). People who have fatalistic

views about health (i.e., believe certain health

conditions such as cancer cannot be prevented

or cured) are less likely to engage in preventative

behaviors, seek medical help early, and adhere to

treatment recommendations (e.g., Monteros &

Gallo, 2011). Certain religious beliefs may also

influence help-seeking behavior. People who see

health providers as “doing God’s work” are more

likely to seek help and adhere to treatment.

People who see a conflict between medical sci-

ence and their religious beliefs are sometimes

less likely to seek early treatment and/or comply

with medical recommendations (Exline & Rose,

2005; Miller and Kelley, 2005).

Sociodemographic variables appear to influ-

ence health-related beliefs and behaviors. Gener-

ally, people of higher socioeconomic status

(SES) typically have more accurate health beliefs

and are more likely to engage in healthy behav-

iors (Wilkinson et al., 2009). This may reflect

a variety of the advantages that come with higher

SES such as increased access to health care and

higher levels of education. Also, compared to

men, women tend to report more accurate health

beliefs and engage in more health-promoting

behaviors and less risky health behaviors. There

also appear to be differences between racial and

ethnic groups. To summarize the results of one

study, European Americans tended to report

healthier beliefs and greater medical compliance

relative to Asian Americans, Hispanics, and

African Americans (Courtenay, Mccreary, &

Merighi, 2002). These findings may be related

to SES and may partly reflect the advantages of

higher SES.

Cross-References

▶Cognitions

▶Cognitive Factors

▶Cognitive Mediators

▶Health Behaviors

▶Health Risk (Behavior)

▶Meaning (Purpose)

▶Norms

▶Religion/Spirituality
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▶Religious Social Support

▶Religiousness/Religiosity

▶Theory of Planned Behavior

▶Theory of Reasoned Action
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Benefit Evaluation in Health
Economic Studies
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Policy Analysis, McMaster University,
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Synonyms

Cost-benefit analysis (CBA); Cost-effectiveness

analysis (CEA); Cost-utility analysis (CUA);

Healthy-years equivalents (HYEs);Quality-adjusted

life years (QALYs); Willingness-to-pay (WTP)

Definition

The rationale for economic evaluation of

healthcare programs arises from the concepts of

scarcity, choice, and opportunity cost. In the pres-

ence of scarcity, economic evaluation is about

“. . .ensuring that the value of what is gained

from an activity outweighs the value of what

has to be sacrificed” (Williams, 1983).

Three techniques have been used for compar-

isons of consequences (what is gained) and costs

(what is sacrificed) in economic evaluations of

healthcare interventions: cost-benefit analysis

(CBA), cost-effectiveness analysis (CEA), and

cost-utility analysis (CUA). This entry describes
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three outcome/consequences valuation techniques:

quality-adjusted life-years (QALYs), Healthy-

years equivalents (HYEs), and Willingness-to-pay

(WTP). Comments on their appropriateness and

validity from an economic perspective are

provided.

Description

Economic Evaluation and Implications for

Outcome Measurement

Where interest lies in solving resource allocation

problems (i.e., economic evaluations) it is impor-

tant that themethods used tomeasure consequences

(what is gained) are consistent with the discipline of

economics. The most commonly cited goal of eco-

nomic evaluations is tomaximize the health-related

well-being of the population (i.e., the gains) from

available resources. Thus, the methods used to

measure health-related well-being must be consis-

tent with the underlying welfare economic theory

on which the analysis is based on. The “welfarist”

approach is the onemost commonly used.An extra-

welfarist approach has been suggested, but there are

many issues related to whether there is any “extra”

in the extra-welfarist approach (Birch &

Donaldson, 2003). The requirements of the mea-

surement methods in order that these methods are

valid ways of measuring outcomes for use in eco-

nomic evaluations are briefly described. More

details can be found in Gafni & Birch, 1995.

The Internal Structure of Preference Formulation

Under the welfarist approach to economics, an

individual’s preferences are embodied in that

individual’s utility function. Thus, for a measure

of outcome to be consistent with the welfarist

approach it must be consistent with a theory of

utility. Users can choose between alternative the-

ories based on how they would like individuals to

behave (i.e., based on its normative appeal).

Alternatively, they might choose to be guided

by the approach that individuals are the best

judges of their own welfare and hence choose

a theory based on its accuracy in measuring the

individual’s true preferences, irrespective of how

they feel about these preferences.

Attitudes Toward Risk

Preferences can be measured under conditions of

certainty or uncertainty. When projects are

approved from a societal perspective, it has

been suggested that risk to the individual can be

ignored and mean values can be used for

a measure of outcome, but, health outcomes are

intrinsic to individuals and cannot be

redistributed among individuals. Hence, social

decision-making concerning health outcomes

should incorporate individuals’ attitudes to risk

if it is to reflect individuals’ preferences

(Ben-Zion & Gafni, 1983).

Aggregation of Individual Preferences

Different models exist for aggregating prefer-

ences, each of which is based on restrictions

imposed on the set of preferences and/or the

aggregation rules. The aggregation of individ-

uals’ utilities, necessarily involves attaching

weights to the utilities of different individuals or

groups (i.e., equity considerations are an intrinsic

part of any social utility function). Hence, the

calculation of a social utility function must reflect

the equity criterion adopted in the analysis. If

externalities (i.e., the effect of one person’s

health status on another person’s utility) exist,

they should be taken into account when

constructing the social utility function.

The Meaning of Validity in Outcome Assessment

The basic concepts that are involved in determin-

ing the quality of a measurement are validity and

reliability. In addition, measures should be tested

to determine whether the measurement task is

feasible and acceptable (e.g., clarity of the pre-

sentation, length of the interview, etc.). The dif-

ference between the “classical” psychometric

approach and the economic approach is in the

way that the validity of an instrument is deter-

mined. In economics, the validity of the instru-

ment stems from the validity of the theory, which

the instrument is derived from. It is often the case

that researchers introduce additional assump-

tions, to those underlying the utility theory cho-

sen (e.g., to simplify the measurement process).

In this case, the validity of these additional

assumptions should also be determined.
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Quality-Adjusted Life-Years (QALYs)

The most commonly used measure of outcome in

economic evaluations (CUA and CEA) is QALYs.

QALYs are computed by adjusting each unit of

time by a weight that reflects the quality of life in

that unit of time and then discount it. By combining

aspects of quality and quantity of life the QALY

enables comparison of interventions that affect both

of these dimensions. Moreover, it allows compari-

sons of effects on different dimensions of quality of

life (e.g., pain versus hearing). In addition, the

QALY is intuitively appealing to decision-makers

as it can be “thought of as an equivalent number of

years in full health – a number of quality adjusted

life years” (Weinstein & Stason, 1977). It is pre-

sumably the lack of intuitive appeal that inhibited

the use of the utility function directly (i.e., the

meaning of a “util” (the unit of measurement) is

not so easily understood by decision-makers). “The

policy objective underlying the QALY literature is

the maximization of the community’s health. An

individual’s health is measured in terms of QALYs,

and the community’s health is measured as the sum

of QALYs” (Wagstaff, 1991).

Although there is much agreement about the

structure of the QALY measure (i.e., time dura-

tions weighted to reflect their quality of life and

discounted), there is no agreement about the

methods to be used to measure the weights.

Unfortunately, different methods result in differ-

ent numbers. This implies that the different

methods cannot be measuring the same thing.

The most commonly used approach is to assume

that all individuals are expected utility maxi-

mizers (i.e., a theory of choice under uncertainty)

and to use the standard gamble (SG) or time

trade-off (TTO) approaches to measure these

weights directly or indirectly (Drummond,

Sculpher, Torrance, O’Brien, & Stoddart,,

2005). However, for QALYs to represent individ-

uals’ preferences for health requires additional

conditions (i.e., in addition to those required by

expected utility theory) to be satisfied (Gafni &

Birch, 1995). Many studies have shown that

expected utility is descriptively inaccurate and

that people violate expected utility in systematic

ways (Starmer, 2000). Furthermore, the addi-

tional conditions also lack empirical or normative

support. Recognizing this fact, there are constant

attempts in the literature to redefine QALYs

(e.g., Weinstein, Torrance, & McGuire, 2009)

or to use other utility theories as the foundation

for the QALYs, which result in changing the way

in which the weights should be measured

(e.g., Bleichrodt & Pinto, 2006). Regardless of

the recognition of the major problems associated

with the QALY measure and some suggestions

on how to deal with them, in empirical applica-

tion it seems that nothing has changed. It might

be that the ease of implementation might explain

the lack of change. Researchers and practitioners

seem to like simple solutions to complex prob-

lems (even if they might be wrong).

In terms of the implications for social prefer-

ences, as mentioned above, the health-related

well-being of the community is calculated by

summing individuals’ QALY values. This

implied the equity assumption that a QALY is

a QALY regardless of who gains it and who loses

it. This assumption has been widely criticized,

and attempts are made to address this issue by

developing a social weighing system (e.g., Dolan

& Tsuchiya, 2006). The fact that the QALY met-

ric is not likely to represent individuals’ true

preferences implies that a simple aggregation of

QALYs is not likely to represent the community

preference. A simple example is the case of

a community of identical individuals. We need

to ask only one individual for her preferences to

know the community’s preferences. But if the

method used to measure the preferences does

not represent the individual’s true preferences, it

cannot represent the community’s preferences.

Healthy-Years Equivalent (HYE)

The HYE provides a user-friendly metric that is

needed to improve communication as explained

above. Unlike QALYs that mean different things

to different people (and hence the need to distin-

guish the HYE from the QALY), the HYE means

only one thing – it is a utility-based concept,

derived from the individual’s utility function by

measuring the number of years in full health,

holding other arguments in the utility function
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constant, that produces the same level of utility to

the individual as produced by the potential life-

time health profile following a given intervention

(Gafni & Birch, 1997). The measurement of HYE

requires that individuals be allowed to reveal

their true preferences, which is consistent with

the welfarist approach. It also seems reasonable

when asking the public to assist in the determina-

tion of healthcare priorities, to choose measure-

ment techniques that allow the public to reveal

their true preferences. If not, why do we bother

asking them at all?

Can an algorithm be developed tomeasure HYE

that (a) does not require additional assumptions

(i.e., in addition to the assumptions underlying the

utility theory chosen) and (b) is feasible to use with

the intended subjects (e.g., the number and com-

plexity of questions asked is not too burdensome)?

The concept of HYE does not require that an indi-

vidual subscribe to expected utility theory. Any

type of utility theory can be used as a basis for

generating algorithms to measure HYE, and the

choice of utility theory will determine the method

of measurement. The only requirement is that pref-

erences for health profiles are measured under

uncertainty. For an individual who maximizes

expected utility an algorithm that describes how to

measure HYE without the additional assumptions

of the QALY model is described in Johannesson

(1995). In terms of feasibility of the HYE measure,

“the jury is still out.” Measuring HYE is likely to

involve greater response burden, mainly in terms of

the number of questions being asked. The need to

simplify the assessment task (i.e., reduce the num-

ber of questions asked to generate HYE scores) is

most evident in the case of large decision trees. This

is because the number of different potential life-

time health profiles is likely to be large. Recently

a method was suggested, which uses conjoint anal-

ysis that makes it feasible to generate the large

number of HYE scores required (Johnson, Hauber,

& Ozdemir, 2009).

Willingness-to-Pay (WTP)

The maximum amount that an individual is

willing-to-pay is the measure typically used in

cost-benefit analysis (CBA). WTP is appealing

because it has its theoretical foundation in

welfare economics and in particular, in the poten-

tial Pareto improvement criterion (Drummond

et al., 2005). This criterion recognizes that often

a policy, resulting in resource allocation, will

create gainers and losers in welfare. But if the

gainers could fully compensate the losers and

remain better off themselves after the change,

then society as a whole has benefited. Because

compensation does not actually have to occur, it

is called “potential” improvement. The measure-

ment of benefit (gains) is the maximum that an

individual is willing-to-pay for a good or service.

The measurement of cost (losses) is the minimum

amount that an individual is willing-to-accept

(WTA) as compensation for the loss. A program

is worth doing (i.e., cost beneficial) if the total

WTP exceeds the total WTA.

Unlike CEA and CUA where the cost and

consequences are measured using different

units, in CBA the costs and consequences are

measured using commensurate (typically mone-

tary) units. This makes it easier to determine if

a program is worth implementing or not. WTP is

also appealing because it allows intersectoral

comparisons, allows trade-offs between health

and other goods, can capture externalities, the

most sensitive outcome, and can be modified to

capture the unique nature of health as a good

(Gafni, 1997). The main objection to the WTP

approach is that using a measure that is heavily

influenced by ability to pay (i.e., WTP) will lead

to evaluations favoring the rich. However,

this objection was never tested empirically.

Donaldson et al. (2002) show that the same

income-distributional concerns apply to non-

monetary valuations of health consequences, to

measurement of costs, and to the decision rules of

CUA/CEA. Hence, adopting CUA/CEA over

CBA cannot be justified on the basis of avoiding

distributional considerations.

A WTP instrument typically has two compo-

nents: A description of the programs (or interven-

tions) to be valued and a payment method to elicit

an individual’s WTP for the program in question.

O’Brien and Gafni (1996) developed a set of

questions to help researchers and practitioners
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to determine how to design a proper WTP instru-

ment for their evaluation. Examples of different

approaches to elicit WTP values can be found in

Gafni (1997), Drummond et al. (2005), and

Donnaldson, Mason, and Shackley (2006).
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Benefit Finding

Kristen Riley
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of Connecticut, Storrs, CT, USA

Synonyms

Adversarial growth; Posttraumatic growth;

Stress-related growth

Definition

Benefit finding refers to a reported positive life

change resulting from the struggle to cope with

a challenging life event such as trauma, illness, or

other negative experiences. The positive psychol-

ogy movement has recently driven a shift toward

an emphasis on the positive consequences of

negative events. The discovery of benefits by

individuals experiencing adversity is well

documented and plays a prominent role in theo-

ries of cognitive adaptation to threatening

circumstances and in emerging literature on

posttraumatic growth and psychological thriving.
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It is highly prevalent, has been studied in

a variety of settings, has an association with

personality and emotional well-being, and can

predict health outcomes month and even years

later. Benefit finding enhances emotional and

physical adaptation in the face of adversity.

By definition, some view benefit finding as

searching for benefits, that is, as a verb (Tennen

& Affleck, 2009), while others measure it as

a form of growth, as a noun. Additionally, benefit

finding, the phenomenon of positive life changes

that people report following their struggle to cope

with negative life experiences, is often also

referred to as stress-related growth, adversarial

growth, or posttraumatic growth. While some

have attempted to define these constructs as

separate and distinct, others have used the terms

interchangeably, and there is a consensus for the

need to more narrowly define these terms for

consistency across the field (Park, Lechner,

Antoni, & Stanton, 2009).

Tennen and Affleck (2002) are careful to

distinguish benefit finding from other terms as

a perception of positive change rather than verid-

ical change. Those who choose to view benefit

finding as veridical change have measurement

difficulties, as most measures used to assess

growth are based on self-report, and therefore

are inherently only perceptions of change.

Benefit finding manifests itself in a variety

of ways. Individuals often report a newfound

appreciation for their strength and resilience.

Some benefit from negative experience in

a social context, claiming that their relation-

ships are stronger, that they feel more emo-

tionally connected, and that they feel more

compassionate or altruistic. Others emphasize

developing the ability to recognize the impor-

tant parts of life, redirecting priorities, and

even openness to religion and spirituality.

While there is a focus on positive psycholog-

ical benefits, research suggests that benefit

finding may also have a positive impact on

physical health (Bower, Low, Moskowitz,

Sepah, & Epel, 2008).

Benefit finding has also been conceptualized in

myriad ways: as cognitive reappraisal, as

a personality characteristic, and even as a coping

mechanism. However, there has been an emphasis

on the distinction between active efforts to recall

benefits as a coping strategy during difficult times,

deemed benefit reminding, and benefit finding (i.e.,

benefit-related cognitions as adaptive beliefs).

Benefit finding and stress-related growth have

been studied mainly in the context of health and

medical illness. Medical illness often induces

feelings of uncertainty, fear, and loss. Growth

and benefit finding is also widely reported as

a result of illness. Research has proliferated

from early studies on the impact of myocardial

infarction to interest in the role of benefit finding

and growth in cancer, HIV, lupus, infertility,

arthritis, psoriasis, and other health problems.

However, growth varies in the context of medical

illness due to variation in symptom onset, etiol-

ogy, threat to life, recovery trajectory, chronicity,

permanence of change, and life context. Addi-

tional research is required to understand how

benefit finding and growth function along these

dimensions.

Cross-References

▶Coping

▶Hardiness

▶Optimism

▶ Perceived Benefits

▶ Positive Psychology

▶ Posttraumatic Growth

▶Resilience
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Benefit-Risk Estimation

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Benefit-risk profile; Benefit-risk ratio; Risk-

benefit assessment; Risk-benefit ratio

Definition

The benefit-risk estimate can be determined as

follows:

Benefit-risk estimate ¼
Estimate probability and degreeð Þ of benefit
Estimate probability and degreeð Þ of harm

In addition to the likelihood (probability) of

benefit and of harm, the degree of both likely

occurrences is important. For a given likelihood

of a certain benefit, a 1 in 100 chance of a very

mild adverse consequence (event) may be accept-

able to a patient, but a 1 in 100 chance of a severe

event might not.

The term “estimated” is used rather than cal-

culated since, while a calculation (a division) is

performed, the two values involved in the calcu-

lation are themselves estimates rather than pre-

cise quantitative statements (An analogous

argument is used in the entry titled “▶ Sample

Size Estimation.”) The term “benefit-risk ratio”

is commonly seen in the literature, but, following

this argument, the term “ratio” can be seen to

imply a degree of precision that is not (currently)

possible in benefit-risk assessment.

The term “benefit-risk balance” is also mean-

ingful. A favorable benefit-risk balance is one in

which the estimate of benefit is sufficiently greater

than the estimate of harm to make a decision to

proceed with an intervention, and an unfavorable

balance is one in which the estimate of benefit is

not so. For a given intervention, the benefit-risk

balance can differ for individual patients. While

two patients may be considered likely to gain

similar therapeutic benefit from the intervention,

it is possible that concurrent illnesses, genetic

susceptibility, and/or other factors present in one

of themmay increase the likelihood of harm to the

point where the balance becomes unfavorable.

Benefit-risk assessments for an intervention

are also potentially influenced by the availability

of subsequent interventions. A new intervention

may offer additional therapeutic benefit while

maintaining a given level of safety. This would

lessen the relative benefit-risk profile of the older

intervention. The same would be true for a new

intervention offering similar therapeutic benefit

but doing so in such a way that the estimate of

harm is decreased.

Cross-References

▶Efficacy

▶ Sample Size Estimation
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Benefits of Exercise

Klaus Gebel1,3 and Ding Ding2
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Callaghan, NSW, Australia
2Graduate School of Public Health/Department

of Family Preventive Medicine, San Diego State

University/University of California San Diego,

San Diego, CA, USA
3City Futures Research Centre, University of

New South Wales, Sydney, Australia

Synonyms

Exercise; Motor behavior; Physical activity

Definition

Physical activity is defined as body movement

produced by skeletal muscle that results in

energy expenditure above resting level and can

be accumulated at any time, for example, during

work, household, transportation, or during lei-

sure time. Exercise is a subset of leisure-time

physical activity that is usually structured,

planned, repetitive, and has the purpose of pro-

viding recreation, improving or maintaining

physical fitness, or enhancing other components

of health or well-being (US Department of

Health and Human Services, 1996). Physical

fitness includes cardiorespiratory fitness, mus-

cle strength, body composition, and flexibility

(Thompson et al., 2003). Metabolic fitness is

also increasingly recognized as an important

component of fitness which is closely related

to physical activity levels, as well as cardiovas-

cular and musculoskeletal fitness (Hassinen

et al., 2010).

Description

Physical activity recommendations were tradi-

tionally only focused on vigorous exercise to

achieve fitness and health benefits (American

College of Sports Medicine, 1978). However, in

the following years, emerging evidence from

clinical and epidemiological studies showed that

moderate-intensity physical activity, such as

walking, is also associated with significant health

benefits (Dunn et al., 1999). This has led to a shift

in the physical activity paradigm from a sole

focus on fitness and performance to a broader

public health perspective (Haskell, 2009).

The current physical activity guidelines from

major governmental and professional organiza-

tions state that health benefits can be gained

through moderate physical activity, vigorous

exercise, or a combination of both (Haskell

et al., 2007; Nelson et al., 2007; US Department

of Health and Human Services, 2008; World

Health Organization, 2010).

These recommendations and guidelines are

based on numerous epidemiological and clinical

studies that have established the health benefits of

regular physical activity and exercise (Bassuk &

Manson, 2009; Lee & Paffenbarger, 1998; Lee,

Sesso, Oguma, & Paffenbarger, 2003; Sesso,

Paffenbarger, & Lee, 2000). There is a broad base

of evidence that an active life-style reduces the risk

of coronary heart disease, stroke, type 2 diabetes,

some cancers, and osteoporosis; improves mental

health and lipid profiles; lowers blood pressure;

facilitates weight loss and maintenance; and

increases longevity (Courneya & Friedenreich,

2011; Dishman, Washburn, & Heath, 2004;

Haskell et al., 2007; US Department of Health

andHuman Services, 1996; Bouchard et al., 2012).

There are specific recommendations for

physical activity and exercise for different age

groups. Children and adolescents (5–17) should
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engage inmoderate- to vigorous-intensity physical

activity for 60 min or more per day. On at least 3

days per week, this should include vigorous exer-

cise with muscle- and bone-strengthening activi-

ties (US Department of Health and Human

Services, 2008). Of particular relevance to chil-

dren and adolescents is that physical activity and

exercise promote a healthy growth and positively

affect the social (Malina, Bouchard, & Bar-Or,

2004) and cognitive development (Sibley &

Etnier, 2003).

Adults aged 18–65 should accumulate at least

150 min of moderate physical activity per week,

such as walking, on at least five, preferably all,

days of the week, or alternatively at least 75min of

vigorous exercise per week. For more significant

health benefits, adults should engage in 300min of

moderate physical activity or 150 min of vigorous

exercise per week. Additionally, twice a week,

adults should engage in exercise that maintains

or increases muscular strength or endurance

(Haskell et al., 2007; US Department of Health

and Human Services, 2008).

The recommendations for older adults

(65+ years) are similar to those for adults with

additional emphasis on exercise that improves

flexibility and balance (Nelson et al., 2007).

Of particular relevance to the elderly is that

exercise reduces the risk of falls and associated

injuries and has therapeutic benefits for various

chronic diseases, such as coronary heart disease,

hypertension, osteoarthritis, claudication, and

chronic pulmonary disease. Furthermore,

physical activity and exercise help in the

treatment of depression and anxiety disorders,

delay cognitive impairment and disability, and

improve functional ability, mobility, and overall

quality of life in the elderly. Maintaining

a sufficient level of mobility is critical to

independent living for older adults (Nelson

et al., 2007). Therefore, physical activity and

exercise can not only add years to life, but life

to years.
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Biographical Information

Dr. Herbert Benson

Herbert Bensonwas born in 1935 inYonkers, New

York. He graduated from Wesleyan University in

1957 with a B.A. in Biology and received his

medical degree from the Harvard Medical School

in 1961. He is currently the Director Emeritus of

the Benson-Henry Institute (BHI) and the Mind/

Body Medical Institute Associate Professor of

Medicine at Harvard Medical School. In his

career, spanning more than 40 years, Benson is

considered to be the pioneer of mind/body medi-

cine and to be one of the first Western physicians

to integrate spirituality and healing into medicine

(Massachusetts General Hospital, 2011a).

Major Accomplishments

Benson recognized that in contrast to the “fight-or-

flight response” to stress, there must be an opposite

physiological reaction to bring the body back to

a state of homeostasis; this he defined as the relax-

ation response (Benson, 1975). This response is

identified by marked decreases in respiration rate,

metabolism, and heart rate and increases in alpha

brain waves. Furthermore, Benson argued that this

response could bementally controlled and induced,

similarly to biofeedback responses. Thus, he stud-

ied practitioners of Yoga, Zen, and Transcendental

Meditation to fully understand this process. Inter-

estingly, he found that individuals who were

recently trained in the relaxation response had sim-

ilar physiological responses during practice to

highly trained experts in Yoga or Zen (Benson,

1975). Indeed, subsequent studies showed that

these responses were not unique to Transcendental

Meditation, but could be harnessed in a restful,

hypometabolic state and, therefore, can be elicited

through activities such as diaphragmatic breathing,

knitting, chi gong, prayer, Yoga, jogging, Tai Chi,

and progressive muscle relaxation. The key to

eliciting the relaxation response is a repetitive

thought, prayer, or movement and a casual return

to that repetition if an intruding thought enters the

mind (Massachusetts General Hospital, 2011b).

Benson continues to teach and lecture about the

beneficial effects of the relaxation response in

counteracting stress. The revolutionary book, The

Relaxation Response, was first published in 1975
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and continues to be reprinted and translated into

many different languages.

In addition to his work on the relaxation

response, Benson advocates mind-body medicine

through his work at the Benson-Henry Institute

for Mind-Body Medicine at Massachusetts Gen-

eral Hospital. There, he supports a three-part

system for treating patients: (1) pharmaceuticals,

(2) surgery and procedures, and (3) “self-care”

composed of mind/body interactions like nutri-

tion, relaxation, exercise, and spirituality. He

believes that this system is best because many

patients are affected by stress-related conditions

and need self-care to treat the person as a whole

(Massachusetts General Hospital, 2011b).

Benson has authored more than 180 scientific

publications and 12 books. More than five million

copies of his books have been printed and trans-

lated into many languages. Many institutions have

supported his research, including the National

Institutes of Health, The John Templeton Founda-

tion, and the Fetzer Institute. He has received

numerous awards, including Fellow for the Amer-

ican College of Cardiology, a Presidential Citation

from the American Psychological Association,

and four honorary doctorates. Benson continues

to lecture widely about mind/bodymedicine, striv-

ing to build awareness of the field and bridge the

gap between Eastern and Western medicine.
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Synonyms

Grief; Mourning

Definition

Bereavement is the state of being deprived of

something or someone, especially a loved one

lost to death. Persons in a state of bereavement

experience grief, as a normal emotional reaction

to the major loss.

Cross-References

▶Caregiver/Caregiving and Stress

▶Death, Sudden

▶End-of-Life Care

▶Grief Counseling

▶Grieving
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Synonyms

Insulin-producing cell

Definition

Beta cells are cells contained within the islets of

Langerhans (islets), which specifically produce

and secrete insulin into the circulation, in response

to a variety of stimuli, most notably blood glucose.

Beta cells are part of the endocrine system and are

essential in glucose regulation and homeostasis.

They achieve this through a balance with counter

regulatory hormones, such as glucagon, which is

produced by the beta cell’s neighbor in the islet,

the alpha cell. When beta cells have difficulty in

secreting insulin properly (type 2 diabetes) or are

completely nonfunctional (type 1 diabetes), diabe-

tes develops. The beta cells co-secrete with insulin

a peptide called amylin, which is thought to also be

important in metabolic regulation, by slowing gas-

tric emptying, suppressing glucagon secretion, and

increasing satiety. Beta cells can also be stimulated

to release insulin by a number of antidiabetic med-

ications such as sulfonylureas, glinides, GLP (glu-

cagon-like peptide)-1 receptor agonists, and DPP

(dipeptidyl peptidase)-4 inhibitors. Beta cells can

also be used to reverse hyperglycemia when islet

cells are isolated from cadaveric donors and

transplanted into the liver of patients with type 1

diabetes.
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Synonyms

Participation bias; Selection bias; Systematic bias

Definition

Bias is the difference between the true value of a

particular quantity and an estimate of the quantity
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obtained from scientific investigation. Randomi-

zation is a process designed to reduce bias as

much as possible.

Description

Various influences can introduce error into the

assessment of treatment effects: As an example,

here systematic bias is discussed. If all of the

subjects in one treatment group share a charac-

teristic that is not present in any of the subjects in

the other treatment group(s), it is not possible to

ascribe differences between the groups to the

influence of central interest in the study, i.e.,

the different treatments received by the groups.

Putting all relatively tall subjects in one

group and all relatively short subjects in another

group would be an example of systematic bias.

Another example would be putting all relatively

heavy subjects in one group and all relatively less

heavy subjects in the other. If the behavioral

intervention (treatment) of interest was a putative

means of reducing blood pressure, there is a

certain degree of biological plausibility that the

difference in body weights in the treatment

groups could influence the results.

Participation bias (Volunteer bias): Participa-

tion bias refers to the differential likelihood

of certain individuals accepting invitations to

participate in a research investigation (often in

a survey) and others not responding or declining

to participate.

Recruitment of subjects for participation in

various types of experimental methodologies

has to acknowledge certain biases. Consider the

randomized controlled clinical trial. Subjects are

recruited before randomization to treatment

groups occurs, and it is the intent that subjects

complete their participation in the trial regardless

of which treatment they were randomized to.

(In the classic double-blind trial, they would

not know to which treatment they had been

randomized.) In contrast, consider mailed

(or electronically mailed) invitations to partici-

pate in a research survey. If the survey addresses

a disease that you have, or that close friends or

family members have, there is a higher likelihood

that you will agree to take part in the research

study by answering the questions asked by the

survey than there is for healthy subjects who have

little knowledge of (and possibly little interest in)

the disease or condition of research interest.

Selection bias: Selection bias occurs when

study subjects are allowed to select into which

treatment group in the study they would like to be

placed.
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Synonyms

Alcohol; Bender; Binge; Blood alcohol concen-

tration; College students; Dangerous drinking;

Excessive drinking; Harmful drinking; Heavy
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episodic drinking; High-risk drinking; Intoxica-

tion; Problem drinking; Risky drinking episode

Definition

The most widely used and accepted contempo-

rary definition of the phrase “binge drinking” was

published on February 5, 2004, by the NIAAA

National Advisory Council. This definition for

binge drinking put forth by a special task force

assigned the responsibility of defining binge

drinking and its differentiations from other pat-

terns of alcohol use states that:
A ‘binge’ is a pattern of drinking alcohol that

brings blood alcohol concentration to 0.08 gram

percent or above. For the typical adult, this pattern

corresponds to consuming 5 or more drinks (male),

or 4 or more drinks (female) in about 2 hours.

Binge drinking is clearly dangerous for the drinker

and for society (National Institute on Alcohol

Abuse and Alcoholism, 2004).

This definition was released with the follow-

ing caveats:

(a) A “drink” refers to half an ounce of alcohol

(e.g., one 12 oz. beer, one 5 oz. glass of wine,

or one 1.5 oz. shot of distilled spirits).

(b) Binge drinking is different from “risky drink-

ing” (reaching a peak BAC of .05 g percent to

.08 g percent) and a “bender” (2 or more days

of sustained heavy drinking).

(c) For some individuals (e.g., older people or

people taking other drugs or certain medica-

tions), the number of drinks needed to reach

a binge-level BAC is lower than the “typical

adult.”

(d) People with risk factors for the development

of alcoholism have increased risk with any

level of consumptions.

(e) For pregnant women, any drinking presents

risk to the fetus.

(f) Drinking by persons under the age of 21 is

illegal.

Description

Multiple definitions of the term “binge drinking”

have existed and been revised over time. Prior to

1991, a “binge” was often thought of to be an

intense, multi-day or week long period of drinking

that often done in a solitary fashion. The purpose

of binge drinking was to become intoxicated, and

a loss of control was a component of such a binge

drinking episode. The binge was often accompa-

nied by significant consequences such as black-

outs, injuries and often ended in incarceration,

alcohol poisoning, and/or inpatient treatment.

Although a binge was occasionally referred to as

a single event, the amounts of alcohol consumed

were related to high levels of intoxication and

related impairment over more than 1 day. Further-

more, binge drinking episodes, or binges, would

often be separated by extended periods of sobriety.

In the United States, the meaning behind the

phrase “binge drinking” underwent a drastic

change after the term became widely used in the

in research college student drinking in the early

1990s. Specifically, Dr. Henry Wechsler of

the Harvard School of Public Health started to

conduct large-scale surveys of college student

alcohol use – the College Alcohol Survey

(CAS). The CAS surveyed over 50,000 students

at 140 colleges and universities in the United

States. The first of these surveys was conducted

in 1993, and subsequent surveys were conducted

in 1997, 1999, and 2001 (Wechsler &Wuethrich,

2002). Originally defined as having 5 drinks per

occasion, the definition was later amended to

5 drinks on one occasion for men and 4 drinks on

one occasion for women. Furthermore, this defini-

tion lacked a time frame during which the drinks

were consumed. Through the many research arti-

cles published from the CAS, as well as subse-

quent articles by other researchers that examined

the phenomenon, “binge drinking” was conceptu-

alized as the threshold for which alcohol-related

harms became significantly more likely for the

drinker. Furthermore, students who shared the

environment with students engaging in binge

drinking also experienced consequences such as

having their sleep and studies disturbed, their

property damaged, and even being assaulted.

These “secondary effects” were also a source of

concern for school administrators, and

a commonly cited reason to increase prevention

and intervention efforts on college campuses.
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Dr.Wechsler’s revised definition of the term binge

was frequency used outside of research by the

media to describe many high-profile alcohol-

related fatalities and other related consequences.

Thus, the revised definition of binge drinking was

integrated into popular terminology.

During the 1990s and early 2000s, there

was debate regarding the updated definition of

“binge drinking” as Dr. Wechsler’s definition

of binge drinking was markedly different than the

historical definition of amulti-day episode of heavy

alcohol use. One concern about the Dr. Wechsler’s

definition is that it failed to differentiate between

individuals who drank to the point of unconscious-

ness (e.g., BACs of .30 g/dL and higher) within

individuals who met the binge drinking threshold

but reached low levels of intoxication. In addition,

the term binge drinkingwas often used in themedia

to describe sensational events related to high levels

of intoxication. There was some concern that the

use of binge drinking to primarily describe exces-

sive levels of consumption would cause some indi-

viduals to falsely believe that the term binge

drinking was synonymous to extreme intoxication.

Furthermore, there was debate regarding whether

the use of Dr. Wechsler’s definition of binge drink-

ing led to inaccurate beliefs about the actual occur-

rence of risky alcohol use at a timewhere a growing

body of research indicated that overestimates about

the frequency of alcohol use was positively related

to increased personal use.

Synonyms of the term binge drinking were

introduced to differentiate the historical and the

current definition for binge drinking, and these

synonyms included heavy episodic drinking,

risky drinking episode, harmful drinking, danger-

ous drinking, excessive drinking, and problem

drinking (Carey, 2001). In addition, NIAAA

attempted to address limitations regarding

Dr. Wechsler’s definition of binge drinking by

including level of intoxication as a criterion for

whether a binge drinking episode occurred, as

well as highlighting the importance of individual

differences since some individuals may be at

a heightened level of risk depending on their

predisposition. Concurrent with the focus on

binge drinking in the United States as a single,

discrete drinking event researchers and

policymakers around the world attempted to

determine how many drinks needed to be con-

sumed to constitute a binge drinking episode.

Indeed, global cutoffs included a half bottle of

spirits or two bottles of wine on one occasion

(Sweden); double the daily recommended

amount of alcohol – about 2–3 drinks (or 1 or 2

for women) (England); 6 bottles of beer (Finland)

and 6 or more units of alcohol (women) and 8 or

more units of alcohol for men (United Kingdom).

However, to date, there is no worldwide consen-

sus on the amount of alcohol that needs to be

consumed to qualify as a binge drinking episode.

As with the term “binge drinking,” there is

a lack of consensus regarding how many binge

drinking episodes one must experience in order to

be classified as a “binge drinker.” Researchers

have used time frames used to capture binge

drinking episodes have ranged from the past

week to the past year. Overall, a 6-month time

frame has been determined to be most informa-

tive in linking binge drinking to alcohol-related

consequences. Dr. Wechsler and colleagues fur-

ther differentiated between binge drinkers (one or

two binge drinking episodes in the past 2 weeks)

and frequent binge drinkers (two or more binge

episodes in the past 2 weeks). However, this

definition has not been universally accepted.

Because no stable definition of the term binge

drinking or binge drinker exists, care must be

taken to clearly define binge drinking when

interpreting or disseminating research findings,

especially when including different studies. As

the definition of binge drinking has been clarified

(defined in most studies as five or more drinks on

one occasion for men and women) since 1991,

research has implemented the construct into

interviews and surveys with a variety of

populations. That said, it is possible to identify

some trends in the literature on binge drinking.

Binge drinking typically peaks in adolescence

and then decline as people get older, with the

lowest rates found in individuals over 65 years

old. Binge drinking is the most common style of

drinking among adolescents, with over 90%

of the alcohol consumed by high school students

being imbibed while binge drinking. This is of

concern as establishing this pattern of alcohol
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use early in life may lead to continued binge

drinking throughout the lifespan, as well as

increase the risk for developing alcohol depen-

dence. Research with adolescents and adults

consistently indicates that binge drinking is

related to injuries, violence, driving while intox-

icated, unsafe sexual practices, and death. In

addition, binge drinking in pregnant women can

cause significant danger to the fetus such as fetal

alcohol spectrum disorders. In the elderly, pre-

liminary evidence suggests that binge drinking

may be associated with the onset of dementia.

The association of binge drinking with the con-

current use of other substances, such as tobacco,

is also a public health concern.

Regarding gender and ethnic differences in

binge drinking, men continue to binge drink

more than women, accounting for as many as

81% of adult binge drinking episodes. Caucasians

also report binge drink more than any other racial

group, with African–Americans exhibiting the

lowest rates of binge drinking.

Given the health implications, binge drinking

has been the target of a variety of prevention

and intervention efforts. In the college setting,

the social norms marketing campaigns (SNM)

became a widespread approach, with mixed

results. In college students and other

populations, individual brief motivational inter-

ventions (BMIs) have been administered in

a wide variety of contexts, formats, and settings,

and research indicates a consistent small to mod-

erate effect on decreasing the frequency of binge

drinking and related consequences. Interven-

tions administered via the Internet have also

demonstrated efficacy with college students

and adults, and new approaches to screening

and intervention through the web continue to

be developed.
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Definition

Binge eating involves rapidly eating a very

large amount of food in a relatively short period

of time. Other key characteristics of binge eat-

ing include feeling out of control when eating,

eating until uncomfortably full, eating apart

from others, eating in the absence of hunger,

and marked distress regarding overeating.

Binge eating is distinguishable from other

symptoms of disordered eating. Bulimia

nervosa, for example, is a broader pattern of

disordered eating including not only binge eat-

ing but also compensatory behaviors (e.g.,

dieting, purging, or exercising to avoid weight

gain) and excessive concerns over body size,

shape, and weight.
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Description

Binge eating is usually conceptualized with

reference to either a dimensional framework

(with binge eating understood as lying along a

continuum of severity ranging from mild

to severe) or a categorical framework (with indi-

viduals suffering from severe binge eating under-

stood as belonging to a qualitatively discrete

diagnostic category). Binge Eating Disorder is

a provisional diagnostic criteria set provided for

further study in the Diagnostic and Statistical

Manual of Mental Disorders (American Psychi-

atric Association, 2000). Binge Eating Disorder

generally appears to represent a reliable and

a valid diagnostic category. Subdiagnostic symp-

toms of binge eating are also important, as such

symptoms negatively impact health and function-

ing and may herald the occurrence of more severe

symptoms of disordered eating.

Epidemiological data suggest binge eating is a

common and an impairing problem that most fre-

quently occurs in wealthy, industrialized nations.

The onset of binge eating is usually in late adoles-

cence or in young adulthood. With a female-to-

male ratio of 3-to-2, binge eating is the least gen-

der-specific form of disordered eating. The preva-

lence of Binge Eating Disorder ranges from 1% to

4% in samples of community members and from

15% to 50% in samples from weight-control pro-

grams. An estimated 8% of individuals who are

obese have Binge Eating Disorder. Binge eating is

tied to health problems such as obesity, diabetes,

and gastrointestinal dysfunction. Moreover, psy-

chiatric difficulties and binge eating frequently co-

occur, with mood, anxiety, substance use, and

personality problems often accompanying binge

eating. Binge eating is also associated with func-

tional impairment in social, personal, familial, and

occupational roles.

Several putative factors are involved in

the onset and the maintenance of binge eating.

Both personality traits (such as perfectionism)

and Personality Disorders (such as Borderline Per-

sonality Disorder) are risk factors for binge eating.

Negative affect is also implicated in binge eating,

with binge eating conceptualized as a way of

momentarily escaping negative affect. Evidence

suggests unsatisfying interpersonal relationships

(e.g., hostile interactions) and other interpersonal

problems (e.g., evaluative fears) are related to

binge eating. Cognitive biases such as strongly

basing self-worth on control over eating are also

tied to binge eating, and dietary restraint appears to

play a key role in binge eating, with binge eating

representing an attempt to compensate for caloric

deprivation. Ultimately, no one single factor is

responsible for binge eating and a confluence of

the above factors appears to trigger and to main-

tain binge eating.

Binge eating is a treatable problem. Random-

ized controlled trials indicate cognitive behavioral

therapy (Wilson & Fairburn, 2007) and interper-

sonal psychotherapy (Tanofsky-Kraff & Wilfley,

2010) are efficacious interventions for binge eat-

ing. Cognitive behavioral therapy focuses on

establishing behavioral patterns that reduce binge

eating (e.g., regular, moderate meals and snacks)

and challenging dysfunctional cognitions that

maintain binge eating (e.g., irrational cognitive

distortions about dieting). Interpersonal psycho-

therapy focuses on identifying current interper-

sonal problem areas contributing to binge eating

(e.g., marital disputes) and then improving those

problem areas. Randomized trials also suggest

antidepressants, especially selective serotonin

reuptake inhibitors, are linked to short-term

decreases in binge eating (Bodell & Devlin,

2010). Long-term effects of medications on

binge eating are unknown. Combining

psychotherapy and medication does not appear to

result in greater reductions in binge eating.

Cross-References

▶Bulimia

▶Obesity

▶Randomized Controlled Trial

References and Readings

American Psychiatric Association. (2000). Diagnostic
and statistical manual of mental disorders (4th ed.).

Washington, DC: American Psychiatric Association.

B 220 Binge Eating

http://dx.doi.org/10.1007/978-1-4419-1005-9_731
http://dx.doi.org/10.1007/978-1-4419-1005-9_765
http://dx.doi.org/10.1007/978-1-4419-1005-9_1059


Bodell, L. P., & Devlin, M. J. (2010). Pharmacotherapy

for binge-eating disorder. In C. M. Grilo & J. E. Mitch-

ell (Eds.), The treatment of eating disorders: A clinical
handbook (pp. 402–413). New York: Guilford Press.

Tanofsky-Kraff, M., & Wilfley, D. E. (2010). Interper-

sonal psychotherapy for the treatment of eating

disorders. In W. S. Agras (Ed.), The Oxford handbook
of eating disorders (pp. 348–372). New York: Oxford

University Press.

Wilson, G. T., & Fairburn, C. G. (2007). Treatments for

eating disorders. In P. E. Nathan & J. M. Gorman

(Eds.), A guide to treatments that work
(pp. 579–609). New York: Oxford University Press.

Biobehavioral Mechanisms

Catherine Benedict

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Biomarkers

Definition

Biobehavioral mechanisms within behavioral

medicine refer to the interaction of biological,

psychosocial, behavioral, and environmental fac-

tors that contribute to health-related outcomes

and disease status. Biological processes are

believed to mediate the influence of psychoso-

cial, behavioral, and environmental factors on

health and disease outcomes.

Description

Research concerned with biobehavioral mecha-

nisms of health and disease has primarily focused

on the impact of psychosocial, behavioral, and

environmental factors on biological processes of

the immune and endocrine systems. These factors

can impact biological responses individually and/

or synergistically and may include both acute and

chronic effects. Psychological distress in

response to stressors (i.e., negative life events,

both acute and chronic) has been related to alter-

ations in immune and endocrine functioning and

much of this work has focused on the effects of

stress on immunocompetence and inflammatory

responses. Importantly, relationships among rel-

evant biological, psychosocial, behavioral, and

environmental factors are often bidirectional

and synergistic in nature.

“Biobehavioral mechanism” is a term used to

suggest biomarker research linked to psycholog-

ical, behavioral, and sociocultural factors.

Pioneering work first discovered the interrela-

tionship between psychological stress and physi-

ologic responses of the nervous, endocrine, and

immune systems. Among the first researchers to

evaluate these relationships were Walter Cannon

and Hans Selye. It was Cannon (1939) who first

identified the role of the autonomic nervous sys-

tem (ANS) in the fight-or-flight stress response.

Selye (1952, 1975) later demonstrated interac-

tions of the hypothalamic-pituitary-adrenal

(HPA) axis and the sympathetic nervous system

(SNS) that lead to subsequent changes in immune

functioning and the lymphoid organs in response

to psychological stress. This led to a global

immunosuppression model of stress and immu-

nity. Over the years and with advancing technol-

ogy, increasingly sophisticated methods for

evaluating these relationships have been devel-

oped and our understanding of the mechanisms

by which psychological and behavioral factors

influence biological processes and health out-

comes has advanced. Psychoneuroimmunology

(PNI) has emerged as a field of study that is

primarily concerned with interactions between

the central nervous system, the endocrine system,

and the immune system and the impact of these

interactions on health and disease. The HPA axis

and the sympathetic-adrenal medullary (SAM)

axis are the primary pathways by which these

systems interact. Much of this work has been

concerned with the systemic effects of psycho-

logical stress on the regulatory processes of the

HPA and SAM axes and the association between

chronic inflammation and acute and/or chronic

health conditions. Biomarkers are used to
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objectively measure (ab)normal biological pro-

cesses, pathogenic processes, disease progres-

sion, and response to treatment or intervention.

The HPA and SAM axes produce glucocorti-

coid hormones (e.g., cortisol) and catechol-

amines in response to stress. These

neuroendocrine products bind to receptors on

a number of immune cells, such as lymphocytes,

monocytes, machrophages, and granulocytes,

altering cellular activity and immune functioning

(e.g., cell trafficking, proliferation, cytokine

secretion, antibody production, and cytolytic

activity; Padgett & Glaser, 2003; Rabin, 1999).

Cytokines mediate and control inflammatory and

immune responses. One of the effects of chronic

activation of the stress response is

downregulation of cortisol production and

increases in the release of various pro-

inflammatory cytokines such as C-reactive pro-

tein (CRP), interleukin-2 (IL-2), interleukin-6

(IL-6), and tumor necrosis factor-alpha (TNF-

alpha). The nature and duration of stress (e.g.,

acute vs. chronic) has been identified as deter-

mining factors influencing the degree to which

psychological stress leads to alterations in

neuroendocrine functioning and immune

dysregulation. Although both acute and chronic

stress has been related to increased activation of

inflammatory responses and alterations in

immune function, longer-term or chronic

stressors have been shown to have a more sub-

stantial impact.

“Biobehavioral mechanisms within behav-

ioral medicine” is also a term that has been used

to imply markers of disease activity. Both animal

and human models have demonstrated that the

interaction of the neuroendocrine and immune

systems in response to stress influence a number

of health-related outcomes. A lot of the emphasis

looking at biobehavioral mechanisms has evalu-

ated the interaction of stress and biomarker activ-

ity. Classic studies linking psychological and

behavioral factors to biological mechanisms

have demonstrated the negative effects of stress

on immune functioning. Psychological stress has

been shown to exacerbate viral and bacterial

pathogenesis, increases susceptibility to viruses,

slows wound healing, and alters autoimmune

diseases (Black, 2003; Cohen et al., 1991;

Kiecolt-Glaser et al., 1995; Padgett et al., 1998).

Studies have demonstrated that subjects inocu-

lated with a vaccine show poorer immunologic

responses during times of stress (e.g., medical

students during exams, caregiving for a spouse

with dementia and Alzheimer’s disease; Glaser

et al., 1992, 2000, 2001; Jabaaij et al., 1996;

Kiecolt-Glaser, Glaser, Gravenstein, Malarkey,

& Sheridan, 1996; Vedhara et al., 1999) and this

relationship has been shown to be dose dependent

(Cohen et al., 1991). Furthermore, individuals

who show delayed, weaker, or shorter-lived

responses to vaccines are more likely to experi-

ence clinical illness and longer-lasting infections

(Padgett & Glaser, 2003). Stress-induced alter-

ations in neuroendocrine and immune responses

have also been studied within a number of disease

models including insulin resistance and type II

diabetes (Black, 2003), cardiovascular health

(e.g., atherosclerotic disease and hypertension;

Black, 2003), cancer (Andersen, Kiecolt-Glaser,

& Glaser, 1994; Andersen et al., 1998), human

immunodeficiency virus (HIV; Antoni et al.,

1990; Cruess et al., 2000), and multiple sclerosis

(Ackerman, Martino, Heyman, Moyna, & Rabin,

1998).

Psychological stress may also impact biologi-

cal processes indirectly through related effects on

health behaviors. That is, efforts undertaken to

manage the demands of stress or cope with an

acute or ongoing stressor may lead to unhealthy

behavior changes. For example, distressed indi-

viduals often have appetite and/or sleep distur-

bances and are more likely to self-medicate with

alcohol and other drugs, including caffeine use

and cigarette smoking. Likewise, health behav-

iors may have a direct effect on biological pro-

cesses, independent of psychological stress.

Immune functioning has been related to objective

measures of sleep, nutrition, alcohol intake, and

drug use. These factors may contribute indepen-

dent effects and/or their interaction may lead to

additive affects on neuroendocrine and immune

functioning. For example, substance abuse has

been directly related to immune dysfunction and

indirectly through related effects on nutrition.

Overall, poor health behaviors may interact with
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psychological and biological processes in bidi-

rectional ways, contributing to and exacerbating

the effects of stress on health and disease.

Cross-References

▶Behavioral Medicine

▶ Psychoneuroimmunology

References and Readings

Ackerman, K. D., Martino, M., Heyman, R., Moyna,

N. M., & Rabin, B. S. (1996). Immunologic response

to acute psychological stress in MS patients and con-

trols. Journal of Neuroimmunology, 68, 85–94.
Ackerman, K. D., Martino, M., Heyman, R., Moyna, N. M.,

& Rabin, B. S. (1998). Stressor-induced alteration of

cytokine production in multiple sclerosis patients and

controls. Psychosomatic Medicine, 60, 484–491.
Ader, R., Cohen, N., & Felten, D. (1995). Psychoneuro-

immunology: Interactions between the nervous system

and the immune system. Lancet, 345, 99–103.
Ader, R., Felten, D. L., & Cohen, N. (2001). Psychoneu-

roimmunology (3rd ed.). San Diego, CA: Academic

Press.

Andersen, B. L., Farrar, W. B., Golden-Kreutz, D.,

Kutz, L. A., MacCallum, R., Courtney, M. E., et al.

(1998). Stress and immune responses after surgical

treatment for regional breast cancer. Journal of the
National Cancer Institute, 90, 30–36.

Andersen, B. L., Kiecolt-Glaser, J. K., & Glaser, R.

(1994). A biobehavioral model of cancer stress and

disease course. American Psychologist, 49(5),
389–404.

Antoni, M. H., August, S., LaPerriere, A., Baggett, H. L.,

Klimas, N., Ironson, G., et al. (1990). Psychological

and neuroendocrine measures related to functional

immune changes in anticipation of HIV-1 serostatus

notification. Psychosomatic Medicine, 52, 496–510.
Aragona, M., Muscatello, M. R. A., Losi, E., Panetta, S., la

Torre, F., Pastura, G., et al. (1996). Lymphocyte num-

ber and stress parameter modifications in untreated

breast cancer patients with depressive mood and pre-

vious life stress. Journal of Experimental Therapeutics
and Oncology, 1, 354–360.

Benjamini, E., Coico, R., & Sunshine, G. (2000). Immu-
nology: A short course (4th ed.). New York: Wiley-

Liss.

Biondi, M. (2001). Effects of stress on immune functions:

An overview. In R. Ader, D. L. Felten, & N. Cohen

(Eds.), Psychoneuroimmunology (3rd ed.,

pp. 189–226). San Diego, CA: Academic Press.

Black, P. H. (2003). The inflammatory response is an

integral part of the stress response: Implications for

atherosclerosis, insulin resistance, type II diabetes and

metabolic syndrome X. Brain, Behavior, and Immu-
nity, 17, 350–364.

Cannon, W. B. (1939). The wisdom of the body.
New York: Norton.

Cohen, S., Tyrrell, D. A. J., & Smith, A. P. (1991). Psycho-

logical stress and susceptibility to the common cold.

New England Journal of Medicine, 325(9), 606–612.
Cruess, D. G., Antoni, M. H., McGregor, B. A., Kilbourn,

K. M., Boyers, A. E., Alferi, S. M., et al. (2000).

Cognitive-behavioral stress management reduces

serum cortisol by enhancing benefit finding among

women being treated for early stage breast cancer.

Psychosomatic Medicine, 62, 304–308.
Cruess, S., Antoni, M., Kilbourn, K., Ironson, G.,

Klimas, N., Fletcher, M. A., et al. (2007). Optimism,

distress, and immunologic status in HIV-infected gay

men following Hurricane Andrew. International Jour-
nal of Behavioral Medicine, 7, 160–182.

Glaser, R., Kiecold-Glaser, J. K., Bonneau, R. H.,

Malarkey, W., Kennedy, S., & Hughes, J. (1992).

Stress-induced modulation of the immune response to

recombinant hepatitis B vaccine. Psychosomatic
Medicine, 54, 22–29.

Glaser, R., Sheridan, J., Malarkey,W. B.,MacCallum, R. C.,

& Kiecolt-Glaser, J. K. (2000). Chronic stress modulates

the immune response to a pneumococcal pneumonia

vaccine. Psychosomatic Medicine, 62, 804–807.
Glaser, R., MacCallum, R. C., Laskowski, B. F.,

Malarkey, W. B., Sheridan, J. F., & Kiecolt-Glaser,

J. K. (2001). Evidence for a shift in the Th-1 to Th-2

cytokine response associated with chronic stress and

aging. Journal of Gerontology: Medicine Sciences,
56(8), M477–M482.

Jabaaij, L., van Hattum, J., Vingerhoets, J. J. M.,

Oostveen, F. G., Duivenvoorden, H. J., Ballieux, R. E.

(1996). Modulation of immune response to rDNA

hepatitis B vaccination by psychological stress.

Journal of Psychosomatic Research, 41(2), 129–137.
Kang, D., Rice, M., Park, N., Turner-Henson, A., &

Downs, C. (2010). Stress and inflammation:

A biobehavioral approach for nursing research.

Western Journal of Nursing Research, 32(6), 730–760.
Kiecolt-Glaser, J. K., Marucha, P. T., Mercado, A. M.,

Glaser, R. (1995). Slowing of wound healing by psy-

chological stress. The Lancet, 346, 1194–1196.
Kiecolt-Glaser, J. K., Glaser, R., Gravenstein, S.,

Malarkey, W. B., & Sheridan, J. (1996). Chronic stress

alters the immune response to influenza virus vaccine

in older adults. Proceedings of the National Academy
of Sciences, United States of America, 93, 3043–3047.

Padgett, D. A., Sheridan, J. F., Dorne, J., Bernston, G. G.,

Candelora, J., & Glaser, R. (1998). Social stress and

the reactivation of latent herpes simplex virus type 1.

Proceedings of the National Academy of Sciences of
the United States of America, 95, 7231–7235.

Padgett, D. A., & Glaser, R. (2003). How stress influences

the immune response. TRENDS in Immunology, 24(8),
444–448.

Biobehavioral Mechanisms 223 B

B

http://dx.doi.org/10.1007/978-1-4419-1005-9_1660
http://dx.doi.org/10.1007/978-1-4419-1005-9_482


Rabin, B. S. (1999). Stress, immune function, and health:

The connection. New York, NY: Wiley Liss.

Segerstrom, S. C., & Miller, G. E. (2004). Psychological

stress and the human immune system: A meta-analytic

study of 30 years of inquiry. Psychological Bulletin,
130(4), 601–630.

Selye, H. (1952). The story of the adaptation syndrome.
Montreal, Canada: Acta.

Vedhara, K., Cox, N. K., Wilcock, G. K., Perks, P.,

Hunt, M., Anderson, S., et al. (1999). Chronic stress in

elderly carers of dementia patients and antibody

response to influenza vaccination. Lancet, 353(9153),
627–631.

Biofeedback

Masahiro Hashizume

Department of Psychosomatic Medicine, Toho

University, Ota-ku, Tokyo, Japan

Synonyms

Biofeedback control; Biofeedback therapy

Definition

Biofeedback denotes the use of electronic

methods to amplify or convert imperceptible

bodily information and feed this information

back to the person concerned in a perceptible

form such as light, sound, vibration, numbers, or

graphical representation for the purposes of

improving health and performance. This feed-

back can be used in training aimed at developing

self-control over physiological functions and

autonomic responses that are difficult to treat

using conventional methods. This kind of therapy

is known as biofeedback therapy or biofeedback

control.

Description

Research on biofeedback began around 1960.

Biofeedback involves two basic processes – the

perception of physiological functions and the

control of those functions. The physiological

function to be brought under control must be

continuously monitored with sufficient sensitiv-

ity to detect in real time change, and the change in

the physiological measure must be reflected

immediately to the person attempting to control

the process.

In learning theory terms, biofeedback involves

the operant conditioning of neuromuscular and

autonomic nervous activity. Bodily reactions

such as changes in muscle tone or heart rate are

operant behavior that can be controlled through

feedback. This control is based on the principle

that if a certain reaction results in a reward, and if

that response is rewarded every time it occurs, it

will occur with increasing frequency. As a form

of applied psychophysiology, clinical biofeed-

back assists persons to alter their own behaviors

through systematic feedback of such physiologi-

cal responses.

Biofeedback therapy can be applied to a wide

range of vital reactions, including blood pressure,

heart rate, heart rate variability (HRV), skin

temperature, skin potential reflex, sweat gland

action potential, electrocardiogram (ECG),

electrogastrogram, electromyogram (EMG), res-

piration, and electroencephalogram (EEG).

Especially, biofeed back displaying real-

time electroencephalography is also called

neurofeedback. Biofeedback therapy methods

can be divided into those that seek to directly

control bodily reactions associated with

a specific condition and those that seek to indi-

rectly control the condition through full body

relaxation.

Biofeedback has been applied to many differ-

ent fields. In medical care, it is usedmainly to treat

or prevent psychosomatic conditions such as bron-

chial asthma, hypertension, arrhythmia, tension-

type headache, migraine, writer’s cramp, and

spasmodic torticollis. It is also said to be effective

in the field of sports psychology to manage and

relax the body and mind of athletes prior to com-

peting, with electromyogram and skin temperature

biofeedback being the most frequently used. Bio-

feedback is also deemed to be effective for post-

stroke rehabilitation. The final goal in gaining

control over a reaction is to be able to control the
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reactionwith just one’s own powers, without using

a monitor.
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Synonyms

Biological indicators; Biological markers

Definition

1. A biomarker is a characteristic that is objec-

tively measured and evaluated as an indicator

of normal biological processes, pathogenic

processes, or pharmacologic responses to

a therapeutic intervention.

2. A biomolecule whose presence, absence, or

abnormal concentration in blood, urine, saliva,

or other body fluids, and/or tissues indicates

normal or diseased processes in the body.

Description

The body’s adaptive response to psychological and

physical stressors produces detectable changes in

multiple biochemical and physiological processes,

and potentially, any of these alterationsmay be used

as biomarkers. As measurable characteristics that

reflect the biological underpinnings of health and

disease, biomarkers are increasingly used to aug-

ment self-reportmeasures of stress and to illuminate

the interactions between social, environmental, and

behavioral factorswith health outcomes. The attrac-

tiveness of biomarkers in behavioral medicine

stems from their potential to reduce the reliability

and validity issues inherent to subjective self-report

assessments. Of particular interest are readily

obtained, quantifiable and reliable biological mea-

sures that reveal existing psychological states and

serve as harbingers of future health disorders.

Most biomarkers used in behavioral medicine

are selected for their ability to reflect activity in

one or more of the three main stress response sys-

tems: the sympathetic-adrenal-medullary (SAM)

axis, the hypothalamic-pituitary-adrenal (HPA)

axis, and the immune system. Activation of the

SAM axis is the body’s immediate physiological

response to acute stressors and the released cate-

cholamines, epinephrine, and norepinephrine are

commonly used as biomarkers to reflect SAM axis

activity. HPA axis activation is a longer-term hor-

monal response that starts manifesting 15–20 min

following stressor onset. Primary indicators of the

HPAaxis activation include cortisol, dehydroepian-

drosterone (DHEA), its sulfated form (DHEA-S),

and adrenocorticotropin hormone (ACTH).
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Crosstalk with the neuroendocrine system also pro-

duces alterations in the immune system that vary

according to stressor duration. For instance, short-

term stressors provoke increases in the levels of the

quick-acting, all-purpose immune cells such as the

natural killer (NK) cells. Prolonged or chronic

stressors produce more robust changes in immune

biomarkers, including suppressed activity and pro-

liferationofNKcells, and increases in inflammatory

markers such as proinflammatory cytokines (e.g.,

IL-6, TNF-a) and C-reactive protein (CRP). Alter-
nate expressions of stress-related immunosuppres-

sion include slower wound healing and weaker

seroconversion rates following vaccination.

Utilized individually or as part of a panel

representing the multiple response pathways,

biomarkers can be used to identify the risk of devel-

oping disease (antecedent biomarkers), screen for

subclinical disease (screening biomarkers), recog-

nize overt disease (diagnostic biomarkers), catego-

rize disease severity (staging biomarkers), or

predict disease course and response to therapy

(prognostic biomarkers). Recognizing that simple,

univariate tactics (i.e., use of one biomarker) do not

fully address the complex process of adjustment

and adaptation to multiple recurring stressors,

biobehavioral researchers are progressively

transitioning to more comprehensive, multivariate

approaches (i.e., use of multiple biomarkers). An

illustrative example is the integration of hormonal

mediators of the stress response, cortisol and epi-

nephrine, with blood pressure and waist-hip ratio to

operationalize the construct of allostatic load, the

cumulative physiological toll exacted by the body’s

efforts to adapt to life experiences. By using an

allostatic load index representing neuroendocrine,

immune, metabolic, and cardiovascular system

functioning, a variety of studies have demonstrated

greater prediction of age-related health and cogni-

tive declines over and beyond traditional methods

employed in biopsychosocial investigations.

The intrinsic value of any biomarker derives

from its measurement properties and as such, an

ideal biomarker should be accurate (i.e., match

the actual value of the health construct being

measured), have high sensitivity and specificity

for the outcome of interest, and explain

a reasonable proportion of the outcome,

independent of other established predictors. How-

ever, the desirable properties of a biomarker can

vary with its intended use. Features such as low

costs and high sensitivity, specificity, and predic-

tive values are important for a screening bio-

marker. In contrast, features such as costs,

sensitivity, and specificity are less important in

prognostic biomarkers because only individuals

with disease are tested and they serve as their

own controls (i.e., baseline values are compared

with follow-up values). The transition from puta-

tive biomarker to a known valid biomarker status

occurs through a multistep confirmatory process.

Although the biomarker literature frequently uses

the term “biomarker validation” to describe the

authentication process, it is important to distin-

guish between validation (assay or method vali-

dation) and qualification (or clinical validation or

evaluation). Method validation refers to the

process of assessing the assay or measurement

performance characteristics (e.g., accuracy,

precision, selectivity, sensitivity, and reproduc-

ibility). Biomarker qualification is the more

appropriate term for describing the graded,

evidentiary process for linking the biomarker

with biological processes and clinical endpoints

relevant to the intended application.

On a practical level, a biomarker can have clin-

ical utility only if it can be extracted easily and

unobtrusively, is reproducibly obtained in

a standardized fashion, and the measurement is

readily accessible and easy to interpret by the

end-user. These practical considerations drive the

concomitant development of robust, low-cost, and

portable biosensors that will allow biomarkers to

be detected and measured reliably in places as

diverse as remote field environments, community

hospitals, or even at home. The truncated

biosampling-reporting cycle afforded by these

point-of-care biosensors will eventually allow

a time-sampling protocol that is sensitive to com-

mon sources of biomarker variability (e.g., diurnal

variation, timing of collection relative to stressor)

and enable time-series psychophysiological mea-

surements in naturalistic settings. As advances in

behavioral research and biomarker development

converge with innovations in biosensing technol-

ogy and systems biology, one can expect that the
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ready access to accurate and reliable biomarker

information will enable more precise, predictive,

and personalized health care.
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Definition

The view that illness and health can be best under-

stood as a result of the interaction between phys-

iological, psychological, and sociocultural factors.

Description

The biopsychosocial model, originally advanced

by George L. Engel (1977), views disease and

health as the product of physiological, psycholog-

ical, and sociocultural variables. This viewpoint

stands in contrast to the biomedical model, in

which disease is viewed in terms of deviation

from normal biological functioning, and where

the experience and etiology of illness are under-

stood solely in terms of biological factors, such as

genetic predispositions or physiological dysfunc-

tions. Engel argued that this model was too nar-

rowly focused, and that a greater emphasis needed

to be placed on the role of psychosocial factors.

The idea that psychological and sociocultural

factors could have an influence upon illness had

already been recognized (in the field of psycho-

somatic medicine, for example). For example,

factors such as negative beliefs about an illness

(e.g., helplessness) and avoidance behaviors may

act to worsen symptoms, whereas the presence of

active coping strategies and social support may

have a positive effect on the course of an illness.

A key aspect of the biopsychosocial model is the

importance it places on the interconnections

between the three domains of biological, psycho-

logical, and social functioning. For example, psy-

chological factors can both influence biological

functioning (e.g., alterations in autonomic ner-

vous system function and hormone production),

and can also be influenced by biological function-

ing (e.g., disease may cause cognitive impair-

ments or contribute to depression and anxiety).

The model holds that an illness can be best under-

stood by considering its psychological and socio-

cultural effects as well as its biological ones, and

that the cause and progression of an illness can

also be influenced by all three of these factors, not

just biological ones. In other words, the

biopsychosocial model suggests that both the eti-

ology and the expression or prognosis of illness

are best understood as the result of an interaction

between biological, psychological, and sociocul-

tural variables.

The biopsychosocial model can help to

explain why patients with the same disease or

physical pathology may experience their illness,
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and respond to treatment, in very different ways.

In terms of clinical practice, the model encour-

ages clinicians to consider all relevant psycho-

logical and social factors when making

a diagnosis, and implies that treatment should

address all of these factors rather than just the

biological component of illness. More generally,

the model has also been influential in encourag-

ing researchers and clinicians to integrate knowl-

edge from different domains in order to better

understand illnesses and how they can be treated

(see Borrell-Carrio, Suchman, & Epstein, 2004,

for further discussion). The field of behavioral

medicine can be seen as an application of the

principles of the biopsychosocial model to

medical practice and research. The recent growth

in application of psychological theories to under-

standing and influencing health behavior (such as

the theory of planned behavior) is also

a reflection of the biopsychosocial model’s influ-

ence. Numerous studies have validated this

model by showing that psychosocial factors pre-

dict onset and progression of cardiac diseases, the

common cold, recovery from surgery and cancer

prognosis, independent of biomedical and demo-

graphic variables, and that psychological inter-

ventions may also improve the health outcomes

of some of these conditions.
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Definition

The birth weight of a newborn is an indicator of

chance for survival and long-term development

and can also reflect the health status of the birth
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mother. Normal birth weight is classified as babies

born between the 10th and 90th percentiles of all

babies of the same gestational age. Low birth

weight is a major problem of newborns worldwide.

There are three categories of low birth weight: low

birth weight (LBW) is less than 2,500 g or about

5.5 lb; very low birth weight (VLBW) is less than

1,500 g; and extremely low birth weight (ELBW)

is less than 1,000 g. Low-birth-weight infants are

either born small for their gestational age (SGA) or

born prematurely. A preterm birth is a gestation of

less than 37 weeks and is a major cause of LBW.

Small for gestational age births are more common

in developing countries.

High birth weight is far less common world-

wide but can still have major consequences on the

health of both the mother and the infant. High

birth weight or large for gestational age (LGA)

babies weigh greater than the 90th percentile of

all babies of the same gestational age, which for

full-term infants is about 4,000–4,500 g. Mater-

nal diabetes is the most common cause of LGA

babies. Maternal risks associated with LGA

babies include increased vaginal delivery time,

increased chance of a cesarean delivery, lacera-

tions of the birth canal, and maternal hemorrhage.

The newborn is at risk of problems related to

glucose regulation and respiratory distress.

Low-birth-weight infants are at increased risk of

mortality and morbidity throughout their lives. As

infants, risks include an inability to maintain body

temperature, infection, difficulty gaining weight,

respiratory distress syndrome, neurological prob-

lems, and sudden infant death syndrome. Later in

life they are at risk of for poor muscle develop-

ment, cognitive disabilities and are more likely to

remain below average on height and weight charts.

Demographic, medical, behavioral and envi-

ronmental maternal risk factors for having

a LBW infant include age <18 or >35, low

socioeconomic status, low education level, and

ethnicity (African Americans have increased risk

of having LBW infants when compared to Latina

American and Caucasian mothers). Risk factors

include a previous LBW infant and a woman who

was herself a LBW infant, infection, placental

problems, poor weight gain/poor nutrition, or

first or second trimester bleeding. Behavioral

risk factors include smoking and use of drugs or

alcohol during pregnancy. Environmental risk

factors include poverty, maternal stress, and

delayed or a lack of prenatal care.
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Description

The blood donation process places a unique set of

physiological and psychological demands on the
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donor. As shown in Fig. 1, these include postural

challenge upon standing after a prolonged period

of reclined seating, loss of blood volume, and

potential fear and anxiety. These factors can com-

bine to produce reductions in cerebral perfusion

that, in turn, can result in a range of reactions

from mild presyncopal (i.e., pre-faint) symptoms

such as dizziness or lightheadedness to periods of

syncope (i.e., fainting or loss of consciousness)

that can last for a few seconds in mild cases to

minutes in more severe cases.

Risk of Syncopal Reactions to Blood Donation

Overall, the risk for presyncopal and syncopal

symptoms is low, with a recent study of over six

million whole blood donors reporting presyncopal

reactions in 2.5% of all donations and loss of

consciousness in only 0.1% (Eder et al., 2008).

However, in a related report, it was noted that

16–17-year-old donors had a presyncopal rate of

8.9% and a loss of consciousness rate of 0.3%

(Eder, Hillyer, Dy, Notari, & Benjamin, 2008).

These findings are consistent with other reports

that presyncopal symptoms occur 2.6–9 times

more often among first-time blood donors as com-

pared to repeat donors. And young, female, first-

time donors are at particularly high risk with

on-site syncopal reactions rates as high as 16.1%.

Importantly, additional reactions can occur after

a donor leaves the blood collection site, and anal-

ysis of reported cases indicate that 10–15% of all

syncopal episodes occur off-site (Kamel et al.,

2010; Newman, 2004). These off-site reactions

are particularly problematic as they are more likely

to be associated with a fall and an injury to the

head. It has been estimated that 1 in 9,300 dona-

tions results in a health-care visit due to syncopal

reactions and that one third of such visits relate to

an injury sustained during a fall (Newman, 2004).

Impact of Syncopal Reactions on Blood

Donor Retention

Although a number of factors shape individual

decisions to donate, retrospective studies of
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existing blood donors demonstrate that the

experience of adverse reactions is a particularly

important barrier to retention. For example, in

a retrospective survey of over 30,000 blood

donors (Thomson et al., 1998), donors’ percep-

tion of physical well-being during or after dona-

tion was the single strongest predictor of intent to

donate again. Donors who rated their physical

well-being during or after donation as “fair to

poor” reported an anticipated attrition rate that

was six times higher than those who rated their

well-being as “good to excellent.” Similarly,

a comparison of current versus “lapsed” donors

(i.e., previous donors who had not donated within

the past 2 years) revealed that a positive donation

experience was one of the most important deter-

minants of return behavior (Germain et al., 2007).

Similar findings have also been observed in

prospective analyses of donor behavior. For

example, a study of nearly 90,000 whole blood

donors revealed that those who did not experi-

ence a presyncopal or syncopal reaction returned

to donate at a rate of 64% in the following

year as compared to a rate of 40% for donors

who experienced a reaction (France, Rader,

& Carlson, 2005).

Reducing the Risk of Syncopal Reactions

A number of intervention strategies have been

adapted to the blood donation context to

address the specific physiological and psycho-

logical demands illustrated in Fig. 1. These

include applied muscle tensing techniques to

enhance venous return, predonation water

consumption to acutely increase total periph-

eral resistance and resting blood pressure, and

distraction techniques to reduce fear and

anxiety.

Using Applied Muscle Tension to Attenuate
Venous Pooling. Repeated, rhythmic muscle con-

traction procedures have been used for decades to

treat fainting reactions in individuals with

blood and injury/injection phobia. For example,

individuals with blood and injury phobia can

learn to make voluntary muscular contractions

when faced with feared stimuli, and these actions

can increase blood flow to the brain and

prevent faintness (Foulds, Wiedmann, Patterson,

& Brooks, 1990). Because this technique has

obvious practical implications for preventing

blood donation reactions, they have also been

attempted with volunteer blood donors. In

a series of studies, donors were randomly

assigned to either donation-as-usual or an applied

muscle tension group that watched a brief

predonation video on the use of applied muscle

tension during donation (Ditto & France, 2006;

Ditto, France, Albert, & Byrne, 2007; Ditto,

France, Lavoie, Roussos, & Adler, 2003;

Ditto, Wilkins, France, Lavoie, & Adler, 2003).

On the whole, these studies demonstrated that

compared to controls who did not watch the

video, donors who learned the muscle tensing

technique (1) reported lower levels of

presyncopal symptoms, (2) were less likely to

have their donation chair reclined by the phlebot-

omist, and (3) expressed greater confidence that

they would donate blood again in the future.

Interestingly, while the beneficial effects of

muscle tensing have been demonstrated in both

males and females (Ditto & France, 2006; Ditto

et al., 2007; Ditto, Wilkins et al., 2003), in some

studies, these effects have been restricted to

female donors (Ditto, France et al., 2003).

In part, more consistent findings for female

donors may be related to the fact that they are,

on average, at greater risk for reactions.

Using Water to Compensate for Blood Volume
Reductions. Drinking water elicits acute

increases in sympathetic nervous system activity

and total peripheral resistance that may help

maintain blood pressure during donation, and

this simple intervention has been shown to sig-

nificantly delay syncopal reactions to head-up tilt

testing (Lu et al., 2003). Although water con-

sumption immediately prior to donation will do

little to restore blood volume reductions at the

time of donation (due to delays in absorption

time), the acute cardiovascular effects of drinking

water may help to offset the reductions in blood

pressure that can occur with the loss of approxi-

mately 500 ml of blood. Consistent with this

notion, healthy young blood donors who drank

500 ml of bottled water approximately 30 min

prior to donation reported reduced presyncopal

symptoms as compared to donors who did not
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drink water (Hanson & France, 2004). Further,

there was no relationship between total body

water levels at baseline and reported reactions,

suggesting that the benefit of predonation water

loading arises from acute rather than chronic

hydration. The beneficial effects of predonation

water consumption were subsequently replicated

in a sample of nearly 9,000 high school donors,

and findings from this study suggested that this

intervention was most effective when the donor

consumed the water closer to the time of

the actual blood draw (Newman, Tommolino

et al., 2007).

Using Distraction to Reduce Donation Anxi-

ety. For many years, patients have been encour-

aged to divert their attention from stressful

medical procedures as a means of reducing pain

and distress. Empirical evidence suggests that

many diversions such as music, videos, and read-

ing can have significant benefits by reducing

patient anxiety. In the blood donation context,

donors who engage in coping strategies that

involve either thinking about being elsewhere or

explicitly trying to divert attention away from the

donation procedures experience less distress

(Kaloupek, White, & Wong, 1984; Kaloupek &

Stoupakis, 1985). Conversely, those who do not

engage in distraction report a decreased likeli-

hood of making future donations (Kaloupek

et al., 1984). More recently, audiovisual distrac-

tion was assessed as a potential method of reduc-

ing presyncopal reactions in first-time blood

donors (Bonk, France, & Taylor, 2001). Results

indicated that donors who preferred avoidant

coping (e.g., turning away from the sight of the

needle) were less likely to experience negative

reactions when they watched a 3-D movie while

giving blood. Those who preferred vigilant cop-

ing (e.g., attending to the donation process) were

neither helped nor hurt by watching the movie

(Bonk et al., 2001). Combined with other studies

that did not observe a similar benefit of distrac-

tion (Ferguson, Singh, & Cunninham-Snell,

1997), these findings suggest that individual dif-

ferences in coping style preferences, opportuni-

ties for choice, and perceptions of control may

play an important role in reducing anxiety and

risk for syncopal reactions.

Conclusion

Although the overall rate of syncopal and

presyncopal reactions is low, they remain a safety

concern and a deterrent to both initial and repeat

donation attempts. Even a small reduction in the

percentage of first-time donors who experience

a syncopal reaction would have a major impact on

the blood supply, as a positive initial donation expe-

rience can be the difference between a single unit of

blood donated and a lifetime contribution of several

hundred units. Further, failing to address the expe-

rience of such reactions may have a reverberating

negative impact on donor recruitment; donors share

their stories and in so doing may discourage others

in their circle of friends and family from future

donations. As described above, a number of strate-

gies may help to reduce the risk for syncopal reac-

tions; however, this is a relatively new area of

research and additional studies are needed to

address such questions as: (1) Who is most likely

to benefit from these interventions? (2) What is the

optimum timing for the application of individual

strategies relative to the blood draw? (3) What pro-

cedures aremost practical and effective in the blood

donation context? (4) What methods of instruction

will maximize donor adherence?
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Blood Glucose

Adriana Carrillo and Carley Gomez-Meade

Department of Pediatrics, Miller School of

Medicine, University of Miami, Miami, FL, USA

Synonyms

Blood sugar

Definition

Blood glucose concentrations are maintained

by tight regulation of glucose production and

glucose utilization by insulin- and non-insulin-

dependent tissues. Blood glucose levels are usu-

ally in the range of 70–99 mg/dL during fasting.

Postprandial blood glucose levels might rise up to

140 mg/dl transiently. Blood glucose less than

70 mg/dL is considered hypoglycemia. Three

main sources of glucose include gut absorption

after ingestion of carbohydrates, endogenous glu-

cose production from glycogenolysis (breakdown

of glycogen), and gluconeogenesis (formation of

glucose from amino acids, lactate, and glycerol).

Only the liver and kidney provide the enzymes

necessary for these two processes. The brain

depends on continuous plasma glucose supply

and cannot use free fatty acid as an energy source.

Normoglycemia is essential to preserve cognitive

functions, and long-term hypoglycemia or hyper-

glycemia can result in serious neurological

sequela. Tissue-specific transport proteins are

responsible for glucose transport from the extra-

cellular to the intracellular space. GLUT-1 and

GLUT-3 are glucose transporters that are non-

insulin dependent but could be upregulated in

prolonged hypoglycemia (Kronenber, Melmed,

Polonsky, & Larsen, 2008; Lifshitz, 2007).

Hormones that Regulate Glucose

Insulin is the main glucose-lowering hormone

and acts by suppressing glucose production and

enhancing glucose use by insulin-dependent
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tissues. Insulin secretion is tightly regulated by

many factors including exogenous glucose, hor-

mones, and the autonomic nervous system. Coun-

ter-regulatory hormones including glucagon,

growth hormone, cortisol, and catecholamines

increase glucose concentration by stimulating

glycogenolysis and gluconeogenesis. Response

to hypoglycemia involves a decrease in insulin

levels, increase in glucagon levels stimulating

glycogenolysis, and secretion of epinephrine

that stimulates glucose production from liver

and kidney and decreases glucose use. Growth

hormone and cortisol stimulate glucose produc-

tion and limit glucose use. Hormonal response

to hypoglycemia occurs in a timely manner

having acute lowering of insulin and increases

in glucagon within minutes, and epinephrine

being a critical hormone in a defect of glucagon.

Growth hormone and cortisol are secreted in

prolonged hypoglycemia, and their deficiency

should be suspected in infants or children with

persistent hypoglycemia (Lifshitz, 2007).

Blood Glucose Measurements

Blood glucose can be measured in plasma or in

whole blood. Glucose concentration is lower in

whole blood than in plasma. To convert whole

blood glucose to plasma requires multiplication by

1.15. Themajority of laboratories provide reports of

plasma glucose. Blood glucose is reported in mg/dl

in the United States, but other countries use inter-

national units. To convert to IU requires division of

mg/dl by 18 and equals mmol/L (Kronenber,

Melmed, Polonsky, & Larsen, 2008).

Cross-References

▶Hyperglycemia

▶Hypoglycemia
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Blood Pressure

Annie T. Ginty

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Diastolic blood pressure (DBP); Systolic blood

pressure (SBP)

Definition

Blood pressure is the hydrostatic pressure exerted

by circulating blood on the walls of a blood

vessel; it is highest in the aorta and large systemic

areas. Blood pressure is recorded by two values:

systolic blood pressure, which is measured after

the heart contracts, and diastolic blood pressure,

which is measured before the heart contracts.

Systolic blood pressure <120 mmHg and dia-

stolic blood pressure <80 mmHg are considered

within normal range. A person is considered

to have hypertension when their systolic blood

pressure is greater than 140 mmHg or their

diastolic blood pressure is greater than 90 mmHg.
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See chart below for blood pressure classifications.

Blood pressure is commonly used by physicians

as a way to gauge overall cardiovascular function

and health of individuals (Fig. 1).

Cross-References

▶Blood Pressure, Elevated

▶Blood Pressure, Measurement of

▶ Systolic Blood Pressure (SBP)
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Blood Pressure Reactivity or
Responses

Brian M. Hughes
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Synonyms

Cardiovascular response/reactivity; Cardiovas-

cular stress responses; Hemodynamic response/

reactivity; Hemodynamic stress responses

Definition

A blood pressure response is a change in blood

pressure that occurs following exposure to

a stimulus. In behavioral medicine, the term is

reserved for responses to psychological stress.

Blood pressure responses can be quantified as the

arithmetic difference between blood pressuremea-

sured during a true resting state and that measured

during exposure to a stressor. Blood pressure reac-

tivity refers to an individual’s characteristic pattern

of blood pressure responses across time.

Description

Basis of the Blood Pressure Response to

Stress

As cognitive stress is disruptive to a person’s

mental resting state, it is associated with visceral

neurological changes in brain function caused by

the contemplation, initiation, and maintenance of

those activities required by the mental stress

response. As a consequence, psychological stress

can be expected to result in an investment of

mental resources that precipitates observable

physiological responses.

Specifically, responding to stressors involves

immediate psychological processes relating to

emotion, working memory, and decision-making,

which in turn invoke neurological activity in the

frontal cortex, as well as in the amygdala and the

bed nuclei of the stria terminalis within the limbic

system. This neurological activity establishes

outflow beyond the prefrontal cortex via the

brainstem and the hypothalamus, which is intrin-

sic to the person’s psychological and behavioral

response (Lovallo & Gerin, 2003). The hypothal-

amus is also responsible for moderating a number

of the body’s metabolic regulatory functions; as

such, hypothalamic mediation of psychological

responses to stress results in virtually simulta-

neous effects on autonomic and endocrinal out-

puts, including shifts in cardiovascular function.

Indeed, parameters of cardiovascular function are

known to be highly sensitive to mental stress,

such that even small changes at the cognitive

level (e.g., the shifting of attention from one

visual stimulus to another) will be followed by

measurable changes in many cardiovascular

functions, including blood pressure.

Reactivity as a Stable Pattern of Responses

To date, a large body of research has examined

the nature, extent, and consequences of blood

pressure responding to psychological stress.

Such research has established that, all other

things being equal, cardiovascular responding is

temporally stable within persons (i.e., that

a person will tend to exhibit uniform levels of

reactivity across tasks, relative to other people)

and across time (i.e., that a person’s characteristic
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level of reactivity in early life will reflect their

level of reactivity later in life).

A key feature of the way blood pressure

responds to mental stress is that response pat-

terns, while differing across individuals, appear

to be stable within individuals. A number of

empirical studies have suggested that the magni-

tude of a person’s cardiovascular responses to

stress can maintain consistency across very long

periods of time, including weeks, years, and even

decades (e.g., Hassellund, Flaa, Sandvik,

Kjeldsen, & Rostrup 2010). Further indication

of the biologically inherent nature of cardiovas-

cular response patterns can be gleaned from the

fact that similar patterns of long-term consistency

have been observed across species (De Jonge,

Bokkers, Schouten, & Helmond, 1996). An

important implication of this phenomenon is

that people can be classified with some reliability

in terms of their dispositional response tenden-

cies. It is this consistent and dispositional pattern

of blood pressure responses that is generally

referred to as blood pressure “reactivity.”

Accordingly, while some stressors are associ-

ated with greater cardiovascular responses than

others, people’s dispositional patterns of blood

pressure reactivity appear to maintain further

consistency across contexts. A number of differ-

ent studies have suggested that people’s charac-

teristic levels of blood pressure responding to

cognitive stress tasks (i.e., whether people are

consistently low or high reactors when compared

with peers) generalize across different task

domains, including mental arithmetic, public

speaking, and reaction time testing.

The majority of studies into blood pressure

responses to stress seek to elicit stress responses

experimentally using standardized presentations

of contrived cognitive stressors, usually in labo-

ratory settings. Typically, researchers seek to

present cognitive challenges that are novel to

participants, in order to avoid the confounding

of stress response data with the effects of partic-

ipants’ prior experience of performing particular

tasks. This raises the question as to whether such

laboratory-based measures validly reflect blood

pressure responses to stress that occur in daily life

surroundings. Studies that specifically assess

laboratory-to-field comparability have confirmed

that there is some similarity between artificial

research tasks and naturalistic environmental

stressors, although little such research has exam-

ined the generalizability of cardiovascular vari-

ables other than systolic blood pressure, diastolic

blood pressure, and heart rate.

Etiological Significance

The usual function of a blood pressure reaction is

to prepare the organism to respond behaviorally

to a stressor by providing nutritional supply to the

major organs needed for physical action. How-

ever, as pointed out by Cannon (1929) in his

description of the fight-or-flight response, such

physical readiness is of less relevance when the

threats in the environment require psychological

responses rather than physical ones. As such, it

can be said that psychological stress provokes

a degree of cardiovascular responding beyond

that which is metabolically necessary. It has

been demonstrated that the decrement between

such elevated cardiovascular responses and met-

abolic needs is such that even relatively mild

mental stress can exert an impact on the cardio-

vascular system equivalent to that of rigorous

physical exercise. Further, the extent of this exag-

geration appears to be greater among persons

who have higher resting blood pressure (Balanos

et al., 2010). The fact that blood pressure

responses to stress are disproportionate to physi-

ological demands is believed to contribute to the

onset and progression of cardiovascular disease

in individuals in whom such responses are partic-

ularly elevated (Obrist, 1981). This implication

of elevated blood pressure responding in the eti-

ology of cardiovascular disease is commonly

referred to as the “cardiovascular reactivity

hypothesis” (e.g., Krantz & Manuck, 1984;

Obrist, 1981).

The reactivity hypothesis offers a number of

possible explanations for the centuries-old obser-

vation that psychological stress can damage

physical health. Several underlying mechanisms

have been proposed. Due to their metabolic

disproportionality to physical demands, blood

pressure responses to psychological stress may

serve to permanently disrupt physiological

B 236 Blood Pressure Reactivity or Responses



homeostasis in ways that lead to the gradual

resetting of blood pressure (Obrist, 1981). In

addition, the repeated eliciting of responses may

contribute to cardiac and vascular hypertrophy

(Lovallo & Gerin, 2003). Elevated levels of

blood pressure reactivity may enhance disease

risk by increasing serum levels of low-density

lipoproteins while lowering levels of high-

density lipoproteins (Raitakari et al., 1997). Fur-

ther, elevated reactivity may be part of the exag-

gerated sympathetic responding that leads to

increased blood insulin concentrations, which

themselves are known to increase hypertension

risk (Nazzaro et al., 2002). Finally, elevated reac-

tivity may contribute to atherosclerosis through

raising serum concentrations of proinflammatory

cytokines (Georgiades, 2007).

A number of empirical studies have corrobo-

rated such interpretations by linking heightened

cardiovascular reactivity with future hyperten-

sion development (e.g., Carroll et al., 2001), ath-

erosclerosis (e.g., Jennings et al., 2004),

increased left ventricular mass (e.g., Murdison

et al., 1998), and coronary heart disease morbid-

ity and mortality (e.g., Treiber et al., 2003).

Most research has studied the adverse impli-

cations of blood pressure responses that are ele-

vated. However, two important caveats have

emerged. Firstly, while consistent elevations in

blood pressure can be expected to precipitate

adverse outcomes over protracted periods of

time, they may be beneficial for health when

elicited over the short term in response to acute

stress. Previous research has suggested that acute

stress can stimulate immune effectiveness and,

crucially, that cardiovascular reactivity is posi-

tively associated with indices of enhanced

immune responding (Phillips, Carroll, Burns, &

Drayson, 2009). The detrimental cardiovascular

impact of sustained elevations in blood pressure

tends to be lessened by the fact that responses to

stressors reduce over time due to processes of

adaptation (Kelsey, Soderlund, & Arthur, 2004),

an effect that is itself enhanced among psycho-

logically healthy persons (Hughes, Howard,

James, & Higgins, 2011). Secondly, blood

pressure responses that are unusually low may

also be detrimental to health. A number of

cross-sectional screening studies have found

significant associations between low acute

responding and markers of poor health, including

elevated levels of depression and obesity

(Phillips, 2011). In summary, elevated blood

pressure responses to stress may reflect advanta-

geous processes in the short term (as suggested by

the association between short-term response and

immune strength), so long as such responses

are not sustained in the longer term (as implied

by associations between elevated reactivity [i.e.,

sustained responding] and cardiovascular disease

end points). Correspondingly, suppressed blood

pressure responses may reflect a maladaptive

physiological pattern, associated with generally

poor health.

Measurement Issues

Blood pressure responses to stress are typically

investigated using orthodox measures of systolic

and diastolic blood pressure, which collectively

represent the impact of circulating blood on the

walls of blood vessels. For many decades, these

variables, along with heart rate, have comprised

the most technically feasible and thus most stud-

ied indices of cardiovascular function in behav-

ioral medicine research. Due to the fact that direct

arterial assessment of blood pressure would be

particularly invasive (and thus stressful), most

studies of blood pressure responses to stress

have utilized automated sphygmomanometry.

Laboratory and field studies usually employ

tabletop and ambulatory monitors, respectively.

However, while much epidemiological data

exists on systolic and diastolic blood pressure

and their associated psychosomatic pathways,

these variables lack granularity when compared

to the multifaceted biodynamics underlying car-

diovascular function as a whole, which although

more informative are also more difficult to mea-

sure. In addition, conventional measurement of

blood pressure tends to be noncontinuous and so

does not facilitate real-time tracking. Instead,

measures are based on episodic readings returned

nomore frequently than around once every 2min.

Alternative technological approaches have

been developed to enable real-time tracking of

cardiovascular function by returning continuous
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beat-to-beat measurement of systolic and dia-

stolic blood pressure, as well as ready monitor-

ing of a range of hemodynamic variables

underlying these parameters. Such underlying

variables may include specific dimensions of

cardiac function (such as cardiac output, stroke

volume, heart rate variability) and vascular

function (such as total peripheral resistance,

total arterial compliance, and aortic impedance),

as well as neurological variables (such as

baroreflex sensitivity). Measurement of such

variables is facilitated by photoelectric plethys-

mography, typically via a finger cuff, which is

suitably noninvasive (and thus nonstressful) for

most psychological research.

Such devices facilitate the close monitoring

of the components of blood pressure, which in

turn enables the testing of hypotheses relating

to these components. For example, blood pres-

sure is influenced by both vascular and cardiac

arousal. Vascular and cardiac arousal appear to

be affected differently by independent changes

in alpha- and beta-adrenergic nervous system

activity. In turn, alpha- and beta-adrenergic

responses are believed to reflect different

types of psychological coping states (namely,

vigilance- and attack-response postures)

(Sherwood & Turner, 1992). Accordingly, ana-

lyses of hemodynamic response patterns based

on independent changes in vascular and car-

diac parameters allow researchers to drill down

into the qualitative aspects of stress responding

and its impact on cardiovascular health

(Obrist, 1981).

Influencing Factors

Blood pressure responding to stressors is sensi-

tive to a range of contextual and environmental

cues and contingencies. For example, average

levels of cardiovascular response are proportion-

ate to the level of cognitive challenge present and

can be increased or reduced by proximal factors

such as task complexity, emotional comfort, and

social context.

Among the main categories of factors that

have been found to be relevant are the following:

task-specific factors (aspects of stressors that

influence the degree of cardiovascular impact,

such as computational complexity, task feed-

back, emotional content, personal or social sig-

nificance); environment factors (contextual

aspects that influence the degree of cardiovascu-

lar impact, such as immediate physical environ-

ment, time of day, work or home location);

physiological factors (aspects of personal bio-

logical function that influence the degree of car-

diovascular impact, such as sleep levels,

habitual and acute caffeine intake, habitual

tobacco use, oral contraception use, body mass

index, age); social factors (social or interper-

sonal variables that influence the degree of car-

diovascular impact, such as social assistance

during stressors, audiences during stressors,

availability of social support, aspects of per-

sonal social network); and person-level psycho-

logical factors (psychological or emotional

variables that influence the degree of cardiovas-

cular impact, such as depression, anxiety, or

other psychiatric symptoms, and personality

types, subtypes, and traits).

Accumulating evidence of the associations

between such variables and blood pressure

responses to stress is important in two respects.

Firstly, it enables researchers to adequately con-

trol extraneous influences on blood pressure

responses when conducting studies examining

disease-relevant physiological mechanisms. Sec-

ondly, it provides insight into the ways in which

these variables themselves contribute to cardio-

vascular disease. For example, associations

between particular personality traits and blood

pressure reactivity may help explain why these

same traits emerge as correlates of disease out-

comes in epidemiological research.

Cross-References

▶Ambulatory Blood Pressure
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▶ Immune Responses to Stress

▶ Perceived Stress

▶ Psychophysiological

▶ Psychophysiology: Theory and Methods

▶ Stress Test

▶ Systolic Blood Pressure (SBP)
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The University of Birmingham, Edgbaston,
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Synonyms

High blood pressure

Definition

Hypertension (elevated blood pressure) refers

to sustained high blood pressure in the arteries.

Blood Pressure, Elevated 239 B

B

http://dx.doi.org/10.1007/978-1-4419-1005-9_464
http://dx.doi.org/10.1007/978-1-4419-1005-9_479
http://dx.doi.org/10.1007/978-1-4419-1005-9_483
http://dx.doi.org/10.1007/978-1-4419-1005-9_484
http://dx.doi.org/10.1007/978-1-4419-1005-9_496
http://dx.doi.org/10.1007/978-1-4419-1005-9_497
http://dx.doi.org/10.1007/978-1-4419-1005-9_458


A systolic blood pressure greater than 140 mmHg

or a diastolic blood pressure higher than

90 mmHg (millimeters of mercury) is classified

as hypertensive. The elevated arterial pressure

requires the heart to use more energy to pump;

this can eventually lead to myocardial infarction

(heart attack) or heart failure. Individuals with

hypertension are at an increased risk for cardio-

vascular disease and have a shorter life expec-

tancy. Hypertension or high blood pressure

cannot be attributed to any one identifiable

cause. Some causes include diet, lack of exercise,

stress, metabolic defects, and heredity factors.

A more complete list is displayed in the figure

below. Hypertension is more common in indus-

trialized societies (Fig. 1).
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Blood Pressure, Measurement of
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Birmingham, UK

Synonyms

Elevated blood pressure; Hypertension

Definition

Blood pressure is often measured using

a noninvasive technique called a sphygmomanom-

eter. Sphygmomanometer is derived from the

Greek word sphygmos, meaning “pulse.” A cuff

is wrapped around the upper arm of the individual

and inflated to a level which is much higher than

the expected systolic blood pressure measurement.

Then a stethoscope is placed over the brachial

artery and when no sounds are picked up it means

the artery has been collapsed by the pressure

against the walls preventing blood from flowing.

Systolic blood pressure is measured by slowly

releasing the pressure in the cuff until it eventually

reaches a point where tapping sounds are heard,

which is caused by blood spurting with each pulse.

This occurs during ventricular contraction. Dia-

stolic blood pressure is measured by continuing to

Blood Pressure,
Elevated, Fig. 1 Risk

factors for elevated blood

pressure
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let the air out of the cuff, and when sounds are no

longer heard, a reading is taken; no sounds mean

blood is continuously flowing through the artery.

This occurs during ventricular relaxation.

Measuring blood pressure is a quick and non-

invasive way to obtain a general index of cardio-

vascular function of individuals. It is also one of

the most common physiological measures used in

behavioral medicine research (Andreassi, 2006).

Cross-References

▶Diastolic Blood Pressure (DBP)

▶Hypertension

▶ Systolic Blood Pressure (SBP)

References and Readings

Andreassi, J. L. (2006). Psychophysiology: Human behav-
ior and physiological response. Hillsdale, NJ:

Lawrence Erlbaum Associates.

Blood Sugar

▶Blood Glucose

Blood Vessel Wall

▶Endothelial Function

Body Composition

Sarah Messiah

Department of Pediatrics, University of Miami,

Miami, FL, USA

Synonyms

Anthropometrics; Body mass index; Fat mass;

Fat-free mass

Definition

Body composition is the proportion of fat, mus-

cle, and bone of an individual’s body. It is most

often expressed as percentage of body fat and

percentage of lean body mass (LBM) or as

a ratio of lean mass to fatty mass. Lean mass

includes muscle, bone, skin, internal organs, and

body water. Fatty mass consists primarily of body

fat (subcutaneous fat) and internal essential fat

surrounding organs (visceral or intra-abdominal

fat). Two people of the same height and same

body weight can appear completely different

from each other due to different body composi-

tions. Body composition can provide important

information about an individual’s possible risk

for cardiovascular disease or diabetes.

The American Dietetic Association recom-

mends that a healthy adult male’s body should

have between 8% and 17% fat and a female

should have 10–21% (ADA, 2009). Levels sig-

nificantly above these amounts may indicate

excess body fat. Athletes, leaner individuals,

and more muscular individuals will have a body

fat percentage lower than these levels.

Body Composition Measurement

Body composition (particularly body fat percent-

age) can be measured in several ways.

Anthropometric measurements usually include

height, weight, body mass index (BMI), waist

circumference, waist-to-hip ratio, and percentage

of body fat. These measures are then compared to

reference standards to assess weight status and

the risk for various diseases. Anthropometric

measurements require precise measuring tech-

niques to be valid but are the simplest and least

expensive way to measure body composition.

Body mass index (BMI) is defined as an

individual’s body weight divided by the square

of his or her height (kg/m2). It is used to estimate

an individual’s adiposity based on his/her height,

assuming an average body composition. BMI is

not a direct measure of percentage body fat, but

because of the simplicity of measurement and

calculation, it is the most widely used diagnostic

tool to identify those who are underweight,

normal, overweight, obese, or morbidly obese.
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Waist Circumference. A high waist circumfer-

ence (WC) is associated with an increased risk for

type 2 diabetes, dyslipidemia, hypertension, and

cardiovascular disease when BMI is between 25

and 34.9. (In adults, a BMI greater than 25 is

considered overweight and a BMI greater than

30 is considered obese.) Changes in WC over

time can indicate an increase or decrease in

abdominal fat. Increased abdominal fat is associ-

ated with an increased risk of heart disease.WC is

measured by locating the upper hip bone and

placing a measuring tape around the abdomen

(ensuring that the tape measure is horizontal).

Waist-to-Hip Ratio. The waist-to-hip ratio

(WHR) has been used as an indicator of potential

risk of developing serious health conditions.

Research shows that people with “apple-shaped”

bodies (with more weight around the waist) face

more health risks than those with “pear-shaped”

bodies who carry more weight around the hips.

While the subject is standing, hip circumference

is measured at the point yielding the maximum

circumference over the buttocks using a tape

measure to measure to the nearest 1 cm. The

waist-hip ratio equals the waist circumference

divided by the hip circumference.

Percent Body Fat. The most common method

of measuring body fat is to assess skinfold

thickness using a set of measurement calipers

to measure the depth of subcutaneous fat in

multiple places on the body. These measure-

ments are then used to estimate total body fat

with a margin of error of approximately 4%

points. The measurement can use three to nine

different standard anatomical sites around the

body but typically include the abdominal area,

the subscapular region, arms, buttocks, and

thighs. The right side is usually only measured

for consistency. The tester pinches the skin at

the appropriate site to raise a double layer of

skin and the underlying adipose tissue, but not

the muscle. The calipers are then applied 1 cm

below and at right angles to the pinch, and

a reading in millimeters (mm) is taken 2 s later.

The mean of two measurements should be taken.

If the two measurements differ greatly, a third

should then be done, then the median value

taken.

Another common method of measuring body

composition is bioelectrical impedance analysis

(BIA), which uses the resistance of electrical flow

through the body to estimate body fat. Partly

because of a demand for faster and easier

methods of evaluating body composition, BIA

has become a widely used method of estimating

percent body fat. The use of BIA is based on the

principle that the conductivity of an electrical

impulse is greater through fat-free tissue than it

is through fatty tissue. Current-injector

electrodes are placed just below the phalangeal-

metacarpal joint in the middle of the dorsal side

of the right hand and below the metatarsal arch on

the superior side of the right foot. Detector

electrodes are placed on the posterior side of the

right wrist, midline to the pisiform bone on the

medial (fifth phalangeal) side with the foot

semiflexed.

Total body or estimated total body scans using

dual energy x-ray absorptiometry (DEXA) give

accurate and precise measurements of body

composition, including bone mineral content

(BMC), bone mineral density (BMD), lean tissue

mass, fat tissue mass, and percent body fat

results. The person lays on the whole body scan-

ner, with the x-ray sources mounted beneath

a table and a detector overhead. The person is

scanned with photons that are generated by two

low-dose x-rays at different energy levels. The

body’s absorption of the photons at the two levels

is measured. The ratios can be then used to pre-

dict total body fat, fat-free mass, and total body

bone mineral content. The procedure can take

about 10–20 min. DEXA can also distinguish

regional as well as whole body parameters of

body composition. As such, it is considered

a reference standard.

Body composition is also estimated using

cross-sectional imaging methods like magnetic

resonance imaging (MRI) and computed tomog-

raphy (CT). Since MRI and CT give the most

precise body composition measures to date,

many pharmaceutical companies are very

interested in these new procedures to estimate

body composition measures before and after

drug therapy, especially in drugs that might

change body composition.
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Synonyms

Adipose tissue

Definition

Body fat generally refers to adipose tissue,

a complex connective tissue with specific roles in

metabolism and endocrine function. While the

terms “adipose tissue” and “body fat” can be used

synonymously, body fat is most often used in the

context of body composition, while adipose tissue

is more often used when describing the physiolog-

ical properties of fat. Fat consists of a variety of

different cells including adipocytes (fat storage

cells), connective tissue matrix (nonliving material

to nourish the cells), nerve tissue, stromal vascular

cells, and immune cells. Traditionally, adipose tis-

sue was thought of as a passive storage depot of

excess energy; however, recently, the specific roles

of adipose tissue in endocrine function and metab-

olism have been identified.

Description

Body composition describes the proportion of lean

and fat mass a person carries. Often, percent (%)

body fat is used as a descriptor of body composition.

Lohman, Houtkooper, and Going (1997) created

recommended % body fat levels for children and

physically active adults. They suggest average %

body fat for healthy adults aged to be 18–35 is 13%

formales and28%for females or 18%formales and

32% for females aged 36–55. Severe excess of body

fat, when compared to lean body mass, is known as

obesity. An obese individual has a percentage of

body fat greater than 22% in males and greater

than 35% in females aged 18–35. For an older

adult population (aged 36–55), obesity is defined

as a body fat of greater than 25% formales and 38%

for females (Lohman et al., 1997). The World

Health Organization provides general classifica-

tions of overweight and obese individuals derived

from population. These classifications are based on

body mass index (BMI), one of the most common

classifications of excessive body fat. BMI provides

a ratio of a person’s weight (in kg) to their height (in

meters squared). Overweight individuals have BMI

greater than 25.0 kg/m2 and less than 29.9 kg/m2

while individuals classified as obese have a BMI

greater than 30 kg/m2. Morbid obesity occurs in

anyone with a BMI greater than 35 kg/m2 (WHO,

2006). While BMI provides a quick and easy mea-

sure of body composition, it does not give any

indication of % body fat. There are other methods

available to provide a more complete description of

body composition. These techniques, unlike weight

and BMI, allow for the more precise measurement

of body fat and fat-free mass (FFM) to better iden-

tify individuals who have excessive body fat.

Bioelectrical impedance analysis (BIA)

crudely measures FFM and body fat. It measures

body density based on the conduction of an

electrical current applied to the organism. The

intra- and extracellular fluids serve as electrical

conductors for the current, while the cellular mem-

branes act as electrical condensers. Lean body

tissue contains a greater percentage of water

(70–75%) while fat mass contains only 10–15%

water (Kyle et al., 2004a). As such lean tissue

conducts the current better than fat mass. BIA is

based on the relationship between lean tissue’s

water concentration and conductance. BIA gener-

ates a resistance and reactance value that can

then be used to calculated total body water, FFM,
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and body fat. There are many different equations

that have been developed to determine FFM and

body fat from BIA measures and they range from

generalized equations to population specific equa-

tions; it is up to the evaluator to choose the most

appropriate equation. There are two excellent

reviews that discuss the various equations for

BIA analysis (see Kyle et al., 2004a and Kyle

et al., 2004b). BIA is still a rather crude measure

of body composition as it is based on many

assumptions and the status of the participant,

such as hydration level, fasting state, and caffeine

ingestion, can significantly influence the results of

BIA analysis. It, however, is easily accessible and

does not require a trained technician to use.

Another method of body composition analysis

that is often used in the field to measure body fat is

the anthropometric measure of skinfold thickness.

Skinfold thickness is often employed in combina-

tion with other anthropometric measures such as

height, weight, and body circumference to create

a general description of a participant’s body com-

position. Also, skinfold measures are inexpensive

and require little equipment, i.e., they can be easily

used in a variety of settings. Skinfold measures are

based on the premise that 30–70% of body fat is

located subcutaneously, or just below the skin, and

is proportional to visceral fat, or fat surrounding the

internal organs and tissue. Calipers are then used to

measure the thickness of subcutaneous fat (Hey-

ward, 2006). From the skinfold measures, many

equations have been developed to calculate the

body density, percentage of body fat. Again these

equations can be generalized to healthy or specific

clinical populations. However, skinfold measures

are still based on a variety of assumptions and

requires skilled technicians for accurate measures.

It is also a relatively insensitive measure of body

fat and cannot detect differences over a short term.

Hydrostatic weight was at one time considered

to be a gold standard of body composition analy-

sis. It works by measuring the body volume of an

individual submerged underwater. From body

volume, body density is then calculated. One

can then estimate body fat and fat-free mass

from density values described in the literature.

While hydrostatic weighing provides a reliable

and valid measure of body density and body fat, it

has a high subject burden (underwater submer-

sion), it cannot differentiate between the different

components of fat-free mass (muscle, organs,

etc.) and relies on the assumed densities of FFM

and body fat (Heyward, 2006).

Air displacement plethysmography (ADP)

works on the same principle as hydrostatic

weighing. However, body volume is determined

via air displacement instead of water displace-

ment. It has much less subject burden than hydro-

static weighing and is fast, noninvasive, and

accessible to a wider range of body compositions.

However, it also has the same limitations as

hydrostatic weighing in that it cannot differenti-

ate between the different components of fat mass

and relies on the assumed densities of FFM and

body fat (Heyward, 2006).

Dual-energy X-ray absorptiometry (DXA) uses

very low dose radiation to differentiate between

soft tissue and bone. Fat tissue is then estimated

from the specific attenuation characteristics of soft

tissue. DXA is able to distinguish between body

fat, lean tissue, and bone, unlike any of the previ-

ously mentioned methods of body composition

analysis. It is highly precise, and allows for the

separation between different regions of the body.

DXA, however, cannot differentiate between dif-

ferent compartments (i.e., visceral, subcutaneous,

etc.) of fat and lean tissue (Heymsfield et al., 1997).

Computerized tomography (CT) uses X-ray

attenuation to detect the different tissues and

reconstruct an image of specific fat tissues (i.e.,

subcutaneous versus visceral), lean tissues (i.e.,

skeletal muscle, kidneys, liver), and bones.

A trained technician can then use software to

precisely quantify the amount of muscle and adi-

pose tissue from just a single CT image. CT image

analysis also allows differentiation between adi-

pose tissue depots and individual muscle. CT

imaging, however, exposes the participant to

large doses of radiation, is very expensive, and

requires highly skilled technicians to not only

take the scan, but also to precisely quantify the

amount of muscle and fat. It is still one of the most

accurate methods to determine body composition

at the tissue-organ level (Heymsfield, 2008).

Magnetic resonance imaging (MRI) is also

one of the most accurate methods to determine
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body composition. MRI involves the generation

of a magnetic field where atomic protons behave

like magnets and become aligned in the magnetic

field. The protons are then activated by radio

waves and absorb energy. A signal is then gener-

ated and is used to develop regional and cross-

sectional images of the whole body. Fat, muscle,

visceral organs, and bone are then precisely quan-

tified (Heymsfield, 2008). MRI has the benefit of

trivial radiation exposure, which lowers the risk

for the participant. It is also the best method of

body fat analysis as it can use multiple images

and whole body or serial measures to get a precise

measure of body fat and lean tissue. Again, it is

very expensive, requires high technical skill, and

the images can be affected by respiration.

Each of these methods can generate the

amount of body fat and the % of body fat an

individual possesses with varying degrees or

accuracy and ease of use and cost. It is within

the discretion of the individual to determine the

most appropriate method.

Cross-References

▶Adipose Tissue

▶Body Composition

▶Body Mass Index

▶Obesity

References and Readings

Heymsfield, S. B. (2008). Development of imaging

methods to assess adiposity and metabolism. Internal
Journal of Obesity, 32(Suppl 7), S76–S82.

Heymsfield, S. B., Wang, Z., Baumgartner, R. N., &

Ross, R. (1997). Human body composition: Advances

in models and methods. Annual Review of Nutrition,
17, 527–558.

Heyward, V. H. (2006). Assessing body composition. In

Advanced fitness assessment and exercise prescription
(5th ed., pp. 171–211). Windsor, ON: Human Kinetics.

Kyle, U. G., Bosaues, I., DeLorenzo, A. D., Deurenberg, P.,

Elis, M., Gomez, J. M., & Pichard, C. (2004a). Bioelec-

trical impedance analysis – part I: Review of principles

and methods. Clinical Nutrition, 23(6), 1226–1243.
Kyle, U. G., Bosaues, I., DeLorenzo, A. D., Deurenberg, P.,

Elis, M., Gomez, J. M., & Pichard, C. (2004b). Bioelec-

trical impedance analysis - part II: Utilization in clinical

practice. Clinical Nutrition, 23(6), 1430–1453.

Lohman, T. G., Houtkooper, L., & Going, S. (1997). Body

fat measurement goes high-tech: Not all are created

equal. ACSM’s Health and Fitness Journal, 16, 92–96.
World Health Organization (WHO). (2006). Global data-

base on body mass index. http://apps.who.int/bmi/

index.jsp?introPage=intro.html. Accessed Jan 2011.

Body Image

Rachel Millstein

SDSU/UCSD Joint Doctoral Program in Clinical

Psychology, University of California, San Diego/

San Diego State University, San Diego,

CA, USA

Synonyms

Appearance evaluation; Body perception;

Body size satisfaction

Definition

Body image refers to how a person experiences or

feels about his or her body size, weight, shape,

or functionality. Body image is a broadly defined

and measured construct. Some of the more com-

monly studied aspects are: body size satisfaction,

body size estimation, weight appropriateness, self-

perceived overweight, figure rating scale: current-

ideal discrepancy, and appearance evaluation.

Body image can influence weight-loss behaviors,

emotional well-being, and health behaviors.

Description

Body image is a central component of emotional

well-being and self-perception, involving the

subjective experience and evaluations of the

appearance of one’s body. Body size satisfaction

is the attitudinal component of body image,

reflecting the feelings about one’s own body,

versus perceptual body image which describes

one’s estimated size. Media, peer, environmental,

and personality characteristics can influence
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a person’s body image and satisfaction. Satisfac-

tion with body image is a major factor which

determines self-esteem and health-related behav-

iors, such as smoking, healthful nutrition pat-

terns, and engaging in physical activity.

Approximately two-thirds of the US adult pop-

ulation is overweight (BMI > ¼ 25–29.9 kg/m2)

or obese (BMI > ¼ 30 kg/m2) and excess weight

is a known risk factor for diseases such as cardio-

vascular disease, type 2 diabetes, cancer, and

mental illness. Concomitant with the increasing

body size among the US population have been

the counter-influences of national public health

initiatives to reduce obesity and cultural prefer-

ences toward leaner figures. Obesity and over-

weight are also associated with decreased quality

of life and poor body image. Poor or distorted body

image can be a key factor in the etiology of eating

disorders (anorexia and bulimia nervosa) and

depression. Body Dysmorphic Disorder (BDD) is

a newly recognized mental health condition char-

acterized by an excessive concern with one’s body

image. While most of the body size satisfaction

literature addresses weight concerns, it could also

encompass feelings about one’s height or specific

body areas. Understanding the interrelationships

between actual body size, perceived body size,

and body image can be useful in determiningmoti-

vation for weight loss, weight-control practices,

and improving self-concept.

In studies of body image, women have consis-

tently been found to view themselves as heavier

than they actually are and desire a thinner figure.

Research shows that African-American, Hispanic,

and American Indian/Alaska native women all tend

to display higher levels of satisfaction than white

women.Many studies have also found the pattern of

white women expressing greater body size dissatis-

faction and at lower BMIs than their African-

American or Hispanic peers. Women also show

body size dissatisfaction at a lower BMI than men.

National surveys have shownmen to be more satis-

fied with their body size, even if they are over-

weight. Overall, men tend to show less awareness

of being overweight and the necessity of losing

weight if overweight or obese. Men appear to

ascribe less importance to their body size than do

women, which may account for these discrepancies

in image and weight-control behaviors. Men who

are dissatisfied with their size or weight tend to be

split between wanting to gain muscle weight and

wanting to lose excess fat, generally striving toward

the muscular ideal male body type.

The associations between body size satisfac-

tion and weight-loss practices are complex and

depend on a variety of factors, such as actual or

perceived body size, psychological factors, and

health status, and they may differ by race and sex.

In general, more people who report poor body

image are likely to indicate that they are trying

to lose weight, compared to those with low or no

body image dissatisfaction. Traditionally, it has

been reported that women who are dissatisfied

with their body size or image tend to choose

diet as a weight-loss strategy, while men dissat-

isfied with their bodies or body image focus more

on exercise and diet in order to build muscle and

lose weight. Dissatisfaction with body size and

poor body image may lead women to avoid phys-

ical activity. Attempts to promote healthy weight

loss, weight maintenance strategies, and positive

body image may be best suited to encouraging

appropriate physical activity, nutrition behaviors,

and realistic body image and beauty expectations.
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Body Mass Index

Sarah Messiah

Department of Pediatrics, University of Miami,

Miami, FL, USA

Synonyms

Anthropometric; Body measurement; Height;

Weight

Definition

Body mass index (BMI) is defined as an individ-

ual’s body weight divided by the square of his or

her height (standard unit of measure is kg/m2)

(Table 1). It is used to estimate an individual’s

adiposity based on his/her height, assuming an

average body composition. BMI is not a direct

measure of percentage body fat, but because of

the simplicity of its measurement and calculation,

it is the most widely used diagnostic tool to iden-

tify those who are underweight, normal weight,

overweight, obese, or morbidly obese. The most

significant limitation of BMI is that the formula

does not take into account phenotypical character-

istics such as muscle mass (e.g., athletes who may

be classified as “overweight” or “obese” according

to their BMI, yet have a very low overall percent of

body fat), bone mass, and frame size as well as

varying proportions of fat, cartilage, and water

weight. However, research has shown that BMI

correlates well with direct measures of body fat,

such as underwater weighing and dual energy

x-ray absorptiometry (DEXA) (Mei et al., 2002;

Garrow & Webster, 1985).

Since the early 1980s, the World Health Orga-

nization (WHO) has used BMI as the standard for

recording obesity statistics worldwide (World

Health Organization, 1995, 2000, 2004) (Table 2).

In the United States, The Centers for Disease Con-

trol and Prevention (CDC)monitor BMI in both the

pediatric and adult populations to generate preva-

lence estimates of underweight, normal weight, and

overweight in the population (Ogden, Carroll, Cur-

tin, Lamb, & Flegal, 2010). For adults 20 years old

and older, BMI is interpreted using standard weight

status categories that are the same for all ages and

for both men and women.

For children and teens in the range of ages

2–20 years, the interpretation of BMI is both

age and sex specific. While the BMI number is

calculated the same way for children and adults,

the criteria used to interpret the meaning of the

BMI number for children and teens are different

from those used for adults. For children and teens,

BMI age- and sex-specific percentiles are used

for two reasons: (1) the amount of body fat

changes with age and (2) the amount of body fat
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differs by gender. Because of these factors, the

interpretation of BMI is both age and sex specific

for children and teens. Therefore, the CDC

BMI-for-age growth charts take into account

these differences and allow translation of a BMI

number into a percentile for a child’s sex and age.

The percentiles fall into specific categories to

define underweight, normal weight, overweight,

and obese (Table 3).

For infants and children ages 0–24 months, the

CDC recommends that health-care providers use

theWHO growth standards to monitor growth via

weight-for-length measurements that are sex

specific to identify how children should grow

when provided optimal conditions.

BMI is used as a screening tool to identify

possible weight problems in both. However, BMI

is not a diagnostic tool. For example, a personmay

have a high BMI, but to determine if excess weight

is a health risk, a health-care provider would need

to perform further assessments. These assessments

might include skinfold thickness measurements;

evaluations of diet, physical activity, and family

history; and other appropriate health screenings

and laboratory tests.

Cross-References

▶Body Composition
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▶Overweight
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Body Mass Index, Table 3 Weight status categories for

the calculated BMI-for-age percentile, United States

pediatric population

Weight status

category Percentile range

Underweight Less than the 5th percentile

Healthy weight 5th percentile to less than the 85th

percentile

Overweight 85th to less than the 95th percentile

Obese Equal to or greater than the 95th

percentile

Morbidly obese Equal to or greater than the 97th

percentile

Body Mass Index, Table 1 How to calculate body mass

index (BMI)

SI units BMI ¼ mass (kg)/(height (m))2

Note: Since height is commonly

measured in centimeters, divide

height in centimeters by 100 to obtain

height in meters

Imperial/US

customary units

BMI¼mass (lb)� 703/(height (in))2

BMI¼mass (lb)� 4.88/(height (ft))2

Body Mass Index, Table 2 The international classifica-

tion of adult underweight, overweight, and obesity

according to body mass index

Classification BMI(kg/m2)

Principal cutoff

points

Additional cutoff

points

Underweight <18.50 <18.50

Severe thinness <16.00 <16.00

Moderate thinness 16.00–16.99 16.00–16.99

Mild thinness 17.00–18.49 17.00–18.49

Normal range 18.50–24.99 18.50–22.99

23.00–24.99

Overweight �25.00 �25.00
Pre-obese 25.00–29.99 25.00–27.49

27.50–29.99

Obese �30.00 �30.00
Obese class I 30.00–34.99 30.00–32.49

32.50–34.99

Obese class II 35.00–39.99 35.00–37.49

37.50–39.99

Obese class III �40.00 �40.00
Source: Adapted from WHO (1995, 2000, 2004)
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Bogalusa Heart Study

Sarah Messiah

Department of Pediatrics, University of Miami,

Miami, FL, USA

Synonyms

Childhood origins of cardiovascular disease;

Cohort study; Longitudinal study

Definition

The Bogalusa Heart Study, originating in

Bogalusa, Louisiana, has been focused on

examining the early natural history of cardiovas-

cular disease (CVD), coronary artery disease, and

essential hypertension among a semirural com-

munity–based cohort of black and white children

and young adults for over 30 years.

Description

The Bogalusa Heart Study, originating in

Bogalusa, Louisiana, has been focused on exam-

ining the early natural history of cardiovascular

disease (CVD), coronary artery disease, and

essential hypertension among a semirural

community–based cohort of black and white-

children and young adults (Freedman et al., 2010;

Voors, Foster, Frerichs, Webber, & Berenson,

1976). For over 30 years, study subjects identified

in early childhood have been followed, and their

anthropometrics, blood pressure, heart rate, blood

cholesterol levels, as well as several other clinical

end points that characterize CVD have been

periodically measured (Voors, Webber, Frerichs,

& Berenson, 1977). The investigators have

described the incidence and prevalence of biologic

and behavioral CVD risk factors in these children.

Their population has enabled them to document

differences not only between males and females

but also between blacks and whites. The results

from the Bogalusa Heart Study have clearly

documented that atherosclerosis has its basis in

childhood and that prevention can and must

begin at the early ages and have resulted in

hundreds of publications in the scientific literature

(National Heart, Lung, and Blood Institute, http://

clinicaltrials.gov/ct2/show/NCT00005129).

Design

The initial survey of over 3,500 children was initi-

ated in 1973–1974 and was restricted to children

from ages 2 ½ to 14 (Webber, Frank, Smoak,

Freedman, & Berenson, 1987). A physical exami-

nation that included collecting anthropometric

data, hemoglobin, blood pressure, serum

lipids, and a health history was conducted. In

1976–1977, the second cross-sectional survey of

over 4,000 children expanded the eligibility criteria

to include children ages 5–17 years old. This
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survey included information on salt intake,

smoking, health beliefs, and attitudes, and for

girls ages 8–17, menstrual history and oral contra-

ceptive use. The third survey of over 3,500 children

in 1978–1979 also collected skinfold thickness and

two measurements of heart rate. The fourth survey

of over 3,300 children in 1981–1982 added data on

alcohol use, type A behavior, peer networks, and

dieting habits.

The Bogalusa Heart Study continued to use

a cross-sectional and longitudinal design with the

general cross-sectional survey of approximately

3,700 Bogalusa children ages 5–17 in 1988–1989

in the sixth screen and additional longitudinal

studies to recall children in defined subgroups for

more intensive evaluation. Half of the 12,000 chil-

dren screened since 1973 had been studied three or

more times. There were several other cohort

groups and studies. The Newborn-Infant Cohort

Study was designed to describe distributions,

interrelationships, and trends through time for

blood pressure, serum lipid and lipoprotein con-

centrations, dietary intake patterns, and anthropo-

metric measurements. Four hundred and forty

infants born between January 1, 1974, and June

30, 1975, were examined at birth, at 6 months, and

yearly at ages 1–4 and at 7, 10, and 13 years for

cardiovascular risk factor variables. The Post-

High School Study examined young adults ages

21–30 who previously were examined as children

ages 5–14 in the first BogalusaHeart Study screen-

ing in 1973–1974. The population included

approximately 4,603 young adults originally

screened and any other children or adolescents

examined for the first time in any subsequent

surveys.

The fifth screening began in 1988 and extended

through December 1991. The Pediatric Pathology

Risk Factor Program, which began in 1978,

documented the relationship of cardiovascular dis-

ease risk factors to anatomic and pathologic

changes. A local information system was

established to obtain family or coroner’s consent

to autopsy any deceased resident between the ages

of 3 and 26 in the Bogalusa area. Autopsy speci-

mens were collected from over 100 deceased chil-

dren and young adults, of whom approximately

40% had been previously examined in the

Bogalusa Heart Study. Major activity during

1988–1991 involved 24-h dietary recall collec-

tions on all the 1963, 1966, and 1968 birth cohorts

attending the Post-High School Study. A food fre-

quency questionnaire was also self-administered

to all the Post-High School Study participants. The

use of these two dietary methodologies, 24-h die-

tary recall and food frequency questionnaire, pro-

vided data to assess the nutrient composition of

diets of young adults, assess the weekly consump-

tion of individual foods, compare nutrient compo-

sition data with food frequency data, and compare

dietary intakes at the post-high school age with

those of school age.

Several substudies were conducted using the

Bogalusa Heart Study population. Among them

were the impact of childhood obesity on risk fac-

tors, the relationship of apolipoproteins A-I and

B in children to parental myocardial infarction,

and the relationship between left ventricular size,

as demonstrated by echocardiography and blood

pressure distribution (Freedman et al., 2008). The

study was renewed in Fiscal Year 1992 in order to

follow up the previously examined young adults

for development of abnormal levels of cardiovas-

cular risk factors and clinical disease.

In 1997, the study was renewed and extended

through June 2002 in order to study the impact of

genetic factors on the evolution from childhood

cardiovascular risk factors to subclinical and clin-

ical morbidity in an adult population, ages 20–40,

who had been followed over a long period of

time. The study also seeks to study the association

of risk factor phenotypes to anatomic changes

in the cardiovascular system, as seen by

necropsy. The population for genotype-phenotype

studies includes approximately 1,400 siblings

derived from 178 longitudinal birth cohorts. The

cardiovascular phenotypes include obesity, blood

pressure, lipids, lipoproteins, apoproteins, homo-

cysteine, glucose-insulin, fibrinogen, plasminogen

activator inhibitor-1, and von Willebrand

factor. Environmental risk factors consist of

sociodemographic characteristics, tobacco and

alcohol use, oral contraception, physical activity,

and diet. Subclinical morbidity includes echo-

Doppler measurements of cardiac-carotid struc-

ture and function. Using robust sibling pair linkage
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methods, a genome-wide search involving 391

markers with spacing of 10 cM is conducted for

genes which influence quantitative traits. This is

supplemented with 41 highly polymorphic

markers located in or near candidate genes likely

to be related to obesity, lipoprotein metabolism,

blood pressure, insulin resistance, diabetes, ath-

erogenesis, and thrombosis. The study is shifting

from a population-based epidemiologic study to

a family-based genetic epidemiologic study.

Over the past three decades, the Bogalusa

Heart study has resulted in the following key

scientific findings:

• Observations clearly show that the major eti-

ologies of adult heart disease, atherosclerosis,

coronary heart disease, and essential hyperten-

sion begin in childhood. Documented ana-

tomic changes occur by 5–8 years of age.

• CVD risk factors can be identified in early life.

Normative values from a large biracial (black-

white) population (approximately 10,000 indi-

viduals) are available for comparison.

• The levels of risk factors in childhood are

different than those in the adult years. Levels

change with growth phases, i.e., in the first

year of life, during puberty and adolescence,

in the transition to young adulthood, and in

adulthood.

• Autopsy studies show atherosclerotic lesions

in the aorta and coronary vessels, and changes

in the kidney vasculature relate strongly to

clinical CVD risk factors, clearly indicating

atherosclerosis and hypertension begin in

early life.

• Gender and race contrasts are a major contri-

bution to the research findings. It is well

known that blacks have more hypertension

and diabetes, white males have more early

coronary artery disease, and women show

a lag in the development of heart disease.

• Environmental factors are significant and

influence dyslipidemia, hypertension, and

obesity. Those that are controllable include

diet, exercise, and cigarette smoking.

• Lifestyles and behaviors that influence CVD

risk are learned and begin early in life. Healthy

lifestyles should be adopted in childhood

because they are critical to modulation of

risk factors later in life. Primary care physi-

cians, pediatricians, and cardiologists can play

a major leadership role in the prevention of

adult heart diseases beginning in childhood.

Physicians are encouraged to obtain risk factor

profiles on children, along with a family his-

tory of heart disease.

Cross-References
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Brain and Spinal Cord

▶Central Nervous System

Brain Damage

Mary Spiers

Department of Psychology, Drexel University,

Philadelphia, PA, USA

Synonyms

Brain injury; Brain trauma

Definition

Brain damage causes physical damage to the

brain that may range frommicroscopic neuronal

damage to damage that extends over a large area

of the brain. Although, technically, brain dam-

age may result from a number of conditions

including disease (e.g., dementias) and devel-

opmental conditions (e.g., autism, learning

disabilities), the term “brain damage” is usually

associated with brain injury. Brain injuries

fall into two general categories related to

mechanism of injury: traumatic and

nontraumatic. Traumatic brain injuries (TBI)

result from external forces and are often the

result of falls, motor vehicle accidents, or

being struck or assaulted. In wartime, blast inju-

ries may also cause TBI. Nontraumatic brain

injuries may result from a variety of events or

infectious processes including, for example,

cerebral vascular accidents (i.e., stroke),

anoxia, tumor, seizures/epilepsy, or encephali-

tis. Brain damage typically results in impair-

ment in brain functioning compared to

previous or age-appropriate levels of function-

ing. The degree and pattern of behavioral

change following brain damage is associated

with the severity and location of injury.
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Brain Lesion

▶Brain, Injury

Brain Pathology
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Brain Trauma
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▶Traumatic Brain Injury
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Brain Tumor

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Brain tumors (BT) are tumors which reside in

the brain or spinal cord. They include abnormal

cell proliferation of neurones or glia cells, in the

cranial nervous, in the skull, in the limbic system, in

the brain stem, or in the spinal cord.Metastasis may

develop in the cortex. Severity of BT varies greatly,

since this depends on their size, location, type, and

stage of development upon detection. Those all are

referred to as primary BT. Since often BT are

hidden from the eye due to the skull, BT may be

only detected via direct brain scans. Another type of

BT are secondary BT, where peripheral tumors

metastasize to the brain, mainly including lung,

breast, colon cancers, and melanoma. Primary BT

are among the ten most fatal cancers, with over

51,000 new cases diagnosed every year in the

USA alone (Starkweather et al., 2011).

The most common type of BT is astrocytoma,

where 75% of patients die within 5 years of

diagnosis. Glioblastomas are one type of BT,

with a median survival time of 14.6 months

(Schneider, Mawrin, Scherlach, Skalej, &

Firsching, 2010). Among the proven risk factors

of BT are high-dose ionizing radiation, inherited

genetic syndromes, and brain lymphomas

associated with AIDS (Davis, 2007). The role of

cellular phones in the etiology of BT is still

under intense investigation. Often, psychological

aspects are uniquely affected in BT, given the

location of the tumor and its possible impact on

mood, behavior, and cognition (Weitzner, 1999).

Psychological factors such as depressive symp-

toms have been found to independently predict

poor prognosis in BT (Starkweather et al., 2011).

Furthermore, the latter authors reviewed studies

and suggest that the neuroimmune interactions

which are under control of astrocytes can in fact

contribute to the depressive symptoms and the

changes in tumor microenvironment seen in astro-

cytoma. Given the poor prognosis, observed psy-

chological changes, and understood fear of having

a BT, patients and close ones often require special

psychological help for this tumor. Thus, BT are

a clear example where behavior medicine can play

a pivotal role in both research and treatment.
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Synonyms

Cortical activity; EEG

Definition

Brain waves are the physical representation of

the brain’s electrical charge and activity.
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Electroencephalography (EEG) is the technique

used to record electrical activity. EEG measures

voltage fluctuations resulting from ionic current

flows within the neurons of the brain. Brain wave

activity is recorded from different standard sites

on the scalp according to the international

electrode placement system. Recording electrical

activity requires measurement of voltage

between two electrode sites. The electrical

activity between electrode pairs is evaluated in

terms of amplitude and frequency. Amplitude

ranges from 5 to 200 mV. Frequency of EEG

activity generally ranges from 0 to 100 Hz

(American EEG Society, 1994; Niedermeyer

and da Silva, 2004; Towle et al., 1993).

Brain wave activity can be recorded during

wakefulness as well as sleep. With regards to

sleep, stage N1 sleep or drowsiness is character-

ized by a fading of the alpha waves and increases

in beta activity and a small increase in theta

activity. As sleep deepens, high-voltage, single

or complex theta or delta waves, which are called

vertex sharp waves, appear. Stage N2 sleep is

characterized by increased numbers of vertex

sharp waves (K-complexes) and centrally pre-

dominant spindle waves, sinusoidal 12–14 Hz

activity. Stage N3 sleep or slow wave sleep

(SWS) is characterized by progressively higher

amplitude and low-frequency delta waves

(American EEG Society, 1994).

The frequencies are indicated by Greek letters:

• Delta – 0 to 4 Hz

• Theta – 4 to 8 Hz

• Alpha – 8 to 12 Hz

• Beta – 12 to 32 Hz

• Gamma – 3 to 100 Hz

Cross-References

▶Brain

▶ Sleep
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Brain, Cortex
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Department of Psychiatry and Behavioral

Sciences and theM.I.N.D. Institute, University of

California-Davis, Sacramento, CA, USA

Synonyms

Brain; Cerebrum; Fissure; Frontal; Gyrus/Gyri

(pl); Lobes; Occipital; Parietal; Sulcus;

Telencephalon; Temporal

Definition

The cerebral cortex is the outermost gray matter

layer of the telencephalon or cerebrum of the

brain.

Description

This entry describes the cerebral cortex in humans.

Although there is a high degree of conservation

across vertebrate species and especially in mam-

mals, readers should refer elsewhere for phenotypic

and functional details regarding other animals.

The cerebral cortex (Latin for “Brain” and

“Bark” respectively) is the outermost layer of the

cerebrum (also known as the telencephalon). The

wrinkled or undulating appearance of the cortex is

a result of folding that allows for greater surface

area within the confines of the skull. The furrows

are referred to as “sulci” (plural for sulcus and
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Latin for “furrow”) or “fissures” which are simply

larger sulci that serve as important navigational

landmarks. The rounded ridges between the sulci

are the gyri (plural for “gyrus” and Latin from gyre

meaning whirling or circular). There are individual

differences in the patterning of the gyri and sulci,

but the general pattern is highly correlated across

individuals within species. The cerebral cortex

consists of two hemispheres (right and left) that

are connected by large bundles axons called com-

missures: the anterior, the posterior, and the corpus

callosum. The largest of these whitematter bundles

is the corpus callosum and its fibers connect to

corresponding regions of each hemisphere.

The surface of the cortex can be described in

terms of the superolateral, medial, and inferior sur-

faces. The inferior surface can be further divided

into the orbital and tentorial surfaces but it is com-

monly described according to the four of six visible

lobes from anterior (front) to posterior (back) in

a transverse or sagittal view: frontal cortex, tempo-

ral cortex, parietal cortex, and occipital cortex

(there are also the insular and limbic subcortical

lobes). These are named for the cranial bones they

sit below and are demarcated by certain sulci and

fissures and by hemisphere (i.e., right and left). The

frontal and parietal lobes are divided by the central

sulcus also known as the sulcus of Rolando. The

temporal lobe is divided from the frontal and pari-

etal lobes by the lateral sulcus also known as the

Sylvian fissure. The occipital lobe is roughly

delimited from the parietal and temporal lobes by

the parieto-occipital sulcus converging with a line

drawn upward from the preoccipital notch where

the cerebellum meets the cerebral cortex.

The phylogenic history and evolution of the

human brain is represented in the layers of

the cortex. The outermost is the neocortex (Latin

for “new bark”) also known as the neopallium

(Latin ¼ “new mantel”) or isocortex

(Greek ¼ “equal rind”). After the neocortex is the

phylogenically older allocortex (Greek ¼ “other

cortex” also known as the archipallium). Next is

the older still paleocortex or palepallium

(Greek ¼ “old cortex”) and the oldest of all, the

archaeocortex or archipallium.

In humans, the cerebral cortical surface area

is on average between 2,200 and 2,850 cm2.

Typically, cortex is further organized by cell type

in six layers or laminae that vary in total thickness

from 5mm at the precentral gyrus to 1.5 mm at the

frontal and temporal poles with an average thick-

ness of 3 mm. From the surface to the interior, the

six layers of the cortex include: (1)molecular layer

with mostly dendrites and long axons; (2) external

granular layer with mostly small pyramidal cells;

(3) pyramidal cell layer; (4) internal granular layer

with small pyramidal and stellate cells; (5) inner

pyramidal layer of large pyramidal cells; and,

(6) the multiform or spindle-cell layer. The neu-

rons of these layers number between 2.6 and 20

billion in the cortex with 0.6 � 109 synapses per

mm3. Regions of the cortex vary in terms of lam-
inae thickness, in addition to cellular morphology,

which involves the appearance of cells and their

axons and dendrites.

There are a variety of other systems for map-

ping out the cortex including three-dimensional

stereotactic coordinates or regions divided based

on underlying cytoarchitectonic organization of

the cortical tissue referred to as Brodmann’s areas

(BA). The cortex can also be classified by the

general function associated with tissue within

the region boundary but it should be noted that

brain function requires coordination across and

among a variety of brain regions.

For example, the primary visual cortex (also

known as striate cortex; BA17) is part of the

occipital lobe and is involved in processing visual

information. Primary auditory cortex (BA41) is

found on the lower surface of the lateral fissure

that separates the temporal lobe from the frontal

and parietal lobes. Somatosensory information

processing occurs in the postcentral gyrus (also

known as the primary somatosensory area;

BA1,2,3) of the parietal lobe. Integration of

visual and somatosensory information also

occurs in the parietal lobe. Anterior to the

somatosensory cortex are the primary (BA4)

and secondary (BA6) motor cortices. Groups of

cells within these regions can be quite specialized

for a given perceptual or motor function.

Broadly, interpretation, planning, action,

learning, and memory occur in the rest of the

cerebral cortex in the association areas. The cen-

tral sulcus serves to divide the adjacent anterior
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and posterior cortical regions into the motor asso-

ciation cortex (also called the pre-motor cortex;

BA6) and somatosensory association cortex

respectively. The visual association cortex abuts

the primary visual cortex in the most posterior

part of the occipital lobes and the somatosensory

association cortex in the parietal lobes,

encompassing the lower half of the occipital and

extending along the lateroventral temporal lobes.

The auditory association cortex encompasses

roughly the upper temporal lobe. The language

cortex is lateralized with the dominant hemisphere

(commonly the left hemisphere) engaged in recep-

tion and production of language, and analogous

areas in the non-dominant hemisphere (commonly

the right hemisphere) that are involved in produc-

ing and understanding voice inflection and tone

that provide information about the emotional con-

tent of speech. Within this region is a receptive

language region known as Wernicke’s area

(BA22) that extends from the angular (BA39)

and supramarginal (BA40) gyri. The expressive

language area known as Broca’s area (BA44 and

45) is located in the inferior fontal gyrus.

Particularly developed in humans is the most

anterior part of the frontal cortex (often called the

prefrontal cortex), which is rostral to the motor

association cortex. The prefrontal cortex (PFC) is

the slowest tomature and continues to developwell

into young adulthood. The PFC is further divided

into regions such as the orbitomedial (BA11 and

12) and dorsolateral (BA 9 and 10) PFC. These

areas are associatedwith particular aspects of exec-

utive function such as impulse control, emotion

regulation and reactivity, planning, judgment,

working memory, and abstract reasoning.
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Synonyms

Brain imaging; Computerized tomography (CT);

Diffuse optical imaging (DOI); Event-related

optical imaging (EROI); Functional magnetic

resonance imaging (fMRI); Imaging; Magnetic

resonance imaging (MRI); Positron emission

tomography (PET)

Definition

Neuroimaging broadly refers to the relatively

noninvasive technologies and techniques for local-

izing, measuring, and visualizing central nervous

system function and structure. Common neuroim-

aging methodologies include magnetic resonance

imaging (MRI), positron emission tomography

(PET), and computerized tomography (CAT/CT).

Description

Neuroimaging refers to a collection of techniques

used to noninvasively view structure and function

of living brain tissue. The methods used to visual-

ize brain tissue have evolved significantly over the

last several decades from using x-ray technologies

to the more recent and increasingly ubiquitous

(nuclear) magnetic resonance imaging.

Contrast X-rays and Computerized Axial

Tomography (CAT/CT)

X-ray photography creates images by passing

x-rays through the body and onto a photographic

plate by taking advantage of variation in x-ray

radiation absorption of different tissues. Certain

molecules and denser materials absorb more radi-

ation and thus less reaches the photographic plate.

B 256 Brain, Imaging

http://dx.doi.org/10.1007/978-1-4419-1005-9_100205
http://dx.doi.org/10.1007/978-1-4419-1005-9_100362
http://dx.doi.org/10.1007/978-1-4419-1005-9_100474
http://dx.doi.org/10.1007/978-1-4419-1005-9_100585
http://dx.doi.org/10.1007/978-1-4419-1005-9_100585
http://dx.doi.org/10.1007/978-1-4419-1005-9_402
http://dx.doi.org/10.1007/978-1-4419-1005-9_402
http://dx.doi.org/10.1007/978-1-4419-1005-9_1142
http://dx.doi.org/10.1007/978-1-4419-1005-9_813
http://dx.doi.org/10.1007/978-1-4419-1005-9_813
http://dx.doi.org/10.1007/978-1-4419-1005-9_101309
http://dx.doi.org/10.1007/978-1-4419-1005-9_101309


This method is excellent for seeing skeletal bones

that appear on the photographic plate with a high

degree of contrast compared to surrounding tis-

sues. It is less useful for tissues that do not strongly

differ in x-ray radiation absorption such as parts of

the brain. One method to get around this is to

introduce a radiopaque agent to increase contrast

by differentially absorbing x-rays. This allows for

the visualization of the cerebral ventricular and

circulatory systems. Pneumoencephalography

involves injecting air into the cerebral ventricular

system to briefly displace cerebral spinal fluid

(CSF), and cerebral angiography involves

injecting a radiopaque dye into a cerebral artery.

These methods are limited in the information they

produce but can be used to examine general

brain atrophy, damage, or displacement of

blood vessels.

The next step in the evolution of x-ray imaging

of the living brain was the introduction of

computed tomography (CT) which is sometimes

referred to as computerized axial tomography

(CAT). However, CT is more appropriate,

because “axial” merely refers to the plane of

image acquisition, and images can just as easily

be acquired in the coronal or sagittal planes. CT

utilizes an x-ray detector rather than

a photographic plate. The x-ray source and detec-

tor are mounted opposite one another on

a rotating ring inside a tube that encircles the

person being scanned. The CT scanner captures

numerous images of the brain from several angles

as the x-ray source and detector rotate around the

head. These images are then reconstructed by

a computer to make three-dimensional

multi-slice images of the living brain. The

brighter and darker areas of the images are

described as “hyperdense” and “hypodense,”

respectively, with grayish components of the

images as “isodense.” Water and CSF appears

almost black, white matter darker than gray

matter, and skull as nearly white. Variation in

image intensity is more carefully delineated in

Hounsfield units (HU) with water having an HU

of 0, CSF an HU between 8 and 18, gray

matter and white matter HU ¼ 37–41 and

30–34, respectively, and bone HU ¼ 600–2,000.

CT scans have the benefit of being relatively

inexpensive and having very fast acquisition

times making them particularly valuable tools

for detecting recent brain trauma and intracranial

lesions in emergency situations. Limitations of

CT scanning include poorer contrast between

brain tissue types and the number of CT scan

any one person can have at a given time is limited

because of safety requirements to limit exposure

to x-ray radiation. Furthermore, while CT can be

used to visualize brain structure, it is not useful

for measuring brain function while engaging in

a process or activity. Other methods allowing for

accurate localization of brain function include

positron emission tomography (PET) and

functional magnetic resonance imaging (fMRI).

Imaging equipment that combine CT and PET

technologies in one package are now commonly

available and increase information yield and

utility with the practical benefit of taking up less

space than dedicated CT and PET scanners.

Single Photon/Positron Emission

Tomography (SPECT/PET)

Positron emission tomography (PET) and single

photon emission computerized tomography

(SPECT) are used to image brain activity.

This method also uses radiation and

radiation detectors but rather than shooting an

x-ray through the material to be imaged,

PET utilizes radiolabeled tracers in the

form of chemicals that have specific actions

within the brain. For example, fluorine-18-labeled

2-fluoro-2-deoxy-D-glucose (18F-FDG) is a com-

monly used radiotracer.When 18F-FDG is injected

into the carotid artery, it is rapidly taken up by

metabolically active neurons during an experimen-

tal task as it very similar to glucose. However, it

cannot be metabolized like glucose and thus accu-

mulates in active brain regions where it slowly

breaks down. The radioactive label (or ligand)

gives off photons (i.e., SPECT) as a result of

a nuclear process where a proton in the nucleus is

converted into a neutron, neutrino, and a positron

(i.e., PET). Both the neutrino and the positron are

then ejected from the nucleus. The kinetic energy

of the ejected positron both varies and declines at

a rate that depends on the nature of the surrounding

material. When an ejected positron meets an
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electron, it creates an annihilation reaction where

the electron and the positron turn into two photons

that travel in opposite directions (180�) of each

other. These photons are measured as a line by

two of a series of scintillation detectors mounted

in opposition fromone another. The images created

by the PET scanner are not images of the brain

itself; rather, they are images created from the

relative distributions of detected amounts of radio-

activity in brain regions of interest.

PET is powerful methodology that can be used

to study hemodynamics, drug action localization,

receptor function, metabolism, and even molecular

processes including DNA synthesis. PET is partic-

ularly valuable in detecting disease processes that

may be evident as metabolic variation but are not

yet manifested as anatomical abnormality that

could be detected using CT or MRI. However,

PET images can be effectively combined with CT

or MRI images providing accurate localization of

accumulated radioactivity. PET is also advanta-

geous in that radiation exposure is relatively

limited. The primary limitation of PET is the

necessity for local access to a cyclotron to produce

radiotracers. The radiotracers have a very short

half-life and thus must be made in close physical

proximity to the PET scanner and utilized quickly.

The limitations of PET and CT have led to

a significant increase in application of methods

that do not utilize hard radiation like x-rays or

radiolabels that are expensive to produce.

Structural and functional magnetic resonance

imaging (sMRI and fMRI, respectively) and the

recent emergence of near infrared spectroscopic

imaging (NIRSI) allow for detailed analyses of

both brain structure and function in the living brain.

Magnetic Resonance Imaging (MRI)/

Functional Magnetic Resonance Imaging

(fMRI)

Magnetic resonance imaging (MRI) methods

produce images of the brain and other bodily

regions that are high in both contrast and

resolution. Although some MRI methods utilize

contrast agents, MRI does not expose patients

or study participants to ionizing radiation.

Rather, this technique utilizes a very powerful

homogeneous and stable electromagnetic field.

This brief description of how MRI works is

limited to “classical”/Newtonian physics, but

quantum mechanical descriptions are available

elsewhere. Protons are found in all of the nuclei

of the atoms that make up the body, but conven-

tional MRI utilizes hydrogen protons. Hydrogen

protons spin randomly with their magnetic

moments “pointing” in random directions until

they are in the influence of the strong magnetic

field of the MRI scanner where they all align in

parallel with the direction (z-axis) of the

external field generated by the electromagnet.

Application of a radiofrequency (RF) pulse is

applied to the z-axis aligned hydrogen protons

with an excitation/receiver coil. As a result of

absorbed energy from the RF pulse, the hydrogen

protons move or “flip” into a higher energy state

that is antiparallel to the z-axis toward the x-y
plane. With the removal of the RF pulse, the

hydrogen protons “relax” or move back into

alignment with the external electromagnetic field

along the z-axis and release the absorbed energy

form the RF pulse as electromagnetic waves that

are detected by the excitation/receiver coil and

other magnetic gradient coils in three dimensions.

Static contrast methodologies are used to

generate anatomical images of the brain.

Depending on the type of RF pulse applied, the

images highlight different types of tissue or

fluids. Static contrast between tissue types is

achieved by three properties of protons in tissues:

(1) the proton density (i.e., how many hydrogen

protons are in the region), (2) proton relaxation

times along the z-axis (i.e., the longitudinal

relaxation time or T1), and (3) proton relaxation

times along the x-y plane (i.e., the transverse

relaxation time or T2). Motion contrasts detect

dynamic properties of protons in tissues and

fluids to generate images of blood flow, capillary

irrigation, perfusion, and diffusion of water.

Functional MRI (fMRI) refers to MRI

methodologies that estimate brain activity. Brain

slices are repeatedly imaged over time allowing for

statistical contrast of experimental manipulations.

The most common is blood oxygen level–depen-

dant (BOLD) fMRI. BOLD fMRI methods exploit

changes in levels of oxygen in the blood that result

from the metabolic demands of brain tissue during
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neural activity. Active brain tissue utilizes oxygen

and the change from an oxygenated state to

a deoxygenated state can be detected because

deoxygenated blood is paramagnetic. Other

methods include perfusion or dynamic-contrast

MRI, which measures changes in blood volume

using an injected paramagnetic contrast agent

such as gadolinium, or magnetic resonance

spectroscopy (MRS) which measures localized

levels of brain metabolites. There is also diffusion

MRI that measures diffusion coefficients of water

in brain tissue. Diffusion tensor imaging (DTI)

examines the water diffusion coefficients in neigh-

boring voxels to estimate the shapes and directions

of white matter tracts.

MRI possesses advantages over CT and PET

including very high-resolution images that can be

acquired without ionizing radiation. In most MRI

procedures, no contrast agent is needed and the

procedures are completely noninvasive. MRI still

requires significant safety procedures though. The

magnet is always active, and any objects that are

susceptible to magnetism can become dangerous

projectiles within the boundaries of the field. Fur-

thermore, patients and study participants must be

screened for metallic objects or medical devices

such as pacemakers in and on their bodies.

Diffuse Optical Imaging or Tomography (DOI/

DOT) and Near Infrared Spectroscopy (NIRS)

Diffuse optical imaging (DOI) and near

infrared spectroscopy (NIRS) are relatively new

applications for measuring relative changes in

blood volume and oxygenation via hemoglobin

levels as a proxy for cellular metabolism. These

methods exploit changes in the properties of near

IR light projected through tissue in the absorptive

spectra and light scattering properties of water,

oxygenated hemoglobin, and deoxygenated

hemoglobin. Like BOLD fMRI, DOI measures

the hemodynamic response as blood flows to the

active tissue supplying oxygen to satisfy the met-

abolic needs of neurons in the active region.

Changes in the way that light moves through

brain tissue from the IR source to the IR detector

can be computationally modeled and blood flow

to particular brain regions can be examined based

on the placement of the IR source and detectors.

Modeling how light moves through the

various tissues of the head is a complex process

that contributes to DOI and NIRS limitations.

One method of simplifying the model is to

assume the brain region being scanned is

essentially “flat” and that the tissues do not dif-

fer in their optical properties. However, anatom-

ical MRI can be combined with DOI/NIRS to

provide a better model of absorption and scat-

tering of light with bone and other head tissues.

Advantages of this technology include a high

degree of portability, rapid data acquisition,

relative low cost, and complete

noninvasiveness. The primary disadvantages

result from the lack of robust spatial resolution

and that imaging is limited to surface and near-

surface brain tissue.

Cross-References

▶Magnetic Resonance Imaging (MRI)

▶Neuroimaging
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Brain, Injury

Eric Roy
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Synonyms

Brain damage; Brain lesion; Brain pathology

Definition

A brain injury refers to any damage that occurs to

the brain. Brain injuries can be classified in

various ways: specific types of injury, primary

and secondary, focal and diffuse.

Description

Types of Injury

Brain injuries can be developmental in

origin while others are acquired through trauma,

stroke, or neurodegenerative processes such as

Alzheimer disease. The focus here will be on

brain injury acquired through trauma. Regardless

of etiology, brain injury can have primary and

secondary as well as focal and diffuse effects

(Jallo, & Loftus, 2009; Weber, & Maas, 2007).

Primary Versus Secondary Injury

A primary injury arises during the initial blow to

the brain. At the moment of trauma, the physical

structures of the brain are displaced. This dis-

placement results in a contusion or bruise to the

brain, damage to blood vessels, and stretching or

tearing of axons. The blood–brain barrier and the

tissues covering the brain called the meninges

may also be damaged. As well the cells in the

brain may be damaged and die. Different

tissues in the brain have varying thresholds of

deformation or response to mechanical loading

and so vary in their potential for injury.

Depending on the location and intensity of the

forces during the initial traumatic event, some

tissues in the brain may experience greater forces

and so may be more affected than others.

There are two principal mechanisms of

primary injury. One involves actual trauma to

the brain arising from the brain coming in contact

with the inside of the skull. The point of initial

contact results in what is called the coup injury.

Depending on the forces involved in the trauma,

the brain may in a sense bounce off the coup

location inside the skull and move in the opposite

direction. The point at which the brain contacts

the skull results in the contrecoup injury.

Depending on the force of the trauma, there can

be a bleeding or hemorrhaging in the brain. This

bleeding can be epidural or extradural meaning

outside the dura mater, the outer most of three

membranes or meninges covering the brain.

There may also be subdural bleeding. This

bleeding can lead to an epidural or subdural

contusion or hematoma.

The other mechanism of primary injury arises

from the whiplash effect with the head rotating on

the neck due to the acceleration and deceleration

forces present in some traumatic accidents such

as in motor vehicle accidents. These acceleration-

deceleration forces result in shearing strains

which may cause tearing of blood vessels deep

in the brain resulting in petechial hemorrhages.

These strains also causing tearing of the axons or

diffuse axonal injury.

The primary injuries lead to secondary injuries

which result from processes precipitated by the

trauma. Secondary injury begins within hours of

the primary injury and plays an important role in

the eventual outcome. While most people who

suffer a traumatic brain injury recover to varying

degrees, about 40% deteriorate due this secondary

damage. Secondary injury results from complica-

tions associated with the primary injury which

include cerebral hypoxia (low oxygen levels in

the brain), hypotension (low blood pressure), cere-

bral edema (brain swelling), and increased intra-

cranial pressure (pressure within the skull). Large

increases in intracranial pressure can lead to push-

ing the brain (herniation) through the hole in the

base of the skull called the foramen magnum.

Other secondary damage includes meningi-

tis, acidosis (high acid levels in the blood), and
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hypercapnia (high levels of carbon dioxide in

the blood). Secondary injury can also be

caused by release and imbalances in brain

chemicals called neurotransmitters. One effect

is called excitotoxicity which can cause

neurodegeneration through the action of free

radicals. Cerebral autoregulation is another

type of secondary injury which affects the

regulation of blood flow to the brain. Break-

down in the blood–brain barrier as well as cere-

bral ischemia are also secondary changes in

brain function following injury.

Focal and Diffuse Injury

Focal injury refers to injury which occurs in

a specific location in the brain. Diffuse injuries

involve damage over a more widespread region.

Focal injuries arise from a blow to the head which

affects the underlying brain area. Diffuse injuries

most often arise from acceleration-deceleration

forces rather than a blow to the head. It is common

for these types of injury to occur at the same time.

Focal and diffuse injuries can occur in the context

of trauma but also from other forms of brain injury

such as stroke.

In the context of trauma, a focal injury arises

from direct forces such as when the head strikes

the inside of the windshield in a motor vehicle

accident or the ice surface in a hockey game.

These types of focal injury involve the skull

remaining intact. Other focal injuries involve

penetration of the skull such as in gunshot

wounds to the head. Focal injuries are associated

with symptoms arising from damage to the

affected brain area such as the loss of hand

function on one side of the body due to damage

in the motor area on the opposite side of the

brain.

Diffuse injury involves damage to the brain

over a more widespread area. Diffuse may be

a misnomer for this type of injury since the

damage often involves multiple focal injuries

spread over wide areas in the brain. In the

context of trauma, such injuries arise from

shearing forces associated with acceleration-

deceleration forces resulting in diffuse axonal

injuries and tearing of blood vessels. In the

context of stroke, diffuse injury arises from

multiple strokes occurring around the same

time in different brain areas.

Diffuse axonal injury is most often seen in

traumatic brain injury and refers to damage to the

white matter tracts arising from rotational shearing

forces associated most often with deceleration

forces in assaults or motor vehicle accidents. The

major source of injury is to the axons, the part of

the neuron that affords communication between

the neurons. The axon appears white due to the

myelination and so is called white matter and

collectively these axons form white matter tracts.

When the brain is decelerated, parts which vary in

their densities and distances from the point of

rotation slide over one another and so create shear-

ing forces which serve to tear these tracts. The

most common locations for diffuse axonal injuries

include white matter tracts of the cerebral cortex,

basal ganglia, thalamus, and the deep hemispheric

nuclei. Diffuse axonal injury involves axonal sep-

aration at the point of the stretch with the part of

the axon distal to this tear degrading. It was

thought that the major reason for the axonal injury

was due to the mechanical forces present at the

moment of trauma (the primary injury). Now, it is

believed that there are a series of biochemical

changes which occur in response to the primary

injury hours to days after the primary injury due to

shearing forces.
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Definition

Neural or brain tissue is specialized for commu-

nication through the transmission of electrical

signals. The majority (approximately 98%) of

neural tissue is found within the brain and the

spinal cord. It is composed of two basic classes of

cells: nerve cells (or neurons), which transmit

communication signals, and glial cells, which

act to support both the structure and function of

neurons (Carlson, 2004).

Neurons

The basic functional unit of the brain is the neu-

ron. Its functional role is to send and receive the

electrical impulses that communicate messages

about sensory, motor, and cognitive events

throughout the brain. The average brain contains

roughly 100 billion neurons. Although there are

upwards of 1,000 different types of neurons, they

all have the same basic structure and function.

Each neuron has a soma, or cell body, that

performs all the basic metabolic functions

required to keep the cell alive and functioning.

At one end of the cell body are the dendrites;

these are fine processes or branches that receive

incoming information from other neurons.

Together the cell bodies and dendrites of neurons

compose the gray matter of the brain, so named

for its pinkish-gray coloration. At the other end of

the cell body is the axon, a long cylindrical pro-

jection that conducts signals from the cell body

for transmission to other neurons. Most axons are

surrounded by a fatty layer of tissue, called the

myelin sheath, which helps speed the conduction

of electrical signals along the axon. White matter

is composed mostly of axons and is so named for

the whitish appearance created by the myelin

sheath (Nolte, 2009).

Information is transferred from one cell to

another at communication sites called synapses.

Individual neurons are not physically connected

to one another; rather between two communicat-

ing cells is a tiny gap called the synaptic cleft.

The electrical signals transmitted along the axon

of the sending (presynaptic) cell trigger the

release of specific chemicals (neurotransmitters)

which travel across the synaptic cleft and bind to

receptor sites on the receiving (postsynaptic) cell

(Conners, 2005).

Glial Cells

Greek for “nerve glue,” neuroglia, or glial cells,

are the support cells of the brain. Outnumbering

neurons at a ratio of approximately 10:1, glial

cells make up over half of the volume of the

brain (Pinel, 2006). Glia were traditionally

thought to physically hold neurons together.

However, it is now known that glial cells provide

structure and support for neurons by surrounding

the cell bodies and processes of neurons (Kandel,

1991). Although not directly responsible for

information processing and transmission, glial

cells do play a variety of essential roles in

maintaining and supporting the function of

neurons:
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Glial cells act to support neurons and, in doing so,

provide the overall physical structure for the

brain.

Specialized glial cells (oligodendrocytes in the

central nervous system, Schwann cells in the

peripheral nervous system) produce and main-

tain the myelin sheath that insulates axons.

Glial cells act as a supply system providing oxy-

gen and nutrients to neurons.

Some glia (e.g., astrocytes and microglia) per-

form important cleaning and protective roles,

removing excess neurotransmitters, patho-

gens, and cellular debris left following cell

death.

During the process of development, specialized

glia (radial glial cells) act to guide the migra-

tion of neurons to their specific locations in the

brain and to direct the path of axon growth.

Cell type Function

Astrocyte Structural support, regulation of ion

concentrations in the extracellular

fluid, provide nutrients to neurons, and

clean up debris following neuronal

death (phagocytosis)

Oligodendrocytes Produce the myelin sheath around

axons

Radial glia Specialized astrocyte, directs the path

of migrating neurons and guides axon

growth during development

Ependymal glia Create the wall of ventricles and

secrete cerebrospinal fluid (CSF)

Microglia Phagocytosis and immune function

protecting the brain from

microorganisms; also produce the

inflammatory response following

brain injury
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Synonyms

Breast cancer genes; Breast/ovarian genetic testing

Definition

BRCA1 and BRCA2 are breast and ovarian cancer

susceptibility genes first identified in the

mid-1990s (Miki et al., 1994; Wooster et al.,

1995). Mutations in BRCA1 and BRCA2

(BRCA1/2) are associated with significantly

increased risks of breast and ovarian cancer

among women and smaller increases in breast

and prostate cancer among men. The development

of predictive genetic testing for BRCA1/2 muta-

tions was accompanied by concerns about psycho-

logical and behavioral consequences of learning

one’s test results (Lerman, Croyle, Tercyak, &

Hamann, 2002). However, a meta-analysis by

Hamilton, Lobel, and Moyer (2009) concluded

that although general and cancer-specific psycho-

logical distress may rise immediately after testing

for mutation carriers, it tends to return to baseline
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levels over time. Mutation noncarriers tend to

report short-term decreases in anxiety and long-

term decreases in cancer-specific distress. Despite

these overall findings, there is a need to more fully

understand the social context associated with

BRCA1/2 testing; for example, Hamann and

colleagues (2008) found that siblings who had

different genetic test results experienced more

negative interpersonal responses than siblings

who shared the same test result.

In addition to investigations of psychological

reactions to BRCA1/2 testing, increased attention

has been paid to the behavioral consequences of

testing. Among mutation carriers, prophylactic

breast and ovarian surgeries dramatically reduce

associated cancer risks (Domchek et al., 2010).

Although the evidence for risk reduction is less

clear, BRCA carriers may also receive recommen-

dations for intensive breast (e.g., mammogram,

breastMRI) and ovarian (e.g., CA125, transvaginal

ultrasound) surveillance. Of note is a recent study

of long-term behavioral outcomes which reported

that over 80% of female mutation carriers had

obtained risk-reducing breast or ovarian surgeries,

compared to much lower levels among women

with uninformative or negative results (Schwartz

et al., 2011). Rates of mammography were gener-

ally high for all tested women (66–92%); ovarian

screening was less well utilized, but still higher

among mutation carriers. In general, results indi-

cate that BRCA testing has favorable effects on

behaviors associated with cancer risk reduction.

Despite the accumulated data on BRCA1/2

testing, there is a continued need for outcome

assessment among understudied groups, including

racial and ethnic minorities and underinsured

populations. A more complete picture of the

psychosocial and behavioral correlates of BRCA

testing will emerge with studies that include more

diverse populations.
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Breast Cancer
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Synonyms

Breast carcinoma; Breast neoplasm

Definition

Breast cancer is a disease that involves

uncontrolled division of abnormal cells in breast

tissues, typically the ducts (tubes that carry milk

to the nipple) and lobules (glands that make

milk). Several different forms of breast cancer
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exist, which have implications for distinct medi-

cal treatments. Breast cancer cells can spread

through the blood and lymph systems to other

parts of the body.

Description

In the United States, breast cancer is the most

common form of cancer in women and their sec-

ond leading cause of cancer death (after lung

cancer). It is estimated that more than 230,000

women and 2,000 men will be diagnosed with

breast cancer in 2011, and nearly 40,000 adults

will die of the disease (Siegel, Ward, Brawley, &

Jemal, 2011). Approximately one in eight women

will be diagnosed with breast cancer in her life-

time. Incidence and mortality rates for breast

cancer have decreased in the past decade. Health

disparities exist, however; for example, African

American women are less likely to be diagnosed

with breast cancer than are white women, but

more likely to die from the disease. In addition,

women with no greater than a high school educa-

tion are more likely to die from breast cancer than

are more educated women. Worldwide, breast

cancer is the most common cancer in women,

with increasing incidence and much lower sur-

vival rates in developing and low-income

countries.

Researchers and clinicians in behavioral med-

icine, health psychology, and related fields are

contributing to understanding and improving the

lives of women with breast cancer in at least four

ways. First, researchers have focused on under-

standing and promoting early detection of breast

cancer, which contributes to enhanced survival.

Barriers to obtaining mammograms to detect

breast cancer are well characterized, including

contextual factors such as having no regular phy-

sician and no physician’s recommendation for

mammography, language barriers, lack of health

insurance and access to screening, low education,

and low social support for screening. Individual

factors including lack of knowledge regarding

breast cancer screening, low perceived risk of

and worry about breast cancer, embarrassment

about screening, and fatalistic beliefs that cancer

is incurable also serve as barriers to early detec-

tion. Provision of reminders (e.g., letter, phone)

for screening, video and print materials, and one-

on-one education to overcome barriers are effec-

tive methods for increasing mammogram use

(Baron et al., 2008). Although mammography

rates have risen dramatically in the past three

decades, a minority of eligible women have

never had a mammogram, and many more do

not receive mammograms on the recommended

schedule. Effective interventions targeted to

these groups are needed.

Researchers in behavioral medicine and health

psychology also are investigating biobehavioral

factors that might contribute to breast cancer

initiation and progression. Behavioral factors

that play a role in poorer breast cancer prognosis

include lack of physical activity, weight gain/

obesity, alcohol use, and nonadherence to breast

cancer treatments (e.g., McTiernan, Irwin, &

Vongruenigen, 2010). It is crucial to note that

no psychological factor has been demonstrated

to promote the initiation of breast cancer. Plausi-

ble models through which psychosocial and envi-

ronmental factors might promote disease

progression exist, however, and experimental

research with nonhuman animals suggests that

chronically stressful environments might contrib-

ute to the spread of breast cancer once it has

developed (Antoni et al., 2006). Application of

these findings to humans must proceed only

through very carefully conducted research.

Characterizing processes of psychological and

physical adjustment to breast cancer and its treat-

ment and delineating factors that help and hinder

women as they confront the disease represent

another important area of research in behavioral

medicine and health psychology. Clearly, diag-

nosis of and treatments for breast cancer often

constitute profound stressors for women (e.g.,

Stanton, 2006). Best demonstrated in prospective

research (i.e., studies in which psychological and

physical health indicators are assessed prior to

and after breast cancer diagnosis), women who

are diagnosed with breast cancer evidence signif-

icant declines in physical, emotional, and social

functioning/roles relative to women who are not

diagnosed with breast cancer. Women are most
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prone to distress and life disruption during par-

ticular phases of the cancer trajectory (e.g., diag-

nosis and treatment, medical treatment

completion, cancer recurrence). For most

women, psychological and physical adjustment

improves such that overall quality of life is pos-

itive and indistinguishable from that of the gen-

eral population by approximately 2 years after

diagnosis. Specific problems can persist for

some women, however, such as fatigue/sleep

problems, cognitive disruption during and after

chemotherapy (e.g., memory problems), depres-

sion, fear of cancer recurrence, and sexual prob-

lems (e.g., Bower, 2008). Intimate partners and

other loved ones also face challenges as they go

through the breast cancer experience (Andersen,

2009; Manne & Badr, 2008).

Longitudinal studies reveal contextual and

individual factors that predict psychological

adjustment in women who confront breast can-

cer diagnosis and treatment. For example, low

education, social isolation or lack of interper-

sonal support, lack of satisfaction with the med-

ical team, and holding negative expectancies

about general and cancer-specific outcomes

can contribute to an increase in distress in

women with breast cancer. Coping through

attempting to avoid thoughts and feelings

related to breast cancer also predicts decre-

ments in adjustment, whereas engagement in

approach-oriented coping strategies (e.g., prob-

lem-focused coping, seeking social support,

emotional expression, positive reappraisal)

often is associated with more favorable psycho-

logical status across time. Treatment-related

alterations in biological systems also may con-

tribute to negative side effects of breast cancer,

such as cancer-related fatigue. Theories of

adjustment and associated research demonstrate

that multiple aspects of the environment and the

individual influence women’s psychological

and physical health during and after the breast

cancer experience.

Finally, researchers and clinicians have devel-

oped and tested the efficacy of psychosocial and

behavioral interventions to promote well-being

and health in women with breast cancer.

Although findings are not completely consistent,

reviews of this literature suggest that such

approaches as cognitive-behavioral interven-

tions, relaxation techniques, and psychoedu-

cational strategies are effective in improving

psychological status (e.g., distress, depressive

symptoms, anxiety), fatigue, and pain (e.g.,

Duijts, Faber, Oldenburg, van Beurden, &

Aaronson, 2011; Tatrow & Montgomery, 2006;

Zimmerman, Heinrich, & Baucom, 2007). Inter-

ventions to promote physical activity also appear

effective in improving fatigue, body image,

depressive symptoms, quality of life, and physi-

cal functioning in women with breast cancer

(e.g., Duijts et al., 2011; McNeely et al., 2006).

Psychosocial interventions also can affect physi-

ological parameters, although the question of

whether they can affect important health out-

comes in women with breast cancer is far more

controversial (McGregor & Antoni, 2009).

In sum, theory and research in behavioral

medicine, health psychology, and associated

fields have promoted early detection of breast

cancer, contributed to delineation of biobehav-

ioral factors relevant to disease progression,

advanced the understanding of women’s experi-

ence of breast cancer, and offered effective inter-

ventions to enhance quality of life and health in

breast cancer survivors. Ongoing and future

research promises to extend these findings to

underserved groups (e.g., women with advanced

breast cancer, low educational resources, diverse

ethnicities) and to create maximally effective and

efficient interventions for women and loved ones

who confront the disease.
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Synonyms

Multidimensional measure of religiousness/

spirituality

Definition

The Brief Multidimensional Measure of

Religiousness/Spirituality (BMMRS) is a paper-

pencil, self-report measure of different dimen-

sions or facets of religiousness and spirituality

(R/S) that was developed in 1999 by a US

national working group of experts supported by

the Fetzer Institute in collaboration with the US
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National Institute on Aging (NIA), part of the

National Institutes of Health. The group’s pri-

mary mission was to develop items for assessing

health-relevant domains of religiousness and

spirituality. Thus, the measure was specifically

designed for use in health outcomes and other

health research. It contains 38 items across 11

dimensions with two additional meaning dimen-

sion items in an appendix.

Description

Research into the relations between religiousness

and spirituality (R/S) and health outcomes has

increased in recent years. Scholars from many

different disciplines including psychology, medi-

cine, epidemiology, public health, sociology, nurs-

ing, anthropology, and other fields have launched

empirical investigations not only to determine if

there is a relation between R/S and health but also

to ascertain the direction and strength of that rela-

tion and, more importantly for present purposes,

its precise nature. That is, scholars recognize that

both R/S and health are complexmultidimensional

constructs. Thus, questions at the global level

(e.g., “Does R/S predict health?”) are necessarily

limited. More precise questions of the type “what

aspects of R/S predict what dimensions or mea-

sures of health?” are likely to produce stronger and

more consistent empirical findings.

It is in this context that the BMMRS was

conceptualized and developed. Idler and col-

leagues (2003) describe specific procedures

regarding delineation of domains as well as

development and selection of items. An excellent

summary may be found in Piedmont, Mapa, and

Williams (2007). Briefly, the BMMRS was

designed to provide a single-source measure of

what are considered important domains of R/S

that are likely to be significant for health out-

comes research. Further, the instrument was to

include both religiousness and spirituality. It was

understood that though these terms are related,

many investigators view them as distinguishable

from one another. Thus, the authors of the

BMMRS concluded that spirituality is generally

concerned with the transcendent, addressing

ultimate questions about life’s meaning with the

guiding belief that there is more to life than only

what is seen or understood. Religiousness, on the

other hand, is often the path to development of

spirituality, but it also includes specific behav-

ioral, social, doctrinal, and denominational char-

acteristics that may or may not promote spiritual

development. According to this formulation, it is

possible to be religious and not spiritual, spiritual

and not religious, or both spiritual and religious.

Measures of both spirituality and religiousness

were included in the BMMRS.

The specific dimensions assessed by the

BMMRS include daily spiritual experiences (six

items), values/beliefs (two items), forgiveness

(three items), private religious practices (five

items), religious and spiritual coping (seven

items), religious support (four items), religious/

spiritual history (three items), commitment (three

items), organizational religiousness (two items),

religious preference (one item), and overall self-

ranking of religiousness and spirituality (two

items). An appendix consists of two items

assessing meaning. As intended, the BMMRS

(or subscales) has begun to receive attention and

use by investigators analyzing R/S and health

outcomes. Recently, four studies (Masters et al.,

2009; Neff, 2006; Piedmont et al., 2007; Stewart

& Koeske, 2006) investigated the psychometric

properties of versions of the scale (including both

the longer scale and the BMMRS). Generally,

these studies provide empirical support for the

multidimensional construction of the scale,

though it is also clear that these dimensions are

considerably correlated with one another. This

led Piedmont et al. (2007) to suggest that perhaps

the scale should be considered multifaceted

rather than multidimensional, a characterization

that Masters and colleagues (2009) supported.

Cross-References
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Definition

The Brief Symptom Inventory (BSI) is a 53-item-

self-report instrument. It is a short alternative to

the complete Symptom Checklist-90-Revised

(SCL-90-R). The BSI was designed to assess

psychological symptoms during the last 7 days

in medical patients, non-patients, and subjects for

experimental studies. It can be used in both cross-

sectional and longitudinal studies, and it can mea-

sure chronological sequences as well as pre- and

post-ratings.

The BSI is composed of nine primary symp-

tom dimensions (somatization, obsessive-

compulsive, interpersonal sensitivity, depression,

anxiety, hostility, phobic anxiety, paranoid idea-

tion, and psychoticism). It includes three global

indices of distress (Global Severity Index, Posi-

tive SymptomDistress Index, and Positive Symp-

tom Total), which measure the overall

psychological distress level, the intensity of

symptoms, and the number of self-reported

symptoms. Each item of individual psychological

stress can be answered on a 5-point scale, ranging

from 0 ¼ “not at all” to 4 ¼ “extremely.” It takes

8–10 min to answer all items.

The interpretation of the BSI is carried out in

three steps. First, the three global indices of over-

all distress are used. Second, each primary symp-

tom dimension is considered in order to

determine the specific areas of psychopathology.

Third, individual items are focused on discrete

symptoms. The optimal interpretation is depen-

dent on the integration of information from all

three source levels. The test scores are reported in

terms of standardized area T-scores.

For the evaluation of the BSI, different nor-

mative data for different samples were consulted.

Among these were adult non-patients, adult psy-

chiatric outpatients, adult psychiatric inpatients,

and adolescent non-patients.

Based on a sample of 719 psychiatric outpa-

tients, reliability coefficients were established.

Internal consistency (Cronbach’s alpha: 0.71 for

psychoticism to 0.85 for depression) and test-retest

reliabilities (Cronbach’s alpha: 0.68 for somatiza-

tion to 0.91 for phobic anxiety) show a high reli-

ability. The Global Severity Index also revealed an

excellent stability coefficient of 0.90. All primary

symptom dimensions of the BSI also correlate

highly with the comparable dimensions of the

SCL-90-R, which makes the BSI a particularly apt

shorter inventory. Moreover, the BSI has a high

convergent, discriminant, and construct validity.

The BSI is used by professionals like psychol-

ogists, psychiatrists, physicians, nurses, and other

healthcare professionals. It helps them to assess

the psychological problems of their patients, to

find an adequate support for care management

decisions, and to measure and monitor patient
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progress during and after treatment. Furthermore,

by providing aggregated patient information, the

BSI is an effective tool to measure the outcome of

treatment programs. The BSI is used worldwide

and therefore has been translated into two dozen

languages, such as Spanish, French, and Italian.

More recently, the BSI-18 has been developed.

TheBSI-18 is a brief 18-item-srcreening inventory

designed to screen for psychiatric disorder in med-

ical and community populations. The items are

selected from the anxiety, depression, and somati-

zation dimensions of the SCL-90-R and BSI.
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Definition

Bronchitis is a respiratory condition in which there

is inflammation of the bronchi and excess mucus

secretion in the airway. This excess secretion of

mucus often causes a partial obstruction of the

bronchi. Bronchitis can either be short lived and

self-limiting (acute) or present with a recurrent

productive cough (chronic).

Description

Most cases of acute bronchitis are preceded by an

acute viral infection of the upper respiratory

tract, but bacterial causes are also not uncommon.

The most common symptom is a persistent cough

accompanied by excessive production of mucus.

Other symptoms include headache, chest discom-

fort, and shortness of breath, which is often

made worse with exertion. Because acute

bronchitis is generally self-limiting and will

subside within 7–10 days, treatment is often

supportive and antibiotic treatment is not

recommended. Supportive treatment consists of

fluids, rest, anti-inflammatory medications such

as aspirin or acetaminophen, the use of a humid-

ifier, and occasionally bronchodilators and cough

suppressants.

Chronic bronchitis is characterized by persistent

cough with excessive sputum production for at

least 3 months for two consecutive years. Along

with emphysema, a disease characterized by

enlargement of alveoli distal to the terminal

bronchiole, chronic bronchitis is one of the two

major forms of chronic obstructive pulmonary

disease (COPD). The conditions most often coexist

andCOPD is usually discussed as one disease state.

Chronic bronchitis is characterized by chronic

inflammation of the airway, lung parenchyma, and

vasculature. The inflamed airways result in hyper-

trophy of mucous glands causing excessive mucus

in the airway and occlusion of small bronchi.

Cycles of injury and repair of small airways

cause narrowing and fibrosis. Changes in lung

parenchyma results in emphysema and destruction

of the lungs over time. Typically patients have

problems with hypoxemia, airflow limitation,

and hyperinflation of the lungs, gas exchange

abnormalities, and pulmonary hypertension.

COPD is a major cause of death in the USA

and worldwide. Smoking tobacco is the major

behavioral risk factor for developing COPD.

Although there has been a decrease in cigarette
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smoking in the USA, there has been a marked

increase in developing countries. Other risk

factors in the development of COPD are exposure

to occupational chemicals and dust, air pollution,

infections and deficiency of the a1-antitrypsin is

a genetic risk factor.

COPD has both physiological and psycholog-

ical consequences. Persons with COPD, when

compared to the general population, experience

higher rates of depression and anxiety, which

can further complicate respiratory symptoms.

Anxiety and depression negatively impact the

quality of life of persons with COPD.

Non-pharmacological treatment modalities for

COPD include cognitive behavioral therapy and

pulmonary rehabilitation. Through progressive

exercise, training of respiratory function, breath-

ing exercises, education about medications,

smoking cessation and physical activity, persons

with COPD are often able to achieve an increased

tolerance for exercise, decreased shortness

of breath, and an improved quality of life.

Pharmacological interventions include tricyclic

antidepressants and selective serotonin reuptake

inhibitors (SSRIs). Benzodiazepines can also be

used but the possibility of respiratory depression

can be a serious side affect and therefore they

should not be a first-line medication. Although

presently no drug can reduce decline in lung

function associated with COPD, bronchodilators

can be used to improve ventilation. Commonly

used bronchodilators include b2-adrenergic ago-

nists, anticholinergic agents, and methylxanthines.

Oxygen therapy is also often used in treatment

by raising partial pressure of O2 in inspired air.

Long-term O2 therapy can improve survival,

exercise capacity, and cognitive performance.
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Biographical Information

Kelly D. Brownell was born in 1951. He com-

pleted his undergraduate education at Purdue Uni-

versity and earned his Ph.D. in clinical psychology

at Rutgers University in 1977. He then joined the

faculty in the Department of Psychiatry at the

University of Pennsylvania School of Medicine

where he worked for 13 years. Since 1991,

Brownell has been on the faculty at Yale Univer-

sity where he has served in a number of leadership

roles including Master of Silliman College and

Chair of the Department of Psychology.
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Brownell is a professor, scientist, and interna-

tionally known expert on obesity. He is the

co-founder and director of the Rudd Center for

Food Policy and Obesity, the director of the Yale

Center for Eating and Weight Disorders, and

professor of psychology, epidemiology, and pub-

lic health; institute for social and policy studies;

and forestry and environmental studies at Yale

University.

Major Accomplishments

Brownell’s early research focused predominantly

on the treatment of obesity. His “Learn Program

for Weight Management” (Brownell, 2004),

a treatmentmanual for patients, was first published

in 1987 and has become the gold standard for

behavioral weight loss interventions. Over the

past decade, Brownell’s emphasis has shifted to

examining the deleterious effects of the “toxic

food environment,” the importance of obesity pre-

vention, and the role of public policy in fighting

the obesity epidemic. In particular, he has advo-

cated for prohibiting fast foods and soft drinks in

schools, restructuring school lunch programs, reg-

ulating food advertising aimed at children, taxing

foods with poor nutritional value, and subsidizing

the sale of healthy foods. His leadership in these

efforts has been highly regarded. Time magazine

identified Brownell as one of the “World’s 100

Most Influential People” and referred to him as

an “Obesity Warrior” due to his extensive efforts

to translate science into public policy.

Brownell has published 14 books and over 300

scientific articles and chapters. His paper on

“Understanding and Preventing Relapse”

(Brownell, Marlatt, Lichtenstein, & Wilson,

1986), published in the American Psychologist,

was listed as one of the most frequently cited

papers in psychology. He has been the recipient

of numerous prestigious awards including the

James McKeen Cattell Award from the

New York Academy of Sciences, the award for

Outstanding Contribution to Health Psychology

from the American Psychological Association,

the Lifetime Achievement Award from Rutgers

University, and the Distinguished Alumni Award

from Purdue University. In addition, Brownell

has served as president of many national and

international organizations, including the Society

for Behavioral Medicine, the Society for

Advancement of Behavior Therapy, and the Divi-

sion of Health Psychology of the American Psy-

chological Association. He was elected to

membership in the Institute of Medicine in 2006.
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Definition

The widely accepted definition for the built envi-

ronment was provided by the Transportation

Research Board and Institute of Medicine

(2005). Broadly defined, the built environment

refers to “land use patterns, the transportation

system, and design features that together provide

opportunities for travel and physical activity”

(Transportation Research Board and Institute of

Medicine, 2005). Specifically, land use patterns

refer to “spatial distribution of human activities,”

such as land use for residential, business, and recre-

ational purposes. The transportation system refers to

the “physical infrastructure and services that pro-

vide the spatial links or connectivity among activi-

ties.” Examples of the transportation system include

roads, public transit, sidewalks, and bike lanes.

Design refers to the “aesthetic, physical and func-

tional qualities of the built environment.” Design

features are related to both land use and the trans-

portation system, such as greeneries, architectural

design, and streetscape. The field of built environ-

ment is drawn upon interdisciplinary collaboration

fromurbanplanning, architecture, design, engineer-

ing, policy, economics, and many other areas.

Description

There has been increasing recognition in recent

years about the link between the built environ-

ment and public health. Research in this area has

been guided by ecological models (Berrigan &

McKinnon, 2008), which emphasize multi-level

environmental influences on behaviors (Hovell,

Wahlgren, & Adams, 2009; Sallis, Owen, &

Fisher, 2008). Built environment attributes of

neighborhoods, such as land use, zoning, layout,

design, recreation facilities, and transportation

infrastructures, are associated with a series of

health behaviors and outcomes (Renalds, Smith,

& Hale, 2010). The most frequently examined

health outcome is obesity, as behaviors related

to both energy consumption (e.g., dietary behav-

iors) and energy expenditure (e.g., physical activ-

ity) are influenced by the built environment

(Papas et al., 2007; Sallis & Glanz, 2009).

Dietary Behaviors

Food can be accessed from stores, markets,

and restaurants. The number, type, location, and

accessibility of food outlets are directly associated

with individuals’ food choices (Glanz, Sallis,

Saelens, & Frank, 2005). Studies consistently

found that individuals living in neighborhoods

with better access to healthy food outlets

(e.g., grocery stores) have healthier dietary behav-

iors and weight outcomes (Morland, Diez Roux, &

Wing, 2006; Morland, Wing, & Roux, 2002).

Conversely, individuals living in neighbor-

hoods with little or no access to healthy food

options (i.e., “food deserts”(Smith & Morton,

2009)) or with concentrated fast-food restaurants

have poorer diets and worse weight

outcomes (Li, Harmer, Cardinal, Bosworth, &

Johnson-Shelton, 2009; Moore, Diez Roux,

Nettleton, Jacobs, & Franco, 2009).

Physical Activity

The association between the built environment

and physical activity is complex due to the

multidimensionality of both built environment

and physical activity (Sallis, Adams, & Ding,

2011). Built environment attributes related to

physical activity are usually categorized as

neighborhood design, transportation infrastruc-

tures, and recreation facilities.

Walkable neighborhoods (sometimes synony-

mous with “traditional neighborhoods” or “smart

growth” neighborhoods), characterized by high

residential density, good street connectivity,

and mixed land use, support physical activity,

especially active transport (e.g., walking,

biking for transport purpose). These types of

neighborhoods provide destinations within close

proximity and direct routes for walking and biking

(Owen, Humpel, Leslie, Bauman, & Sallis, 2004;

Saelens & Handy, 2008; Saelens, Sallis, & Frank,

2003). Access to and quality of transportation

infrastructures such as sidewalks, bike lanes, and

public transit systems provide opportunities for

transport physical activity (Saelens et al., 2003;

Sallis et al., 2009). Recreational facilities such

as public parks and neighborhood streets

provide locations for leisure-time physical activity

(Sallis et al., 2011). On a “micro” scale, features,
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conditions, and amenities within parks and street-

scapes such as aesthetics, cleanliness, and vegeta-

tion are related to individuals’ physical activity in

these locations (Ellaway, Macintyre, & Bonnefoy,

2005; Kaczynski, Potwarka, & Saelens, 2008).

Environmental Quality

Unsustainable planning and development bring

hazards and threats to the natural environment,

which, in turn, affect public health (Dearry, 2004;

Frumkin, Frank,& Jackson, 2004). Current patterns

of land use and development have led to environ-

mental consequences such as natural habitat loss,

fragmentation, and water shortage (Environmental

Protection Agency, 2001). Urban sprawl and

increasing automobile travels contribute to air and

water pollutions (Dearry, 2004; Frumkin et al.,

2004). Auto-dependent neighborhoods encourage

driving, which accounts for a large proportion of

greenhouse gasses emission, a major cause of

global climate change (Intergovernmental Panel

on Climate Change, 2007).

In addition to the evidence from the above

areas, other studies have found associations

between the built environment and other aspects

of public health, such as mental health, social

capital, and alcohol abuse (Renalds et al., 2010).

With emerging evidence supporting the link

between the built environment and public health,

better policies and planning are needed to engi-

neer health-promoting and environmentally sus-

tainable neighborhoods.
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Department of Pediatrics, University of Miami,

Miami, FL, USA

Definition

The Diagnostic and Statistical Manual of Mental

Disorders, fourth edition, Text Revision (APA,

2000), includes as the essential features of

bulimia nervosa: (1) recurrent episodes of binge

eating, characterized by eating in a discrete

period of time an amount of food that would

be considered excessive and a sense of lack of

control over eating during the episode; (2) at least

two binge/purge cycles a week, on average, for at

least 3 months; (3) recurrent compensatory

behaviors in order to prevent weight gain, such

as vomiting, fasting, excessive exercise, and/or

misuse of laxatives, diuretics, enemas, or other

medications; and (4) self-evaluation is unduly

influenced by body shape and weight. There are

more women than men affected by this disorder

which is often accompanied by depression and

substance abuse.

Warning signs for bulimia nervosa (NIMH,

2011) include the following:

(a) Preoccupation with food

(b) Binge eating, usually in secret

(c) Vomiting after bingeing

(d) Abuse of laxatives, diuretics, and diet pills

(e) Denial of hunger or drugs to induce vomiting

(f) Compulsive exercise

(g) Swollen parotid glands

(h) Broken blood vessels in the eyes

Treatment of Bulimia Nervosa

Unlessmalnutrition is severe, the goal of treatment

is to reduce or eliminate the person’s binge eating

and purging behavior. Psychotherapy has proven

effective in helping to prevent the eating disorder

from recurring and in addressing issues that led to

the disorder (le Grange, Crosby, Rathouz, &

Leventhal, 2007). As with anorexia, family ther-

apy is recommended. Cognitive behavioral ther-

apy (CBT) has also proven effective. Research has

found that family-based treatment for adolescent

bulimia nervosa is more effective and shows faster

treatment effects than individual-based supportive

psychotherapy (le Grange et al., 2007). CBT is an

effective intervention for the purging and eating

behaviors and associated symptoms of depression

that often accompany bulimia nervosa (Agras,

Walsh, Fairburn, Wilson, & Kraemer, 2000).

CBT for this disorder includes psychoeducation,

self-monitoring (e.g., keeping a food diary as

a way of becoming more aware of the types of

situations that trigger bingeing), eliminating

rigid dieting, strategies to reduce bingeing and

purging, and application of behavioral strategies

to establish more regular eating habits (e.g.,

self-reward for three meals plus two snacks at

regular times of the day). CBT may also involve

addressing cognitive distortions (e.g., certain

foods are good or bad) and using exposure tech-

niques for avoided food or anxiety-evoking situa-

tions. CBT is often combined with nutritional

counseling and/or antidepressant medications.

Reviews of antidepressant trials in adults have

found short-term improvements in bulimic
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symptoms and a small improvement in depressive

symptoms (Romano, Halmi, Sarkar, Koke, & Lee,

2002). No studies with antidepressants have been

conducted in children with bulimia.

Cross-References

▶Eating Disorders: Anorexia and Bulimia

Nervosa
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Synonyms

Wellbutrin®; Zyban®

Definition

Bupropion is a medication that is currently

approved in the United States for the treatment

of major depressive disorder, seasonal affective

disorder, and to assist in smoking cessation

(Product Information, 2010a, 2010b). Although

its mechanism of action is not clear, it (or its

metabolite) appears to inhibit the reuptake of

norepinephrine and dopamine with little effect

on serotonin reuptake (Baldessarini, 2006; Prod-

uct Information, 2010a). Bupropion is available

in three formulations: immediate release (usually

taken three times daily), sustained release

(usually taken twice daily), and extended

release (taken once daily) (Teter, Kando, Wells,

& Hayes, 2008). When used for smoking cessa-

tion, it is recommended that bupropion be

initiated 1 to 2 weeks prior to the day that the

patient is planning to quit smoking and treatment

should be continued for 7 to 12 weeks, with

longer therapy considered to prevent relapse for

those who successfully quit during initial therapy

(Fiore et al., 2008; Product Information, 2010b).

When used to treat depression, the full therapeu-

tic effects of bupropion may not occur for up to

8 weeks after treatment initiation, although

some symptoms may start to improve sooner

(American Psychiatric Association, 2010;

Finley, 2009). The length of treatment depends

on patient characteristics such as severity of the

episode of depression and number of previous

episodes. Clinicians should consult the latest

clinical practice guidelines for the treatment of

depression for specific recommendations

regarding the length of time patients should be

maintained on antidepressant treatment, but

depending on patient characteristics the recom-

mendations currently range from 4 months of

therapy (from the time of symptom improve-

ment) to indefinite maintenance of therapy

(American Psychiatric Association, 2010;

Finley, 2009). Due to bupropion’s activity as

both an antidepressant and a drug that increases

smoking cessation rates, this medication may be

a good choice for patients being treated for

depression who would also like to quit smoking

(American Psychiatric Association, 2010).
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Side effects commonly associated with the use

of bupropion include dry mouth, insomnia,

agitation, jitteriness, skin reactions, and gastroin-

testinal complaints (such as nausea and vomiting)

(American Psychiatric Association, 2010;

Teter et al., 2008). Bupropion can increase the

risk of seizures and is contraindicated in patients

with seizure disorders or who may be at increased

seizure risk (e.g., someone with a history of eating

disorder or head injury, someone who may be

withdrawing from alcohol or sedative hypnotic

drugs) (Product Information, 2010a). Risk of

seizures when using bupropion can be minimized

by avoiding high doses, avoiding rapid titration,

and being sure to split the total daily dose as

recommended in the product labeling (e.g., three

times daily and twice daily dosing for the imme-

diate and sustained release formulations, respec-

tively) (American Psychiatric Association, 2010;

Product Information, 2010a). As with all

antidepressants, bupropion carries a warning

regarding increased suicidality, particularly in

children and young adults during the initial stages

of therapy (Product Information, 2010a).

Bupropion can also be involved in drug-drug inter-

actions since it is a potent inhibitor of the

cytochrome P450 (CYP450) 2D6 isoenzyme

which is responsible for metabolizing a large

number of medications (Finley, 2009). Therefore,

the potential for drug interactions should be con-

sidered prior to initiating or discontinuing therapy

and managed as appropriate.

Cross-References
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▶Depression: Symptoms
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Synonyms

Coronary artery bypass graft (CABG); Heart

bypass surgery

Definition

Coronary artery bypass grafting (CABG) is

a revascularization procedure used to treat the

advanced manifestations of coronary artery dis-

ease (CAD). In this type of heart surgery,

healthy arteries or veins from elsewhere in the

body are grafted to coronary arteries to increase

blood flow and oxygen supply to the myocar-

dium (heart muscle). Grafts are placed to bypass
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coronary arteries significantly narrowed (ste-

nosed) by arteriosclerosis.

Description

Coronary artery bypass surgery is one of the most

common operations performed in the world. The

goals of CABG are to prolong survival or to

relieve symptoms of myocardial ischemia (e.g.,

angina). Other symptoms that may be improved

following CABG include dyspnea, exercise tol-

erance, and quality of life. First introduced in the

1950s, today’s conventional CABG procedure

uses cardiopulmonary bypass (a heart-lung

machine) and cardioplegia (intentional paralysis

of the heart). Newer alternatives in CABG

include off-pump (i.e., without cardiopulmonary

bypass support), beating heart, and minimally

invasive endoscopic approaches. A combination

of approaches may be used during a single CABG

procedure depending on the assessment of patient

risks and benefits and provider preference and

experience. Rapid evolution of new technologies

in CABG as well as in the alternative therapies

available to treat CAD has resulted in conflicting

evidence from disparate clinical trials and regis-

tries. Consequently, consensus is lacking about

the superiority of one approach over another

(Eagle et al., 2004; Morrison, 2008).

Indications

The risks of CABG should be balanced against

the expected symptom relief and survival benefit.

CABG does not treat CAD pathophysiology.

Vessel restenosis and graft blockage is common

within 10–12 years following CABG (Eagle

et al., 2005). Angina relieved by CABG typically

recurs within 5–10 years (Bravata et al., 2007).

Ideally, a patient under consideration for

CABG has developed medically refractory myo-

cardial ischemia in the setting of optimal drug

therapy. Indications for CABG outlined by the

American College of Cardiology/American

Heart Association guidelines for patients with

stable angina, unstable angina, or myocardial

infarction (MI) are based on the extent of CAD

and left ventricular function (Eagle et al., 2004).

Criteria include>70% narrowing of three, and in

some cases two major coronary arteries, >50%

narrowing of the left main coronary artery, or left

ventricular ejection fraction < 0.55. The risk

factors associated with mortality following

CABG are the priority of the operation (emer-

gent, urgent, or elective), advanced age, prior

CABG, female gender, left ventricular ejection

fraction < 0.40, number of major coronary arter-

ies with significant stenoses, and percent stenosis

of the left main coronary artery. While CABG

continues to be the standard of care for patients

with left main and three-vessel disease (Lee,

Hillis, & Nabel, 2009), the evidence supporting

this is being challenged by newer, alternative

therapies (below).

Surgery

Prior to surgery, a coronary angiogram is

conducted to estimate the extent of vessel block-

age. Patients may have additional functional

stress testing and perfusion imaging studies to

evaluate the degree of inducible ischemia and

myocardial viability.

Surgery begins with graft preparation. Internal

mammary artery (IMA) grafts are preferred over

other grafts because they demonstrate superior

long-term patency (Umakanthan, Solenkova,

Leacche, Byrne, & Ahmad, 2010). When feasible

to preserve its native blood flow, an IMA graft is

left in situ (connected) to the subclavian artery

and its peripheral end anastomosed to the coro-

nary artery beyond the area of stenosis. Saphe-

nous veins harvested endoscopically with small

incisions at the groin and knee may be used for

multiple grafts.

The number of bypasses in a single operation

may range from one to six. In conventional

CABG, the chest is opened via a median

sternotomy. Venous blood, which must be

anticoagulated and kept warm, is rerouted to

a cardiopulmonary bypass machine where it is

oxygenated and then redirected back to the sys-

temic arterial circulation. To stabilize the myo-

cardium during graft placement, the heart is

temporarily stopped using a potassium solution.

Risks associated with use of cardiopulmonary

bypass (e.g., thrombosis, emboli, bleeding, fluid
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shifts, and temporary organ dysfunction) limit the

length of CABG with cardiopulmonary bypass to

less than 4 h, after which time the heart is

restarted with controlled electrical shocks and

the sternum wired closed (Gravlee, Davis,

Stammers, & Ungerleider, 2008). The usual

length of hospitalization following a conven-

tional procedure is 4–6 days. For adequate

wound healing, patients must avoid activities

that put strain on the sternal incision for

12 weeks. Benefits of endoscopic CABG are

smaller incisions, faster wound healing, shorter

recovery times, and cost savings (Bravata et al.,

2007). However, use of robotic devices, beating

heart grafting, and limited visualization with

endoscopic CABG procedures demand a high

level of surgical skill and are more likely to result

in incomplete revascularization. Recommended

resources describing CABG approaches are

Gomez and Gibson webcast (2007), Kuss, von

Salviati, and Börgermann (2010), Sellke et al.

(2005), and Umakanthan et al. (2010).

Complications

People undergoing CABG are at risk for the

same complications as any surgery, plus some

adverse events more common with or unique to

CABG. The major complications associated with

CABG are related to procedural success and

durability. These include death, MI, stroke,

neurocognitive impairment, renal dysfunction,

mediastinitis, non-closure of the sternum, and

need for revascularization. Myocardial infarc-

tion and stoke can occur due to emboli. Neuro-

logical abnormalities range from deterioration of

intellectual function or memory to stupor or

coma and may arise from hypoxia, emboli, hem-

orrhage, and metabolic abnormalities experi-

enced during CABG (Knipp et al., 2004;

Pepper, 2005). Mediastinitis and non-closure of

the wound may arise with use of IMA grafts,

which alter blood flow in the chest. Restenosis

and graft blockage requiring revascularization

can occur within months to years. Adverse

events related to CABG surgery may be classi-

fied as perioperative or short-term (within

30 days of surgery), early (within the first year),

and late effects (after the first year).

Alternative Therapy

Alternative therapies for CAD are risk factor

modification, medical management, and percuta-

neous coronary intervention (PCI). Behavioral

risk factor modification is a powerful tool that is

often underemphasized in the treatment of CAD.

Smoking cessation, diet modification, exercise,

weight loss, and tight glycemic control in dia-

betics limit the progression of arteriosclerosis

and prolong survival. Medical therapy for CAD

includes aspirin, lipid-lowering agents (espe-

cially statins), beta-blockers, and angiotensin-

converting enzyme inhibitors and/or angiotensin

receptor blockers. Each of these drugs increases

survival and has relatively few adverse outcomes

(Morrison, 2006). Percutaneous coronary inter-

vention is a group of catheter-based approaches

that includes balloon angioplasty, bare metal

stents, and drug-eluding stents. Percutaneous

methods are revascularization alternatives to

CABG surgery that are less costly, less invasive,

performed more rapidly, and have shorter recov-

ery times.

Whether to manage patients medically and

whether to revascularize using CABG or PCI

are current controversies. Revascularization is

recommended for unstable angina and evolving

MI; however, it is less clear how to best manage

patients with stable angina. A recent study found

that medical therapy plus CABG improved long-

term outcomes over medical therapy alone in the

management of asymptomatic patients with

severe left ventricular dysfunction (Velazquez

et al., 2011). In general, the incidence of resteno-

sis is greater in PCI compared to CABG, while

CABG has greater risks of mortality, stroke, and

neurological complications. Percutaneous inter-

vention is generally indicated over CABG in the

setting of an acute MI or with comorbidities other

than diabetes (Morrison, 2008). The newest PCI

technology is drug-eluding stents which are

designed to minimize restenosis in stented ves-

sels, a common complication of bare metal stents.

Drug eluding stents challenge the superiority of

CABG to PCI and comparative study is currently

underway. Overall, the decision to use CABG or

PCI appears to be evolving to one that focuses on

the complexity of coronary anatomy, patient
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preferences, and potential risk and benefits

depending on patients’ medical states and their

comorbidities (Lee et al., 2009).
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Synonyms

AIDS wasting; Cancer cachexia; Cardiac

cachexia; HIV wasting; Slim disease

Definition

Cachexia is a syndrome characterized by the loss of

lean body tissue, often including involuntary

weight loss, accompanied by increased metabolic

and proinflammatory cytokine activity. It is distinct

from mere weight loss due to anorexia and from

sarcopenia, which is characterized by the loss of

lean body tissue replaced by fat mass with little

or no resulting weight loss. Cachexia occurs in

patients with chronic illnesses such as cancer,

HIV/AIDS, chronic kidney disease, chronic heart

failure, and chronic obstructive pulmonary disease.

Description

Etiology

The etiology of cachexia is multifactorial.

Increased inflammatory processes in the form

of cytokine production lead to metabolic

dysregulation, such as increased resting energy

expenditure, and may contribute to heightened

protein degradation accompanied by decreased

protein synthesis. Many patients with cachexia

will also experience anorexia (i.e., a loss of appe-

tite) and decreased nutrient absorption in the

gastrointestinal tract, which accounts for con-

comitant weight loss. However, the overall loss

of lean body tissue observed in patients with

cachexia occurs independent of nutrient uptake.

Diagnosis

The multifactorial etiology and absence of

a consensus definition for cachexia presents

challenges to diagnostic uniformity. Most current

diagnostic systems for cachexia assess at least

some of the following: (1) percentage of

unintentional body weight lost in a specific time

frame (e.g., the past 12 months); (2) proportion of

lean body mass to fat mass; (3) body mass index;

(4) the presence of clinical symptoms such as
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decreased muscle strength, fatigue, and

decreased appetite; and (5) abnormal biochemis-

try such as increased inflammatory markers.

Treatment

Treatments for cachexia aim to restore lean body

mass and improve quality of life. Pharmacological

treatments have focused on (1) increasing appetite

and caloric intake through the use of appetite

stimulants; (2) maintaining and/or restoring lean

body mass with testosterone, anabolic steroids, or

human growth hormone; and (3) downregulating

cytokine activity through the use of systemic anti-

inflammatory medications. Non-pharmacological

treatments include resistance training for muscle

retention, nutritional counseling and supplementa-

tion to ensure adequate macro- and micronutrient

intake, and targeted amelioration of conditions

that may exacerbate cachexia such as opportunis-

tic infections in those with compromised immune

systems.

Psychosocial Impact of Wasting

Although cachexia has a gradual onset, its

clinical manifestation occurs somewhat rapidly

and often during advanced disease stages.

Considerable reductions in physical activity,

coupled with decreased appetite and metabolic

changes, have a significant impact on patients’

quality of life. Many patients with cachexia feel

shame or embarrassment about their bodily

changes and distance themselves from loved

ones. Decreased libido may have deleterious

effects on individuals’ romantic partnerships.

The Role of Behavioral Medicine

Behavioral medicine plays a key role in the treat-

ment of patients with cachexia. Behavioral med-

icine professionals can provide patient education

regarding cachexia treatment options, deliver

interventions to improve medication adherence,

and offer counseling and instruction for tailored

nutrition and exercise programs. The provision of

psychotherapy that addresses acute psychiatric

conditions, adjustment to chronic illness, and

couples issues pertaining to sexuality can help

to improve overall quality of life for persons

diagnosed with cachexia.
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Synonyms

Energy In; Energy Intake

Definition

Caloric intake is defined as the amount of energy

consumed via food and beverage. A calorie is
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a unit of energy that is defined as the amount of

heat energy required to raise 1 g of water by 1�C.
Calories are units that measure the energy in food

as well as the energy produced, stored, and uti-

lized by living organisms.

Daily caloric intake needs are determined by

a variety of factors such as age, gender, height,

weight, activity level, and genetics. Three well-

documented formulas are used to calculate daily

caloric needs: the Harris-Benedict equation

(1919), the Mifflin-St Jeor equation (1990), and

the Institute of Medicine’s Dietary Reference

Intake equation (2002). These equations deter-

mine the resting metabolic rate (RMR), which

represents the minimum energy needed to

maintain vital body functions. While the terms

RMR and basal metabolic rate (BMR) are often

used interchangeably, the BMR requires more

stringent testing conditions and factor in calories

needed based on the individual’s activity level.

The HHS/USDA 2005 recommendations for

daily caloric intake requirements for healthy

weight maintenance and prevention of obesity

according to age, gender, and activity level are

available at http://www.nhlbi.nih.gov/health/pub-

lic/heart/obesity/wecan/downloads/calreqtips.pdf.

Caloric intake can be measured using objec-

tive and subjective methods. Common objective

methods are calorimetry and the doubly labeled

water technique, while common subjective

methods are 24-h dietary recall interviews and

food diaries. Objective measurements are highly

accurate but costly to implement, while subjec-

tive measurements are less expensive but subject

to greater error. In fact, subjective estimates can

be off by as many as 800 kcal (Beasly, Riley, &

Jean-Mary, 2004).

One pound of body weight is equal to approx-

imately 3,500 cal. When caloric intake is equal to

caloric expenditure, an energy balance is

achieved and body weight is maintained. Weight

loss occurs when caloric expenditure is greater

than caloric intake. Conversely, weight gain is

the result of greater caloric intake than caloric

expenditure. Caloric imbalances in either

extreme have multiple health risk implications,

including obesity and eating disorders and their

associated medical comorbidities.
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Synonyms

Diet and cancer

Definition

A field in which the relationship between cancer

and diet is examined from the interdisciplinary
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perspectives of basic medicine, clinical epidemi-

ology, preventive medicine, and behavioral

medicine.

Description

The relationship between diet and cancer has

recently been recognized as an area of scientific

interest. Dietary factors are thought to be

involved in 30% of cases of cancer in developed

countries and in 20% in developing countries

(Marian, 2010).

In 2004, the American Society of Clinical

Oncology (ASCO) announced a goal of achiev-

ing prophylactic intervention for cancer preven-

tion, with a focus placed on reduction of tobacco

use, control of obesity, cancer-causing infections,

and environmental carcinogens (Lippman &

Bernard, 2004).

A WHO report (http://www.who.int/gho/en/)

showed that 35% of adults aged �20 years old

worldwide were overweight (body mass

index [BMI]: �25 kg/m2) and 12% were obese

(BMI: �30 kg/m2) in 2008. The rate of obesity

has more than doubled since 1980.

Previous studies have suggested that

unhealthy eating and lack of physical activity

can affect the development and prognosis of

some cancers, including breast cancer, colon can-

cer, and prostate cancer.

Research into the details of the association of

diet with development of cancer is limited. How-

ever, a report by the International Agency for

Research on Cancer (IARC) in 2002 showed

that being overweight or obese is associated

with an increased risk of cancer in both men and

women (International Agency for Research on

Cancer (IARC), 2002).

Based on these data, the American Cancer Soci-

ety (ACS) guidelines (American Cancer Society

guidelines on nutrition and physical activity for

cancer prevention http://caonline.amcancersoc.

org/content/vol56/issue5/) recommend:

1. Maintenance of a healthy weight throughout

life

2. Adoption of a physically active lifestyle

3. Consumption of a healthy diet, with an empha-

sis on plant sources

4. Limited consumption of alcoholic beverages

Further research is required to examine

the relationship between single dietary factors

and development or progression of cancer and

between health behaviors, including dietary life-

style, and cancer.

Cross-References

▶Cancer Prevention

References and Readings

American Cancer Society guidelines on

nutrition and physical activity for cancer prevention.

http://caonline.amcancersoc.org/content/vol56/issue5/

http://www.who.int/gho/en/

International Agency for Research on Cancer (IARC).

(2002). Weight control and physical activity. In H.

Vanio & F. Biaciani (Eds.), IARC handbooks of cancer
preventive effects. Lyons: IARC Press.

Lippman, S. M., & Bernard, L. (2004). Cancer prevention

and the American Society of Clinical Oncology. Jour-
nal of Clinical Oncology, 22(19), 3848–3851.

Marian, L. (2010). Diet and cancer. In Psycho-Oncology
(2nd ed., pp. 22–27). New York: Oxford University

Press.

Cancer and Physical Activity

Akihiro Tokoro

Department of Psychosomatic Medicine,

National Hospital Organization, Kinki-Chuo

Chest Medical Center, Sakai Osaka, Japan

Synonyms

Exercise and cancer; Physical activity and cancer

Definition

A field in which the relationship between cancer
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interdisciplinary perspectives of basic medicine,

clinical epidemiology, preventive medicine,

rehabilitation, and behavioral medicine.

Description

The relationship between physical activity and

cancer has recently been recognized as an area

of scientific interest. The role of physical activity

in preventing cancer has been examined in sev-

eral epidemiological studies and several reviews

of publications. An appropriate physical activity

may reduce cancer risk and improve the quality

of life of cancer patients (Marian, 2010).

Epidemiological evidence suggests that phys-

ical activity is associated with a reduced risk of

colon and breast cancers. Some studies have also

reported the link between physical activity and

a reduced risk of endometrial (uterus), lung, and

prostate cancers. More good news – physically

active lifestyle helps you reduce your risk of heart

disease, diabetes, and osteoporosis (American

Cancer Society guidelines on nutrition and physi-

cal activity for cancer prevention http://www.

cancer.org/acs/groups/cid/documents/webcontent/

002577).

Based on several publications such as the

American Cancer Society (ACS) guidelines

(American Cancer Society guidelines on nutrition

and physical activity for cancer prevention

http://www.cancer.org/acs/groups/cid/documents/

webcontent/002577), the Centers for Disease Con-

trol and Prevention (CDC) (State indicator report

on physical activity, 2010) and the American Insti-

tute for Cancer Research (AICR) (http://www.aicr.

org/reduce-your-cancer-risk/recommendations-for-

cancer-prevention/recommendations_02_activity.

html) recommend at least 30 min of moderate to

vigorous physical activity, above usual activities,

5 or more days a week, and they say 45–60 min of

intentional physical activity is more beneficial.

Further research is required to examine the

role of physical activity in cancer survivorship

and its correlation with quality of life and reduced

cancer risk. The National Cancer Institute (NCI)-

funded studies are exploring the ways in which

physical activity may improve the prognosis and

quality of life of cancer patients and survivors

(National Cancer Institute fact, sheet, physical

activity and cancer).
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A cancer diagnosis represents a heterogeneous

class of diseases characterized by uncontrolled
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growth of malignant cells in the body. These cells

form a tumor that starts in the epithelium, invades

organs of the body and nearby tissue, has the

capacity to metastasize to other sites through

the bloodstream or lymph nodes, and may recur

after surgical removal. The development of

cancer may be influenced by hereditary and/or

environmental factors.

Tobacco smoking is defined as the practice of

burning and inhaling tobacco. The combustion

from the burning allows the nicotine, tar, and

other chemicals and toxins to be absorbed through

the lungs. Cigarette smoking is the most prevalent

form of consuming tobacco.Most national surveys

define a current smoker as having smoked at least

100 (five packs) cigarettes in their lifetime and

currently smokes on at least some days.

Description

Over 46 years of scientific research, including

29 reports from the US Surgeon General, has

led to the unequivocal conclusion that cigarette

smoking causes cancer. But, Dr. John Hill,

first deduced that snuff (smokeless tobacco)

might be cancerous in “Cautions Against the

Immoderate Use of Snuff,” written in 1761

(U.S. Department of Health and Human Services

[USDHHS], 1982). The earliest scientific inves-

tigations on the positive association between

smoking and cancer were published in the 1920s

and 1930s (USDHHS, 1982). In 1950, four retro-

spective studies examining the smoking histories

of lung cancer patients compared to controls were

published, all indicating a positive link between

smoking and cancer. The first Surgeon General’s

report with sufficient evidence to declare that

smoking causes lung cancer was published

in 1964 (U.S. Department of Health, Education,

and Welfare [USDEW], 1964). At that time,

smoking was causally linked to lung cancer

among men, but there was insufficient evidence

among women. Early on, the most prevalent lung

cancers, squamous cell and epidermoid, were

specifically associated with smoking. It was also

found that the frequency of oat-cell and adeno-

carcinoma was greater among smokers compared

to nonsmokers. In 1968, the Surgeon General’s

report concluded that smoking also caused lung

cancer in women (USDHEW, 1968). Lung

cancer remains the most common form of cancer

among men and women.

Cigarette smoking is responsible for the

majority of deaths due to cancer. Between 1995

and 1999, over 70% of cancer deaths among

US males were attributable to smoking

(USDHHS, 2004). During the same years, over

50% of cancer deaths among women were due to

smoking. This corresponds to almost 1.5 million

years of potential life lost amongmen, and almost

1 million years among women (USDHHS).

Some have questioned how a causal relation-

ship could be determined between cigarette

smoking and cancer. This is largely because

random assignment and a control group are

necessary preconditions to conclude that a cause-

and-effect connection exists. However, the accu-

mulation of robust associations over a long period

of time can also be used to establish causality.

The criteria used by the Surgeon General’s report

included the following: (1) the consistency of asso-

ciation; (2) the robustness of association; (3) the

specificity of association; (4) the temporal nature

of association; (5) the rationality of association;

and (6) experimental and clinical autopsy-based

evidence (USDHEW, 1967). Using these criteria,

there is no doubt that cancer is caused by smoking.

Since the finding that smoking definitively

causes cancer, the prevalence of cigarette

smoking has declined. In 1965, the overall

smoking prevalence was 42%, which decreased

to 33% by 1971 (USDHEW, 1971). The rates of

smoking sharply declined in the USA, although

there was no change in the absolute number of

smokers (53 million) over the 20-year period

between 1951 and 1971. Since 2004, smoking

rates have leveled off at about 20%. In 2010,

19.3% of adults (45 million) were current

smokers (Centers for Disease Control and

Prevention, 2011). The past decade witnessed

an overall decline in the prevalence of cancer in

the USA, which is directly related to declines

in smoking.

With each Surgeon General’s report, the evi-

dence explicating the types of cancers caused by
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smoking have increased. It is now well

established that smoking damages almost every

organ in the human body and causes at least

15 types of cancer (Table 1). There is

a dose–response relationship between cancer

mortality and the number of cigarettes smoked

per day (USDHHS, 1982). Smoking a greater

number of daily cigarettes leads to increased

exposure to the 7,000 chemicals and toxins

contained in each cigarette (USDHHS, 2010).

Although addictive, the nicotine in cigarettes is

not the source of cancer development. Rather, it

likely results from the effects of the 69 carcino-

gens contained in cigarettes (USDHHS, 2010).

There are several key chemicals in cigarettes

that are known to be cancer causing in humans

(Table 2). Among these dangerous chemicals are

formaldehyde and arsenic.

The mechanisms that explain the causal

relationship between smoking and cancer are

complex. Genetic predisposition and polymor-

phisms are related to cancer risk among smokers

and nonsmokers (USDHHS, 2010). Inhalation of

the chemicals and toxins in cigarette smoke

initiates genetic and cellular processes that lead

to malignant tumor development. To date, the

unique contribution of the carcinogens found in

cigarettes to cancer is not fully known. But the

evidence suggests that cigarette smoking leads to

DNA damage. Repeated exposure to cancer-

causing agents alters major cellular pathways

through genetic mutation and the growth of

DNA adducts. DNA adducts (i.e., DNA pieces

that are chemically bonded to a carcinogen) are

formed by cytochrome P-450 enzymes, which

metabolize the carcinogens in cigarette smoke.

Smokers with polymorphisms in the GSTM1 and

CYP1A1 genes appear to have greater frequen-

cies of DNA adducts compared to those without

these polymorphisms. These processes facilitate

unconstrained cell increases and inhibit the

immune system’s ability to reduce their progres-

sion and range.

Cigarette smoking is the single most important

avoidable cancer risk behavior. Smoking cessa-

tion is the only method for stopping the patho-

genic processes that ultimately lead to cancer.

Thus, quitting smoking reduces the likelihood

of a cancer diagnosis. A former smoker’s chance

of developing cancer declines gradually over

time and depends on the extent of exposure to

cigarette smoke. With the increasing duration of

cessation, the overall rate of cancer mortality

approaches that of nonsmokers (USDHHS,

1982). Ex-smokers of 15 years or more have

lung cancer rates only two times greater than

never-smokers.

The prevalence of smoking among people

diagnosed with cancer approximates the national

average. Many people erroneously believe that

once a person has been diagnosed with cancer,

the damage is already done; thus, there is no

benefit of smoking cessation (USDHHS, 1990).

However, the evidence indicates that continued

smoking among cancer patients negatively

affects their prognosis. Specifically, smoking is

associated with increased risks of recurrence,

Cancer and Smoking, Table 1 List of cancers caused

by smoking

Lung cancer Acute myeloid leukemia

Esophageal Larynx

Stomach Oral cavity

Pancreatic Pharynx

Bronchial Trachea

Kidney Renal pelvic

Uterine cervical Nasal cavity

Urinary bladder

Cancer and Smoking, Table 2 Examples of known

carcinogens in cigarette smoke (humans)

Category Name

Aldehydes Formaldehyde

Aromatic amines 2-naphthylamine

4-aminobiphenyl

Metals and inorganic compounds Arsenic

Beryllium

Nickel

Chromium

(hexavalent)

Cadmium

Organic compounds Vinyl chloride

Volatile hydrocarbons Benzene

National Toxicology Program (2011)
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a second cancer, and decreased efficacy of cancer

treatment. Thus, smoking cessation is also

important for cancer patients and survivors.

In summary, cigarette smoking causes cancer.

Indeed, smoking is the leading preventable cause

of multiple cancers, including lung cancer. There

is a dose–response relationship between daily

smoking intensity and cancer mortality, but

there is no safe level of smoking. The prevalence

of smoking has declined since the first Surgeon

General’s report directly linking smoking to

cancer, but about 20% of the US population

continues to smoke. All of the biological mecha-

nisms by which smoking leads to cancer are not

yet elucidated; but it is known that smoking leads

to DNA damage and reduces the immune sys-

tem’s ability to rid the body of cell overgrowth.

Smoking cessation is the best way to reduce the

risk of cancer and is beneficial even after a cancer

diagnosis.
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Cancer and Tobacco Smoking

▶Cancer and Smoking

Cancer Cachexia

▶Cachexia (Wasting Syndrome)

Cancer of the Uterine Cervix

▶Cancer, Cervical
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Cancer Prevention

Toru Okuyama
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Aichi, Japan

Synonyms

Screening

Definition

Despite the development of modern medicine,

cancer is a leading cause of death and disability.

Since the development of cancer is associated

with many genetic and environmental factors,

efforts to prevent cancer by decreasing environ-

mental factors have been made.

There are three levels in the cancer prevention

strategy. The primary prevention is to reduce

exposures to risk factors contributing to develop

cancer. It includes smoking cessation, treatment

of viral infections including papillomavirus, hep-

atitis B and C virus, diet, physical activity, reduc-

ing exposures to sunshine, ionizing radiation, or

some harmful material such as aniline dyes, ben-

zenes, and asbestos. Currently, at least one-third

of all cancer cases are thought to be preventable

via avoiding these risk factors.

The secondary prevention intends to promote

early detection and early treatment and, therefore,

reduces significant morbidity or mortality by can-

cer. Screening cancers is the main attempt but has

been proven effective for relatively few types of

cancer, with a few exceptions. TheU.S. Preventive

Services Task Force currently recommends cervi-

cal cytology testing for cervical cancer screening,

mammography for screening breast cancer, and

fecal occult blood testing, sigmoidoscopy, or colo-

noscopy for screening colorectal cancer.

Tertiary prevention involves activities to mini-

mize the negative impact or outcome of cancer and

maximizing the quality of life after developing

cancer. Some risk factors for the development of

cancer may accelerate the advance of cancer and

result in early recurrence or shorter survival.

Examples include negative effects of continued

smoking after development of lung cancer on sur-

vival and high fat consumption in promoting breast

cancer recurrence. This level also includes reha-

bilitation programs and patient support programs.

Cross-References

▶Cancer Screening/Detection/Surveillance

▶ Prevention: Primary, Secondary, Tertiary
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Synonyms

Health risk; Likelihood judgments; Risk

perception

Definition

Risk is the likelihood that something will happen.

Risk is a combined function of the probabil-

ity of loss and the consequences of loss
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(e.g., severity of loss in the physical, psycholog-

ical, social, and economic realms).

Risk is a population-based measure, the

chance of something happening, as determined

by its occurrence among a large group of people

over time. An individual’s risk varies consider-

ably within a given numerical boundary of

a population’s risk, due to variations in personal,

genetic, environmental, and behavioral factors.

Risk communication is the communication

with individuals (not necessarily face to face)

which addresses knowledge, perceptions,

attitudes, and behavior related to risk.

Cancer risk perception is the judgment, based

on cognitive and affective factors, of the chances

that a given individual will develop cancer over

a certain period of time. It can be significantly

influenced by the way in which an individual’s

risk is communicated to him or her. Both “think-

ing” and “feeling” are critical components of risk

perception in general and cancer risk perception

in particular.

Description

The issue of risk perception and communication

in the cancer arena has received increasing atten-

tion over the past decade (Klein & Stefanek,

2007; Peters, McCaul, Stefanek, & Nelson,

2006; Rothman and Kivniemi, 1999). This is

due in large part to the increasing awareness

that the judgment that people make about their

likelihood of developing cancer has important

implications. At the level of the individual, risk

perceptions guide protective action, such as not

smoking, exercise and dieting behavior, and

undergoing screening tests for early detection

of cancer. If the perception of risk is

underestimated, such protective action may not

occur. If the perception exceeds the objective

risk, such perception may cause anxiety, depres-

sion, stress, or may even result in excessive

screening behaviors or indulgence in “alterna-

tive” health practices that have no evidence

base. At the community level, risk perceptions

may guide responses by communities concerned

about “cancer clusters” in their immediate

environment, what might be causing such excess

cancers, and what is needed to fix the problem.

At the policy level, risk perceptions may

influence funding for cancer research and the

development of guidelines for screening to

detect cancer early or genetic tests to identify

individuals who may inherit a higher risk of

developing cancer.

Risk Perceptions and Health Behavior

Arguably the most critical issue determining the

importance of risk perceptions is determining if

such perceptions promote healthy behavior. Out-

side of the cancer realm, a recent meta-analysis of

vaccination behaviors did indeed find a consistent

relationship between risk perceptions and behav-

ior, supporting the role of risk perceptions as

a core concept in health behavior theories

(Brewer et al., 2007). Reviewing the link between

risk perception and behavior in cancer, the rela-

tionship is present, but appears modest. A solid

summary of this data is provided by McCaul,

Magnan and Dillard (2009) and a systematic

review by Edwards et al. (2006) focusing upon

personalized risk communication for informed

decision making related to screening tests.

These summaries note a generally positive rela-

tionship in areas such as mammography screen-

ing and smoking cessation, but also report that

such relationships may have any number of

mediators or moderators involved in this risk

perception – health behavior link, including

worry, barriers to change, or the presence of

a family history of cancer. Given the modest

relationship between risk perceptions and health

behaviors linked to cancer prevention or early

detection, it is not surprising that direct evidence

that changing risk perceptions will cause subse-

quent changes in behavior is less available.

However, there is indirect evidence that such

changes may occur. McClure (2002) reviewed

a series of studies of interventions that have pro-

vided biomarker data (carbon monoxide feed-

back to smokers) and supported the role of

changes in risk perception in smoking cessation.

There is also some evidence that using “teachable

moments” such as the diagnosis of cancer to

support smoking cessation may be productive,
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linked perhaps to a new appreciation of one’s risk

of death (McBride & Ostroff, 2003).

In sum, risk perception is but one of a number

of variables impacting health behaviors most crit-

ical to cancer control such as healthy eating,

physical activity, tobacco use, excessive alcohol

intake, excessive sun exposure, and appropriate

utilization of cancer screening tests.

Given the data to date that supports the role of

risk perception in cancer control, it is important to

have an understanding of the processes involved in

how people develop their perception of risk, how it

ismeasured, and future research needed to develop

our understanding of cancer risk perceptions.

Risk Perception: The Role of Affect and

Cognition

How do people think about risk? It is now recog-

nized that our perceptions of risk are influenced

by a host of cognitive and affective variables.

In addition, “how” risk is communicated impacts

how our perception of the risk of cancer may be

formed. These processes often lead to biases and

misperceptions that influence both laypeople

and health-care providers. There are a host of

such processes to consider, many reviewed by

Klein and Stefanek (2007), Peters et al. (2006),

and McCaul et al. (2009) in the context of cancer

control and well explained by Slovic (2010) in

a more general overview of risk and risk commu-

nication. A number of such cognitive processes

involve mental “shortcuts” or “heuristics.” Very

briefly, these heuristics can be thought of as

“rules of thumb” that are used often automati-

cally to influence the perception of risk. These

include the availability heuristic, representative-

ness heuristic, the anchoring heuristic, and the

affect heuristic. As one example, the availability

heuristic refers to the common practice of making

judgments about the frequency of an event based

upon the information that is most readily avail-

able. If such information is unrepresentative or

incomplete, the subsequent judgment will be

inaccurate. For instance, if someone is in the

process of scheduling a flight and is exposed to

several stories of airline crashes, this may make

the person feel relatively more at risk than driving

to his or her destination. Likewise, when

someone hears a story of celebrities developing

cancer, perhaps by repeated media exposure, he

or she may overestimate the risk of developing

similar cancers. While such “heuristics” may

indeed be helpful and accurate, they hold the

potential for very inaccurate estimates of risk.

In addition to cognitive influences, there is

a growing appreciation of the role of “affect” or

emotion in risk perception (Slovic, 2010). It has

become clearer that people process information

through two distinct modes: deliberative and

experiential (Slovic, 2010), following what has

become known as the “dual process” theory of

thinking, with the “deliberative” system being

logical, analytical, slower, and the “experiential”

system being more affective, intuitive, and fast.

While it is assumed that these systems interact in

forming risk perceptions, much work is needed to

determine how this process plays out in forming

risk perceptions. The role of the “experiential”

systemmay be even more contributory in the area

of cancer risk perception, given the fear and

anxiety that accompanies the image of cancer

development and treatment.

Finally, how risk is presented may signifi-

cantly influence the perception of risk. Risk esti-

mates can be provided in ways that differ only in

format. For instance, relative risk (RR) is most

commonly used (e.g., the risk of cancer is 25%

higher in group A than in group B) in medical

journals and the media. Another approach is to

provide the number needed to treat (NNT) (e.g.,

300 people need to take medicine A in order to

save 1 life). Finally, the information can be

presented as an absolute frequency (1,000 people

took medicine A and 3 developed cancer; 1,000

people did not take medicine A and 4 developed

cancer). Formats for conveying risk are critical

since individuals are not mathematically fluent,

nor do they have stable opinions about the mag-

nitude of any given risk (Lipkus, 2007). This

issue of presentation format becomes key, given

the recognition over the past several years of the

influence of numeracy in risk communication.

Conveying Risk Estimates

Whether perceptions of risk impact decisions

and behavior relies on how messages of risk
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magnitudes are conveyed. It is important to

emphasize that communicating risk is not equiv-

alent to communicating numbers. In fact, there is

some controversy in the field of risk perception

about the degree to which presenting risk in

numerical format is critical to an individual’s

understanding of risk over time and links to

behavior change. That is, what may be key is

not specific numerical reasoning, but simply

whether an individual has an understanding of

the risk in a general fashion, whether she or he

understands the “gist” of the risk (Reyna, 2004).

Presenting risk verbally (e.g., “you have

a somewhat higher than average risk”) provides

an overall sense of risk, but may fail to commu-

nicate the exact magnitude of risk, and is not

helpful in making direct comparisons of risk

across individuals. Numbers may be more precise

than verbal representations of risk and provide

a bit of scientific credibility to the risk communi-

cation, and most people express a preference for

numbers. However, they do not address “gut”

reactions or intuition well and do not provide

clear information to individuals who may strug-

gle with numerical competency. This latter issue

of “innumeracy” is a critical one since increasing

evidence indicates that a large proportion of indi-

viduals, even highly educated ones, struggle with

numbers (Lipkus, Samsa, & Rimer, 2001;

Schwartz, Woloshin, Black, & Welch, 1997). In

fact, Schwartz et al. (1997) found that numeracy

was strongly linked to being able to accurately

use information about the benefit of mammogra-

phy and called for more effective formats to

present risks and benefits of mammography.

Overall, there are few “best practices” cleanly

established, although the call to present informa-

tion both numerically and visually (graphs,

tables) has been proposed (Lipkus, 2007).

Summary and Future Directions

It is clear that cancer risk perceptions are but

one of many influences on health behavior related

to cancer control. However, there is growing

evidence that risk perception generally and

cancer risk perception specifically can impact

health behavior. In addition to cognitive influ-

ences on risk perception, it is essential to

acknowledge the role of affect in the perception

of risk. This includes not only incident affect

(emotional state when risk information is

communicated) but also “integral” affect (i.e.,

affect specifically related to the risk in question).

It is not in the too distant past that cancer was

viewed as a death sentence, with disfiguring and

toxic treatments. Thus, the image of or beliefs

surrounding cancer can clearly “link” to negative

affect, which may then influence the perception

of risk. Another key issue is how best to convey

risk information. In addition, numeracy impacts

the perception of risk. Many people have prob-

lems dealing with frequencies, percentages, or

fractions, which impacts accurate risk represen-

tations, and the use of verbal labeling to transmit

risk information risks being less than specific and

perhaps quite different in meaning than the com-

municator(s) of such risk meant to transmit.

Continuing research is needed to determine

how best to present risk while also utilizing

what we do know about presenting such informa-

tion in as “transparent” a manner as possible

(Kutz-Micke, Gigerenzer, & Martignon, 2008).

We must also continue to explore cultural differ-

ences in risk perception and how such influences

may impact both perceptions and risk communi-

cation in order to intervene most effectively to

enhance cancer control behaviors.
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Synonyms

Cancer prevention

Definition

Cancer screening is the use of diagnostic tests

and procedures to detect the presence of cancer-

ous tissue before it is symptomatic. There are

recommended routine screening tests for some

of the more prevalent cancers. The parameters

(such as age, time intervals) set for screening

recommendations increase the likelihood that

tests may detect the disease rather than the dis-

ease presenting itself symptomatically.

Description

According to the President’s Cancer Panel, 41%

of Americans will develop cancer in their lifetime

(Reuben, 2010); however, data from the National

Health Interview Survey indicates that only 75%

of the US population adheres to recommended

routine colorectal, breast, cervical, and prostate

cancer screenings (National Health Interview

Survey [NHIS], 1997–2010). Screening is impor-

tant because it increases the probability of finding

a cancerous growth in its early stage, despite the

lack of any noticeable symptoms. Finding a can-

cerous growth in its earliest stage (i.e., during its

period of sojourn), or in some cases before it

becomes palpable, increases the likelihood of

successfully treating the disease before it spreads.

Additionally, there must be sufficient evidence

that treatment initiated earlier as a result of

screening will lead to an improved outcome

(National Cancer Institute [NCI], 2011).

Cancer screening may reveal no tumor or the

presence of a cancerous growth, which is then

classified by stage. The concept of staging as

a general classification of localized, regional,

and distant disease was developed in the 1940s

(NCI, 2011). Staging describes the severity of

a person’s cancer based on the extent of the

primary tumor. One of the more detailed and

more widely used staging systems is the Tumor,

Node, Metastasis (TNM) system. In the TNM

system, the tumor size, the status of the lymph

nodes, as well as the status of distant metastases

(spreading to other parts of the body) are also

categorized (NCI, 2011). The statuses of these
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core elements are aggregated into stages

0 through 4 and are associated with the likelihood

of disease survival. Adherence to recommended

routine screenings usually leads to discovery of

tumors in their earliest stage. This includes in

situ, where any abnormal cells present are only

in the layer of cells in which they developed, or

localized, wherein the cancer is limited to the

organ in which it originated, and has not spread.

There are several recommended routine

cancer screenings, most of which are age specific,

some of which are gender specific (Table 1).

Recommendations to patients are usually made

by primary care physicians, but most screening

tests are performed by physicians or technicians

specializing in that particular field. Adherence to

recommended routine cancer screening has led to

the discovery of early stage tumors and has

prevented the development of advance stage can-

cers. This has in turn resulted in an increase in

quality adjusted life years and saves thousands of

dollars in medical expenditure. There are several

cancer registries in the USA which maintain

records of reported tumors and that work closely

with hospitals, cancer research centers, and agen-

cies responsible for cancer surveillance. The con-

tinued surveillance of screening behavior within

the population, the chronicling of cancer staging

in addition to monitoring associated morbidity

and mortality rates provide valuable information

treatment and survival.

Cancer surveillance and screening are

carried out by several agencies and responsible

programs such as the Surveillance, Epidemiol-

ogy, and End Results (SEER) Program of the

National Cancer Institute (NCI), and the Center

for Disease Control’s National Program of

Cancer Registries-Cancer Surveillance System

(NPCR-CSS). Cancer surveillance involves the

measurement and monitoring of cancer inci-

dence, survival, morbidity, and mortality for per-

sons with cancer. Surveillance also assesses of

genetic predisposition of a population, environ-

mental risks in addition to population cancer

health and risk behavior (NCI, 2010a).

Cancer screening is not without controversy,

and there are ongoing debates regarding whether

the harms associated with some tests outweigh

their benefits. Screening tests may present unnec-

essary physical and psychological risks for per-

sons being tested. Some screening procedures

have been known to cause bleeding, while others

have resulted in perforation of the lining of sen-

sitive organs (Morbidity and Mortality Weekly

Report [MMWR], 2010) (see Table 1). The risks

of screening tests may be further increased as the

test results may not always be valid (i.e., a test

may fail to detect a cancerous growth, and this

kind of false-negative result can lead to a delay

in treatment and/or removal of the cancer).

Contrarily, sometimes a test may detect a cancer

when there is none present. This false-positive

test result causes undue stress and anxiety and

usually leads to the patient being submitted

to further tests, which may also have risks

(Levin et al., 2008).

The ability of a screening test to detect cancer

in a person who truly has the disease (sensitivity)

or failure to find cancer in a person who is truly

negative for the disease (specificity) is of outmost

importance in determining the gold standard for

screening tests. A reliable screening test should

have both high sensitivity and high specificity.

History of Screening

While cancers were being surgically removed as

early as the 1700s, screening for the disease did

not begin until the late nineteenth century. This

was as a result of an insightful discovery by

a mid-nineteenth century, German pathologist

named Rudolf Virchow. Virchow discovered

that cancerous tumors were the result of abnormal

growth of normal cells (McNeely, 2002), which

laid the foundation for early detection.

Cancer screening has evolved since its institu-

tion in the early 1900s, and advances in detection

techniques have resulted in the early discovery of

cancerous cell growth. This is attributed to the

highly sophisticated screening tools used for var-

ious tests and procedures. The most common

types of screening tests are imaging and labora-

tory tests. Imagining tests include x-ray mammo-

grams for breast cancer screening and computed

tomography (CT) scans used to detect or confirm

the presence of brain, lung, and bone cancers,

among others. Papanicolaou (Pap) tests for
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Cancer Screening/Detection/Surveillance, Table 1 Advantages and disadvantages of some common cancer

screening tests

Screening exam Current recommendations Benefits/advantages Risks/disadvantages

Breast

cancer

screening

Mammography

(a digital or film

x-ray picture of

the breast)

Women �40 years should

have mammograms

every 1–2 years

Only proven reliable

method of detection of

small abnormal tissue

growths confined to the

milk ducts (ductal

carcinoma in situ)

False positive- which may

lead to unnecessary

additional testing

Women who are at higher

than average risk of

breast cancer should talk

with their health care

providers regarding

frequency of screening and

age at which to start

Detects all types of breast

cancers, including invasive

ductal and lobular cancers

Over diagnosis may lead to

the treatment of clinically

insignificant cancers. This

may result in breast

deformity,

thromboembolic events,

lymphedema, development

of new cancers, or

toxicities due to

chemotherapy

Clinical breast

exam

Every 3 years for women in

their 20s and 30s and every

year for women �40 years

Lead to a decrease in breast

cancer cause specific

mortality among women

50 –69 years

False-negatives lead to

a false sense of security and

a delay in cancer diagnosis

Cervical

cancer

screening

Pap test Recommended for women

at least 3 years after having

first vaginal intercourse,

but no later than 21 years

old

Reduces mortality from

cervical cancer by finding

cancers when they are most

treatable

Regular Pap tests lead to

additional diagnostic

procedures (e.g.,

colposcopy) and treatment

for low-grade squamous

intraepithelial lesions

(LSIL), with long-term

consequences for fertility

and pregnancy

Regular Pap test every 1

year or newer

liquid-based Pap test every

2 years

Women �30 who have had

3 consecutive normal

Pap test results may get

screened every 2–3 years.

Women �30 years may

also get screened every

3 years with either the

conventional or liquid-

based Pap test, in addition

to the human papilloma

virus (HPV) test

Women �70 years with 3

or more consecutive

normal Pap tests in and no

abnormal Pap test results in

the last 10 years may

choose to stop having Pap

tests

Women who have had

a total hysterectomy for

non-cancer related reasons

may stop having Pap-tests

(continued)
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Cancer Screening/Detection/Surveillance, Table 1 (continued)

Screening exam Current recommendations Benefits/advantages Risks/disadvantages

Colorectal

screening

Flexible

sigmoidoscopy

Men and women�50 years Allows the doctor to view

the rectum and the entire

colon

Examines only the rectum

and the lower part of the

colon. Any polyps in the

upper part of the colon will

be missed
Every 5 yearsa, or Doctor can perform

a biopsy and remove polyps

or other abnormal tissue

during the test, as needed

Colonoscopy Every 10 years, or Requires thorough cleansing

of the colon before the test.

Some form of sedation is

used in most cases

CT colonography

(virtual

colonoscopy)

Every 5 yearsa Risks tearing or perforation

of the lining of the colon

Double-contrast

barium enema

Every 5 yearsa, or cannot perform a biopsy or

remove polyps during the

test

Fecal occult

blood test

(gFOBT)

Annuallyb, or Not an invasive procedure,

hence complications are rare

Additional procedures are

necessary if the test

indicates an abnormality

Fecal

immunochemical

test (iFOBT/FIT)

Annuallyb, or No sedation is necessary Fecal tests fail to detect most

polyps and some cancers

No cleansing of the colon is

necessary

Dietary changes

recommended a few days

prior to gFOBT but not

iFOBT

FOBT does not cause

bleeding, tearing or

perforation of the lining of

the colon

Colonoscopy required if

the test indicates an

abnormality

Digital

rectal

exam

(DRE)

Annually Interval uncertain (possibly

3–5 years)b
No cleansing of the colon is

necessary

Only detects abnormalities

in the lower part of the

rectum

Stool

DNA test

(sDNA)

Interval uncertain

(possibly every

3–5 years)

Prostate

cancer

screening

Prostate specific

antigen (PSA)

blood test

Discuss with physician the

pros and cons of receiving

a baseline PSA and if

conducted, when another

test would be necessary

Detects the disease in its

early stage among high risk

men

Detects small non life

threatening cancers that

leads to over diagnosis and

complications from

unnecessary treatment

PSA velocity test

(How PSA

measures rise

over time)

Causes unnecessary anxiety

PSA density test

(Ratio of PSA

level to size of

prostate gland)

Men at higher than normal

risk (Blacks, men whose

father, brother or son have

been diagnosed with

prostate cancer)

Elevated PSA levels may

be due to other

noncancerous conditions

such as benign prostatic

hyperplasia and prostatitis

Percent-free PSA

(Ratio of

unattached PSA

in blood to total

PSA)

Discuss screening with

physician at 45 years

(continued)
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cervical cancer screening and prostate-specific

antigen (PSA) tests for prostate cancer screening

are typically confirmed by laboratory tests. Other

screening tools include ultrasound, magnetic

resonance imaging (MRI), and fine-needle

biopsy. Additionally, proteomics have been

used to diagnose and identify the best treatment

for specific individuals, and genetic testing has

been used to confirm whether women tested may

have an increased probability of developing

a certain type of cancer (NCI, 2011).

The use of vaginal smears (Pap test) for cervi-

cal cancer screening was established in the late

1930s by George Papanicolaou (Papanicolaou

and Traut, 1941). Colorectal screening began in

the 1940s and was conducted with a rigid

proctoscope until the introduction of the flexible

sigmoidoscope in the 1980s (Grossman, 1998).

Breast cancer screening was implemented in the

1960s (Fletcher, 2011), while PSA serum test was

approved for prostate cancer screening by the

Food and Drug Administration in the early

1990s (NCI, 2010b).

Recommending Authorities

Several authorities on cancer issues periodically

update screening guidelines. Some of the more

prominent agencies which make screening

recommendations include the following: the

American Cancer Society (ACS), the American

College of Radiology (ACR), the American Col-

lege of Obstetricians and Gynecologists

(ACOG), and the National Cancer Institute

(NCI). The ACS, the ACR, and the NCI issue

guidelines for all cancer types considered amena-

ble to screening, while the ACOG makes recom-

mendations for female gender–related cancers

such as breast and cervical cancer screening

(American Cancer Society [ACS], 2011b;

American College of Obstetrics and Gynecolo-

gists [ACOG], 2009, 2011; NCI, 2011). The

United States Preventive Services Task

Force (USPSTF) is another organization that

makes screening recommendations. They are

a small independent panel of nongovernment

medical experts who have a strong foundation

in preventive and evidence-based medicine

(United States Preventive Services Task Force

[USPSTF], 2011). The panel usually comprises

of general doctors (such as family physicians,

internists, physician specialists, pediatricians,

nurses, and health behavior specialists). There is

some amount of disagreement regarding some

screening guidelines among these different

groups, especially with reference to the recent

controversial changes in breast cancer screening.

The USPSTF assigns one of five letter grades

to each of its recommendations; a level of cer-

tainty regarding net benefits accompanies each

letter grade (USPSTF, 2011). The USPSTF also

uses an I-statement/grade when there is insuffi-

cient evidence to assess the balance of benefits

and harms of the recommended service. These

recommendation processes and methods are

outlined in a procedure manual and are based on

evidence-based medicine (USPSTF).

Cancer Screening/Detection/Surveillance, Table 1 (continued)

Screening exam Current recommendations Benefits/advantages Risks/disadvantages

Age-specific PSA

range

Men �50 years discuss the

harms and benefits of PSA

screening with physician

Digital rectal

exam

Men with a previous PSA

of �4 ng/ml in the blood,

should be retested if

discussion with physician

dictates a necessity

aIf the test is positive, a colonoscopy should be done
bThe multiple stool take-home tests should be used. One test done by the doctor in the office is not adequate for testing.

A colonoscopy should be done if the test is positive
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Controversial Recommendations

In 2009, the USPSTF recommended changing the

breast cancer screening guidelines for women

from annual mammograms beginning at age 40

to every other year beginning at age 50 after

determining that the benefits of annual mammo-

grams beginning at age 40 did not outweigh the

potential risks (Pickert, 2011). They argued that

increased mammography screenings would lead

to a greater likelihood of false positives, psycho-

logical stress, depression, overexposure to radia-

tion, and unnecessary surgery.

The scientific panel supporting the USPSTF’s

decision strongly believes that much of the abnor-

mal cell growth detected in women in their 40s

could be detected in their 50s with no adverse

effects from the delay. However, there have been

numerous studies, including that by Anders et al.

(2008), which show aggressive fast-growing can-

cers in younger women, which would in fact

contradict the USPSTF. The ACS, ACR,

ACOG, and the NCI still recommend annual

screenings, beginning at age 40 (ACOG, 2011;

ACR, 2008; ACS, 2011a; NCI, 2011).

Prostate cancer screening is equally conten-

tious and is notorious for detecting false positives

and false negatives. PSA testing does not distin-

guish tumors that would cause no harm from

clinically significant tumors, which results in

overdiagnosis and overtreatment (Pickert,

2011). In October 2011, the USPSTF issued

a ‘D’ grade for PSA screening, thus recalling

previous recommendations of annual screenings

for men who do not have an increased risk of

getting the disease. The USPSTF has determined

that there is a moderate or high certainty that PSA

screening offers no net benefit and that the harms

from associated tests and exams outweigh the

benefits of the screening.

As agencies try to improve on screening rec-

ommendations and clinical practice, careful con-

sideration must be made with regard to the public

health message being communicated to the gen-

eral population. New scientific discoveries, fre-

quent changes in recommendations, and

disagreements between recommending authori-

ties cast doubts among the general public and

dissuade persons from adhering to recommended

screenings. In an effort to increase the number of

early detections and reduce the incidence of avoid-

able cancers within the population, it is important

to resolve existing controversies and reduce the

frequency of changes in recommendations. These

inconsistencies may result in confusion, mistrust,

and a negative attitude and behavior toward

recommended cancer screenings.

Surveillance

Public health officials often consider the propor-

tion of the population that must participate in a

screening program for one death to be prevented

within a defined time interval. This proportion is

dependent on the disease characteristics as well

as other population parameters. Epidemiologists

and population scientists often investigate the

measures of risks within a particular population;

this translates to the implementation of public

health policy and screening guidelines as well

as helps dictate the actions taken by medical

practitioners.

Ongoing surveillance conducted by the afore-

mentioned recommending authorities has iden-

tified disproportionately lower screening

behavior among certain subsets of the US popu-

lation. African American and Hispanics are less

likely to seek recommended cancer screening

compared to their non-Hispanic White counter-

parts (Vidal et al., 2009). Uninsured Americans

and those living below the poverty income level

are less likely to report having a routine place of

care and thus less likely to get recommended

screening advice from a medical professional.

Blue-collar workers and workers in the service

industry are less likely to adhere to recommended

screenings when compared to persons employed

in the white-collar job sector (Vidal et al.). In the

United States, this information (on the noninstitu-

tionalized civilian population) is collected and

stored in several population health databases. As

such, epidemiologists and behavioral scientists are

able to assess the adherence to screening in con-

junction with some of the more common social

determinants of health and demographic informa-

tion. With this information, we are also able to

correctly identify groups of persons that are at

a higher risk and therefore require more frequent
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screening. These analyses lead to reports which

further drive policies and influence research and

investigations into current recommendations and

screening practices. It is of utmost importance to

not only recommend cancer screening but also

provide the public with information on the associ-

ated harms and benefits to early detection and

encourage persons to take a more active role in

managing cancer-related and other preventive

health behavior.

The information in the table below has been

adopted from the American Cancer Society and

the National Cancer Institute. It provides an over-

view of general screening recommendations and

their associated advantages and disadvantages.

Cross-References

▶American Cancer Society

▶National Cancer Institute
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Cancer Survivorship
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Synonyms

Cancer survivor

Definition

Cancer survivorship, as a construct, is a recogni-

tion of the large number of individuals living

with cancer and its aftermath. The term repre-

sents an expanded emphasis placing quality of

life on a par with efforts to prolong and lengthen

survival. Although there is general agreement

that “cancer survivorship” represents a distinct

concept within the cancer experience trajectory,

the definition of who is a survivor and when one

transitions from patient to survivor status is less

clear and depends more on sociological and polit-

ical considerations than empirical data. The most

common definition and that preferred by the

Office of Cancer Survivorship at the National

Cancer Institute is that cancer survivorship starts

at “the time of diagnosis” and continues “through

the balance of (the survivor’s) life. Family mem-

bers, friends, and caregivers are also impacted by

the survivorship experience and are therefore

included in this definition.”

Description

Origin

Cancer survivorship is a relatively new area of

study. Only since the 1970s could more than half

of those adults diagnosed with cancer expect to

live at least 5 years. “Cancer survivorship,” as

a construct, was introduced in the mid-1980s by

the National Coalition for Cancer Survivorship.

The definition introduced by the founder of that

organization defines an individual as a cancer

survivor from diagnosis throughout the remain-

der of his or her life and includes family, friends,

and informal caregivers. Thus, survivorship was

broadly defined and inclusive of those with whom

the patient interacted intimately and from

whom the patient received support. The impetus

for this definition appears to be a desire to shift

the focus away from the concept of the “cancer

victim” to one in which individuals were seen

as actively coping with the range of physical,

psychological, and social sequelae that occur

throughout the cancer experience from diagnosis

to end of life.

Although this is the most common view of

when cancer survivorship begins, other views

exist, as well. Historically, the medical field has

endorsed a more circumscribed definition of

a cancer survivor as an individual who has com-

pleted active cancer treatment and experienced

a period of at least 5 years of disease-free status.

Thus, survivorship is more or less equated with

“cure” of primary disease, and the focus is clearly

on the aftereffects of cancer and its treatment.

Others have defined a cancer survivor as

“someone who has completed initial treatment

and has no apparent evidence of active disease,

or is living with progressive disease and may be

receiving treatment but is not in the terminal

phase of illness, or someone who has had cancer

in the past.” Again, this focuses away from the

immediate effects of cancer and treatment and

toward issues of posttreatment well-being.

Characteristics of Cancer Survivors

As of 2008, there were approximately 11,900,000

cancer survivors in the United States,

representing about 4% of the population. As can

be seen in Table 1, cancer is disproportionately

a disease of older adults, and almost 60% of

cancer survivors are aged 65 and older, although

these individuals represent only about 12% of the

total population, while less than 1% of cancer

survivors are aged 19 or younger. Thus, issues

of cancer survivorship occur most commonly in

the context of physical comorbidities that are

frequent among older adults.

The number of cancer survivors is growing

in the USA, due to earlier detection of breast,
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prostate, and colorectal cancer and, to a lesser

extent, improved treatments. Currently, more

than 66% of adults diagnosed with cancer can

expect to live at least 5 years and 75% of children

can expect to live at least 10 years following

a cancer diagnosis. The total number of survivors

is expected to increase at even a faster pace as the

number of individuals aged 60 and older

increases due to population growth and the

aging of the “baby boomer” population. Simulta-

neously, the number of individuals who have

survived cancer for a long period of time is

expected to increase. Currently, more than 15%

of cancer survivors have lived 20 or more years

from initial diagnosis.

In terms of specific cancer sites, female breast

cancer survivors represent the plurality of

survivors (22%), followed by prostate cancer sur-

vivors (20%), colorectal cancer survivors (9%),

gynecological cancer survivors (8%), hematolog-

ical cancer survivors (8%), urinary tract cancer

survivors (7%), and melanoma survivors (7%).

Racial and ethnic minorities are somewhat

underrepresented among cancer survivors, partic-

ularly African Americans who represent approx-

imately 13% of the total population but only 8%

of cancer survivors. Considering all cancers,

African Americans are more likely than other

racial groups to die following a cancer diagnosis

and less likely to survive for extended periods

(e.g., �10 years). The precise reasons for this

disparity are presently unknown, but likely

include a complex interplay of social, cultural,

and economic factors, with access to adequate

medical care and poverty playing key roles.

What is clear is that following diagnosis, racial

and ethnic minorities experience relatively worse

outcomes including greater chance of cancer

recurrence, increased mortality, and decreased

overall survival times.

Seasons of Cancer Survival

In 1985, Mullen described the “seasons” of sur-

vival, each of which is centered around a different

stage of disease and treatment, and each of which

focuses on a specific set of concerns. These sea-

sons, acute, extended, and permanent survival,

are described in Table 2.

Long-Term and Late Effects of Cancer and

Its Treatment

As noted, long-term survival is now the norm for

most cancer patients. This increased survival

time has come with a cost; cancer and its treat-

ment can and often do lead to decreased quality of

life. Some of these effects are caused directly

by tumor burden itself, while others are related

to treatment exposures. That is, they are the

unintended consequences of exposure to surgery,

toxic chemotherapy, and ionizing radiation,

among other treatments. The side effects of

cancer and its treatment can occur in physical,

psychological, or social domains and are often

conceptualized in terms of long-term or late

effects.

Long-term effects are those side effects that

arise during cancer treatment and persist follow-

ing the treatment period. These effects can last for

months or years following cancer treatment, but

may resolve over time. For example, many peo-

ple treated with certain chemotherapies develop

peripheral nerve damage during treatment that

can affect hearing, balance, or touch for years

afterward. Late effects on the other hand, are

those symptoms or toxicities that are either

undetected or absent during active treatment but

arise only afterward. In many cases, late effects

may not be recognized for years following cancer

treatment. Research into the long-term and late

effects of cancer and its treatment is ongoing,

better understood in cases of pediatric cancer

than adult-onset cancer, and not well-developed

in terms of prevalence estimates or an under-

standing of when they might arise or how long

they might last before resolving. Although many

long-term and late effects of treatment are

Cancer Survivorship, Table 1 Cancer survivorship in

USA by age group (2008)

Age group Proportion of survivors

Less than 19 years <1%

20–39 years 4%

40–64 years 36%

+65 years 59%
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specific to particular cancer sites or treatment

regimens, there are a number of common symp-

toms and experiences.

Physical Effects of Cancer and Its Treatment

The most common physical symptom reported by

cancer patients regardless of cancer site or treat-

ment is fatigue, with more than 50% of cancer

patients reporting fatigue at some point in the

survivorship trajectory. Pain is also a common

long-term effect of cancer treatment, with more

than 40% of cancer patients reporting pain at some

point and more than one-fifth reporting pain as

long as 2 years after diagnosis, most commonly

resulting from surgical intervention. Other physi-

cal effects that can arise from cancer, surgery,

radiation, chemotherapy, or hormonal exposures

include second cancers, bone difficulties such as

osteoporosis, cardiovascular and coronary dys-

function, fertility difficulties, hormonal deficien-

cies, sexual dysfunction, hematological problems,

immunosuppression, lymphedema, pulmonary

difficulties, and problems with renal function.

Psychosocial Effects of Cancer and

Its Treatment

The term “distress” has been used to describe

the emotional experience of cancer survivors in

a nonpathologizing and nonstigmatizing manner.

The most commonly used conceptualization of

distress, from the National Comprehensive Can-

cer Network, defines it as “a multifactorial

unpleasant emotional experience of a psycholog-

ical (cognitive, behavioral, emotional), social,

and/or spiritual nature that may interfere with

the ability to cope effectively with cancer, its

physical symptoms and its treatment. Distress

extends along a continuum, ranging from

common normal feelings of vulnerability, sad-

ness, and fears to problems that can become dis-

abling, such as depression, anxiety, panic, social

isolation, and existential and spiritual crisis.”

Thus, distress encompasses a broad range of emo-

tional experiences that range from normative

feelings of sadness and fear about the future to

more chronic and interfering experiences such as

depression and anxiety.

Psychosocial difficulties such as distress

appear to be fairly common among early cancer

survivors, although many of these difficulties are

mild in severity and tend to decrease over time

from diagnosis. One exception to this appears to

be an increase in negative emotional experience

among individuals nearing end of life or entering

into palliative care.

Essentials of Survivorship Care

To improve the outcomes achieved by the ever

increasing number of cancer survivors, the Insti-

tute of Medicine has outlined four components

essential to quality survivorship care. First, sur-

vivorship care should focus on prevention of new

and recurrent cancers, as well as other late effects

of treatment. Second, there should be an empha-

sis on surveillance for new, recurrent, or spread

of cancer as well as medical and psychosocial late

effects. Third, there is a need for intervention to

assist survivors in dealing with the consequences

of cancer and its treatment. Fourth, given the

complex medical environments in which cancer

survivors find themselves, coordination of care,

particularly between specialty and primary pro-

viders, is essential to ensuring that survivors’

needs are met.

Cancer Survivorship, Table 2 Seasons of survival (Mullen 1985)

Season

Disease and

treatment stage Physical concerns Psychosocial concerns

Acute survival Diagnosis, primary

treatment

Pain control, side effects Mortality issues, fear, distress,

coping with treatment

Extended

survival

Remission, completion

of primary treatment

Physical limitations, treatment

effects, loss of strength, fatigue

Fear of recurrence, body

image

Permanent

survival

Cure of disease Long-term and late effects of treatment,

second tumors, reproductive health

Employment, insurance,

coping with diminished health
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Synonyms

Chemotherapy; Radiation therapy; Surgery;

Surgical resection

Definition

Medical intervention in cancer commonly

involves multiple modalities including surgery,

systemic chemotherapy, and radiation therapy.

For patients newly diagnosed with cancer, surgery

is typically the first of these methods as it is com-

monly used to confirm a diagnosis, determine the

severity of the disease (i.e., stage and grade), and in

some cases, for “tumor debulking.” Radiation ther-

apy is used in more than half of all patients with

cancer, either as a definitive treatment, or in

combination with surgical interventions and/or

chemotherapy. Finally, chemotherapy involves

the use of drugs to target and destroy rapidly divid-

ing cancer cells. As a treatment, its effectiveness is

dependent upon the type and severity of disease,

but it can be used to shrink tumors, control the

spread of disease, or cure cancer (i.e., remission).

Description

Cancer patients are at an increased risk for psy-

chological and physiological distress throughout

the treatment and management of their disease.

The most common types of treatment, as previ-

ously discussed, impact the body physically,

mentally, and emotionally. Behavioral and psy-

chosocial strategies can not only be used to sup-

plement these medical treatments but also reduce

the physical and psychological side effects of

cancer treatment and management. The primary

symptom of concern and of focus in the psycho-

social treatment of individuals with cancer is

distress. The National Comprehensive Cancer

Network (NCCN), an organization that has com-

posed widely used guidelines for distress man-

agement, posits that the term “distress” is more

acceptable in its use because it carries a less stig-

matizing connotation. NCCN defines distress in

cancer as “A multifactorial unpleasant emotional

experience of a psychological (cognitive, behav-

ioral, emotional), social, and/or spiritual nature

that may interfere with the ability to cope effec-

tively with cancer, its physical symptoms and its

treatment.”

Patients are at an increased risk for distress if

they have a history of a psychiatric disorder or

substance abuse, are cognitively impaired, have

language, literacy, or physical barriers to com-

munication, have severe comorbid illness, expe-

rience uncontrolled physical symptoms, have

spiritual/religious concerns, have inadequate

social support, or have additional stressors

including family conflict, financial stressors,

dependent children, limited access to healthcare,

or have a history of abuse. Providers participating

in the care of cancer patients should assess for

these risks and also be aware of times associated

with increased vulnerability for distress. Periods

of increased vulnerability are often marked by

times of change or novelty in a patient’s cancer

experience or feelings of uncertainty. For exam-

ple, awaiting diagnosis and/or treatment, altering

treatment modality, transitioning into survivor-

ship, recurrence, and end of life are often circum-

stances under which distress may be more likely

to manifest.
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In addition, distress is associated with physical

side effects of disease and/or cancer treatment

including pain, fatigue, nausea, and insomnia.

These symptoms are very common in cancer

patients and often result from psychological

distress and physiological effects of cancer treat-

ment. As such, there is a bidirectional relation-

ship among these symptoms and distress such

that unpleasant physical side effects may prompt

distress while the experience of emotional dis-

tress may also exacerbate and maintain these

physical symptoms.

Psychosocial cancer management and treat-

ment must first begin with a brief distress screen-

ing. It is optimal that these be completed earlier in

a patient’s cancer experience (i.e., upon diagno-

sis). NCCN provides a brief, validated distress

screening tool that measures recent distress and

the presence of factors (i.e., practical, family,

emotion, spiritual, or physical problems) that

may contribute to distress. Patients who endorse

clinically significant levels of distress should

then be referred to the appropriate service(s),

depending on their individual needs. Cancer

patients experiencing distress may benefit from

assistance from a mental health professional,

social worker, and/or chaplain.

Patients referred to a mental health profes-

sional should undergo a more comprehensive

evaluation in order to further understand the dif-

ficulties they are having and to inform treatment

decisions. These evaluations will commonly

assess for suicidality, mood or anxiety disorders,

adjustment disorders, substance-abuse disorders,

personality disorders, and cognitive impairments

secondary to disease and/or cancer treatment.

Sleep disorders are assessed through a thorough

sleep and medical history and objective evalua-

tions such as polysomnography. Results from

these evaluations are disseminated to all other

providers involved in the patient’s care in order

to ensure that their comprehensive treatment plan

is tailored to their individual needs.

Treatment for distress and its associated

symptoms secondary to cancer is multifaceted

in nature. While psychotherapy is indicated in

patients with mild to severe distress, antidepres-

sants and anxiolytics can be used to supplement

psychotherapy in individuals with moderate to

severe distress. Psychological interventions includ-

ing cognitive-behavioral therapy (CBT), support-

ive psychotherapy, and family or couples therapy

have been shown to help cancer patients manage

distress and improve quality of life. Cognitive-

behavioral treatments in cancer often focus on

increasing problem solving skills and addressing

maladaptive thought patterns that promote feelings

of depression, anxiety, and/or guilt. Behavioral

management strategies are also used with cancer

patients to decrease the psychosomatic manifesta-

tion of distress. Fatigue in cancer can be managed

through the practice of relaxation, distraction,

exercising to increase energy, improving sleep,

and emotional support. Individuals with insomnia

benefit from behavioral treatments that place focus

on creating a comfortable sleep environment that

promotes sleep (i.e., stimulus control), avoiding

behaviors that contribute to poor sleep such as

drinking caffeine and napping, and addressing

any emotional concerns that may contribute to

poor sleep. Behavioral techniques can also be

used in addition to anti-nausea/vomiting medica-

tions and analgesics to help patients relax and feel

more in control of nausea and/or pain following

cancer treatment. Guided imagery allows the

patient to mentally transition to a more pleasant,

safe place, and to distract oneself from the nausea

and/or pain. Likewise, cancer patients can utilize

hypnosis or learn self-hypnosis in order to block

physical discomfort and pain during and after treat-

ment procedures. Lastly, progressivemuscle relax-

ation and biofeedback can also be used to help

patients increase awareness of tension, anxiety,

and other bodily changes in order to achieve relax-

ation and prevent nausea, pain, or insomnia.

The initial screening, comprehensive evalua-

tion, and treatment are essential to ensuring that

cancer patients navigate their experiences effec-

tively; however, it is also important to conduct

assessments of distress at further points along the

cancer experience. As previously mentioned,

there are periods of time in which patients may

have an increased vulnerability to distress and it

is during these transitional periods in which their

distress should be reassessed and treated as

necessary.
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Given its complex nature, physical and psy-

chological distress throughout the process of can-

cer treatment should be assessed and managed

through comprehensive involvement by all pro-

viders in the patient’s healthcare team. This

requires that the patient’s healthcare team func-

tion in an environment in which interdisciplinary

work is promoted and in which there is regular,

open communication among all providers

involved in the patient’s care and management

of their disease.
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Synonyms

Bladder carcinoma; Urothelial carcinoma of the

bladder

Definition

Bladder cancer research has almost exclusively

employed epidemiological or clinical research

approaches, leaving it understudied from

a behavioral medicine perspective. Yet, research

provides many opportunities for clinicians and

researchers to develop targeted bladder cancer

prevention and survivorship interventions for

mental health, diet and exercise, fatigue, smoking

cessation, and other areas.

Description

Bladder Anatomy and Histopathology

Bladder cancer originates in the urinary bladder,

a hollow, muscular organ that collects urine from

the kidneys via the ureters and excretes it via

the urethra (Konety & Carroll, 2007; Pashos,

Botteman, Laskin, & Redaelli, 2002). Before

excretion, urine is stored in the lumen, which is

surrounded by several cell layers comprising the

bladder wall. The innermost layer, or urothelium

(epithelium), directly contacts urine in the lumen.

Cancer, Bladder 305 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_384
http://dx.doi.org/10.1007/978-1-4419-1005-9_1215
http://dx.doi.org/10.1007/978-1-4419-1005-9_381
http://dx.doi.org/10.1007/978-1-4419-1005-9_156
http://www.cancer.org
http://www.cancer.org
http://www.cancer.org
http://www.cancer.org
http://www.cancer.gov
http://www.cancer.gov
http://www.cancer.gov
http://www.cancer.gov
http://www.nccn.org
http://dx.doi.org/10.1007/978-1-4419-1005-9_381
http://dx.doi.org/10.1007/978-1-4419-1005-9_100188
http://dx.doi.org/10.1007/978-1-4419-1005-9_101830
http://dx.doi.org/10.1007/978-1-4419-1005-9_101830


The second layer, or lamina propria, consists of

subepithelial connective tissue. The third layer,

the muscularis propria, contains smooth muscle.

The final layer contains perivesical fat tissue.

Approximately 70–80% of newly diagnosed

US bladder cancers are confined to the

urothelium or lamina propria (i.e., Ta, Tis, T1;

also called superficial or nonmuscle invasive

[NMIBC]; Sexton et al., 2010). Remaining diag-

noses are classified as muscle invasive (MIBC),

where the tumor has invaded the muscularis

propria (i.e., T2, T3). Once a bladder tumor

begins invading surrounding organs, it becomes

T4 (Jacobs, Lee, & Montie, 2010; Konety &

Carroll, 2007; Pashos et al., 2002). Most US

bladder cancer patients (90%) have transitional

cell carcinoma; the remaining have squamous

cell carcinomas (5%), adenocarcinomas (1–2%),

primary small cell carcinoma, or other tumor

histologies (Sexton et al., 2010).

Bladder Cancer Epidemiology and Risk

Factors

Bladder cancer incidence, morbidity, and mortal-

ity vary by country (Botteman, Pashos, Redaelli,

Laskin, & Hauser, 2003). It is the fifth most

common cancer in the United States and the

second most commonly diagnosed urologic can-

cer (Altekruse et al., 2010). From 1988 to 2008,

the number of US diagnoses increased by more

than 50% (Shariat et al., 2009). The United States

had an estimated 70,530 new bladder cancer

diagnoses and 14,680 deaths in 2010 (Jacobs

et al., 2010).

While many cases contain no explicit ties to

carcinogenic exposure, bladder cancer has several

well-established biological, sociodemographic,

and environmental risk factors (Pashos et al.,

2002). Men are three to four times more likely to

receive a diagnosis than women. While men have

higher lifetime risk for developing bladder cancer,

women tend to present with later-stage disease and

worse prognosis for 5-year survival, even control-

ling for tumor stage and grade (Jacobs et al., 2010;

Pashos et al., 2002; Shariat et al., 2009). Bladder

cancer diagnoses among adolescents and young

adults remain relatively rare (Sexton et al., 2010).

Over three quarters of cases occur in individuals

60 years and over. Race/ethnicity is also important.

CaucasianAmericans are twice as likely to develop

bladder cancer as African Americans. Despite

lower incidence, African Americans are diagnosed

at advanced-stage disease and have higher mortal-

ity rates, even after controlling for tumor charac-

teristics (Konety & Carroll, 2007; Pashos et al.,

2002; Sexton et al., 2010).

Environmental risk factors for developing

bladder cancer include behavioral risk factors

and occupational or chemical exposures (Pashos

et al., 2002; Sexton et al., 2010). Less than 10% of

individuals diagnosed with bladder cancer report

a positive family health history. Smoking is the

primary environmental risk factor (Jacobs et al.,

2010; Pashos et al., 2002; Sexton et al., 2010).

Additional behavioral risk factors include diet/

nutrition, specific herbal supplements, chronic

urinary tract infection or inflammation, parasitic

infection, arsenic-contaminated water, and pelvic

radiation. Chemicals linked to increased bladder

cancer risk include aniline dyes, aromatic

amines, cyclophosphamide, and specific analge-

sics. At-risk occupations include autoworkers;

metalworkers; hairdressers; painters; and paper,

leather, dye, and rubber plant workers (Jacobs

et al., 2010; Sexton et al., 2010).

Bladder Cancer Symptoms and Detection

Approximately 80–90% of patients diagnosed

with bladder cancer present with gross or micro-

scopic amounts of blood in the urine (hematuria;

Pashos et al., 2002). As there is a small latent

period between bladder cancer development and

symptom onset, hematuria is considered the most

important symptom (Pashos et al.; Sexton et al.,

2010). Twenty percent of patients report other

symptoms, including flank pain, painful urination

(dysuria), increased urgency or frequency of uri-

nation, and inability to urinate (Pashos et al.,

2002). Many bladder cancer symptoms, particu-

larly hematuria, are also symptomatic of urinary

tract infections, benign prostatic hyperplasia, and

other benign conditions. Women may inadver-

tently be misdiagnosed with gynecological con-

ditions or chronic urinary tract infections in lieu

of bladder cancer, contributing to delayed diag-

nosis (Jacobs et al., 2010).
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Physicians suspecting bladder cancer as

a potential explanation for these symptoms per-

form a physical exam and health-history assess-

ment, including smoking history/status and

chemical/occupational exposures (Pashos et al.,

2002). Clinicians may use intravenous or

retrograde pyelography, ultrasound, computed

tomography, positron emission tomography, or

magnetic resonance imaging to check for urinary

tract tumors (Sexton et al., 2010). More com-

monly, physicians rely on cystoscopy, involving

insertion of a camera attached to flexible tubing

into the bladder via the urethra while the patient is

under local anesthetic (Pashos et al., 2002; Sex-

ton et al., 2010). This procedure is considered the

“gold standard” for detecting bladder cancer and

allows direct visualization of the urethra and

urothelium for tumors (Sexton et al.). Urine

cytology, or a bladder wash, is often performed

adjunctive to cystoscopy to check for hematuria

and bladder cancer cells pretreatment and during

posttreatment surveillance (Pashos et al., 2002;

Sexton et al., 2010; see below). Early detection of

cancer recurrence is linked to reduced morbidity

and mortality, although only 40% of bladder can-

cer survivors are adherent with surveillance

(Schrag et al., 2003). Behavioral medicine inter-

ventions are warranted in this particular area of

cancer control.

Nonmuscle-Invasive Bladder Cancer (NMIBC)

Treatment

Transurethral resection of the bladder tumor

(TURBT) is a first-line treatment for NMIBC.

TURBT may be performed under anesthesia and

serves diagnostic, prognostic, and therapeutic

functions. Individuals with low risk for progres-

sion (i.e., those with low-grade Ta tumors) may

be treated using TURBT alone. A repeat TURBT

may be performed to restage individuals with

high risk for progression (e.g., high-grade T1)

within the first month of initial diagnosis (Jacobs

et al., 2010; Konety & Carroll, 2007; Sexton

et al., 2010). Intravesical chemotherapies such

as mitomycin C and immunotherapies such as

bacillus Calmette-Guérin (BCG) may be used

immediately post-TURBT or as maintenance

therapy to treat persistent microscopic tumors,

prevent reimplantation or tumor formation, and

reduce the chance of stage/grade progression

(Jacobs et al., 2010; Konety & Carroll, 2007;

Sexton et al., 2010). Common side effects of

TURBT include bleeding and infection, whereas

intravesical therapies are associated with dysuria,

fever, chills, and increased frequency of urination

(Pashos et al., 2002; Shariat et al., 2009). BCG

intravesical therapy is linked to erectile difficul-

ties; there may also be treatment-related female

sexual issues. Patients who have recurrent, high-

grade NMIBC unresponsive to intravesical ther-

apy may eventually undergo partial or radical

cystectomy (Pashos et al., 2002; Sexton et al.,

2010; see below).

Muscle-Invasive Bladder Cancer (MIBC)

Treatment

Individuals with MIBC may require more inten-

sive treatment. A “curative” treatment involves

radical cystectomy, in which the entire bladder is

removed and some adjacent lymph nodes and

organs. Male patients may have the prostate and

seminal vesicles removed, while women may

have their uterus, fallopian tubes, ovaries, and

anterior vagina wall removed (Konety & Carroll,

2007). Patients then receive some form of urinary

diversion so that they can continue to collect and

excrete urine. Options include ileal conduit (i.e.,

urine is stored in a small portion of intestine and

drained through a stoma in the abdomen into an

ostomy bag), neobladder (i.e., urine is collected in

a section of small intestine connected to the ure-

thra, allowing “normal” urination), and continent

cutaneous pouch (i.e., urine is stored in a small

portion of the intestine and drained through

a stoma via catheter; Jacobs et al., 2010; Konety

& Carroll, 2007; Pashos et al., 2002).

Postoperative complication rates and side

effects vary by diversion type. Daytime and

nighttime incontinence, urinary retention, inter-

nal bleeding, infection, wasting syndrome, diar-

rhea, renal failure, and vitamin deficiencies are

some short- and long-term effects (Pashos et al.,

2002). Additional side effects include sexual

dysfunction and infertility. While cystectomy is

considered the gold standard for MIBC treat-

ment, there are bladder-preservation alternatives
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for poor surgical candidates due to age, health

status, or other factors, or whose beliefs and

values preclude surgery. Alternatives include

TURBT alone or in combination with external-

beam radiation therapy and/or systemic chemo-

therapy; however, survival rates are generally

lower than those from radical cystectomy

(Konety & Carroll, 2007).

Bladder Cancer Surveillance

The risk for bladder cancer recurrence is higher

than for any other cancer but varies by tumor

grade. For example, the 3-year recurrence rates

for Ta- and T1-stage tumors are 40–70% and

50–80%, respectively (Schrag et al., 2003).

Therefore, surveillance is an important disease-

management strategy.

Bladder cancer is also the most expensive

cancer in terms of cost per patient per year and

lifetime costs per patient. Current estimates place

total patient costs at almost $3 billion US dollars

per year, of which an estimated 60% goes

to monitoring and treatment of recurrence.

NMIBC treatment and monitoring represents

a substantial portion of these costs (Botteman,

Pashos, Redaelli, et al., 2003).

Physicians vary in terms of their surveillance

protocols. American Urological Association

guidelines recommend intensive follow-up

consisting of cystoscopy and cytology every

3 months in years 1 and 2, semiannual cystoscopy

and cytology in years 3 and 4, and annual cystos-

copy and cytology in years 5–10 or for

life (American Urological Association, 2007).

Given that cystoscopic examinations are time-

consuming and invasive, current adherence rates

to bladder surveillance are estimated at about

40% (Schrag et al., 2003). Individuals who are

older, non-Caucasian, less-educated, and living

in urban geographic locales or low-income areas

are significantly more likely to be nonadherent

with surveillance (Schrag et al.).

Issues in Bladder Cancer Survivorship

More than 500,000 bladder cancer survivors cur-

rently live in the United States (Altekruse et al.,

2010), yet little is known about their survivor-

ship needs, particularly those stemming from

gender and race/ethnic disparities or psychoso-

cial factors (e.g., fear of recurrence, social con-

straint and support, psychological distress, and

anxiety) (Botteman, Pashos, Hauser, Laskin, &

Redaelli, 2003). Given the chronic nature of this

disease and related symptoms, bladder cancer

survivors may benefit from targeted, culture-

and literacy-appropriate patient health education

interventions that impact lifestyle/behavior

change, symptom management, health-related

quality of life, and treatment/surveillance adher-

ence. Limited patient education materials are

available from The American Cancer Society

(www.cancer.org), Bladder Cancer Advocacy

Network (www.bcan.org), and National Cancer

Institute (www.cancer.gov). There are few

research-tested bladder cancer interventions;

however, interventions designed for prostate

cancer may be helpful to survivors.
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Synonyms

Cancer of the uterine cervix; Cervical adenocar-

cinoma; Invasive cervical cancer; Squamous cell

carcinoma of the cervix (SCCC)

Definition

Cervical cancer is a slow-growing cancer that

develops in the lower portion of the uterus,

known as the cervix. Approximately 1 in every

145 women will develop invasive cervical cancer

in her lifetime. In 2010, an estimated 12,200

women were diagnosed with cervical cancer

(ACS, 2010). Significant racial/ethnic disparities

exist in cervical cancer incidence rates, with

African American and Hispanic/Latino women

having elevated rates compared to White, Asian

American/Pacific Islander, and American Indian/

Alaska Native women (NCI, 2011).

Cervical cancer typically begins as

a precancerous condition, known as cervical

intraepithelial neoplasia (CIN; (ACS, 2011)).

Patients who do not undergo regular pelvic

exams and Pap tests are likely to develop one of

the two main types of cervical cancer: squamous

cell cervical carcinoma or cervical adenocarci-

noma. The majority of cases, approximately

80–90%, are squamous cell carcinomas of the

cervix (ACS). Persistent infection with human

papillomaviruses (HPVs) has been identified as

the cause of cervical cancer in the majority of

cases. There are over 150 types of HPV, includ-

ing 40 types that are transmitted sexually (NCI).

HPV types 16 and 18 are considered to be carci-

nogenic (cancer-causing) to humans and have

been classified as Group 1 carcinogens by the

International Agency for Research on Cancer/

World Health Organization. Accordingly, cervi-

cal infection with HPV types 16 and 18 confers

high risk for the transformation of CIN to cervical

cancer and causes over 70% of all cervical can-

cers (ACS). In contrast, HPV types 6 and 11 have

been classified as possibly carcinogenic to

humans (Class 2B carcinogens) and are mostly

implicated in the development of anogenital con-

dylomata (genital warts; (ACS)). Women who

are sexually active at a young age or have many

sexually partners are at a greater risk for HPV

infection. As of 2011, the Federal Drug Admin-

istration (FDA) has approved the use of two vac-

cines for the prevention of the most common

types of HPV infection (ACS; NCI). One vaccine

prevents four HPV types (6, 11, 16, and 18) and is

indicated for use in females and males 9–26 years

of age. A second vaccine protects against two

HPV types (16 and 18) and is indicated for

use only in females 10–25 years of age (NCI).

Additional risk factors for cervical cancer include

smoking cigarettes and exposure to secondhand

smoke, a high number of full-term pregnancies,

long-term use of oral contraceptives, and

immunosuppression (ACS).
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Screening for cervical cancer includes regular

pelvic exams and a Papanicolaou (Pap) test to

screen for precancerous or malignant changes in

cervical cells (ACS). If the Pap test detects abnor-

mal cells, an HPV DNA test is conducted to

determine whether HPV infection is present

(NCI). Furthermore, a colposcopic examination

can be performed to identify abnormal areas on

the cervix visually and allow for a biopsy of

cervical tissue (ACS). If invasive cancer is iden-

tified, additional imaging studies may be

conducted to determine if the cancer has metas-

tasized (spread) to distant organs and facilitate

staging. Women who have early-stage cervical

cancer often do not experience any symptoms;

however, once the cancer has progressed and

spread to proximal tissues, women may experi-

ence abnormal vaginal bleeding, unusual dis-

charge, and pain during intercourse (ACS).

Treatment of cervical cancer can include

surgery, chemotherapy, and radiation therapy.

As with all cancers, the appropriate treatment

choice depends largely on the stage of disease.

Surgical methods for treating cervical cancer

include cryosurgery, laser surgery, conization,

hysterectomy, and trachelectomy (NCI). Pelvic

exenteration or lymph node dissection may be

performed when there has been spread or recur-

rence of cervical cancer (ACS; NCI). The most

common types of chemotherapy that target cer-

vical cancer include cisplatin, paclitaxel,

topotecan, ifosfamide, and 5-fluorouracil (5-FU;

ACS)). Six to seven weeks of radiation treatment

may also be used to treat cervical cancer (ACS).

Certain stages of cervical cancer may require

a combination of chemotherapy and radiation,

known as chemoradiation.

The 5-year survival rate of cervical cancer is

71% (ACS). While the number of deaths due to

cervical cancer has decreased across the last sev-

eral decades, mortality rates have remained

steady since approximately 2003. African Amer-

ican women have the highest cervical cancer

mortality rates compared to all other racial/ethnic

groups, which may be partly due to the fact that

African American women are less likely to be

diagnosed with early-stage cervical cancer than

White women (ACS).
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Synonyms

Colorectal cancer

Definition

Colorectal cancer (CRC) is the third most fre-

quently diagnosed cancer in men and women in

the United States. Patients with localized colon

cancer have a 90% five-year survival rate (Jemal

et al., 2009).

Colorectal cancer mortality can be reduced by

early diagnosis and by cancer prevention through

polypectomy. Therefore, the goal of CRC screen-

ing (CRCS) is to detect cancer at an early, curable

stage as well as to detect and remove clinically

significant adenomas (Levin et al., 2008).
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Screening tests that can detect both early

cancer and adenomatous polyps are encouraged.

Current technology falls into two broad catego-

ries: structural tests and stool/fecal-based

tests. Regular screening with the fecal occult

blood test (FOBT) or sigmoidoscopy facilitates

earlier detection of CRC and lowers mortality.

Screening colonoscopy may decrease CRC inci-

dence through early detection and removal of

precancerous polyps. Reported interventions to

promote the FOBT have included patient

reminders through use of personal media,

approaches that reduce structural barriers such

as mailing of FOBT kits, and use of provider

assessment and feedback (Baron et al., 2008;

Hardcastle et al., 1996; Kronborg, Fenger,

Olsen, Jorgensen, & Sondergaard, 1996; Mandel

et al., 1993; Selby, Friedman, Quesenberry, &

Weiss, 1992; Shapiro et al., 2008; Winawer

et al., 1993).

Other preventive health behaviors are posi-

tively associated with CRCS, including a recent

mammogram or Pap test for women, a recent pros-

tate-specific antigen (PSA) test for men, a choles-

terol test, dental visit, seat belt use, fruit and

vegetable consumption, and physical activity

(See ff et al., 2004).

CRC is predominantly a disease of Western-

ized countries, indicating that components of

the Western lifestyle may contribute to the

risk. A large body of evidence has implicated

modifiable lifestyle factors as causes of colorectal

cancer, including smoking, lack of physical activ-

ity, body composition, alcohol intake, and diet

(Shapiro, See ff, & Nadel, 2001).

Aspirin taken for several years at doses of at

least 75 mg daily reduced long-term incidence

and mortality due to colorectal cancer. Benefit

was greatest for cancers of the proximal colon,

which are not otherwise prevented effectively by

screening with sigmoidoscopy or colonoscopy

(Rothwell et al., 2010).

Type C has emerged as a behavioral pattern,

coping style, or personality type that predisposes

people to or is a risk factor for the onset and

progression of cancer. Type C has been described

as a personality that is overcooperative, stoical,

unassertive, patient, avoiding conflict, compliant

with external authorities, unexpressive through

suppression or denial of negative emotions, self-

sacrificing, and predisposed to experiencing

hopelessness and depression. There is evidence

of connections among personality, stress and can-

cer, as well as among personality, stress, and the

autonomic, endocrinological, and immune sys-

tems. These psychological characteristics can be

considered as cancer risk factors. Nevertheless,

a type C or cancer-prone personality should be

understood in terms of its synergic interactions

with genetic, biological, and environmental fac-

tors (Eysenck, 1994).

Significant barriers to advanced cancer

patients receiving mental health treatment for

distress have been reported in the literature.

Monthly monitoring of distress in older patients

using telephone monitoring and educational

materials, along with referral for appropriate

help, has been found to be efficient means of

reducing anxiety and depression, compared with

patients who received only educational materials

(Kornblith et al., 2006).

Acupuncture, transcutaneous electrical nerve

stimulation, supportive group therapy, self-hyp-

nosis, and massage therapy may provide cancer

pain relief in dying patients (Pan, Morrison, Ness,

Fugh-Berman, & Leipzig, 2000).
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Synonyms

Lymphoma

Definition

Lymphatic cancer is a cancer of the lymphatic

system, which is a part of the immune system. It

is also called lymphoma. Although lymphoma

commonly affects lymph node, it also affects

other organs such as spleen.

The new World Health Organization classifi-

cation (Swerdlow et al., 2008) is usually used to

classify lymphoma, and lymphoma is divided

into Hodgkin lymphoma and non-Hodgkin

lymphoma (B cell and T/NK cell). Staging is

basically based on distribution of the lesions.

Non-Hodgkin lymphoma is clinically classified

into indolent, aggressive, and highly aggressive.

Symptoms and signs of lymphoma are lymph-

adenopathy which is without tenderness and

mobile, fever, fatigue, nocturnal sweating,

weight loss, bloating sensation, etc.

In Hodgkin lymphoma, radiotherapy with or

without chemotherapy is used for a limited stage

and chemotherapy is the first choice for an

advanced stage. High-dose chemotherapy with

autologous hematopoietic stem cell transplanta-

tion is considered for recurrent or refractory cases.

In non-Hodgkin lymphoma, treatment is

selected depending on the pathological classifi-

cation and the grade of malignancy. In B cell

indolent lymphoma, radiotherapy or surgical

therapy is used for a limited stage and chemo-

therapy or careful follow-up without any therapy

is selected for an advanced stage. Monoclonal
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antibody called rituximab is also used. In aggres-

sive B cell lymphoma, chemotherapy combined

with rituximab is generally used and radiotherapy

is combined for a limited stage. High-dose che-

motherapy with autologous peripheral blood

stem cell transplantation is conducted at first

remission in a high-risk group. In highly aggres-

sive B cell lymphoma, treatment which is used

for acute lymphoblastic leukemia is applied.

Although no standard therapy is established for

T cell lymphoma, chemotherapy is often applied.

Eradication of Helicobacter pylori is used for

gastric mucosa-associated lymphoid tissue

(MALT) lymphoma.
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Synonyms

Ovarian carcinoma; Ovarian neoplasm

Definition

Ovarian cancer is a malignancy of the tissue of

the ovary and most commonly consists of either

an epithelial cell tumor, arising from cells on the

surface of the ovary, or a germ cell tumor, in

which the cancer forms in the egg cells. Approx-

imately 22,000 new cases of ovarian cancer were

reported in the United States in 2010, and ovarian

cancer ranks as the fifth most common cause of

death among women with cancer (American

Cancer Society [ACS], 2010). Because ovarian

cancer is difficult to detect during the early

stages, women are often diagnosed with

advanced disease that has spread to the lymph

nodes or metastasized to other organs. The over-

all 5-year survival rate for women diagnosed with

ovarian cancer is 46% (ACS, 2010). The course

of treatment varies by tumor type and stage but

may include chemotherapy, radiation therapy,

and/or surgery to remove the tumor and/or one

or both ovaries (oophorectomy).

Description

A diagnosis of ovarian cancer and its

corresponding treatment has been associated

with significant decrements in emotional, physi-

cal, and functional quality of life (Arriba, Fader,

Frasure, & von Gruenigen, 2010). Women with

ovarian cancer often report pervasive fatigue,

disrupted sleep, and limitations in their ability to

be active. Moreover, younger women typically

experience loss of fertility, and many survivors

report sexual concerns that persist well beyond

the period of physical recovery. Not surprisingly,

emotional distress is common, including symp-

toms of depression and anxiety. Distress can per-

sist well after treatment ends, with survivors

commonly reporting fear of a cancer recurrence

and significant anxiety around follow-up clinic

visits and diagnostic tests (Arriba et al., 2010).

Research is also beginning to delineate biobe-

havioral mechanisms by which behavioral factors

may alter physiological pathways associated with

ovarian tumor growth and development, includ-

ing effects on immunosuppression, inflammation,

and angiogenesis (growth of new blood vessels

to nourish the tumor) (Costanzo, Sood, &

Lutgendorf, 2011). For example, ovarian cancer

patients who report greater distress and have
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more limited social support show poorer NK cell

activity in peripheral blood and tumor infiltrating

lymphocytes as compared to women with lower

distress and better support (Lutgendorf et al.,

2005). Greater depressive symptoms and less

social support have also been associated with

elevated levels of pro-angiogenic cytokines

including interleukin-6 and vascular endothelial

growth factor (VEGF) (Costanzo et al., 2011).

Moreover, ovarian cancer patients who report

more depressive symptoms show higher and less

variable levels of nocturnal cortisol (Lutgendorf

et al., 2008). Stress hormones, including norepi-

nephrine and epinephrine, have been shown to

increase VEGF production and the in vitro inva-

siveness of ovarian tumor cells (Lutgendorf et al.,

2003; Sood et al., 2006). These findings suggest

that behavioral factors may play an important

role not only in quality of life, but also in ovarian

cancer outcomes.
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Synonyms

Carcinoma of the prostate; Neoplasm of the pros-

tate; Prostatic adenocarcinoma

Definition

Prostate cancer originates in the prostate,

a walnut-shaped gland in the male reproductive

system. Fluid secreted by the prostate nourishes

and transports sperm. Over 95% of cancers of the

prostate are adenocarcinomas, originating in

glandular tissue. The prostate is made up of

three distinct zones of glandular tissue. Approx-

imately 70% of cancers develop in the peripheral

zone, 10–20% in the transition zone, and 5–10%

in the central zone. Most prostate cancers are

slow growing, and survival rates are high, partic-

ularly for men with localized disease.
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Description

Prostate Cancer Epidemiology

Aside from skin cancer, prostate cancer is the

most common malignancy and the second most

common cause of cancer death among men in the

United States. Roughly 1 in 6 men will be diag-

nosed with prostate cancer in their lifetime. In

2010, an estimated 220,000 incident cases of

prostate cancer were diagnosed in America,

mostly among men over age 70. Additionally,

more than 30,000 prostate cancer deaths were

projected, second only to lung cancer for cancer

deaths among American men.

The etiology of prostate cancer is not well

understood. However, the male sex hormone tes-

tosterone, particularly at high levels, can acceler-

ate the reproduction and growth of existing

cancer cells in the prostate. Increasing age is the

most important risk factor for prostate cancer.

A positive family history is also associated with

increased risk. Additionally, African American

men have higher incidence and mortality rates

than Whites. Since 1975, incidence rates in the

United States have fluctuated, slightly decreasing

since 2000. Substantial changes can be traced to

the introduction of the prostate-specific antigen

(PSA) screening test in the 1980s.

Prostate Cancer Screening

Screening for prostate cancer includes serum

PSA testing and digital rectal examination. Due

to the widespread implementation of PSA testing,

over 90% of prostate cancers are detected at early

stages, when the disease is localized to the pros-

tate and easiest to treat. However, PSA testing is

not without controversy, and guidelines for

screening differ. Please see Prostate-Specific

Antigen for additional information.

Prostate Cancer Diagnosis

Prostate cancer may be suspected if the PSA level

is greater than 4 ng per mL.When prostate cancer

is suspected, a core needle biopsy is performed

for tissue analysis. If the tissue biopsy confirms

the presence of cancer, further testing (e.g., com-

puted tomography or magnetic resonance imag-

ing) may be completed to determine whether the

cancer has spread to other parts of the body.

A Gleason score (range: 2–10) is also calculated

to evaluate the growth rate of the cancer, depen-

dent on the appearance of tumor cells under

microscope. A high Gleason score indicates

advanced disease. Together, tumor stage and

Gleason score are used to determine prognosis

and to direct treatment decisions. Today, nearly

all prostate cancers are detected when tumors

are confined to the prostate (i.e., Gleason score

6 or 7).

Prostate Cancer Treatment

Many treatment options are available to men

diagnosed with localized prostate cancer (e.g.,

active surveillance, radiotherapy, and surgery).

However, there is currently no consensus regard-

ing optimal treatment. Each treatment impacts

quality of life differently – ranging from urinary,

sexual, and bowel dysfunction to more systemic

concerns, such as weight gain, bone loss, hot

flashes, and depression. Therefore, individuals

must make decisions based upon their own

personal preferences, clinical characteristics,

and a variety of external factors, including pro-

vider recommendations. Most men experience

decreased sexual potency, regardless of treat-

ment. However, men undergoing radical prosta-

tectomy suffer most from urinary problems,

while radiotherapy is associated with poor

bowel function. The physical side effects associ-

ated with prostate cancer treatment can severely

affect a man’s quality of life. Additionally, the

emotional and psychological distress associated

with symptoms, as well as complications in

spouse or partner relationships, can further

diminish quality of life. Given the slow-growing

nature of most prostate cancers, some individuals

may consider deferring treatment to maintain

better quality of life. Active surveillance involves

routine monitoring of patients diagnosed with

early-stage, low-grade prostate cancer, in lieu of

definitive treatment. However, this option carries

its own burden, primarily the uncertainty and

anxiety associated with having an “untreated”

cancer. For men with advanced stages of disease,

additional treatment options are available (e.g.,

hormonal therapy, chemotherapy).
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Current Medical Research and Interventions

in Prostate Cancer

A major concentration in current prostate cancer

research focuses on the evaluation of potential

factors affecting the observed racial disparity. Sev-

eral projects are attempting to identify genetic and

other variants that may increase incidence and

mortality in African American men. Furthermore,

there is an emphasis on identifying additional bio-

markers to improve detection and prognostic accu-

racy. Studies are also being conducted to compare

the effectiveness of active surveillance for disease

management with immediate treatment. Finally,

for men with advanced hormone-refractory dis-

ease, improved chemotherapy regimens are being

evaluated (e.g., docetaxel and cabazitaxel).

Current Behavioral Medicine Research and

Interventions in Prostate Cancer

Given the array of treatment options available to

men and the lack of consensus concerning best

practices, decision-making tools are essential to

assist in determining which treatment option is

most in congruence with their values and lifestyle

preferences. In a review of treatment decision-aid

studies, aids were found to decrease distress,

increase knowledge, and support shared decision

making.

Additionally, only a limited number of evi-

dence-based behavioral medicine interventions

have been developed to address quality-of-life

concerns in this population. The first of these

interventions was developed from work done in

breast cancer and shown to be effective in

improving quality of life. Unfortunately, the

results have been more mixed in interventions

focusing on improving psychosocial distress.

Reductions in distress have generally been mod-

est and of short duration. However, other research

suggests that men adjust to changes in functional

status and symptom distress improves over time.

Developing these materials and programs

should be an immediate priority for behavioral

medicine researchers. Promising results have

been shown in adapting cognitive behavioral

stress-management programs, peer-support,

nurse-led, and telephone-based interventions.

Less work has been done with subgroups among

prostate cancer patients and survivors. Only one

intervention has been developed to provide psy-

chosocial support for men on active surveillance.

Little data exist on gay and bisexual men with

prostate cancer. No interventions have focused

on the particular needs of single men, for whom

treating erectile dysfunction related to prostate

cancer may be particularly challenging.
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Synonyms

Nonseminoma; Seminoma; Testicular neoplasms

Definition

Testicular cancer is a type of cancer that forms

in the tissue of one or both testicles, the male

reproductive glands located in the scrotum.

There are several different types of testicular

cancer but most cases originate in germ cells

(cells that make sperm) and are called testicular

germ cell tumors. Testicular germ cell tumors

may be further categorized into seminomas and

nonseminomas. Seminoma tumors are a slower

growing and less aggressive form of testicular

cancer. They are usually isolated to the testicle

or testes and are particularly sensitive to radiation

treatment. Nonseminoma tumors are faster grow-

ing and more aggressive. This form of testicular

cancer tends to occur in younger men.

Description

Testicular cancer is not common and accounts for

only 1% of all cancers in men. There are an

estimated 8,290 new diagnoses and about 350

deaths due to testicular cancer each year. It is

most common in young and middle-aged men

such that about 9 out of 10 testicular cancers

occur in men between the ages of 20 and 54.

Treatment is very successful and the risk of

dying from testicular cancer is low.

Factors that may increase the risk for develop-

ing testicular cancer include abnormal testicle

development, such as Klinefelter’s syndrome,

undescended testicle (cryptorchidism), personal

or family history of testicular cancer, age, and

ethnicity. Non-Hispanic whitemen aremore likely

than African-American and Asian-American men

to develop testicular cancer. The risk of Hispanic/

Latino men developing this type of cancer is

between that of Asians and non-Hispanic whites.

Signs and symptoms of testicular cancer

include a lump or enlargement in either testicle;

a feeling of heaviness in the scrotum; a sudden

collection of fluid in the scrotum; pain or discom-

fort in a testicle, scrotum, abdomen, or lower

back; and enlargement or tenderness of the

breasts. However, many men do not experience

symptoms, even when the cancer has spread to

other organs.

Diagnosis and Treatment

Initial diagnosis generally involves an ultrasound

or biopsy. To determine whether the cancer has

spread outside of the testicle, a computerized

tomography (CT) scan to look for signs of cancer

in the abdominal lymph nodes or blood tests to

look for elevated tumor markers may be used.

The staging of the cancer will depend on the

results of these tests. There are three stages of

testicular cancer: Stage I cancer is limited to the

testicle (localized); Stage II cancer has spread to

the lymph nodes in the abdomen (regional); and

Stage III cancer has spread to other parts of the

body and most commonly includes the lungs,

liver, bones, and/or brain (distant).
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Synonyms

Cancer types

Definition

Cancer is a term used for a disease in which

abnormal cells divide uncontrollably and invade

other tissues.

Cancer includes many forms of disease, and

there are more than 100 different types of cancer.

Most cancers are named for the organ or type of

cell from which they originate. Cancer types can

also be grouped into broader categories.

The main categories of cancer include:

Carcinoma – cancer that begins in the skin or in

tissue that lines or covers internal organs

Sarcoma – cancer that arises from bone, cartilage,

fat, muscle, blood vessels, or other connective

or supportive tissue

Leukemia – cancer that starts in blood-forming

tissue such as the bone marrow

Lymphoma and myeloma – cancers that begin in

the cells of the immune system

Central nervous system cancers – cancers that

begin in the tissue of the brain or spinal cord

The cancers that are diagnosedwith the greatest

frequency in the United States are bladder cancer,

breast cancer, colorectal cancer, endometrial

cancer, kidney cancer, leukemia, lung cancer, mel-

anoma, non-Hodgkin lymphoma, pancreatic can-

cer, prostate cancer, and thyroid cancer.

Some behavioral factors have been reported to

have an association with the incidences of cancer,

cancer screening, cancer recurrence, and cancer

mortality. For example, cigarette smoking con-

tributes significantly to mortality rates for lung

cancer, oral cancer, and cancers of the esophagus,

larynx, bladder, stomach, pancreas, kidney, and

cervix.

Each type of cancer has characteristic-

associated behavioral factors (see the section on

a particular cancer for more information).
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Synonyms

Behavioral oncology; Psycho-oncology; Psycho-

social intervention; Psychosocial oncology

Definition

Psychosocial treatment in oncology covers

a broad range of effective therapies that have

yet to become the standard of care for most

cancer patients. Psychosocial therapies help

cancer patients and their families emotionally

adjust to diagnosis and treatment, cope with

treatment-related side effects (e.g., fatigue, pain,

nausea), improve adherence to chemotherapy

regimens, and improve health behaviors.

Therapies can include cognitive behavioral

therapy, hypnosis and guided imagery, mindful-

ness-based therapies, cognitive behavioral stress

management, couple- and family-based therapy,

play therapy for children, and motivational

interviewing for behavior change. Psychosocial

therapy is typically administered by clinical psy-

chologists, psychiatrists, social workers, nurses,

and more recently, via web-based interventions

and telephone counseling. This therapy can be

administered in both individual and group set-

tings at multiple points along the cancer contin-

uum, from before diagnosis among people at

elevated risk for cancer, to many years after

active treatment has completed. Psychosocial

therapies have been shown in numerous studies

to improve not only psychological (e.g., reduce

distress) and quality of life outcomes, but also

physical outcomes (e.g., improve immune func-

tion and physical functioning) among cancer sur-

vivors in need of therapy.

Description

Natural History

A cancer diagnosis can be considered an existen-

tial crisis in the lives of many of those affected and

can result in increased distress, changes in emo-

tional roles, social roles, physical functioning, and

quality of life for most people who are diagnosed.

Cancer patients have higher rates of clinically

significant psychological disorders than their

non-diagnosed age-matched peers. Several factors

tend to influence the extent of psychological dis-

tress in response to a cancer diagnosis. These

include younger age at diagnosis, history ofmental

illness and premorbid psychological functioning,

stage at diagnosis and prognosis, and social

support or other resources available (e.g., health

insurance). As they dowith othermajor life events,

individuals with a cancer diagnosis rely on

a variety of strategies to cope with the changes

their diagnosis and treatment bring. Notably,

most patients do not experience clinically signifi-

cant symptoms of distress or dysfunction and, over

time, typically 1–2 years, most patients will

weather the crisis and return to baseline levels of

functioning. However, for a significant number of

individuals, full emotional and physical recovery

can take much longer. Psychosocial intervention

can facilitate emotional and physical adjustment to

and recovery from cancer diagnosis and treatment.

Indications and Assessment

Psychosocial intervention is indicated not only

when the patient is reporting elevated levels of

distress, depression, or anxiety (which should be
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assessed regularly during cancer treatment and

posttreatment follow-up visits, see below), but

also when a patient reports difficulty with pain

management, fatigue, cognitive complaints, or

problems with sexual functioning. Assessment

and patient education regarding available

psychosocial interventions is warranted at routine

intervals during cancer treatment and care, as

many patients who might benefit from interven-

tion may not be reporting symptoms at the time

and early intervention can be effective prophy-

laxis against later symptom development.

Commonly used instruments to assess psychoso-

cial and physical well-being include a distress

thermometer or validated measures of mood and

affect, such as the Hospital Anxiety and Depres-

sion Scale (HADS). To address concerns

regarding changes in cognitive functioning,

neuropsychological testing may be warranted.

For those who experience severe levels of distress

and/or meet clinical criteria for a mental health

disorder, evaluation for pharmacologic treatment

may be warranted.

Psychosocial Treatment Modalities

Several psychosocial intervention models in

cancer have shown success in reducing distress,

improving quality of life, and facilitating the

overall posttreatment adjustment period. Psycho-

social treatment approaches have ranged from

open support groups and psychoeducational

programs that are based on information

provision, to supportive group therapy approaches

and individual treatments that are structured to

provide a nurturing environment to express con-

cerns over the multiple challenges associated with

cancer survivorship. Both individual and group-

based interventions based on cognitive behavioral

intervention models that blend a variety of thera-

peutic techniques (e.g., cognitive restructuring,

relaxation training) have shown success in

improving health-related quality of life across

multiple cancer populations. Other intervention

approaches include mindfulness-based stress

reduction, emotional expression, symptom man-

agement, health behavior change, and motiva-

tional interviewing. A significant amount of

research has shown that effective therapy

components in multimodal intervention efforts

include techniques such as relaxation training

(e.g., guided imagery) to lower arousal, disease

information andmanagement, an emotionally sup-

portive environment where participants can

address fears and anxieties, behavioral and cogni-

tive coping strategies, and social support skills

training. Therapeutic processes by which partici-

pants benefit from intervention include giving and

receiving information, sharing experiences, reduc-

ing social isolation, and providing patients with

coping skills that facilitate self-efficacy and sense

of control over the cancer experience. Some evi-

dence suggests that cancer patients may benefit

more from structured interventions than purely

supportive ones; this may be due to learning skills

with which they can more effectively cope with

cancer-related changes after the intervention has

ended (e.g., stress management). Interventions

may also be couple or family based, depending

on the goals of therapy and targeted outcomes, and

may be administered at all phases of the cancer

continuum, from post-diagnosis and treatment

decision making to end of life or long-term survi-

vorship time periods. Such interventions can be

delivered via several modalities including face-to-

face and technology-based individual and group-

based formats.

The model in Fig. 1 proposes that cancer

patients and survivors may benefit from psycho-

social interventions that target multiple

components. For example, teaching anxiety reduc-

tion skills can provide a way to reduce anxiety,

tension, and other forms of stress responses and,

thus, help the survivor achieve a sense of mastery

over disease-related and general stressors. The use

of cognitive restructuring techniques can help

patients identify links between thoughts, emo-

tions, and bodily changes, and increase their abil-

ity to identify commonly used distorted thoughts

and understanding of how these thoughts can

interfere with emotional well-being, effective

management of the disease, and multiple domains

of quality of life. Participants in these interven-

tions can also benefit from techniques that chal-

lenge cognitive, behavioral, and interpersonal

coping strategies by increasing awareness of the

use of maladaptive coping strategies to deal with
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stress and disease-related challenges. Therefore,

attention is given to replacing inefficient and indi-

rect ways of dealing with stressors and promotes

both emotion and problem-focused strategies

while increasing patients’ ability to adaptively

express both positive and negative emotions.

These intervention models also promote identify-

ing and utilizing beneficial sources of social sup-

port, as well as providing self-management skills

to engage in positive lifestyle changes and behav-

iors. Communication skills are also targeted, par-

ticularly those specific to interacting with health

care professionals and communicating concerns

about functional limitations and treatment-related

side effects with the spouse/partner, family, and

friends.

Within the intervention model, disease-related

factors provide several considerations for psy-

chosocial treatment approaches. Disease severity

(localized vs. advanced disease) and status

(disease free survival vs. recurrent disease)

significantly influences the experience of the

cancer patient and survivor. For example,

advanced and recurrent diseases are character-

ized by greater psychosocial compromises such

as greater levels of anxiety, depression, and

interpersonal disruption, as well as existential

concerns regarding the end of life. Similarly,

treatment type and timing within the cancer

survivorship continuum will pose varying psy-

chosocial and physical responses that need to be

considered. Some treatments are characterized by

immediate functional limitations with a slow

recovery that invariably does not reach baseline

functioning over 1–2 years posttreatment. In

contrast, other treatments have a more insidious

side effect trajectory with the greatest conse-

quences surfacing up to 1 year posttreatment.

Therefore, an awareness and knowledge of the

trajectories of treatment-related side effects must

be considered as these symptoms will vary by

treatment type. It is also critical to understand

ongoing stressors not specifically related to

cancer such as financial burdens or other major

life events that may be impacting quality of life

as these will also influence the efficacy of psy-

chosocial treatments. Furthermore, a series of

possible treatment moderators need to be consid-

ered. Older patients will be more likely to have

multiple comorbidities and functional limitations
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that will impact health-related quality of life

outcomes. Socioeconomic status can play

a significant role in treatment adjustment as it

has been consistently associated with

health-related quality of life outcomes via its

influence on treatment compliance and

follow-up. It is also critical to have a good

understanding of pretreatment psychological

functioning. Cancer patients with prior histories

of psychological dysfunction such as depression,

anxiety, or interpersonal difficulties seem to have

greater difficulties in adjusting to the multiple

challenges faced posttreatment. Similarly, low

levels of education and a lack of interpersonal

resources have also been shown to significantly

impact adjustment. Therefore, any intervention

approach needs to consider multiple disease-

related characteristics and possible treatment

moderators as these will likely interact with

intervention efficacy and influence psychosocial

treatment outcomes.

Psychosocial Effects of Intervention

There is a large literature documenting the

effectiveness of psychosocial intervention with

cancer patients. Interventions have demonstrated

positive effects across a range of psychosocial

and physical outcomes, including symptoms

of depression and anxiety, and cancer-related

fear, social functioning, and disease- and

treatment-related symptoms (e.g., fatigue, nau-

sea, pain). Although findings have been mixed

with reports of nonsignificant effects as well,

several reviews of the literature have concluded

that the majority of psychotherapeutic interven-

tions among cancer patients demonstrate some

improvement in psychosocial adjustment.

Notably, sociodemographic factors (e.g., age,

education, and socioeconomic status), premorbid

psychological and physical functioning, social

support, coping styles, and certain personality

traits (e.g., neuroticism, interpersonal sensitivity,

and social inhibition) have been associated with

increased risk of adjustment difficulties follow-

ing cancer diagnosis and treatment, suggesting

that there may also be considerable variability

in baseline functioning and response to

intervention efforts.

Biological Effects of Intervention

Psychological distress can influence tumor

progression via many different pathways

(e.g., genetic changes, immune surveillance,

pro-angiogenic processes). For example, there

are data to suggest that psychological interven-

tion can influence important neuroendocrine

(e.g., cortisol) and immune function pathways,

especially lymphocyte proliferation and TH1

cytokine production. One landmark study

showed that women with metastatic breast cancer

who participated in an expressive supportive

group therapy intervention lived about twice as

long as women in the comparison condition. This

effect has been partially replicated in a subset of

women with estrogen-receptor-negative tumors.

While some groups have attempted to replicate

survival findings, and with only limited success,

other teams conducted studies focusing on

neuroendocrine and immune mechanisms to

explain the putative health effects of psychoso-

cial intervention in breast cancer patients. One

recent longitudinal study, which started with the

intent of evaluating the intervention effect on not

only psychological distress, but also immune

function and survival, did show a survival

advantage for intervention participants compared

to comparison group participants. There is

evidence now that psychological stress, via the

HPA axis and SNS, can influence the course of

tumor progression at almost every phase of the

cancer continuum, from health behaviors to

metastases. However, more systematic studies

with large sample sizes and long-term follow-up

effects are needed to provide conclusive evidence

of any survival effects of these interventions.

Potential psychosocial effects on biological

mechanisms are depicted in Fig. 2.

Stepped Care Model of Psychosocial

Intervention

Several psychosocial treatments among cancer

patients have shown promise in improving

emotional well-being, and both general and

disease-specific quality of life. Most intervention

approaches involved group therapy interventions

following cognitive behavioral, stress and

coping, stress management, and supportive
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group environment theories and models. Some

work has also provided psychoeducational inter-

ventions, engaged spouses/partners, or provided

phone-based delivery of the interventions.

Regardless of the intervention approach, it is

important to consider the distress continuum

among cancer patients to determine the most

optimal level of care based on their needs

(see Fig. 3).

Psychosocial intervention is not necessary for

all patients and a stepped care model of interven-

tion delivery is recommended. This involves

a collaborative care approach to intervention

efforts in which patients are involved in treatment

planning and therapeutic resources are utilized

based on systematic assessment and monitoring

of patients’ psychosocial well-being. Stepped

care approaches require that treatments of

different intensity are provided depending on

the need of the individual. Treatments are ini-

tially implemented that are of minimal intensity

but still likely to provide benefit and progress to

more intensive interventions only if patients do

not demonstrate improvement from simpler

approaches or for those who can be reliably

predicted to not likely benefit. An important

feature of the stepped care model is that progress

and decisions regarding intervention efforts are

systematically monitored and changes in

outcomes of interest are carefully assessed.

A “step up” to a more comprehensive therapy is

made only when there are no significant gains in

the targeted outcomes. Stepped care may involve

increasing intensity of a single therapeutic

approach, transition to a different therapeutic

approach, or using several therapeutic

approaches additively. Likewise, different inter-

ventions may be applied to address different

aspects of a patient’s problem. Psychosocial

needs also change as patients move from through

their cancer experience and either transition to

survivorship or face advanced disease and
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Cancer: Psychosocial Treatment, Fig. 2 Development and progression of cancer and how/where psychological

stress and interventions might influence the process
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end-of-life concerns. Utilizing a stepped care

approach to promote adjustment and well-being

at all phases of the cancer continuum may

enhance intervention efficacy through more

stringent assessment methods and appropriate-

ness of intervention techniques, while also using

the least amount of therapeutic resources.

The model in Fig. 3. proposes that treatment

planning and intervention efforts must consider

the distress continuum among cancer patients to

determine the most optimal level of care based on

their needs. Most cancer patients adjust relatively

well to the cancer diagnosis and treatment. The

majority of individuals experience some transient

levels of distress characterized bymild symptoms

of anxiety and depression, fear, and interpersonal

disruption specific to disease-related functioning

(e.g., sexual dysfunction). Because their emo-

tional reactions are transient and significantly

below clinical levels, these patients are likely to

benefit from information provision or psychoedu-

cational approaches that offer information on

what to expect from prostate cancer treatment,

the recovery process, available options for coping

with treatment-related side effects (e.g., sexual

aids), and communication skills to effectively

navigate the medical system or voice concerns

with the spouse/partner and family and friends.

Aminority but yet significant number of cancer

patients may experience emotional reactions that

warrant a more structured approach at psycholog-

ical care. Those lacking in social resources,

presenting with high levels of perceived stress

and enduring longstanding interpersonal dysfunc-

tion – likely driven by deficits in interpersonal

skills and personality traits – are more likely to

benefit from such interventions. Similarly, indi-

viduals with premorbid psychopathology and

physical limitations, greater treatment-related

functioning limitations, and recurrent disease are

more likely to experience greater levels of distress

and benefit the most from psychosocial interven-

tions. Those who meet criteria for a mental health

disorder are likely to be experiencing an adjust-

ment disorder which is characterized by clinically

significant symptoms of distress. In such cases,

brief individual and group psychotherapeutic

approaches can be useful in ameliorating
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Psychoeducational
Approaches, Open Support

Groups & Information
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Brief Individual & Group
Psychotherapy

Individual & Group
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Full Psychiatric

Evaluation

Individual & Group
Psychotherapy,
Evaluation for

Pharmacologic
Treatment

- Transient feelings of distress
  such as fear & anxiety

- Functional impairments limited
  to disease-specific functioning

- Mild symptoms of distress
  such as fear & anxiety

- Impairment in several general
  & disease-specific functioning
  areas

- Mild to severe symptoms of
  distress that do not meet
  criteria for a mental disorder

- Symptoms of distress are
  debilitating and impact multiple
  functioning domains

- Diagnosed mental health
  disorder

- Symptoms are severe and
  significantly impact multiple
  areas of functioning

Cancer: Psychosocial Treatment, Fig. 3 Psychological interventions’ stepped approaches as a function of emotional

reactions across the cancer distress continuum
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persistent symptoms of distress that among pros-

tate cancer survivors are commonly related to

treatment-related dysfunction. If untreated, these

symptoms can interfere with multiple domains of

health-related quality of life. Cancer patients who

experience subclinical manifestations of mental

health disorders such as anxiety, depression, and

PTSD (i.e., experience severe symptomatology

but not meeting diagnostic criteria) may benefit

from a full psychiatric evaluation to determine

the most appropriate level of care. For these sur-

vivors, individual and group psychotherapeutic

approaches can positively impact mental health

and health-related quality of life outcomes.

Among the small number of patients who experi-

ence severe emotional reactions and are diagnosed

with a mental health disorder, evaluation for

pharmacologic treatment, in addition to

individual and group psychotherapeutic

approaches, is warranted.

Cross-References
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Definition

Canonical correlation is a multivariate statistical

technique that specifies relationships between
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two sets of variables. Researchers interested in

understanding how two multidimensional con-

structs are related may find this technique useful.

For example, someone interested in further

understanding the relationships between the

multidimensional constructs of personality and

a healthy behavioral lifestyle might identify two

sets of variables that measure those constructs.

In the personality set, one might include factors

like conscientiousness, openness to experience,

and neuroticism, whereas in the healthy behavior

set, one might include physical activity, healthy

eating, sleep, or dental hygiene.

To use this technique, the researcher should

identify two sets of measured variables. The vari-

ables selected for a set should measure different

dimensions of the same construct (e.g., conscien-

tiousness, openness to experience, and neuroti-

cism would all be different facets of personality).

Similar to exploratory factor analysis, canonical

correlation identifies latent variables within

each set. The canonical correlation (Rc) is the

statistic that identifies the strength and direction-

ality of the relationship between two latent

variables (one from each set). Only statistically

significant canonical correlations should be

interpreted. The Rc is interpreted like the Pearson

correlation coefficient, ranging from �1.0 to 1.0.
A positive Rc indicates a positive relationship

between the two latent variables and a negative

Rc indicates a negative relationship between

the two latent variables. Rc values closer to 1.0

(or �1.0) indicate stronger relationships.
Latent variables are interpreted using two sta-

tistics: standardized coefficients and canonical

variate-variable correlations. Standardized coef-

ficients indicate the extent to which each mea-

sured variable contributes to the latent variable.

Canonical variate-variable correlations indicate

the strength and directionality of the relationship

between the measured variable and the latent

variable. Stevens (2009) suggests examining

both the standardized coefficients and the canon-

ical variate-variable correlations to include the

measured variable in the interpretation of the

latent variable. Many of the measured variables

may correlate highly with the latent variable, but

the standardized coefficient identifies which

variables may be redundant in the interpretation.

Once the researcher determines which measured

variables contribute to each latent variable, he or

she names the latent factor and interprets the

meaning of the canonical correlation.
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Capacity Assessment

▶ Functional Versus Vocational Assessment

Capsaicin

Barbara Resnick

School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

Pepper

Definition

Capsaicin is the ingredient found in different

types of hot peppers, such as cayenne peppers,

that makes the peppers spicy hot. You can eat it

raw or as a dried powder placed in food. It is also

available as a dietary supplement, topical cream,

or via a high dose dermal patch (trade name

Qutenza). Capsaicin, in any of these forms, is

used to relieve the pain of peripheral neuropathy
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from postherpetic neuraligia caused by shingles

and for temporary musculoskeletal pain and has

been used to treat psoriasis (to decrease itching

and inflammation). Capsaicin works by first stim-

ulating and then decreasing the intensity of pain

signals in the body. Capsaicin stimulates the

release of a compound believed to be involved

in communicating pain between the nerves in the

spinal cord and other parts of the body. To be

effective, the cream needs to be used four to five

times a day. At the time of use, the skin may burn

or itch, although these sensations decrease over

time. It is important to wash your hands thor-

oughly after each use and to avoid getting the

cream in your eyes or places in which there are

moist mucous membranes such as the mouth or

vaginal or rectal areas. Contact with these areas

will cause burning. The cream should also not be

used on areas of broken skin.

Capsaicin has also be used as a supplement to

improve digestion, eliminate infections, prevent

heart disease by lowering blood cholesterol

levels and blood pressure, and prevent clotting

and atherosclerosis. Theoretically, capsaicin acts

as an antioxidant and protects the cells of the

body from the damage of free radicals. In so

doing, health benefits can be derived. Lastly,

capsaicin makes mucus thinner and thus may

improve pulmonary function among those with

chronic obstructive pulmonary disease or chronic

bronchitis.

Capsaicin is generally considered safe when

taken orally or used as a cream. As noted, it can

cause some unpleasant effects. If this occurs, the

best way to alleviate further pain is to remove the

exposure via removing clothing if it has been

contaminated and washing off the skin with

soap, shampoo, or other types of detergents.

Water, vinegar, and bleach are all ineffective at

removing capsaicin. Applications of cool com-

presses may help with the burning sensations

experienced with capsaicin.

An allergic reaction to capsaicin is possible. If

you are just beginning to use capsaicin, either as

fresh or prepared food or in powder form, start

with small amounts. If you use a topical cream,

you should first apply it to a small area of skin to

test for an allergic reaction.
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Carbohydrates

James Turner

School of Cancer Sciences, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

CHO; Saccharide

Definition

A carbohydrate is an organic compound, or in

other words, a compound containing a carbon

atom. In addition to carbon, all carbohydrates

also comprise the atoms hydrogen and oxygen,

and share the common formula

CnH2nOn

where n is any whole number.

The name “carbohydrate” is derived from the

bonding of a water molecule to a carbon atom,

thus carbohydrates are hydrates of carbon.

Carbohydrates can be classified into several

categories. Monosaccharides are the most

basic units, and when two monosaccharides are

chemically bonded, a disaccharide carbohydrate

is formed. Oligosaccharides are generally consid-

ered to be carbohydrates with three to ten
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monosaccharides, and polysaccharides are

carbohydrates with more than ten of these basic

units. In nutrition, carbohydrates are often

categorized into “simple” and “complex” forms.

Simple carbohydrates include monosaccharides

and disaccharides (sugars) whereas complex

carbohydrates are oligosaccharides and polysac-

charides (starches). Carbohydrates, despite being

nonessential dietary constituents, function pri-

marily as a source of energy, and are a particu-

larly important fuel for high-intensity exercise.

Cross-References
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Synonyms

Mutagen

Definition

Substances that cause cancer

Description

It is well established that cancer initiation and

progression occurs through complex genetic and

environmental interactions (Pfeifer & Hainaut,

2011). Completely genetically induced tumors

are rare (Pfeifer & Hainaut, 2011). Most malig-

nancies occur as a result of exposure to internal or

environmental agents that cause genetic damage

(Pfeifer & Hainaut, 2011). However, susceptibil-

ity to these environmentally induced mutations

can be inherited (Pfeifer & Hainaut, 2011). Envi-

ronmental factors in a very broad sense can

include physical and chemical agents, dietary

factors, behavioral exposures such as tobacco

and alcohol and microenvironmental factors

such as infection and inflammation. Any such

factor that causes cancer is a carcinogen.

Sir Percivall Pott was the first to report that

a malignancy could be caused by an environmen-

tal carcinogen when he described “the chimney-

sweepers” cancer in 1775 (Cogliano, 2010;

Stone, 2003). This work concluded that scrotal

cancer was caused by soot that became wedged in

the scrotum and also marks the first time that an

occupational cancer was linked to a specific

cause (Cogliano, 2010; Stone, 2003). As a result

of this type of work, it is now understood that

tobacco, including that found in second-hand

smoke, causes lung cancer (Stone, 2003). It is

also known that mesothelioma, frequent in ship-

yard workers, is due to asbestos exposure

(Cogliano, 2010; Pfeifer & Hainaut, 2011;

Siemiatycki et al., 2004; Stone, 2003), and

leukemia, frequent in the shoe-production indus-

try, is related to benzene (Cogliano, 2010;

Siemiatycki et al., 2004). Similarly nickel refin-

ing, smelting, and welding are associated with

cancers of the lung, nasal cavity, and sinuses

and ionizing radiation is associated with bone,

leukemia, lung, liver, and many other types

of cancer (Siemiatycki et al., 2004). Certain

viruses such as human papillomavirus (HPV)

and hepatitis C virus are also carcinogenic

(Stone, 2003).

Following Pott’s example, public health agen-

cies such as the United States National Toxicology

Program and International Agency for Research

on Cancer (IARC) have worked to

identify and educate the public about additional

carcinogens (Cogliano, 2010; Siemiatycki et al.,

2004). In the case of the IARC, agents, mixtures,
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or exposure circumstances are selected for evalua-

tion if humans are known to be exposed and there is

reason to suspect they may cause cancer

(Siemiatycki et al., 2004). At regular intervals, the

IARC meets as a working group consisting of

15–30 experts from related fields (Siemiatycki

et al., 2004). These experts identify a concerning

agent and review the epidemiological, animal, and

other laboratory studies to help determine whether

a substance of interest is carcinogenic (Siemiatycki

et al., 2004). Epidemiologic evidence is generally

considered the most important determinant

(Siemiatycki et al., 2004). This evidence stems

from associations between suspected causal agents

and presence or absence of cancer in populations.

The second most important determinant is the

direct laboratory animal evidence of carcinogenic-

ity (Siemiatycki et al., 2004). Other laboratory

evidence such as genotoxicity, mutagenicity,

metabolism, cytotoxicology, or mechanisms are

also considered important (Siemiatycki et al.,

2004). Based on the combination of these different

types of data, the IARC develops a consensus and

then classifies the substance as carcinogenic, prob-

ably carcinogenic, possibly carcinogenic, not clas-

sifiable, or probably not carcinogenic (Siemiatycki

et al., 2004). Results of the working groupmeetings

are published in the IARC monographs which

provide important information for determining

research priorities and preventing cancer

(Siemiatycki et al., 2004).

Despite Pott’s work, incidence of scrotal can-

cer in England did not decrease until the 1950s

when counteractive measures such as improved

chimney-cleaning, alternative heating methods,

and protective clothing were put in place

(Cogliano, 2010). Even today, exposure to many

of the hundreds of common and suspected car-

cinogens occurs in industry (Cogliano, 2010).

Further education and preventive measures are

needed to fully educate and protect the public.
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Synonyms

Malignant neoplastic disease

Definition

Carcinoma includes malignancies that begin in

the lining or covering of organs.

Description

According to the National Cancer Institute

(National Cancer Institute [NCI], 2011), carci-

noma is the most common category of cancer

and includes malignancies that begin in the lining

or covering of organs. Other cancer categories

include sarcomas that begin in connective or sup-

portive tissue such as muscle and bone, leuke-

mias which start in blood-forming tissues,

lymphoma and myelomas which originate in the

immune system, and central nervous system

tumors which include malignancies that start in

the brain and spinal cord (NCI, 2011).

Nonmelanoma skin cancer, including basal cell

and squamous cell, are the most common carci-

nomas in the United States with more 1,000,000

diagnosed annually (NCI, 2011). Other
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carcinomas involving the prostate, breast, lung,

and colon are the next most common (NCI,

2011).

Carcinoma, like any cancer, is characterized

by dysregulated growth and uncontrolled dissem-

ination of abnormal cells which, left unchecked,

can result in death (American Cancer Society

[ACS], 2011). Exposure to environmental factors

such as tobacco, viruses, chemicals, and radiation

can cause cancer and such agents are known as

carcinogens (ACS, 2011; NCI, 2011). Internal

factors such as inherited mutations, immunodefi-

ciency, and mutations arising from metabolic

dysfunction can also give rise to cancer (ACS,

2011). Because most malignancies initiate and

progress through a combination of environmental

and internal factors, only about 5% of cancers are

felt to be familial (ACS, 2011). Decades can pass

between exposure to external factors and detect-

able cancer (ACS, 2011). Some individuals who

are exposed to known carcinogens, such as

tobacco, for many years may never develop can-

cer (ACS, 2011). Individual factors such as abil-

ity to repair DNA damage, remove carcinogens,

and destroy abnormal cells all play a role in

determining who will go on to develop cancer

(NCI, 2011).

Depending on site, stage, and specific

pathology of the carcinoma, treatment includes

combinations of surgery, radiation, and chemo-

therapy (ACS, 2011; NCI, 2011). Other thera-

pies such as hormone therapy, biological

therapy, and targeted therapy may also be used

(NCI, 2011). Treatment can be very toxic,

resulting in long-term morbidity especially for

late stage disease which is primarily determined

by its size and whether it has spread to lymph

nodes or other areas of the body (NCI, 2011).

Even with the most aggressive therapy, some-

times cure cannot be attained. For these rea-

sons, programs to prevent and detect cancers

early are imperative.

The American cancer Society (ACS) recom-

mends regular screening for breast, colorectal,

and cervical cancer as screening programs have

resulted in decreased mortality for these cancers

(Smith et al., 2011). Though evidence in favor of

prostate cancer screening is increasing, there is

still some controversy whether risks outweigh

benefits (Smith et al.). The ACS recommends

that men aged 50 or over and with at least

a 10-year life expectancy should have an oppor-

tunity to make an informed decision with their

health care provider about prostate cancer screen-

ing after receiving counseling as to the risks,

benefits, and uncertainties associated with such

screening (Smith et al.).

Prevention of carcinoma focuses on decreas-

ing tobacco use, increasing nutritional awareness,

and limiting exposure to known carcinogens.

Tobacco use is leading risk factor for carcinoma

and the most preventable cause of death world-

wide, responsible for the deaths of half of long-

term users (ACS, 2011). Furthermore, it has also

been estimated that one-third of cancer deaths

in the United States each year are due to poor

nutrition, physical inactivity, and excess weight

(ACS). In addition, environmental exposures

other than tobacco use can increase risk of

carcinoma. These exposures include infectious

agents, excessive sun exposure, and exposures

to carcinogens that exist in air, food, water, and

soil (ACS). The United States’ National Toxicol-

ogy Program and the International Agency for

Research on Cancer work to identify carcinogens

and provide information to the public and other

regulatory agencies in an effort to decrease the

burden of human cancer (ACS, 2011).
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Carcinoma of the Prostate

▶Cancer, Prostate

Cardiac Arrhythmia

▶Arrhythmia

Cardiac Cachexia

▶Cachexia (Wasting Syndrome)

Cardiac Death

Ana Victoria Soto1 and William Whang2

1Medicine – Residency Program, Columbia

University Medical Center, New York, NY, USA
2Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

Sudden cardiac death

Definition

Cardiac death is defined as occurring when

the rhythmic contractions of the heart cease

and do not return spontaneously. Generally speak-

ing, cardiac death may occur suddenly or

non-suddenly. Sudden cardiac death is defined by

death within 1 h of the onset of symptoms, in the

absence of preceding evidence of severe heart

failure. This definition is usually used to capture

death due to cardiac arrhythmia. Non-sudden

cardiac death generally encompasses death due

to pump failure (Hinkle & Thaler, 1982).
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Synonyms

Coronary event; Major adverse cardiac and

cerebrovascular event (MACCE); Major

adverse cardiac event (MACE); Major adverse

cardiovascular event (MACE)

Definition

The term cardiac event is used to denote the

composite of a variety of adverse events related

to the cardiovascular system.

Description

The exact definition for cardiac events often

varies depending on the specific study. At the

narrowest, it is synonymous with coronary

event, which refers to adverse events caused by

disease processes affecting the coronary arteries.

These may include what are termed “hard” events

such as deaths that are attributed to coronary

artery disease and nonfatal myocardial infarc-

tions but also occasionally “soft” events such as

angina or revascularizations for progressive cor-

onary artery disease (Kip, Hollabaugh,

Marroquin, & Williams, 2008). More broadly,

the term cardiac event is often used interchange-

ably with another loosely defined term, major

adverse cardiac event or MACE. Common defi-

nitions of MACE include death (either all-cause

or cardiac), nonfatal myocardial infarction,

and revascularization (with optional additional

specification of target vessel or lesion, i.e., if

the revascularization occurred at the site of

a previously identified diseased coronary vessel

or atherosclerotic lesion, respectively); occasion-

ally, stroke is also incorporated into MACE, and
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the term is alternatively defined as major adverse

cardiovascular event or major adverse cardiac and

cerebrovascular event (MAACE). Finally, in

some circumstances, nonfatal heart failure events

(i.e., hospitalization for heart failure) are also con-

sidered cardiac events, though this is infrequent

and occurs mainly in studies that focus on the

prognosis and treatment of heart failure (Skali,

Pfeffer, Lubsen, & Solomon, 2006).

Since cardiac events and the other related

terms described above are composites of clinical

events of varying significance, there remains con-

siderable debate on what should constitute the

most appropriate component endpoints and how

to define them. Furthermore, it has been increas-

ingly recognized that the wide variability in these

definitions may significantly influence the results

and impact of clinical trials and other studies. For

instance, many have noted that less consequential

but more frequently occurring endpoints such as

revascularizations or heart failure exacerbations

are often what drive the statistical significance or

the lack there of for the results of many trials

(DeMets & Califf, 2002; Lim, Brown, Helmy,

Mussa, & Altman, 2008). Different component

endpoints may also trend in opposing directions,

rendering the interpretation and generalization of

the primary result problematic (Wilcox, Kupfer,

& Erdmann, 2008). These considerations have

induced recent attempts to standardize the

definitions of events that have the most clinical

relevance, and guidelines such as the 2001 ACC

Clinical Data Standards and the 2007 Joint ESC/

ACCF/AHA/WHF Task Force for the Redefini-

tion of Myocardial Infarction Expert Consensus

Document have outlined explicit definitions for

terms such as cardiovascular death and myocar-

dial infarction, with emphasis placed on objective

findings that include ECG changes and the typical

rise and fall of biomarkers such as cardiac tropo-

nins. In addition, most contemporary studies have

begun routinely disclosing the results of individ-

ual endpoints as well as those of alternative

composite measures. It is hoped that with these

and other future efforts, the methodological chal-

lenges inherent in the use of composite endpoints

such as cardiac events will finally be adequately

addressed.
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Definition

Cardiac output (Q) is the volume of blood

pumped out of the heart (specifically from the
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right and left ventricles) per minute. It is gener-

ally calculated as a function of heart rate and

stroke volume (cardiac output ¼ heart rate �
stroke volume). Average resting cardiac output

is about 5 L/min (normal range 4–8 L/min) and

tends to be slightly higher in men versus women.

During acute exercise and mental stress, cardiac

output increases. This increase can be as high as

35 L/min for exercise (in elite athletes) and

15 L/min for mental stress.

There are many methods of measuring cardiac

output, which range from intracardiac catheteri-

zation (invasive) to arterial pulse tonometry (non-

invasive). The Fick principle, which uses

the measurement of oxygen consumption and

the oxygen content of the arterial and venous

blood, is considered the most accurate method

of assessing cardiac output, though it is an inva-

sive technique, which limits its utility. Great

effort has been placed into finding accurate reli-

able noninvasive methods of assessing cardiac

output, such as, dye dilution, ultrasound-based

techniques, impedance cardiography, and, more

recently, magnetic resonance imaging. Each

one of these comes with both positives and neg-

atives and the selection of one method over

another needs to be made given the individual

requirement for cardiac output measurement.

As cardiac output is driven by heart rate and

stroke volume, the factors that control changes in

these parameters also influence cardiac output.

Specifically, parasympathetic and sympathetic

activity and venous return influence cardiac

output.
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Synonyms

Secondary prevention programs

Definition

Cardiac rehabilitation is a multidisciplinary

program of secondary prevention measures that

assist cardiovascular disease patients in their

comprehensive recovery to previous functioning.

Description

Introduction

Cardiac rehabilitation is a comprehensive platform

of pharmacologic, psychosocial, and behavioral

secondary prevention measures that is typically

provided to patients with a history of cardiovascu-

lar disease. Cardiac rehabilitation is designed

with a multidisciplinary approach to patient care

and requires a cohesive plan of various therapies

and practitioners. Cardiac rehabilitation has been

shown to improve outcomes and initiate a type

of “re-conditioning” process for many patients

(Clark et al. 2005). Targeted patient populations

for cardiac rehabilitation include those individ-

uals who have recently had an acute cardiovascu-

lar event (i.e., myocardial infarction or unstable

angina), post-cardiac bypass patients, and those

who have stable angina, heart failure, or other

patients with cardiac disease who have become

deconditioned for any reason.

History of Cardiac Rehabilitation Programs

In the 1930s, patients who had suffered

a myocardial infarction were instructed to

Cardiac Rehabilitation 333 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_442
http://dx.doi.org/10.1007/978-1-4419-1005-9_863
http://dx.doi.org/10.1007/978-1-4419-1005-9_101523


observe strict bed rest, often up to 6 weeks in

duration. Gradually, increasing levels of physical

activity were added to the post-event regimen.

In addition to the salutatory effects of cardiac

rehabilitation for recovery of previous functional

status, it was eventually recognized that there

were significant benefits in avoiding the hazards

of bed rest which included deconditioning,

deep venous thrombosis, and even limb atrophy

and contractures. Today, post-acute coronary

syndrome patients are encouraged to return to

physical activity soon after the event. Early inter-

vention with physical therapy is now a hallmark

of contemporary cardiovascular care.

Typical Components of Cardiac

Rehabilitation

The United States Public Health Service

(USPHS) defines cardiac rehabilitation programs

as comprehensive, multidisciplinary efforts with

the following components (Hamm et al. 2011).

These are the broad categories that encompass

both short- and long-term goals. Newly admitted

cardiac rehabilitation patients must undergo risk

stratification to identify their needs for supervi-

sion and particular exercise plan.

1. Medical evaluation

2. Exercise training

3. Secondary prevention efforts and risk factor

reduction

4. Patient education and counseling

Evidence Supporting Cardiac Rehabilitation

There are several trials that have compared the

efficacy of cardiac rehabilitation programs that

focus primarily on risk factor reduction versus

an approach that favors increasing exercise

tolerance. An integrated approach is the most

favorable for reducing morbidity and mortality

after a cardiovascular event. Modification of

depressive symptoms is an important target for

a cohesive rehabilitation program (Milani et al.

2007). Other less-quantifiable benefits include the

socialization and support that comes fromworking

with a variety of clinicians and peer groups.

A growing body of evidence in the literature

supports exercise-training programs for cardiac

rehabilitation (Antman et al. 2008). All enrolled

patients should undergo a thorough medical eval-

uation prior to initiating any program of physical

exertion. This is particularly relevant for those

who are survivors of an acute coronary syndrome

or symptomatic heart failure. While there used to

be a prevalent belief in the medical community

that prolonged bed rest was the only safe activity

level after a cardiac event, numerous studies have

demonstrated the safety of medically supervised

exercise programs (Franklin, 1998). These exer-

cise programs not only improve the quality of life

for cardiac patients but have actually been shown

to increase life expectancy in some cases. Specif-

ically, most individualized exercise programs

should encompass aerobic activities for at least

2 days per week.

Guidelines for Cardiac Rehabilitation

The American Society of Cardiovascular and

Pulmonary Rehabilitation have published guide-

lines outlining ten core competencies that practi-

tioners must have to provide the highest standard

of evidence-based care for patients. Briefly, the

ten areas are patient assessment, nutritional

counseling, weight management, blood pressure

management, lipid management, diabetes man-

agement, tobacco cessation, psychosocial man-

agement, physical activity counseling, and

exercise training evaluation. The guidelines

encompass an array of skills that transcend the

abilities of any single provider. Instead, they

assume a collaborative and comprehensive

approach to cardiac rehabilitation. The compe-

tencies are divided into discrete “knowledge”

points and then “skills” without specific reference

to the particular type of provider who will pro-

vide the services. To coordinate the broad variety

of necessary services, they suggest a case man-

agement model for individual patients. In the

position statement enunciating the ten core com-

petencies, the Society emphasizes the extent

to which individual providers need not be profi-

cient in all facets of secondary prevention but

rather be willing and able to identify particular

patient needs. The focus on multidisciplinary

care involves the participation of physicians,

nurses, physical therapists, clinical nutritionists,

social workers, and psychologists.
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Of particular interest is the core competency

of psychosocial management. The knowledge

piece requires cardiac rehabilitation providers

to become aware with the literature on the impact

of psychological factors on the pathophysiology

of cardiovascular event onset and the impedi-

ments that can prevent recovery. In particular,

the competency requires specific attention to

developing familiarity with the effect of major

depression on adverse cardiovascular outcomes

and worse adherence to treatments (Prochanska

& DiClemente, 1983). This references the current

research question of whether poorer outcomes

among depressed post-heart attack patients are

due to their non-adherence of rehabilitative thera-

pies or rather a distinct pathophysiologic state.
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Synonyms

Cardiothoracic surgery; Cardiovascular surgery

Definition

Cardiac surgery is the subset of operative proce-

dures focused on the heart and vasculature. Com-

mon examples of cardiac surgery include coronary

artery bypass grafting (CABG), valvular repair,

and the correction of congenital cardiac

malformations. Cardiac surgery is a subspecialty

of general surgery that requires additional training

beyond a traditional 5-year residency. Advance-

ments in anesthesiology have been critical to

the development of cardiac surgery. For example,
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the widespread use of heart-lung bypass machines

since the 1990s have extended the possible dura-

tion and complexity of these procedures.

Surgeries on the heart and great vessels

(e.g., aorta and vena cavae) are generally

performed on seriously ill patients who have

either tried or been deemed ineligible for less

invasive measures such as medication-based

or percutaneous interventions (Lie, Bunch,

Smeby, Arnesen, & Hamilton, 2012). Increased

rates of mood disorder such as depression or

cognitive impairment have been noted in post-

CABG patients, suggesting a possibly important

role for behavioral therapies (Katon, Ludman, &

Simon, 2008). To date, however, it is unknown

whether depression treatment in post-CABG

patients improves cardiovascular outcomes.
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Synonyms

Cardiology expert; Cardiovascular medicine

expert; Heart doctor

Definition

A cardiologist is a physician who has specialty

training in the area of cardiology. Cardiologists

are often MD trained, and typically had general

training in internal medicine (or pediatrics if

a pediatric cardiologist) prior to the completion

of cardiology fellowship. Cardiologists are often

confused with cardiac or cardiothoracic surgeons,

who primarily perform operations on the heart.

A “board-certified cardiologist” is a physician

who trained in cardiology, met minimum training

requirements, and also passed the cardiology

board exams. After cardiology fellowship, physi-

cians can choose to undergo additional training in

a subspecialty of cardiology (e.g., echocardiog-

raphy, nuclear cardiology, intervention, etc).
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Synonyms

Cardiovascular medicine

Definition

Cardiology is a medical specialty of the structure,

function, and disorders of the heart.
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Traditionally, cardiology has mainly focused on

the heart; however, more recently, the field of

cardiology has expanded into the study and dis-

orders of the arteries and veins, as well as other

organs such as the brain (i.e., stroke or transient

ischemia attack) or kidney (i.e., cardiorenal syn-

drome). This is probably due to a common under-

lying pathophysiology of disease. As such,

cardiology has recently involved areas of medi-

cine typically associated with other specialties

(such as neurologists, nephrologists, etc.).
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Synonyms

CVD prevention

Definition

Cardiovascular disease is a group of chronic dis-

eases (e.g., myocardial infarction, chronic heart

disease, stroke) of the heart and blood vessels.

Cardiovascular disease prevention is composed

of the various early actions taken to thwart the

onset of cardiovascular disease.

Description

Cardiovascular diseases (CVD) claim the lives of

thousands of individuals every year. In 2007, the

top cause of death in the United States was heart

disease (616,067 deaths), second was cancer

(562,875 deaths), and third was stroke (or cere-

brovascular disease, in many cases a form of

cardiovascular illness; 135,952 deaths) (U.S.

Centers for Disease Control and Prevention

[CDC], 2010). Although there is a general inher-

itability for CVD, the formation of these diseases

is seen as largely preventable. In a unique

interpretation of the causes of death in the year

2000, Mokdad and colleagues (Mokdad, Marks,

Stroup, & Gerberding, 2004) found that the top

three actual causes of death were due to three

modifiable behavioral risk factors: (1) smoking

(435,000 deaths; 18.1% of total deaths in the year
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2000); (2) poor diet and physical inactivity

(400,000 deaths; 16.6%); and (3) alcohol con-

sumption (85,000 deaths; 3.5%). All three of

these behaviors are risk factors for CVD and are

considered preventable.

Primary prevention of CVD, like other

chronic, noncommunicable diseases, is seen as

more cost-effective than treatment of the disease,

which is usually long term and expensive (Probst-

Hensch, Tanner, Kessler, Burri, & K€unzli, 2011).

Practitioners of behavioral medicine can encour-

age their patients and the community at large to

make lifestyle modifications to prevent the onset

of CVD. These can include behavioral changes

such as (1) getting regular health screenings;

(2) limiting tobacco exposure; (3) engaging in

regular physical activity; (4) eating a heart-

healthy diet; (5) maintaining a healthy weight;

(6) limiting alcohol use; and (7) reducing stress

and negative emotionality. These seven behav-

ioral changes are described in detail below.

Get Regular Health Screenings

Beginning at age 20, adults should get screenings

for CVD risk factors at least every 2 years. These

include blood pressure, body weight, waist cir-

cumference, and pulse (as a screen for atrial fibril-

lation). At least every 5 years (or less if at higher

risk), blood lipids (either fasting serum lipopro-

teins or total and high-density lipoproteins [HDL]

if fasting unavailable) and fasting blood glucose

should be recorded to monitor risk for hyperlip-

idemia and diabetes (Pearson et al., 2002).

Blood pressure should be maintained at a level

below 140/90 mmHg for the average individual

whereas those with diabetes should maintain their

blood pressure below 130/80 mmHg (Pearson

et al., 2002). Individuals with hypertension can

make behavioral modifications (e.g., limit salt

intake, increase physical activity, and reduce

alcohol intake). Blood pressure medications are

recommended for individuals who have

attempted lifestyle modifications but have not

succeeded in controlling blood pressure.

Limit Tobacco Exposure

Individuals should avoid exposure to tobacco

smoke as much as possible. Thus, they should

not smoke cigarettes or other forms of tobacco,

and those who do should quit. Exposure to

secondhand smoke should be limited as well

(Pearson et al., 2002). Tobacco use accounted

for 18.1% of all deaths in the United States in

the year 2000 and was the top behavioral risk

factor for death (Mokdad et al., 2004). Cigarette

smoking is one of the main risk factors for

coronary heart disease, and women who smoke

have a 25% greater risk of coronary heart disease

than men after controlling for other risk factors

(Huxley & Woodward, 2011).

Engage in Regular Physical Activity

The American Heart Association recommends

that individuals engage in at least 30 min of

moderate-intensity exercise most days of the

week (Pearson et al., 2002). Exercise treats

many CVD risk factors, including elevated

blood pressure, insulin resistance, glucose intol-

erance, obesity, elevated triglycerides, and low

HDL cholesterol (Thompson et al., 2003). Exer-

cise also has short-term effects of reducing serum

triglycerides for up to 72 h, introducing a spike in

HDL, reducing systolic blood pressure for up to

12 h, and helping stabilize glucose levels

(Thompson et al., 2003). Physical activity might

also help individuals make other preferable

behavior changes, including helping with

smoking cessation (Ussher, Taylor, & Faulkner,

2008).

Eat a Heart-Healthy Diet

Individuals should eat a “heart-healthy” diet.

This is a diet that is low in fat (saturated fat

<10% of calories), cholesterol (<300 mg/day),

and trans-fats (limit as much as possible), and salt

(<6 g/day) and that is rich in assorted fruits,

vegetables, whole grains, and low-fat dairy.

Energy intake should match energy expenditure,

i.e., intake should not exceed what is needed, and

if necessary, intake should be reduced for weight

loss (Pearson et al., 2002). Although there has

been a major focus on how much individuals

consume, there is evidence that what individuals
eat is important to reduce CVD risk. In a meta-

analysis of randomized clinical trials of dietary

interventions in which patients were advised to
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either (1) reduce total fat intake, (2) reduce satu-

rated fat intake, (3) reduce dietary cholesterol, or

(4) shift from saturated to unsaturated fat, modi-

fication in dietary fat intake reduced risk for

cardiovascular mortality by 9% and reduced risk

for subsequent cardiac events by 16% (Hooper

et al., 2001).

Maintain a Healthy Weight

Body mass index (BMI; weight (kg)/height (m)2)

should be maintained in the normal range

(18.5–24.9 kg/m2) (Pearson et al., 2002). Waist

circumference should be maintained at less than

40 in. in diameter for men and less than 35 in.

in diameter for women (Pearson et al., 2002). In

a meta-analysis of over 80,000 individuals, greater

waist-to-hip ratio and waist circumference were

associated with greater risk of CVD-related mor-

tality, after controlling for other relevant CVD risk

factors, over an average 98.7-month follow-up

(Czernichow, Kengne, Stamatakis, Hamer &

Batty 2011). However, BMI, the most commonly

used measure of obesity, was not related to CVD-

related mortality after controlling for other risk

factors, suggesting that some (if not all) of the

risk that higher BMI contributes to CVDmortality

is subsumed by the other related risk factors (e.g.,

blood pressure, cholesterol).

Limit Alcohol Use

Alcohol use should be limited to �2 drinks/day

for men (�14 drinks/week) and �1 drink a day

for women (�7 drinks/week) (Pearson et al.,

2002). In a meta-analysis of prospective cohort

studies linking alcohol use to cardiovascular out-

comes, including mortality and cardiovascular

event morbidity, moderate consumption of

alcohol (about 1 drink/day) was associated with

a 14–25% reduced risk of all cardiovascular

outcomes when compared to abstainers (Ronksley,

Brien, Turner, Mukamal, & Ghali 2011). Con-

versely, consuming higher amounts of alcohol

(>1 drink/day) was associated with higher proba-

bility ofCVD-specificmortality and cardiac events.

Reduce Stress and Negative Emotionality

Individuals should limit their exposure to stress

and promote positive rather than negative

emotions. There is evidence that negative emo-

tions (i.e., depression, anxiety, and anger) are

related to the development of CVD. Multiple

pathways have been proposed to explain

the relation between negative affect and CVD

risk, and these include engagement in more

adverse health behaviors, greater stress expo-

sure, greater physiological reactivity, lower

heart rate variability, and greater inflammation

(cf., Suls & Bunde, 2005, for a review).

In particular, type D personality, a personality

type comprised of negative emotionality and

social inhibition, is positively related to cardiac

events. A recent meta-analysis by O’Dell, Mas-

ters, Spielmans, and Maisto (2011) revealed

that patients with type D personalities were

three times more likely to experience myocar-

dial infarction, coronary artery bypass grafting,

percutaneous cardiac intervention, or cardiac

mortality than non-type D individuals. Con-

versely, there is preliminary evidence that

some psychosocial resources may provide

a protective buffer against cardiovascular risk.

Roepke and Grant (2011) reviewed 32 studies

of personal mastery (i.e., the belief that one

has some control over future life circumstances)

and cardiometabolic health and revealed that

the overwhelming majority of studies found

that higher mastery was associated with

a reduced risk for cardiovascular outcomes.

Conclusions

Cardiovascular disease is largely preventable

when individuals practice a healthy lifestyle.

This includes practicing health-promoting

behaviors like engaging in regular physical activ-

ity, eating a heart-healthy diet, maintaining

a healthy weight, and getting regular health

screenings and avoiding health-compromising

behaviors like risky alcohol use and tobacco

use. Additionally, individuals can make attempts

to reduce their experiences of stress and negative

emotions and promote positive emotional expe-

riences. The combination of these behaviors

will help reduce the risk of CVD and promote

longer, healthier lives.
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Cardiovascular Psychophysiology:
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Cardiovascular Recovery

William Gerin

The College of Health and Human Development,

University Park, PA, USA

Definition

Cardiovascular recovery refers to the extent to

which elevations in blood pressure (BP) or heart

rate (HR) due to a stressor persist after the

stressor is no longer present.
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Description

Recovery of cardiovascular prestress resting

levels following a stressor has been of interest

to researchers for many years, going back to the

original cardiovascular reactivity studies by

Hines and Brown (1936), who noted that not

only did hypertensive patients show greater

responses to the cold pressor than normotensive

controls but also recovered more slowly. Since

then, evidence from several studies suggests that

recovery may provide prognostic information

concerning the development of cardiovascular dis-

eases, such as hypertension and coronary heart

disease (CHD) (Fredrickson & Matthews, 1990).

Cardiovascular reactivity (the magnitude of

the acute BP or HR response to a stressor) has

been implicated as a risk factor in the develop-

ment of cardiovascular-related diseases (i.e., the

“reactivity hypothesis”). However, this measure

does not take into account the duration of the

response (i.e., recovery; the time BP or HR

takes to return to prestress baseline levels from

elevations due to a stressor that is no longer

present). There is strong evidence that sustained

elevation of BP is a cause of target organ damage,

e.g., left ventricular hypertrophy, and, over time,

of essential hypertension (HTN) (Fredrickson &

Matthews, 1990). To the extent that we may

regard slow recovery periods, observed in the

laboratory, as analogous to sustained elevated

BP in the natural environment, this measure pro-

vides information over and above that of the mag-

nitude of the response. However, there is not

nearly the body of evidence examining the causes

and effects of recovery as there is for reactivity.

Much of the evidence that does exist for

recovery comes from cross-sectional compari-

sons, examining variables that are related to the

development of cardiovascular diseases and

including comparisons based on normotensive-

hypertensive status; family history of hyperten-

sion; and ethnicity. For example, children of

normotensive parents show more rapid recovery

than children of hypertensives (Linden, Earle,

Gerin, & Christenfeld, 1997). It is noteworthy

that in this review, differences in reactivity were

not observed among the groups. Hines & Brown

(1936) found that hypertensive subjects showed

longer recovery times than normotensives.

Finally, studies examining race have found that

Black women and men had slower recovery rates

thanWhite women and men (Linden et al., 1997).

Thus, several important risk factors for hyper-

tension and CHD appear to influence BP and HR

return to prestress levels following a stressor.

The recovery data are important, especially

given findings showing that in a sample of bor-

derline hypertensives, a strong predictor of future

stable hypertension was the recovery of diastolic

BP following a mental arithmetic task (Borghi,

Costa, Bocshi, Mussi, & Ambrosioni, 1986). In

fact, these researchers found recovery a more

useful predictor than reactivity.

There are in theory many reasons why recov-

ery should be poorer in one individual than in

another. In general, the mechanisms could be

central or peripheral. An example of the former

would be a persistence of the autonomic arousal,

or an inability to “unwind” following exposure

to a stressor. A second mechanism could be an

impairment of baroreflex sensitivity. The func-

tion of the baroreflex is to buffer acute changes

of blood pressure, and an insensitive reflex

would result in an enhanced and protracted

pressor response to a stimulus. A third, and

peripheral, mechanism is changes in the vascu-

lature, such as hypertrophy and remodeling,

which could result in delayed relaxation of

vascular smooth muscle following exposure to

a vasoconstrictor stimulus.

There is evidence that recovery and reactivity

represent independent dimensions. For example,

in one review paper, reactivity changes were

weakly correlated with recovery scores (Linden

et al., 1997). In addition, Haynes, Gannon,

Orimoto, O’Brien, and Brandt (1991) reported

that, across a total of 65 studies, of the 81 statis-

tical analyses (out of 180) that indicated nonsig-

nificant stressor effects (i.e., reactivity) for

a variable (e.g., between group, between phases),

significant effectswere found during the recovery

phase for 74% of the same variables. Conversely,

of the 74 statistical analyses that indicated

significant stressor effects for a variable, nonsig-

nificant effects were found during the recovery
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phase for 42% of those same variables. This is

important because it suggests that the physiolog-

ical mechanisms underlying the two processes of

reactivity and recovery must be considered sepa-

rately and that the information contained in both

measures may provide greater insight into the

cardiovascular mechanisms underlying the stress

response than either measure alone. These con-

siderations have led a number of researchers to

suggest that causal explanations of biobehavioral

disorders and the design of clinical interventions

may be well served by studying psychophysio-

logical recovery.

Early Theories of Stress and Recovery

As early as the 1930s, the seminal theories of

stress, and the optimal ways to respond to stress,

were proposed. For example, Seyle (1936)

proposed that stress has three phases: activation,

resistance, and exhaustion. When the body is

initially challenged by a stressor, it responds

with physiological activation of a defense system

to deal with the immediate stressor, what is

often referred to as the fight-or-flight response.

A resistance (or coping) phase follows during

which the body begins to suffer from the effects

of heightened activity, but continues to function

to ward off the stress-inducing stimuli. If the

resolution of stress is unsuccessful the body

may experience exhaustion. Activation that

endures beyond the resistance stage (i.e., does

not lead to swift resolution) is presumed to

contribute to disease. At about the same time,

Freeman (1939) posited that psychological

recovery from experimental loads may be useful

in estimating an individual’s ability to withstand

conflict in ordinary life situations. Such early

suggestions that quick recovery from stress-

induced arousal reflects particularly effective

coping laid the foundation for later theories of

the stress-disease linkage.

Subsequent work has thus refined these theo-

ries, and posited biological mechanisms for how

stress impacts the body and contributes to dis-

ease. Important to refinement was the altering of

Seyle’s notion from a ubiquitous, “whole-sys-

tem” response to challenge, to one that distin-

guished at least two axes of physiological

responding. The sympatho-adrenal axis reflects

activation due to motor and cognitive effort,

including rises in epinephrine, norepinephrine,

muscle tension, plasma free fatty acid levels,

and blood pressure due to cardiac output. This

activation when accompanied by adrenocortical

hormone suppression has also been described as

a “positive stress reaction” because it is short-

lived and permits adaptive responding with

maximal strength (De La Torre, 1994). In con-

trast, the hypothalamic-pituitary axis (HPA) is

thought to reflect affective distress and be the

result of chronic, unresolved strain (De La

Torre), and may be the most indicative bodily

response during delayed recovery. HPA axis

activity is associated with increased release of

free fatty acid into circulation, suppression of

immune function, increased glucose and urea

production, and increased blood pressure due to

vasoconstriction (i.e., total peripheral resistance);

HPA activation is inferred from the measurement

of cortisol and its precursor adrenocorticotropic

hormone (ACTH).

Cognitive-Affective Determinants of Poorer

Recovery

A fundamental question that arises concerns how

acute stressors can have lasting effects for some

but not others, or put another way, why some

individuals have poorer recovery than others.

Brosschot, Gerin, and Thayer (2005) have pro-

posed that the tendency to relive stressors in one’s

mind (i.e., ruminate and worry) causes repeated

HPA activation and results in negative health

outcomes, such as sustained hypertension. In

other words, people do not need an external

stressor to be present to experience stress. Rather,

stress can have longer durations and impacts on

the body, simply through thinking about and

remembering negative emotions and having per-

sistent thoughts about the negative experiences.

Furthermore, it is those individuals who continu-

ally experience the mental representation of

stress that have poor recovery and ultimately

poor health. This focus on the cognitive-affective

determinants of poorer recovery has begun to be

seen as an important area of study, augmenting

reactivity models.
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Conclusion

In sum, the duration of time it takes for an indi-

vidual’s cardiovascular system to return to resting

levels is a key determinant of that person’s health.

Furthermore, the duration of experienced stress

(i.e., recovery) is an independent and often more

important predictor of future health than the

magnitude of the stress response (i.e., reactivity).

Current models of hypertension and cardiovascu-

lar disease are beginning to focus on delayed

recovery as an essential variable to consider.

This work, and future explorations, will need to

consider the role that perseverative cognitions,

such as rumination, play in delaying cardiovascu-

lar recovery. While the effects of the arrangement

of stress in one’s environment cannot be ignored,

how stress is arranged in one’s mind appears to be

as important a factor to determining one’s health.
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Cardiovascular Risk Factors

Rachel S. Rubinstein and Richard J. Contrada
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Synonyms

Protective factors; Psychosocial factors

Definition

A cardiovascular risk factor is a predictor of one

or more diseases of the heart or circulation.

Description

A “risk factor” is a variable that bears an empirical

association with one or more diseases or other
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medical conditions. “Cardiovascular disease” and

“heart disease” refer to a set of specific disorders

that affect the heart and circulation. Therefore,

a cardiovascular risk factor is a correlate of one

or more cardiovascular diseases. A distinction is

sometimes made between risk and protective

factors as a way to capture the direction of the

relationship. For example, elevated cholesterol is

a risk factor, whereas social integration has been

studied for its possible protective effects.

The identification of risk factors for medical

conditions is a major goal of the field of epidemi-

ology. The term “risk factor” was introduced in

the context of cardiovascular epidemiology,

a field that underwent great expansion during

the twentieth century. Certain acute infectious

conditions that had been the major sources of

death in the early 1900s came under control as

a result of advances in the fields of public health

and biomedicine. As a consequence, several mul-

tiply determined chronic disorders became more

prevalent. Chronic illnesses, and diseases of the

heart and blood vessels in particular, became the

leading sources of death in the United States and

in other industrialized nations. This continues to

be the case despite reductions in cardiovascular

death over the past several decades. Many risk

factors for cardiovascular disorders have been

identified. They may be categorized in a number

of different ways, for example, in terms of

the particular form(s) of cardiovascular disease

with which they are related or on the basis of

characteristics of the risk factors themselves.

Major Cardiovascular Disorders

Among the various forms of cardiovascular

disease (CVD), coronary heart disease (CHD) is

a major contributor to cardiovascular morbidity

and mortality. Also referred to as ischemic heart

disease, CHD occurs when the heart is inade-

quately supplied with oxygenated blood. It has

several clinical manifestations including angina

pectoris (a syndrome involving chest pain

and other symptoms), myocardial infarction

(MI) or “heart attack” (death of a portion of the

myocardium), and sudden cardiac death (death

within minutes of symptom onset). Coronary

heart disease can promote other cardiovascular

disorders, such as when damage due to

myocardial infarction leads to congestive heart

failure, a condition in which the pumping action

of the heart cannot adequately meet the demands

of the body for oxygen and nutrition. Atrial fibril-

lation is one of several forms of CVD that involve

a disturbance in heart rhythm and may be

a consequence of MI or heart failure.

Clinical CHD is usually a consequence of cor-

onary atherosclerosis, or coronary artery disease

(CAD). Coronary atherosclerosis involves the

accumulation of plaque, comprising fatty

substances and other materials, which forms on

the inner lining of the coronary arteries, the vessels

that supply oxygenated blood to heart muscle. The

buildup of atherosclerotic plaque, which reflects

a number of metabolic, hemodynamic, inflamma-

tory, and hematologic processes, culminates in

CHD when blood vessel openings become

narrowed to the point at which blood flow to the

heart muscle is obstructed and can no longer meet

its metabolic demands. The triggering event

in CHD is often thrombosis (clot formation)

leading to occlusion of an already narrowed

coronary artery. The atherosclerotic process also

may affect blood vessels of the brain, leading

to cerebrovascular incidents commonly referred

to as “stroke.”

Still another form of cardiovascular disease is

essential hypertension, a condition defined

by sustained high blood pressure levels with no

identifiable cause. Hypertension is often

associated with vascular inelasticity, referred to

as arteriosclerosis. Hypertension increases risk

for CHD as well as for stroke, retinopathy, heart

failure, and kidney disease.

Risk factors differ somewhat for different

forms of CVD. For example, cigarette smoking

is a well-established risk factor for MI and other

forms of CHD, but its role in the development of

essential hypertension is less clear. On the other

hand, dietary intake of salt, a possible risk factor

for essential hypertension in some segments

of the population, has a less well-established

relationship with other types of heart disease.

Similarly, certain kinds of heart valve problems
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more clearly operate as predisposing factors

for heart rhythm disturbances than for other

cardiovascular conditions.

Taken together, the multifaceted nature of

cardiovascular diseases, complexities in interrela-

tionships among its various forms, and their

overlapping but nonidentical determinants

complicate the description and classification of

cardiovascular risk factors. However, clinical

manifestations of CHD and other major forms of

CVD reflect a common substrate, atherosclerosis

and, in the aggregate, account for considerable

morbidity and mortality. This provides an

important focus for much research in this area.

Moreover, although genetic and other biological

risk factors may be in play from the time of birth,

much of the burden of cardiovascular diseases

reflects the operation of multiple aspects of

lifestyle, as will be discussed further below. This

raises the possibility that programs of primary

prevention may bring about significant reductions

in the burden of cardiovascular disease.

Attributes of Risk Factors

Risk factor status, by itself, does not imply cau-

sality. The case for a causal role requires several

forms of evidence. For example, there should be

an association with disease in well-designed stud-

ies that is consistent, strong, prospective (rather

than merely cross-sectional), and independent of

other possible risk factors. The putative risk fac-

tor also should show a dose–response relation-

ship with disease outcomes and should plausibly

be related to disease etiology and pathophysiol-

ogy, and its removal should reduce the risk of

disease. Although causal analysis often follows

after a variable is identified empirically as a risk

factor, in other cases a variable is examined as

a possible risk factor only after a role in disease

causation is first suggested in mechanistic

research.

The strength of the relationship between a risk

factor and disease is often expressed in terms of

relative risk. Relative risk is the ratio of the prob-

ability of disease occurrence with and without the

risk factor in question. For example, a relative

risk of 2.0 would indicate that individuals with

the risk factor are twice as likely (or, equiva-

lently, 100% more likely) to develop the

condition by comparison with those without the

risk factor. Major risk factors for one or more

cardiovascular conditions are those for which

a significant relative risk is well established.

Variables for which the evidence is less clear

are sometimes referred to as contributing risk

factors. The more risk factors that are present,

and the higher the level of each one, the greater

the risk for CVD.

In addition to its relative risk, attributes

of a cardiovascular risk factor that determine

its overall importance from a public health stand-

point include its prevalence, the degree to which

it can be readily modified, and the impact of its

modification on CVD outcomes. Several risk

factors, such as resting blood pressure and

cholesterol level, can be modified, and their

modification is associated with reductions in

cardiovascular morbidity and mortality. In other

cases, including that of many suspected psycho-

social variables, there are questions either about

the effects of interventions on the risk factor or

about the impact of risk factor modification on

CVD outcomes. Still other risk factors, such as

gender and age, are clearly not modifiable,

though it remains possible that some of the

pathways through which they exert their effects

are amenable to intervention.

Risk Factor Categories

In addition to distinctions in terms of the CVD

outcomes with which they are associated, CVD

risk factors may be distinguished on the basis of

their intrinsic characteristics. One rather broad

distinction is that between states or conditions

of the person and those that describe the environ-

ment. Person factors include variables such as

resting blood pressure, gender, and personality.

Environmental factors may be defined geograph-

ically, in terms of regions, such as the Southeast-

ern United States (where CVD is highly

prevalent), or with respect to variables such as

the average socioeconomic status of individuals

residing in a particular community (which is

inversely associated with CVD risk).

Cardiovascular Risk Factors 345 C

C



Risk factors also may be categorized in terms

of the time point and chronicity of their influence

on the natural history of CVD. The hypothesized

pathogenic effect may be to promote progression

of CAD, as in the case of variables related to

blood cholesterol or sugar levels. Alternatively,

a risk factor may be suspected of playing a role in

the manifestation of clinical CHD, as where an

acute stressor triggers an ischemic event in the

context of previously asymptomatic CAD.

Within these major disease phases, risk factors

may exert their influence gradually, over the

course of months and years, or more rapidly,

within days, hours, or even minutes.

Risk factors also may be described at several

levels of analysis. Many are biological, ranging

from the molecular, for example, specific genetic

polymorphisms and proinflammatory factors, to

systemic physiological conditions such as high

resting blood pressure. Some risk factors are

behavioral, including cigarette smoking, physical

inactivity, and various dietary practices, and

some are psychological, including personality

attributes like cynical hostility and mood and

anxiety disorders like major depression and

posttraumatic stress disorder. Still others are

described at a social level of analysis, including

social network characteristics and socioeconomic

status.

Risk Factor Interactions

Risk factors for CVD do not operate in isolation

from one another. Individual variables may

share causal antecedents, influence one another

directly, and exert additive or synergistic effects

in the etiology and pathogenesis of disease. For

example, CVD risk factors such as poor diet and

exercise habits combine to promote obesity and

high cholesterol levels, which are themselves

CVD risk factors. Functional relationships

among a set of multiple determinants of a single

outcome suggest that it may be useful to consider

them in combination. A case in point is

cardiometabolic syndrome, a biological CVD

risk factor defined as a cluster consisting of cen-

tral obesity, hypertension, and dysregulation in

glucose and fat metabolism. The disease-

promoting effects of certain risk factors are

thought to amplify those of others. In particular,

cigarette smoking has been examined for its pos-

sibly interactive effects with other variables

including genes, high blood pressure, and oral

contraceptive use.

Traditional and Psychosocial Risk Factors

Historically, those risk factors that were identi-

fied early on or that fit within the original para-

digm for understanding cardiovascular diseases

have been referred to as “traditional” or “biomed-

ical.” Variables that exemplify this tradition and

that are recognized by contemporary epidemiol-

ogists include cigarette smoking, resting blood

pressure, cholesterol levels, diabetes, older age,

male gender, specific genetic markers, and family

history; also implicated are obesity, physical

inactivity, a high fat, high carbohydrate diet,

low levels of high-density lipoprotein choles-

terol, high levels of triglycerides, and high levels

of C-reactive protein and other inflammatory

markers.

Beginning in the middle of the twentieth cen-

tury and continuing today, a very large body of

research has sought to identify additional types of

risk factors for CVD, including a number of

social and psychological variables. These efforts

were stimulated by limitations in the predictive

power of the more traditional risk factors, theo-

retical and empirical work concerning the effects

of psychological stress and emotion on cardio-

vascular physiology, and informal observations

by clinicians and empirical research findings that

were suggestive of psychosocial influences on

CVD. Many of the more recently identified risk

factors (some of which are discussed below) are

characteristics of the person and social context

that are referred to as “psychosocial.” Recogni-

tion of the potential importance of psychosocial

CVD risk factors contributed significantly to the

emergence and growth of the fields of health

psychology, behavioral medicine, and behavioral

cardiology.

Lifestyle as the Major Determinant of CVD

The designation of many of the traditional CVD

risk factors as “biomedical” is something of

a misnomer. For example, four major
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cardiovascular risk factors identified in early epi-

demiological work, and still the target of consid-

erable research, are cigarette smoking, resting

blood pressure, cholesterol levels, and blood

sugar problems including diabetes. Cigarette

smoking is, of course, a behavior pattern, and

although it is maintained, in part, by physiologi-

cal processes of nicotine addiction, its initiation

and natural history also reflect social and psycho-

logical influences. Similarly, blood pressure, cho-

lesterol, and blood sugar are to some extent

regulated by specific behaviors such as diet and

exercise and also may reflect psychosocial influ-

ences such as stress and emotion.

Given that most forms of CVD take decades to

develop, recognition that many of the traditional

risk factors reflect aspects of lifestyle has impor-

tant public health implications. One is that efforts

to prevent CVD should begin early in life. Behav-

ior patterns such as cigarette smoking and those

involved in weight regulation and nutrition begin

during or even before adolescence. Tobacco use

has a devastating effect on health, including can-

cer and respiratory consequences as well as CVD,

and recent trends involving the earlier emergence

of obesity and, relatedly, diabetes mellitus, are

alarming in light of their projected impact on

trends in the prevalence of heart disease. When

combined with possible psychosocial determi-

nants of CVD, which in many cases also may

begin to emerge in the earlier years of life, the

need for a life span perspective on CVD risk

reduction becomes quite clear. The promotion

and maintenance of a healthy lifestyle in young

people has the greatest potential for reducing the

lifetime burden of cardiovascular diseases.

Stress and Emotional Dispositions

Several promising psychosocial risk factors for

CVD involve the concept of psychological stress.

Psychological stress entails (a) stressors, or envi-

ronmental events and conditions that place

demands and constraints on a person’s adaptive

resources; (b) psychological responses to

stressors, including perceptual-evaluative

(appraisal) processes that initiate stress and emo-

tion processes, and cognitive and behavioral

responses, including coping activity, that may

counteract or exacerbate stressors and their

impact; and (c) biological responses, including

neuroendocrine, autonomic, cardiovascular, and

immunological/inflammatory perturbations that

are potentially damaging to cardiovascular

health. Among stressors that have been linked

empirically to CVD outcomes are major life

events, occupational stress, and marital conflict.

Psychosocial factors that in some way interact

with psychological stress also have received

attention as possible CVD risk factors. One such

construct, the type A behavior pattern (TABP),

formed the foundation for contemporary work on

psychosocial factors in CVD. Type A refers to

a set of behaviors that include competitiveness

and achievement striving, impatience and time

urgency, hostility and anger, and vigorous speech

and motor characteristics (Friedman &

Rosenman, 1974). Type B refers to a more

relaxed, less impatient, and less irritable pattern

of behavior. Type A was conceptualized as the

outcome of a person-situation interaction in

which its defining features are displayed in

response to stressful and challenging events and

conditions in susceptible individuals. The TABP

construct initially attracted considerable attention

for a prospective association with CHD that was

independent of traditional risk factors such as

cholesterol levels, resting blood pressure, and

cigarette smoking (Rosenman et al., 1975). Sub-

sequent research did not fully confirm these find-

ings, resulting in diminished interest in the TABP

(Matthews, 1988).

About this time, evidence began to emerge to

suggest that hostility and anger form the risk-

enhancing components of the TABP. Prospective

studies of hostility and anger constructs and dif-

ferent forms of anger expression have yielded

promising findings (Kent & Shapiro, 2009).

Much of this research has relied on the Ho Scale

first described by Cook and Medley (1954). It

appears that hostility, characterized by cynicism

and interpersonal mistrust, may be related to

CAD-related outcomes, although negative find-

ings have been reported as well (Kent & Shapiro,

2009).

More recently, depression has been identified

as a potentially potent independent predictor of
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CHD in healthy populations and as a factor that

may contribute to both the manifestation and

worsening of CHD among coronary patients. In

addition, depression is associated with several

major cardiac risk factors (e.g., hypertension,

physical inactivity). Various forms, severity

levels, and symptoms of depression have been

examined in this regard. Findings indicate that

depressive symptoms and major depression are

associated with increased cardiovascular morbid-

ity and mortality, even after controlling for other

risk factors (Kent & Shapiro, 2009). Further,

major depression is associated more strongly

with adverse cardiac events than is the presence

of subclinical depressive symptoms (Rozanski,

Blumenthal, Davidson, Saab, & Kubzansky,

2005).

In addition, depressed individuals are more

likely than nondepressed individuals to have

more than one risk factor for CVD, which may

indicate that the association between depression

and CVD is due, in part, to the combination of

risk factors rather than to each risk factor consid-

ered independently (Joynt, Whellan, &

O’Connor, 2003). As with hostility, there are

some inconsistencies in this research. Nonethe-

less, the sheer volume of findings that support

depression as a CHD risk factor builds a strong

case in its favor (Kent & Shapiro, 2009).

A third emotional disposition that has been

implicated as a possible CVD risk factor is anx-

iety. Research has revealed a link between anxi-

ety and the development of CVD in physically

healthy populations, but evidence for this associ-

ation has been mixed (Suls & Bunde, 2005).

Studies of populations with known CHD have

also yielded inconsistent findings, with some

reporting null effects and others finding an

inverse relationship (Suls & Bunde). To assess

anxiety, some researchers use diagnostic inter-

views and clinical criteria, whereas others use

self-report measures. Generally, results

supporting anxiety as a CVD risk factor are

more consistent in samples of initially healthy

individuals than in CVD patients. This may sig-

nify that negative emotions constitute a greater

risk for the development of CVD than for its

progression. Inconsistencies in the findings also

may reflect difficulty in assessing anxiety in the

context of a medical condition and hospitaliza-

tion, and in differentiating a temporary state of

anxiety from chronic anxiety (Suls & Bunde). As

with depression, anxiety has been examined both

as a subclinical dimension of individual differ-

ences and in terms of clinical conditions such as

posttraumatic stress disorder.

Still another emotional disposition that may

operate as a CVD risk factor, neuroticism, refers

to individual differences in irritability, anger,

sadness, anxiety, worry, hostility, self-conscious-

ness, and vulnerability in response to threat, frus-

tration, or loss. Initially, neuroticism was not

thought to play a causal role in CVD. Instead,

the association with CAD was thought to reflect

effects on somatic complaints and health-care-

seeking behaviors (Costa & McCrae, 1987).

However, an expanding body of evidence impli-

cates neuroticism as a possible causal agent in

multiple mental and physical disorders, including

CVD (Lahey, 2009). Neuroticism is thought to

contribute to health risk through the experience

of more stressors, less social support, and greater

likelihood to engage in risky behaviors. Given

that neuroticism incorporates anger, sadness,

and anxiety, and in light of positive associations

among these emotional dispositions when mea-

sured separately, questions have been raised

about the independence of these variables and

their possible interactions, especially since few

studies have examined two or more of them

simultaneously (Suls & Bunde, 2005).

Social Factors

In addition to these dispositional constructs,

some CVD risk factors are present in an individ-

ual’s social environment. One example is low

social support (Krantz &McCeney, 2002). Social

support refers to the availability of a variety of

social contacts from whom to derive benefits.

Such benefits include emotional support, tangible

aid, feelings of belonging, and informational

support. Social support is associated with

other factors that are related to health such

as socioeconomic status and medication compli-

ance. Prospective studies have found an associa-

tion between low social support and risk of CVD.
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Particular emphasis has been placed on stress

as a mechanism underlying the association

between low social support and CVD, although

relevant investigations have yielded divergent

findings (Uchino, Cacioppo, & Kiecolt-Glaser,

1996). It appears social networks may be

cardioprotective as a result of their stress-

buffering effects, but they also may operate

independently of stress, for example, by

promoting healthy behaviors and discouraging

unhealthy ones.

Another social contextual factor that has been

identified as a CVD risk factor is low socioeco-

nomic status (SES). SES has been defined in

terms of a person’s occupation, economic

resources, social standing, and education. There

is considerable support for the existence of an

SES health gradient that affects many diseases,

including CVD. Higher SES is associated with

better general health, less chronic illness, and

decreased mortality. That this association is evi-

dent throughout the SES spectrum suggests that

its effects cannot be completely explained by the

effects of poverty on access to affordable health

care. Relevant mechanisms may include

cognitive and emotional processes, as well as

psychosocial factors including social support

(Marmot et al., 1991).

Identification of possible psychosocial risk

factors for CVD gave rise to research on

explanatory mechanisms. These may be

described in terms of three major categories,

namely, stress-related physiological activity;

behaviors that may promote CVD in initially

healthy individuals, including other CVD risk

factors such as cigarette smoking, sedentary life-

style, and poor diet; and cognitive and affective

responses to illness and its treatment once CVD

has developed, including processes culminating

in delay in health-care seeking and treatment

noncompliance.

Of the many theoretical and empirical contri-

butions to emerge from mechanism-focused

work on psychosocial CVD risk factors,

perhaps the most significant development

was formulation of the reactivity hypothesis.

Reactivity refers to changes in physiologic

activity associated with psychological stress,

including alterations in neuroendocrine,

autonomic, hemodynamic, hematologic, and

immunological/inflammatory processes. Begin-

ning with research on TABP, findings began to

emerge in which emotional attributes and social-

contextual factors moderated the effects of psy-

chological stress on one or more physiological

response measures. In addition, accumulating

evidence suggested that physiologic reactivity

represents a dimension of individual differences

that is consistent across different psychological

stressors and stable over time. It appears related

to or may even constitute a form of emotional

volatility that runs through emotion constructs

discussed above including anger/hostility,

depression, anxiety, and neuroticism. These find-

ings, in turn, have led to the hypothesis that

physiological reactivity might operate as an inde-

pendent CVD risk factor and to empirical obser-

vations linking reactivity to CVD outcomes

including the development of CHD and essential

hypertension and the precipitation of acute epi-

sodes of myocardial ischemia and other cardiac

events.

Conclusion

Although the risk and protective factors

described above have received considerable

attention, they are not exhaustive of the con-

structs that have been examined as potential

causes of CVD. Many other variables have

been investigated, including macrosocial fac-

tors such as culture, political systems, and

migration; additional forms of stress, such as

racism; emotional dispositions such as Type

D behavior (negative emotions accompanied

by social inhibition); social and personal forms

of religion and spirituality; specific behaviors

such as alcohol consumption; and various infec-

tious conditions and biomarkers. These efforts

are fueled by the need to identify additional

risk factors to account more completely for

new cases of CVD and to improve the public

health benefits of risk factor modification for

this multiply determined set of chronic lifestyle

disorders.
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Cardiovascular Stress Responses

▶Blood Pressure Reactivity or Responses

Cardiovascular Surgery

▶Cardiac Surgery

Care of Older Adults

▶Geriatric Medicine

Care Recipients

Maija Reblin

College of Nursing, University of Utah, Salt Lake

City, UT, USA

Synonyms

Patients

Definition

One who receives care; an individual with

a medical condition or who requires support with

activities of daily living and is in a relationship

with a caregiver, such as a doctor, nurse, friend, or

family member, who provides treatment,
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assistance, or comfort (National Alliance for

Caregiving & AARP. Caregiving in the U.S,

2009). Care recipients are not necessarily passive;

action often must be taken to access, secure, and

personalize care. This may involve navigation of

the health-care and insurance system; decision

making based on personal, family, or cultural

values and beliefs; selecting,managing, and adher-

ing to the treatment regime; emotional responses

to and coping with the potential stress of receiving

care; and managing communication with care

providers (Holman & Lorig, 2000).
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Caregiver Acts of Omission

▶Child Neglect

Caregiver Burden

▶Caregiver/Caregiving and Stress

▶ Stress, Caregiver

Caregiver Hassle

▶ Stress, Caregiver

Caregiver Strain

▶ Stress, Caregiver

Caregiver/Caregiving and Stress
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Synonyms

Caregiver burden

Definition

Caregiving affects the quality of life of millions

of individuals and is frequently associated with

physical and psychological distress. Caregiving

burden has been linked to decreased preventative

health behaviors and perception of quality of life,

which ultimately negatively impacts the care

recipient. Additionally, the chronic stress of care-

giving has been found to decrease immune func-

tioning of the caregiver in general, including

decrements in cellular immunity, higher risk for

infectious disease, and slower wound healing.

Multicomponent interventions have been helpful

in coping both cognitively and behaviorally.

Description

Caregiving has become an issue of national pub-

lic health. Due to advances in medicine and tech-

nology, a shortage of nurses and other health-care

workers, and a movement since the 1960s away

from institutionalization, caregiving, especially

family caregiving, has become a necessity that

affects the quality of life of millions of individ-

uals (Family Caregiver Alliance, 2011). Caregiv-

ing is a diverse endeavor because the demands of

caregiving differ with regard to age, developmen-

tal level, mental health needs, and physical

health needs of both the caregiver and the care

recipient. Those in the caregiving role become

a critical agent between the recipient and

a multitude of environments, including biologi-

cal, psychological, social, cultural, physical, and
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political (Perkins & Haley, 2010). Although the

core of successful caregiving revolves around

the caregiver’s own physical and mental health,

it is a situation that has been described as one

filled with heartache, pain, and loss (George &

Gwyther, 1986; Poulshock & Diemling, 1984).

Thrust into a role devoid of formal training,

choice, or compensation, many family caregivers

suffer physical and psychological distress related

to their experiences. In an effort to provide care

for their ill relatives, caregivers often neglect

their own health. Some caregivers believe they

are not entitled to time to themselves or time

away from the recipient, which ultimately leaves

them feeling fearful and guilty (Bedini &Guinan,

1996). Those who do participate in noncaring

activities, such as socializing or discovering

hobbies, may derive less positive experiences

due to the spillover effect of distress resulting

from care. As a result, subjective well-being,

including positive affect, life satisfaction, and

perceived quality of life, may be affected

(Gilleard, et al., 1984; Kosberg & Cairl, 1986).

Compared to matched controls, caregivers, espe-

cially spousal caregivers, have demonstrated uni-

formly negative changes in immune function due

to chronic stress, including decrements in cellular

immunity, higher vulnerability to infectious dis-

ease, and slower wound healing. These immuno-

logical consequences often persist at measurable

levels even after cessation of caregiving tasks

and may be the cause of morbidity and mortality

in the elderly (Kiecolt-Glaser, Dura, Speicher,

Trask & Glaser, 1991; Kiecolt-Glaser, 1999).

Additionally, individuals who report strain are

less likely to engage in preventative health

behaviors such as getting enough sleep, taking

time to recuperate, exercising, eating regular

meals, and keeping medical appointments

(Burton et al., 1997; Talley & Crews, 2007).

Consequently, caregivers are at significant risk

for experiencing health problems, depression,

anxiety, and social isolation.

Risk for physical and mental health difficulties

can be predicted to some extent by qualities pre-

sent in both the caregiver and the care recipient.

The dependency needs of the recipient, such as

the number of hours of care needed or the degree

to which activities of daily living can be com-

pleted independently, play an important role in

caregiver burden. Those in the care position with

the heaviest burden are more likely to report their

health as fair or poor and are more likely to report

physical strain as well as significant emotional

strain (Caregiving in the US, 2004). Burden has

also been linked to caregiver mood, caregiver’s

perceptions of the degree of recipient disability,

and negative affectivity. Negative affectivity is

the extent to which a person experiences negative

mood states, including upset, anger, worry, guilt,

fear, and disgust. Caregivers who rate high in

negative affectivity often report distress, discom-

fort, and dissatisfaction over time, regardless of

the situation (Blake et al., 2000). Higher negative

affectivity has also been linked to less adaptive

coping strategies and is a vulnerability factor

in the development of anxiety and depression

(Gunthert et al., 1999). Relationship with the

recipient prior to illness or disability and avail-

ability of social support also play important roles

in the extent to which the caregiver experiences

strain.

Research on the differences between male and

female caregivers has been mixed. Although men

and women do not differ greatly in aspects of

providing care, male caregivers report experienc-

ing less burden and demonstrate more problem-

focused coping strategies than female caregivers

(Tiegs et al., 2006). One explanation is that

women’s involvement in the caregiving role

tends to be more intensive and affective in nature

than their male counterparts. Additionally, it has

been suggested that women are more likely to

carry out household tasks while caring for

a family member (Miller & Cafasso, 1992;

Parks & Pilisuk, 1991). Other research has

shown no gender differences when controlling

for protective factors, such as personality and

social support.

Due to the associated risks, individuals caring

for loved ones benefit from the development of

a repertoire of both cognitive and behavioral

strategies that enable them to defend against dis-

tress while continuing to provide effective care.

Research to date on caregiver interventions has

focused primarily on reducing depression and
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strain via an emphasis on the following six

intervention approaches: psychoeducational,

supportive, respite/adult care, psychotherapy,

improvements in care receiver competence, and

multicomponent interventions (Sorenson et al.,

2002). Intervention outcomes include the family

caregiver’s well-being, psychologic morbidity

(stress, depression, perceived burden), beliefs

(self-efficacy, control), cognitive behaviors and

positive psychological outcomes (rewards,

gains), and care recipient’s function, behavior,

and ability to avoid institutionalization (Gitlin

et al., 2003). The most effective caregiver inter-

ventions to date have been multicomponent inter-

ventions that utilize a combination of cognitive

behavioral approaches to reducing caregiver

stress. Behaviorally, exercise and the utilization

of social support have been the most valuable

techniques in relieving stress associated with

caregiving. Available social support and per-

ceived social support can buffer caregiver vulner-

ability to stress and provide physical assistance

when needed (Dean & Lin, 1977; O’Brien, 1993).

Cognitively, the utilization of logical analysis

and problem solving has been associated with

higher levels of life satisfaction, better health,

and lower depression in caregivers. A realistic

appraisal and acceptance of the difficult situation

is healthy and allows the caregiver to live his or

her own life while accommodating the needs of

the recipient. Less effective cognitive coping

styles include avoidant-evasive, regressive, and

an increased use of wishfulness and fantasizing

by the caregiver, all of which have been related to

higher levels of care burden (Hayley et al., 1987;

Quayhagen & Quayhagen, 1988).

Despite the reality of care strain and its

resulting physical and mental health risks, many

caregivers persist for years in their roles and are

able to report positive and reciprocal caregiving

experiences (Pinquart & Sorenson, 2004). Long-

term caregiving may result in the acquisition of

skills and a sense of self-efficacy within the care

role. Some individuals found that caregiving pro-

vided a sense of usefulness during a time in which

they felt a loss of control. This sense of usefulness

and improved self-esteem based on perceived

abilities to handle difficult situation may provide

some symptom relief from depression and anxi-

ety (Konstam et al., 2003). Finding meaning

through caregiving allows the caregiver to

hold positive beliefs about one’s self and one’s

caregiving experience.
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Carpal Tunnel Syndrome

Daniel Gorrin

Department of Physical Therapy, University of

Delaware, Newark, DE, USA

Definition

The carpal tunnel refers to the area of the wrist

between the carpal bones and the overlaying

fibrous band of connective tissue called the trans-

verse carpal ligament or the flexor retinaculum.

The median nerve passes through the carpal

tunnel along with nine tendons of muscles pro-

viding finger and wrist flexion (flexor digitorum

profundus, flexor digitorum superficialis, and

flexor pollicis longus).

Carpal tunnel syndrome refers to an entrap-

ment or compression of the median nerve at the

wrist. The median nerve can become compressed

under the flexor retinaculum. The etiology is

unknown in most cases; however, carpal

tunnel syndrome can result from a trauma such

as a fracture or dislocation of the carpal bones at

the wrist. Such trauma can lead to direct injury of

the nerve and increased pressure within the

carpal tunnel. Other potential causes of the

condition include rheumatoid arthritis, renal

disease, hypothyroidism, lupus, obesity, preg-

nancy, alcoholism, diabetes, and certain collagen

diseases. If the underlying cause of the condition

can determined and treated, the median nerve

dysfunction could be resolved.

Symptoms of carpal tunnel syndrome include

burning, numbness, and tingling in the region of

the hand supplied by the median nerve (thumb,

index finger, middle finger, and medial side of the

ring finger) which can be exacerbated at night.
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Increased symptoms at night can likely be attrib-

uted to the patient favoring wrist flexion during

sleep. This position narrows the space within the

carpal tunnel causing increased pressure on the

nerve. In more severe cases, the patient may

experience weakness and atrophy of the muscu-

lature controlling the thumb.

Electrodiagnostic tests and electromyographic

studies can be used in conjunction with patient

history and physical examination in order to

diagnose carpal tunnel syndrome. Initially,

treatment is intended to control inflammation

and decrease stress on the nerve. Conservative

treatment includes activity modification,

splinting to decrease wrist flexion and pressure

on the median nerve, and steroid injections

to decrease inflammation within the tunnel.

If the patient does not respond to conservative

management, a surgical decompression of the

median nerve may be indicated.
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Case Fatality

▶Mortality

Case Reports

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Case studies

Definition

A case report is a descriptive study that provides

a detailed description of a case of a disease that

is unusual, and therefore noteworthy, for some

particular reason. It is usually written by a doctor,

or perhaps by a group of doctors who have all

become familiar with the case with each having

something unique to contribute to the report. An

extension of the case report is a case series, where

the first report sparks interest and leads to reports

on similar cases.

In the discipline of epidemiology, a more sub-

stantive investigative process often begins with

a case report or case series (Webb, Bain, &

Pirozzo, 2005). These reports provide detailed

descriptions of an individual, or a small group

of individuals, who share salient characteristics.

The disease might not have been seen before,

been noted in the literature before, or rarely

been seen in that form before. Also, it may be

noteworthy that a known disease occurred in

a patient who would not normally be expected

to have the disease, or in a geographic location

where the disease is particularly rare.

Such reports are by nature selective: Doctors

may or may not write a case report which may or

may not be published and reach a large readership

of other doctors. Additionally, they are not able to

provide evidence of causality, and they cannot

provide much evidence on the patterns of disease

occurrence. For these reasons, they tend to appear

toward the bottom of the “Hierarchy of Evi-

dence,” a tabular representation of the relative

strengths of various investigational methodolo-

gies. Nonetheless, they can be very informative

as the starting point for more extensive

investigation.

Provocative case reports can certainly lead to

important findings. A report of a series of five

cases of Pneumocystis carinii pneumonia that

occurred in young, previously healthy, homosex-

ual men in three Los Angeles hospitals in

a 6-month period during 1980–1981 is notewor-

thy (Webb et al., 2005). In this case, the disease

had been seen before, but virtually always in

patient populations with different characteristics:

the elderly, patients who were severely
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malnourished (and hence compromised when

combating infection), and patients receiving che-

motherapy for cancer who had developed

compromised immune systems. The clustering

of cases in the population of young homosexual

men suggested a different disease. While the case

reports, as noted previously, were not able to

address causality or causal biological pathways,

they did suggest the possibility of a relationship

with the patients’ sexual behavior. You may rec-

ognize that this disease is now known as HIV/

AIDS (which is certainly not limited to young

homosexual men).

Cross-References
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▶Hierarchy of Evidence
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Case Studies

▶Case Reports

Case-Control Studies

Jane Monaco

Department of Biostatistics, The University of

North Carolina at Chapel Hill, Chapel Hill,

NC, USA

Synonyms

Observational designs; Observational studies;

Observational study

Definition

A case-control study is a study in which subjects

are selected based on their outcome status, such

as with disease or disease-free. Investigators

select cases (subjects with the outcome of inter-

est) and controls (subjects without the outcome of

interest) and then compare the exposure (or risk

factor) status in the two groups.

Description

Case-control studies are a very common observa-

tional study design within behavioral medicine

research. Because the participants are selected

based on their outcome status (commonly disease

status), this study design is well suited for an

outcome that is rare. For diseases with long

latency periods (for example, melanoma or coro-

nary heart disease), case-control studies can also

be time efficient because the outcome has already

occurred at the initiation of the study. When the

exposure (or risk factor) is rare, a case- control

study is often not practical.

Case-control studies determine the subjects’

exposure retrospectively, commonly through his-

torical records or self-report conducted after the

exposure has occurred. Limitations of using ret-

rospective data contribute to results from case-

control studies being considered weaker than

results from experimental designs that examine

similar associations. Recall bias can occur when

case subjects remember exposure differentially

compared to controls. For example, a mother

whose infant was born with a birth defect may

differentially recall her use of medication during

pregnancy compared to a mother of an infant

without a birth defect (Rockenbauer, Olsen,

Czeizel, Pedersen, & Sørensen 2001). The use

of retrospective data, however, may facilitate

study approval by ethical review boards, particu-

larly, when the risk factor is illegal or known to

be harmful, such as illicit drug use or tobacco use.

The selection of control subjects is critical in

the design of a case-control study. Subjects cho-

sen as controls should be as similar as possible to

the case subjects except, potentially, with respect
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to the exposure. Specifically, cases and controls

should have had equal chance to be exposed to

the risk factor. For this reason, cases and controls

are often matched with respect to age, gender,

ethnicity, and other factors.

In many case-control studies, the groups are

compared by evaluating the odds ratio which is

defined as the odds of exposure among the cases

divided by the odds of exposure among the con-

trols. In general, investigators cannot determine

incidence rates of the disease since the subjects

are selected based on disease (outcome) status.

Thus, computing a relative risk directly is not

possible. However, the relative risk can be

approximated by the odds ratio when the outcome

of interest is relatively rare.

In a typical behavioral medicine case-control

example, Brent et al. (1993) investigated the

association between adolescent suicide and mul-

tiple psychiatric risk factors. Sixty-seven adoles-

cent suicide victims (cases) were matched to 67

controls with respect to age, gender, socioeco-

nomic status, and county of residence. Investiga-

tors obtained information about the suicide

victims through a “psychological autopsy proto-

col” in which parents, siblings, and friends were

interviewed concerning the victim’s risk factors.

The controls’ risk factor information was

obtained from the participant and at least one

parent. The study found that the suicide victims

had significantly higher odds of major depression

and substance abuse compared to the controls.

Some characteristics of case-control studies:

• Usually less expensive and less time consum-

ing than cohort designs or experimental designs

• Often used when the outcome of interest is

rare or has a long latency period

• Not practical when exposure is rare

• Sample size requirement is usually smaller

than cohort or experimental designs

• Often used in initial investigations of an asso-

ciation due to logistical ease and relative

lower cost

• May be used when exposure of participants to

risk factor would be considered unethical in an

experimental design

• Appropriate when studying multiple risk

factors

• Usually can only address a single outcome

(disease)

• Susceptible to recall bias (since exposure and

outcome are determined retrospectively) and

selection bias (which can occur when the con-

trols are selected in such a way that they did

not have same risk of exposure as the cases)

• Often considered weaker study design com-

pared to cohort studies or randomized trials

that study analogous associations

Cross-References
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Case-Crossover Studies

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The innovative case-crossover study design is

a hybrid design. Hybrid designs are those that

combine the elements of two or more basic

designs, or extend the strategy of one basic design

through repetition (Kleinbaum, Sullivan, &

Barker, 2007).
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The case-crossover design represents an

attempt to achieve the ideal, but unattainable,

design of studying a group of subjects exposed

to a particular event, activity, or influence, and

also studying exactly the same subjects during the

same period when not exposed to it. The design

utilizes each subject as his or her own control.

Exposure to the event in a defined (and likely

fairly short) time period before the onset of

disease is compared with typical exposure to it

in a much longer period before disease onset,

defined as the normal exposure.

Only a limited set of research topics are ame-

nable to the employment of the case-crossover

design (Rothman, Greenland, & Lash, 2008). The

exposure must vary over time within individuals,

rather than stay constant, and the exposure must

have a short induction time and a transient effect.

A classic example is the study reported byMaclure

(1991), which used this design to study the effect

of sexual activity on incident myocardial infarc-

tion. Several aspects make this design appropriate

and informative in this case. First, the exposure to

the factor of interest, sexual activity, is intermittent

and presumed to have a short induction period for

the hypothesized effect. Second, any increase in

risk for myocardial infarction caused by sexual

activity is presumed to be confined to a short

time interval following the activity. Third, since

myocardial infarctions are thought to be triggered

by events close in time, this outcome is well suited

to this type of study (Rothman et al., 2008).
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Casual Sex

▶ Sexual Hookup

CAT Scan

Mary Spiers

Department of Psychology, Drexel University,

Philadelphia, PA, USA

Synonyms

Computed transaxial tomography; Computerized

axial tomography; CT scan; X-ray computed

tomography

Definition

ACAT scan is a structural imaging method based

on the x-ray principle but is more sensitive to

bone, tissue, and fluid density differences and

employs a narrower beam, allowing for the seg-

mentation of the imaged area into multiple

transaxial images from many different angles.

These images can be combined via computer

technology to provide either 2D or 3D images.

Enhanced CAT scans can reveal even greater

contrast through injection of an intravenous dye.

CAT scans are useful for imaging bones, soft

tissue, blood vessels, and internal organs and

particularly useful in imaging size and location

of tumors and their relationship to normal tissue.

CAT scans are also useful in imaging injuries to

skeletal structures in relation to the surrounding

tissue and the detection of vascular disorders in

the body and brain. CAT scans are particularly

useful in the identification of emboli (blood clots)
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and aneurysms. Scans of the brain cannot reveal

microscopic brain changes (e.g., axonal injury)

but are useful in identifying lesions, tumors, and

stroke (infarct) and particularly for differentiat-

ing hemorrhagic from nonhemorrhagic stroke.

CAT scans are generally cheaper than magnetic

resonance imaging (MRI) but provide poorer res-

olution. In relation to the brain, CAT scans also

do not show the functioning of the brain as would

be revealed with functional imaging methods

such as (functional MRI (fMRI) or positron emis-

sion tomography (PET)).

Cross-References
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Catastrophizing/Catastrophic
Thinking
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Behavioral Medicine Service, Massachusetts

General Hospital/Harvard Medical School,

Boston, MA, USA

Synonyms

Arbitrary inference

Definition

Catastrophizing refers to the anticipation without

evidence of extreme and terrible consequences

or outcomes of an event. Catastrophizing is a

characteristic type of cognitive distortion or

error that may underlie a negative and inaccurate

thought (Beck, Rush, Shaw, & Emery, 1979;

Clark, Beck, & Alford, 1999). It can have nega-

tive health consequences for individuals who are

managing a chronic illness. For example, a recent

cancer survivor may interpret his fatigue as

meaning that he will never recover his usual

energy level and that he will have to give up all

of his meaningful activities. This type of thinking

can maintain negative emotions such as depres-

sion and lead to adverse or unhelpful behaviors

such as poor medical adherence.

Cross-References

▶Cognitive Distortions

▶Negative Thoughts
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Catecholamines
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Academic Health Center,

School of Medicine-Duluth Campus,

University of Minnesota, Duluth, MN, USA

Synonyms

Adrenaline; Epinephrine; Norepinephrine/

Noradrenaline

Definition

Catecholamines are derivatives of the chemical

dihroxyphenyl (catechol) ethylamine. They are

found in the sympathetic nervous system, adrenal
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medulla, and selected brain regions. The promi-

nent naturally occurring catecholamines in

humans are dopamine, norepinephrine, and epi-

nephrine. These agents are intrinsic neurotrans-

mitters of the sympathetic nervous system and

mediate the “fight or flight” reactions to stressful

situations. Examples of sympathetic responses

include tachycardia, hypertension, pupillary

dilation, sweating, and liberation of fuel sources.

They also are prominent neurotransmitters in

specific regions of the brain, typically being asso-

ciated with pleasure, excitement, and movement.

Catecholamine synthesis involves conversion

of the amino acid, tyrosine, to dihydroxypheny-

lalanine (DOPA) by adding a hydroxyl group.

DOPA is converted to dopamine by removal

of a carboxyl group. Dopamine is a neurotrans-

mitter in the brain and in peripheral nerves. Dopa-

mine also is a precursor of norepinephrine,

requiring a conversion by dopamine ß hydroxy-

lase. Norepinephrine is the major neurotransmit-

ter of the sympathetic nervous system and also is

a major neurotransmitter in the central nervous

system. Norepinephrine can be converted to

epinephrine by phenylethanolamine-N-methyl

transferase, primarily in the adrenal medulla but

also in the brain. Epinephrine is considered to be

a neurotransmitter of the sympathetic nervous

system although it functions more as an endo-

crine agent, circulating in the blood to promote

various stress-related effects.

The physiological relevance of norepineph-

rine and epinephrine in the periphery is quite

obvious because these agents mediate most of

the responses to stressful situations. They have

the following effects: activation of ß1 receptors

on the heart to increase heart rate, force of

contraction, and blood pressure; activation of a1
receptors on vascular smooth muscle, the eye,

and sweat glands to raise blood pressure, dilate

pupils, and promote sweating; and activation of

a1, ß2, and ß3 receptors to liberate fuel stores for
energy. Central actions of dopamine and norepi-

nephrine are equally obvious. Dopamine is criti-

cally involved in movement, reward, emotion,

memory, and cognition. Conditions related

to dopamine deficiencies include Parkinson’s

disease. Conditions related to excessive

stimulation of dopamine receptors include addic-

tion, schizophrenia, psychoses, and learning def-

icits. Norepinephrine also is a critical central

neurotransmitter. Augmentation of norepineph-

rine concentrations in nerve synapses is

a frequent mechanism of action of

antidepressants.

The synthesis of catecholamines is regulated

primarily at the tyrosine to DOPA step. The

release of catecholamines is regulated by activity

of the sympathetic nervous system, involving

acetylcholine as a neurotransmitter, or by activa-

tion of specific brain regions.

Dopamine is recognized as a critical neuro-

transmitter influencing movement, memory, cog-

nition, emotion, and reward. As such, it

influences movement and its absence is most

easily noted in the symptoms of Parkinson’s

disease. Dopamine also is involved in a variety

of psychological abnormalities such as addiction,

schizophrenia, psychoses, and learning deficits. It

also inhibits prolactin release, potentially indi-

rectly elevating mood.

Norepinephrine has mood-elevating effects

and a variety of antidepressants increase the

concentrations of norepinephrine in neuronal syn-

apses of the brain. The variety of antidepressants

elevating norepinephrine concentrations includes

monamine oxidase inhibitors, tricyclic antidepres-

sants, and norepinephrine reuptake inhibitors.

Cross-References
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Causal Diagrams

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Causal pathway diagram; Causal pathway model
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Definition

A causal diagram is a more modern form of

causal pathway models that have been used to

summarize visually hypothetical relationships

between variables of interest to the researcher.

They represent a merger of graphical probability

theory with path diagrams. This theory confers

a powerful means of deducing the statistical asso-

ciations implied by causal relations.

Once the rules for reading statistical associa-

tions from causal diagrams are mastered, they

facilitate many tasks. These include understand-

ing confounding and selection bias, choosing

covariates for adjustment and for regression

analyses, and understanding analyses of direct

effects and instrumental-variable analyses

(Glymour & Greenland, 2008).

Cross-References
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Cellular Theory of Aging

Emil C. Toescu
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Definition

Cellular theories explain the aging process as

originating in individual cells, either at the level

of the genetic information or through changes in

metabolism.

Description

The quest for understanding the process of aging

is probably as long as human history, and its

resolution is still far from clear or even assured.

Amajor factor for this state of affairs is that aging

is a complex, multifactorial process that develops

during ontogeny gradually, at multiple levels,

involving a certain degree of stochastic random-

ness. At a certain time (early 1990s), more than

300 various hypotheses were circulating for

explaining aging, and, responding to a need

for organizing such a vast catalogue, these
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hypotheses were classified as cellular theories
that explain the aging process as originating in

individual cells, either at the level of the genetic

information or through changes in metabolism;

system theories, that propose that aging, while

expressed at the level of individual cells, results

from dysfunction in one or another of the general

system that maintain overall body homeostasis

(e.g., the neuroendocrine theory of aging); and
evolutionary theories, that address the fundamen-

tal biological puzzle that aging, as a fundamen-

tally deleterious process, should have been

gradually eliminated during evolution since evo-

lution aims to improve the adaptation of individ-

uals and species to their environment.

Within the group of cellular theories, the var-

ious hypotheses can be further separated into

those that invoke (a) changes in the genetic

makeup (genome) of cells or (b) alterations and

dysfunction in various metabolic pathways (over-

all, the “wear and tear” theories).

The genome-related theories of aging start

from the fundamental fact that the whole of the

genetic information that controls the identity,

development, and status of a cell is contained

within the DNA. Like anything else in nature,

this molecule can be damaged either by random,

stochastic agents or by specific factors or pro-

cesses. Amongst other features, one of the unique

properties of the DNA is that it is the only bio-

logical molecule that relies for maintenance on

the repair of the same existing molecule, without

the possibility of remanufacture. Apart from the

implications for the importance and reliability of

the DNA repair mechanisms, this fact also leads

to the conclusion that DNA molecules accumu-

late damage over a lifetime since an error in DNA

sequence information, once made during replica-

tion or recombination, becomes irreversible, due

to the loss of the reference template. DNA integ-

rity can be affected by several mechanisms. One

is endogenous, represented by the cellular metab-

olism; activity in all cells will generate continu-

ously reactive oxygen and nitrogen species (free

radicals) that either directly, or secondarily,

through generation of lipid peroxidation prod-

ucts, alkylating agents or protein carbonyl spe-

cies, will damage DNA by inducing single-strand

breaks and oxidation of various bases. The other

category of damaging agents is exogenous,

represented by chemical or physical (e.g., UV

and other types of ionizing radiations) factors.

It has been shown that DNA mutations/alter-

ations and chromosomal abnormalities increase

with age both in animals (e.g., rodents) and

humans. In addition, the role of genetic mutation

in inducing the aging phenotype is demonstrated

by a number of syndromes of accelerated aging

(progeria). Amongst them, the best known is the

Werner’s syndrome which is determined by an

autosomal recessive mutation in a gene, WRN,

that encodes for a protein with structural similar-

ities with a DNA helicase (enzyme catalyzing

DNA unwinding). Loss of WRN function results

in a syndrome displaying the typical features

of aging, but starting as early as the second

decade of life: bilateral cataracts, graying of

hair and alopecia, type 2 diabetes, atherosclerosis

and hyperlipidemia, osteoporosis, etc. Another

progeric manifestation is the Hutchinson-

Gilford’s syndrome, with a rather similar clinical

manifestation but resulting from a point mutation

in the gene encoding for a nuclear protein: lamin

A/C (LMNA). Although the exact function of

either protein is not fully established, recent

experimental evidence point to the fact that they

are involved in the process of DNA repair. The

importance of maintaining a robust genomic sta-

bility led to the evolutionary development of

powerful and flexible DNA repair systems

that include mechanisms for dealing with both

single-stand breaks (e.g., base excision repair

and nucleotide excision repair) and double-

strand breaks (e.g., homologous recombination

or nonhomologous end joining). Although there

are many reports of correlations between stability

of DNA repair mechanisms and rate of aging in

various animals (mammals) and, also, of an age-

dependent functional decline in one or another

DNA repair mechanism, other studies found no

clear evidence for a drastic decline in DNA repair

during aging, an observation taken simply to

reflect the central role of genome stability for

cell viability. In addition, accumulation of dam-

age with age does not necessarily imply a decline

in DNA repair – as any biological process,
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genome maintenance systems are imperfect, and

alterations can accumulate over time, particularly

in animals with longer life spans.

A more recent line of investigation of the

relationships between DNA damage and aging

stems from the fact that genome maintenance

involves not only the DNA repair systems but

also the cellular responses triggered directly

by the DNA damage. These responses include

apoptosis, cellular senescence, and cell cycle

arrest, known to cause age-related impairments

in various tissues. Thus, one of the most ubiqui-

tous response to unrepaired or improper repair

double-strand breaks involves the ataxia-telangi-

ectasia-mutated (ATM) kinase. Activated ATM,

in addition to modulation of several cell cycle

proteins DNA repair factors, targets p53, a central

protein at the crossroad of several cell viability

pathways. While p53 suppresses the onset of

malignancy, having an indirect positive on

lifespan, it also triggers cellular senescence and

apoptosis. A strong theoretical argument for the

involvement of such a universal and general cel-

lular response in mediating the pro-aging effects

of DNA damage is that the phenotype of aging is

relatively constant from species to species and

also, in general lines, from individual to individ-

ual whereas, with few exceptions, the exo- or

endogenous induction of DNA damage is sto-

chastic and should result in highly variable func-

tional outcomes.

An important cellular theory of aging is the

cell senescence/telomere theory. The idea of cell
senescence was formulated in 1965, describing

the fact that normal cells can undergo only

a limited number of cell divisions (Hayflick’s

limit), after which the cells enter replicative

senescence, remain quiescent, and then, after

a period of time, die. Since the number of cell

divisions varies from species to species (e.g.,

mouse cells divide roughly 15 times, while the

cells for Galapagos tortoise divide 110 times), it

has been proposed that this process of replicative

senescence is an important regulator of life

span and thus a contributor to aging (NB this

senescence process, dependent on the cell repli-

cation, is different from the metabolic cellular

senescence, that results from the accumulation

with time of metabolic dysfunction, that result in

functional impairment of various cellular activi-

ties, see below). It has been proposed that replica-

tive senescence ultimately results from the loss of

telomeres, which are specific chains of a repeating

DNA sequences located at the ends of each linear

chromosome. With each cell division, a small

amount of DNA is necessarily lost on each chro-

mosome end, resulting in ever-shorter telomeres,

altered telomere structure, and, when the telomere

is under a critical length, a stop of replication and

eventual replicative senescence. Activation of the

telomerase enzyme will regenerate telomeres, pre-

vent replicative senescence, and immortalize

human primary cell cultures. Importantly, in all

cancer cells, there is an activation of telomerase or

of an alternate pathway of telomere extension that

avoids replicative senescence.

Although there is a wealth of correlative data

(e.g., shorter telomeres in aged people or, more

specifically, in individuals with neurodegenera-

tive diseases, including Alzheimer’s; induction

of telomere shortening in condition of increased

metabolic stress), a causal involvement of telo-

mere reduction in aging is doubtful as telome-

rase-deficient mice do not age more rapidly.

Instead, as with the other genetic theories of

aging discussed above, it is more likely that rep-

licative senescence influences aging through the

various cellular responses it triggers. It has been

described that senescent cells produce and secrete

various degradative enzymes and inflammatory

factors that alter the microenvironment and lead

to disturbed tissue structure and function. Also,

replicative senescence degrades and ultimately

limits the regenerative potential of stem cell.

The intracellular mechanism triggered by telo-

mere shortening is the activation of the same

tumor suppressor p53 protein. The type of p53-

dependent cellular response (cell arrest, apopto-

sis, or senescence) is often cell type dependent

and varies with the type of stimulus that triggers it

and severity of stress that the cells are exposed to.

Being a tumor suppressor protein, it is not sur-

prising that mice mutated for p53 with loss of

function have a dramatically increased incidence

of cancer, while p53 signaling is altered in the

majority of human cancers. However, if cellular
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senescence, linked with p53 activation, acts to

suppress tumor formation, how can it be

explained that cancer is more prevalent with age

when senescence is also increased? There is cur-

rently no generally accepted explanation, and it is

likely that it results from subtle changes in the

balance between several processes and factors,

such that, due to its ample homeostatic and

functional reserve, in the adult organisms, the

functional and structural deleterious effects that

senescent cells might cause to the tissues can be

efficiently repaired by the normal tissue renewal

processes. Thus, in the main, in the mature

organisms, the main role of the p53-dependent

senescence is to provide cancer protection. In con-

trast, in the aged organisms, the time-dependent

accumulation of mutations (i.e., DNA damage),

together with the unfavorable metabolic environ-

ment, and the decrease in the renewing capacity

generate conditions suitable for cancer growth.

One of the most widely acknowledged theo-

ries of aging is the Mitochondrial Free Radical

Theory of Aging (MFRTA), which has been

presented in various guises, either as metabolic

or as “wear and tear” theories, and linked to other

hypotheses, such as the “rate of living” theory.

The latter probably has the longest history, orig-

inating at the beginning of last century with the

empirical observation of a relationship between

metabolic rate, body size, and longevity, such

that long-lived animals are, on average, larger.

Further metabolic studies led to the proposal that

the faster the metabolic rate of an animal,

a standby for biochemical activity and for the

effect of temperature, the faster the organism

will age. In the mid-1950s, the mechanisms caus-

ing cell damage and death in response to ionizing

radiation were becoming clearer: the production

of free radicals, a highly reactive species of mol-

ecules characterized by the existence of a single

unpaired electron in the outer layers of the atom.

Due to their chemical properties, oxygen and

nitrogen are the molecules most prone to become

free radicals, and the instability of such

a molecule renders them very reactive, generat-

ing chain redox reactions of sequential oxidation

(loss of electrons) and reduction (gain of elec-

trons) of a variety of cellular substrates. In many

instances, such redox changes result in

a modification of function of the target proteins,

leading to loss of metabolic homeostasis and

ensuing damage. If the free radicals attack is of

limited intensity or duration, the cellular damage

can be contained and either accumulate slowly

over time or be repaired; more intense level of

injury would result in cell death. The original

form of the Free Radical Theory of Aging

(FRTA) envisaged aging as resulting from the

long-term accumulation of free radical–induced

damage, affecting mainly nuclear DNA, which is

very sensitive to the action of free radicals. An

important development of this hypothesis came

with the discovery that the free radicals can result

not only from the effects of exogenous factors,

such as irradiation, but are also a natural output of

normal physiology. One of the reasons why this

hypothesis of aging became so paradigmatic is

that it linked with several previous views, such

that a higher rate of metabolism would generate

higher free radical loads and consequent damage,

and lead to a higher rate of aging. In the mid-

1980s, the FRTA was complemented with the

mitochondrial perspective, with several observa-

tions contributing to this development. (1) The

mitochondria are the major source of free radicals

since two of the protein complexes that form the

mitochondrial respiratory chain (aka, electron

transport chain) generate stochastically, in an

unregulated fashion, reactive oxygen species

(i.e., oxygen free radicals). (2) Mitochondria pos-

sess specific mitochondrial DNA, that is, spa-

tially located very near to the source of free

radicals, in the mitochondrial matrix. (3) Mito-

chondrial DNA has limited repair capacity.

(4) Mitochondrial DNA codes for some of the

proteins in the respiratory complex, and DNA

mutation could generate dysfunctional proteins,

initiating a time (age)-dependent vicious circle of

increased free radical producing. Thus, the strong

formulation of the complete MFRTA flows along

the following functional axis: (a) oxygen free

radicals generated (mainly from mitochondria)

as a function of metabolic rate cause cumulative

oxidative damage, resulting in structural degen-

eration, functional decline, and age-related dis-

eases, leading to (b) oxidative stress that is the
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predominant cause of age-associated degenera-

tive change, and thus (c) the mitochondrial free

radicals are the cause of aging.

In the last few decades, a huge amount of

experimental evidence accumulated to show

that with age there is indeed an accumulation of

mitochondrial oxidative damage and a progres-

sive decline in mitochondrial function and per-

formance. In many tissues, including the brain

(which has a special position since the neurons

are the only cell types in the body that are

maintained in a postmitotic state, i.e., they do

not divide), there is an age-dependent accumula-

tion of global oxidative damage to proteins,

DNA, and lipids. However, in the last few

years, the availability of very powerful experi-

mental models that allow genetic manipulations

(full or conditional knock-in of proteins or knock-

down of proteins, use of interference RNA as

silencers of specific protein synthesis, etc.) led

to the expression of serious reservations about the

full validity of MFRTA. Thus, decreasing free

radical levels with dietary antioxidants or by

genetically induced overexpression of protein

antioxidants, such as superoxide dismutase

(SOD), that metabolizes the oxygen superoxide

(a free radical) to hydrogen peroxide, or catalase,

that metabolizes hydrogen peroxide to water and

regenerates the gaseous oxygen, did not induce

the expected significant increase in lifespan of the

test animals. In contrast, inactivation of antioxi-

dant activity while increasing the free radical

levels did not determine a significant reduction

of lifespan and even increased, in some instances,

the lifespan.

It is worth assessing for a moment the reasons

of the discrepancy between the two sets of data.

The important point about most of earlier studies

mentioned is that they were correlative, reporting

that with age there is an increase in oxidative

damage. However, correlation is not necessarily

causation and implies the possibility that both

aging and increased oxidation can be caused, at

the same time, by another process(es), and,

indeed, aging is viewed now as a multifactorial

process. It also can be that oxidative stress might

be the consequence of aging, with aging having

some discrete cause, or causes, distinct from

oxidative stress. Alternatively, oxidative stress

might result from the failure of one particular

maintenance system of the organism and thus

participate in causing aging, but only as a factor

amongst others. This perspective on the role of

oxidative stress in actually causing aging has also

practical implications, as it is still possible to

advocate antioxidant therapies as being beneficial

to health in counteracting the effects of free

radicals, but not as a magic, blanket coverage

anti-aging cure. In addition, each intervention

should be critically evaluated, both because

some antioxidant supplementation trials provided

surprising results and because of an increasing

number of studies showing the crucial roles of

ROS in cellular signaling, and thus advocating

against a too strong suppression of free radicals

production.
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Definition

The Center for Epidemiologic Studies Depres-

sion Scale (CES-D Scale) is a 20-item self-report

measure designed to assess depressive symptoms

over the previous week (Radloff, 1977). The

CES-D assesses multiple symptom clusters,

including depressed affect, lack of hope, feelings

of guilt and shame, and somatic symptoms (e.g.,

disrupted sleep or appetite) with an emphasis on

negative affect (Radloff, 1977). Sample items

include “During the past week, . . .I felt that

I could not shake off the blues even with help

from my family or friends,” and “. . .I felt that

everything I did was an effort,” (Radloff, 1977).

Four items are worded positively and reverse

coded to (a) ensure the respondent is attending to

each question and not answering carelessly and (b)

measure the respondent’s positive affect (Radloff,

1977). Each item is rated on a frequency scale

(0 ¼ Rarely or None of the Time, 1 ¼ Some or

a Little of the Time, 2 ¼ Occasionally or

a Moderate Amount of Time, 3 ¼ Most or All of

the Time; Radloff, 1977). Total scores can range

from 0 to 60; higher scores represent more depres-

sive symptoms (Radloff, 1977).

The CES-D is one of the most commonly used

measures for assessing the presence of depressive

symptoms in adults, as it has good psychometric

properties (Sharp & Lipsky, 2002; Vahle,

Andresen, & Hagglund, 2000). The internal

consistency of this measure is strong in both the

general adult population (a ¼ 0.85) and among

clinically depressed adults (a ¼ 0.90; Radloff,

1977). Further, reliability of the CES-D, as

measured by test-retest correlations over periods

ranging from 2 weeks to 12 months, has gener-

ally been in the moderate range (0.45–0.67),

indicating adequate stability (Radloff, 1977). With

regard to validity, the CES-D is capable of discrim-

inating between the general adult population and

psychiatric inpatients, as well as between severity

levels of clinical populations (Radloff, 1977).

Among clinical populations, it has also been

shown to correlate positively with other measures

of depression, including nurse-clinician ratings

(0.56; Craig & Van Natta, 1976), and self-rating

scales (0.44–0.75; Radloff, 1977). The CES-D pri-

marily has been used to screen for high levels of

depressive symptoms in community populations

(Radloff, 1977). Scores above 16 denote a level of

depressive symptomswhichmay require follow-up

investigation (Zich,Attkisson,&Greenfield, 1990).

Research regarding age, gender, and ethnic differ-

ences in the underlying factor structure and use of

the CES-D is inconclusive to date, and as

such, a definitive statement cannot be made (e.g.,

Callahan&Wolinsky, 1994; Hertzog, VanAlstine,

Usala, Hultsch, & Dixon, 1990; Liang, Van Tran,

Krause, &Markides, 1989; Roberts, 1980).

Recently, the CES-D has been used as

a depression screening tool for adolescents as

young as 14 years of age (e.g., Charbrol,

Montovany, Chouicha, & Duconge, 2002;

Cuijpers, Boluijt, & van Straten, 2008; Sharp &

Lipsky, 2002). The CES-D appears to be reliable

for use with adolescents of high school age (M
age ¼ 17, SD ¼ 1.4; Chabrol et al., 2002).

With a community sample of adolescents, the

reliability of the CES-D has been satisfactory

(a ¼ 0.85; Chabrol et al., 2002). Further, the

factor structure of the CES-D appears to function

similarly in adults and adolescents (four factors:

depressed affect, positive affect, somatic and

retarded activity, and interpersonal; Chabrol

et al., 2002; Radloff, 1977). Using a clinical

cutoff score of 22, the CES-D has been shown

to have a specificity indicator of 74.31 and

a sensitivity indicator of 90.48 in adolescent
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community samples (Cuijpers et al., 2008),

although there is debate regarding the most appro-

priate cutoff score for use with adolescents (e.g.,

Roberts, Andrews, Lewinsohn, & Hops, 1990).
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Center for Scientific Review

Lee Ellington

Department of Nursing, College of Nursing,

University of Utah, Salt Lake City, UT, USA

Basic Information

The Center for Scientific Review (CSR) resides

within the National Institutes of Health (NIH) and

is charged with the review of the scientific merit

of NIH grant applications. The mission of CSR is

to ensure that investigators’ applications receive

fair, constructive, and timely feedback, resulting

in the goal of NIH to fund sound yet innovative

research. A primary responsibility of CSR is to

convene experts in the field to conduct peer

review of grant applications. The CSR receives

all grant applications for NIH and some applica-

tions from the U.S. Department of Health and

Human Services, resulting in well over 110,000

applications per year. In 2009, CSR worked with

25,000 peer reviewers. The CSR consists of the

director, referral officers, integrated review group

chiefs, scientific review officers, and related

administrative personnel.

When an application arrives at NIH, a CSR

referral officer examines the application and routes

it to the integrated review group that best fits the

scope of the application. Within the integrated

review group there are study sections, which are

essentially peer review groups. Each study section

ismanaged by a scientific review officer (SRO) and

typically includes 20 or more scientists. The SRO

assigns two to four peer reviewers for each appli-

cation. Reviewers provide written critiques and

provisional impact scores for each application and

then attend an in-person review meeting. Approx-

imately half of the applications are discussed by the

reviewers and other members of the study section

as a function of the provisional scoring process.

The assigned reviewers present their critiques and

then the discussion is open to the entire review

group. After the general discussion, the assigned

reviewers revisit initial overall impact scores and

state their final score. The remainder of the study
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section members record their scores privately.

A fewdays after the reviewmeeting, priority scores

and percentile rankings are posted on NIH Com-

mons and can be accessed by the principal investi-

gator for each application. Whether the application

was discussed by the full group or not, there will be

written critiques and scores.

The CSR is independent from the NIH insti-

tutes or centers (IC) that make funding decisions.

That is, CSR is concerned with scientific merit

outside the context of funding priorities at the

various institutes. After written critiques and

scores are available, a second level of peer review

is performed by the IC advisory councils. These

councils consider the scientific merit of the appli-

cation from CSR in conjunction with their insti-

tute’s funding priorities to determine which grant

applications will be funded. Applications that are

not funded may be resubmitted a second time to

CSR for peer review.

Major Impact on the Field

Behavioral medicine research is often funded by

the NIH, and a number of study sections review

behavioral science research applications. These

study sections include scientists from the multi-

ple disciplines represented within the Society of

Behavioral Medicine and ensure that applications

examining behavioral influences on health are

fairly evaluated. The CSR website provides

review group descriptions. Some examples of

study sections which are well suited for

reviewing specific behavioral science applica-

tions include behavioral and social consequences

of HIV/AIDS, psychosocial risk and disease pre-

vention, and social sciences and population stud-

ies. The SCR referral officer evaluates

applications to find the most appropriate study

section. The assignment is posted on ERA Com-

mons for the principal investigator to assess prior

to review.

Cross-References
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Central Adiposity

Simon Bacon

Department of Exercise Science, Concordia

University, Montreal Behavioral Medicine

Centre, Montreal, QC, Canada

Synonyms

Abdominal obesity; Apple shaped; Visceral

adiposity

Definition

Central adiposity is the accumulation of fat in the

lower torso around the abdominal area. Central

adiposity is a function of both subcutaneous fat,

which sits under the skin, and visceral fat, which

surrounds the internal organs in the peritoneal

cavity. Currently, it would seem that the toxic

component of central adiposity is the visceral fat.

High levels of central adiposity have been

associated with an increased risk of a number of

diseases, including type 2 diabetes, hypertension,

heart disease, and dementia. Of note, it would

seem that central adiposity is independent of

body mass index (a proxy of total adiposity) as

a predictor of disease (even though the two are

highly correlated). This increased risk is thought

to be due to the hormonal action of visceral fat,

which actively excretes adipokines, most of

which impair glucose tolerance.
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Central adiposity is most often measured as

waist circumference (though the point of mea-

surement varies across studies). However, there

are other measures such as waist-to-hip ratio,

waist-to-height ratio, and CT- and MRI-based

visceral and subcutaneous fat.

While the causes of obesity and increased

body weight are quite clear (an imbalance

between energy intake and expenditure), the

exact causes of individual increases in central

adiposity are not known, i.e., why some people

can have high total adiposity but not central

adiposity and vice versa.
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Central Nervous System

Moritz Thede Eckart

General and Biological Psychology, Department

of Psychology, University of Marburg,

Marburg, Germany

Synonyms

Brain and spinal cord

Definition

The vertebrate nervous system is divided into the

central nervous system (CNS) and the peripheral

nervous system (PNS). The CNS consists of two

parts: the brain (located in the skull) and the

spinal cord (located in the spine). The PNS is

the division of the nervous system that is located

outside the skull and spine consisting of two types

of neurons: afferent (sensory) neurons which

relay impulses toward the CNS and efferent

(motor) neurons which relay nerve impulses

away from the CNS (Breedlove, Watson, &

Rosenzweig, 2010; Pinel, 2006).

The CNS integrates the sensory information

that it receives from the PNS (via the afferent

nerves) and coordinates the behavior of the

organism and the activity of all parts of the

body (via the efferent nerves) (Pinel, 2006). Fur-

thermore, the brain is processing not only simple

motor behaviors or physical actions like walking

or digestion but also all the complex cognitive,

motivational, and emotional processes like affect,

learning and memory, and especially those

actions that are believed to be quintessential to

humans like thinking, speaking, or creativity

(Kandel, Schwartz, & Jessell, 2000).

Research on CNS functioning – neuroscience –

is a multidisciplinary field that analyzes the

biological basis of behavior and psychological

processes. The term “neuroscience” was intro-

duced in the mid-1960s, signaling the beginning

of an era in which multiple disciplines –

neuroanatomy, psychology, biology, medicine,

pharmacology, and others – would work together

cooperatively, sharing a common language, con-

cepts, and goal, to understand the structure and

function of the normal and abnormal brain.

Currently, neuroscience is still one of the most

rapidly growing areas of science (Squire et al.,

2003).

Description

Anatomy

The CNS is the most protected organ of the

body: It is encased by bone and covered by
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three protective membranes (1. dura mater,

2. arachnoid membrane/subarachnoid space,

3. pia mater). Also the cerebrospinal fluid has

a protecting function: it supports and cushions

the CNS. Additionally, the blood–brain barrier

protects the brain from toxins that could enter

the brain via the bloodstream. For instance,

the degree to which psychoactive drugs influence

psychological processes depends on their ease of

penetrating the blood–brain barrier (Pinel, 2006).

The CNS is a bilateral and essentially sym-

metrical structure with seven main parts (see

Fig. 1): (1) spinal cord, (2) medulla oblongata,

(3) pons, (4) midbrain, (5) cerebellum, (6) dien-

cephalon, and (7) cerebral hemispheres

(consisting of cerebral cortex, basal ganglia,

hippocampus, and amygdaloid nuclei) (Kandel

et al., 2000). Other common nomenclatures for

the parts of the CNS are as follows: spinal cord,

myelencephalon (medulla), metencephalon (pons

and cerebellum), mesencephalon (midbrain), and

diencephalon and telencephalon (cerebral hemi-

spheres) (Pinel, 2006, an integrated overview

over both nomenclatures can be found in

Breedlove et al. (2010)). An integration of both

nomenclatures is summarized in Table 1.

The spinal cord is the most caudal part of the

CNS. It receives and processes sensory informa-

tion from the PNS: the skin, joints, and muscles

of the limbs and trunk and controls movements of

the limbs and the trunk. The spinal cord continues

rostrally as the brain stem, which consists of the

medulla oblongata, pons, and midbrain. The 12

cranial nerves are the only nerves of the PNS

projecting directly into the brain rather than via

the spinal cord.

The medulla oblongata, which lies directly

above the spinal cord, includes several centers

responsible for vital autonomic functions (diges-

tion, breathing, control of heart rate).

The pons, which lies above the medulla

oblongata, conveys information about movement

from the cerebral hemispheres to the cerebellum.

The midbrain, which lies rostral to the pons,

controls many sensory and motor functions like

eye movement and coordination of visual and

auditory reflexes.

Medulla oblongata, pons, and midbrain are

often summarized as the brain stem. The brain

stem receives sensory information from the skin

and muscles of the head and provides motor con-

trol of the head via the cranial nerves. It also

conveys information from the brain to the spinal

cord and vice versa. Furthermore, the brain stem

plays an important role in the regulation of

arousal and awareness.

The cerebellum lies behind the pons and

is crucially involved in the modulation of the

force and range of movement, learning of motor

skills and movement patterns, coordination, and

tuning.

The diencephalon lies rostral to the midbrain

and contains two structures: the thalamus, which

processes most of the information reaching the

cerebral cortex from the rest of the nervous sys-

tem (and is thus often seen as the “gateway” to the

cortex), and the hypothalamus, which is involved

in the regulation of autonomic, endocrine, and

visceral functions.

The cerebral hemispheres consist of a heavily

wrinkled outer layer – the cerebral cortex (syno-

nym in mammals: neocortex or isocortex) – and

three deep-lying structures: the basal ganglia, the

hippocampus, and the amygdaloid nuclei. The

basal ganglia participate in regulating motor per-

formance, the hippocampus plays a major role in

the consolidation of the declarative memory, and

Central Nervous System, Fig. 1 Sagittal MRI scan of

a human brain with main structures: Cerebral hemispheres,

diencephalon, midbrain, pons, and cerbellum. Medulla

oblongata and spinal cord would continue ventrally from

the Pons. (Courtesy of the working group “Brainimaging,”

medicine department, Philipps-University of Marburg.)
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the amygdaloid nuclei coordinate the autonomic

and endocrine response of emotional states.

The cerebral cortex is divided into four ana-

tomical distinct lobes: frontal, parietal, temporal,

and occipital. The frontal lobe is involved in

planning and executive functions, the parietal

lobe in somatic sensation, the occipital lobe in

vision, and the temporal lobe in hearing (and

speech in humans).

Cell Types

There are two main classes of cells in the nervous

system: nerve cells (neurons) and glial cells (from

Greek glia, meaning glue). Glial cells far out-

number neurons – there are between 10 and 50

times more glia than neurons in the vertebrate

CNS (Breedlove et al., 2010; Kandel et al., 2000).

Glial cells are support cells that provide the

brain with structure and sometimes insulate neu-

ral groups and synaptic connections from each

other. Also, they can communicate with each

other and with neurons, and they directly affect

neuronal functioning by providing neurons with

raw materials and chemical signals that alter neu-

ronal structure and excitability. Further important

functions (like the myelination of neurons) are

summarized in Kandel et al. (2000), Chap. 2 or

Breedlove et al. (2010), Chap. 2.

Nerve cells are the main signaling units of the

nervous system. A typical neuron has four

morphologically defined regions: the cell body

(soma), dendrites, the axon, and presynaptic ter-

minals. The cell body is the metabolic center of

the brain. Dendrites branch out in treelike fashion

and are the main apparatus for receiving signals

from other neurons. The axon extends away from

the cell body and is the main conducting unit for

carrying signals (action potentials: all or none

impulses) to other neurons. Action potentials

constitute the signals by which the brain receives,

analyzes, and conveys information.

Near its end, the axon divides into fine

branches that form communication sites with

other neurons – the synapses. The nerve cell

transmitting a signal is called the presynaptic

cell, the signal receiving cell the postsynaptic

cell. Between both cells lies the synaptic cleft.

When an action potential reaches a synaptic ter-

minal, neurotransmitters are released into the

postsynaptic cleft as the neurons output signal.

The number of released neurotransmitters is

determined by the number and frequency of the

action potentials in the presynaptic terminals.

The released neurotransmitters act on the recep-

tors of the postsynaptic neuron either in an

excitatory (increasing the likelihood of an action

potential of the postsynaptic neuron) or in an

inhibitory (reducing the likelihood of an action

potential of the postsynaptic cell) manner.

Whether the effect is excitatory or inhibitory

Central Nervous System, Table 1 A schematic view of the common nomenclatures of the brain, divided by main

structures and substructures
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does not depend on the type of released neuro-

transmitter but on the type of receptor in the

postsynaptic neuron. One estimate puts the

human brain at about 100 billion (1011) neurons

and 100 trillion (1014) synapses. For details on

nerve cell functioning see Kandel et al. (2000),

Chap. 2; Squire et al. (2003), Chap. 3; Pinel

(2006), Chap. 4; or Breedlove et al. (2010),

Chap. 2.

Neurotransmitter Systems

This section will focus on the main neurotrans-

mitter systems: ▶ dopamine (DA), norepineph-

rine (NE), ▶ serotonin (5-HT), glutamate, and

gamma-aminobutyric acid (GABA), their organi-

zation, function, and dysfunction (Meyer &

Quenzer, 2005).

Dopamine

DA is metabolized from the precursor DOPA.

There are five main subtypes of DA receptors

organized into D1-like (D1 and D5) and D2-like

(D2, D3, and D4) families. The dopaminergic

system can be divided into three major pathways:

1. The nigrostriatal pathway, which originates in

the substantia nigra (located in the midbrain)

and innervates the striatum (part of the basal

ganglia)

2. The mesolimbic pathway, which originates

in the ventral tegmental area (located in the

midbrain) and innervates various limbic struc-

tures, such as amygdala, nucleus accumbens,

or hippocampus (all located in the deep lying

structures of the cerebral hemispheres)

3. The mesocortical pathway, which also origi-

nates in the ventral tegmental area and inner-

vates the cerebral cortex, particularly the

prefrontal area

DA is also found in the hypothalamus, where it

is involved in hormone secretion and in sensory

structures.

Function and Dysfunction of the Dopaminergic

System

The nigrostriatal pathway plays a crucial role in

voluntary control of movement. ▶ Parkinson’s

disease, first described by the physician James

Parkinson in 1817 as the “shaking palsy” causes

a degeneration of dopaminergic neurons in the

substantia nigra. The major symptoms of

Parkinson’s disease involve movement – tremor,

rigidity, bradykinesia (poverty or slowing of

movement) – and postural disturbances, but also

cognitive dysfunctions.

The mesolimbic and mesocortical pathways

are involved in motivated behavior, reinforce-

ment of learning and emotional appetitive states

(Alcaro, Huber, & Panksepp, 2007). That is why

the dopaminergic system also plays a crucial

role in drug abuse addiction. Most dopaminergic

agonists, like amphetamine or cocaine, are addic-

tive drugs because of their rewarding properties

and the induced positive affective states. Further-

more these pathways are closely related to the

GABA and opioid system, which is important

for understanding the highly addictive potential

of GABA agonists (like benzodiazepines and

most probably alcohol) and opioid agonists (like

morphine or heroin).

Also, a dysfunction of the dopaminergic sys-

tem is observed in schizophrenia. The dopamine

imbalance hypothesis suggests that schizo-

phrenic symptoms are due to reduced dopaminer-

gic function in the mesocortical neurons,

along with excess dopaminergic function in

mesolimbic dopaminergic neurons, resulting in

impaired prefrontal cortex function. Also, the

reduction of schizophrenic symptoms by DA

antagonists (like Haloperidol, a typical antipsy-

chotic, or Risperidone, an atypical antipsychotic,

see below) supports the hypothesis that dopamine

is crucially involved in schizophrenic symptoms.

But is has to be pointed out that not all symptoms

occurring in schizophrenia can be explained by

dysfunctions of the DAergic system. For exam-

ple, also dysfunctions and volume reductions of

the hippocampus seem to play a crucial role. Also

5-HT seems to be involved in the development of

schizophrenia (see below).

Norepinephrine

The central nervous noradrenergic system

originates in the locus coeruleus, a small area of

the pons, which projects to almost all areas of the

cerebral hemispheres, thalamus, hypothalamus,

cerebellum, and spinal cord. Noradrenergic
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neurons play an important role in vigilance,

arousal, and behavioral functions like hunger/

eating, sexual behavior, fear and anxiety, and

pain and sleep.

Serotonin

5-HT is synthesized from tryptophan, which

comes from proteins in our diet. Pharmacologists

have identified at least 14 5-HT receptor subtypes

(Saulin, Savli, & Lanzenberger, 2011). The 5-HT

system originates from a cell cluster called

raphe nuclei (located in medulla, pons, and mid-

brain) which projects to virtually all structures of

the cerebral hemispheres, thalamus, and

hypothalamus.

Function and Dysfunction of the 5-HT System

The 5-HT system is involved in food intake,

reproductive behavior, pain sensitivity, anxiety,

learning and memory, and facilitation of motor

output. In psychology, psychiatry, and pharma-

cology, serotonergic drugs are commonly used in

treating depression. There are three major classes

of antidepressants, which enhance the amount of

5-HT in the postsynaptic cleft in different ways:

monoamine oxidase inhibitors, tricyclic antide-

pressants, and selective serotonin reuptake inhib-

itors (SSRIs). Although the pharmacological

mechanisms of these drugs are well known, it is

still not clear which of their neurochemical

actions are responsible for their effectiveness in

treating depression – especially regarding the fact

that the pharmacological effects of the drugs

occur within hours whereas antidepressant

effects require weeks of chronic treatment.

Also, in pharmacological treatment of schizo-

phrenia, blockade of 5-HT receptors has become

a major topic of research in the past years, since

the very effective atypical antipsychotics like

Risperidone act not exclusively on DA but also

on 5-HT receptors.

Another class of drugs that act on the 5-HT

system are hallucinogens like LSD (the abbrevi-

ation LSD comes from the German chemical

name for the substance: lysergs€aurediethylamid;

English: lysergic acid diethylamide) or psilocy-

bin (found in “magic mushrooms”), which

became temporarily popular in “psychological

experiments” in Harvard in the working group

of Timothy Leary in the 1960s and 1970s

(Leary, Wilson, & Koopman, 1977).

Glutamate

Glutamate neurotransmitters have potent excit-

atory effects on neurons throughout the CNS.

N-Methyl-D-aspartic acid or N-methyl-D-

aspartate (NMDA) receptors are the main target

site of glutamate.

Glutamate and, especially, NMDA receptors

are thought to play a crucial role in learning and

memory, particularly long-term potentiation.

Especially the hippocampus has a very high

density of NMDA receptors. NMDA receptor

agonists impair the acquisition of various learn-

ing tasks.

Gamma-aminobutyric Acid

GABA is synthesized from glutamate. Many

main areas of the brain are rich in GABA, includ-

ing the cerebral cortex, hippocampus, basal

ganglia, and cerebellum.

Function and Dysfunction of the GABAergic

System

GABA is the main inhibitory neurotransmitter of

the brain. Because of GABA’s widespread inhib-

itory effect on neural excitability, treatment with

GABA antagonists leads to seizures.

The effect of GABA on the GABA receptor is

enhanced by CNS-depressant drugs such as ben-

zodiazepines, barbiturates, and ethanol (alcohol).

Due to their anxiolytic effects, benzodiazepines

and barbiturates are often prescribed to treat

anxiety disorders, although these substances have

severe side effects. Among others, the sleep archi-

tecture is altered (reduced REM sleep), they are

highly addictive, and can cause coma and death by

respiratory depression (especially at high doses or

with combined alcohol consumption). Another

medicinal use of benzodiazepines is as anticonvul-

sants in the treatment of epilepsy.

Brain Circuits

Often, functionally related structures of the brain

are integrated into one circuit such as the limbic

system which is mainly associated with
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emotional processes (Kandel et al., 2000, Chap.

50) or the basal ganglia. In the following, the

basal ganglia will be described exemplarily

The basal ganglia comprise of striatum (puta-

men and caudate nucleus), pallidum, substantia

nigra, and the subthalamic nucleus.

The basal ganglia are – beside the cerebellum –

one of the largest subcortical motor systems.

Cerebellum and basal ganglia appear to influence

(via thalamus) the same cortical motor systems.

While the basal ganglia output is inhibitory, the

cerebellar output is excitatory. Discharge of

many basal ganglia neurons correlates with

movement and lesions or degenerations (like in

Parkinson’s disease, chorea Huntington, obses-

sive-compulsive disorder, or Tourette syndrome)

cause severe movement abnormalities: slow vol-

untary movements or involuntary postures and

movements. In order to distinguish the basal

ganglia from the “pyramidal” corticospinal

motor system, the basal ganglia are often termed

“extrapyramidal” motor system.

However, beside motor control, the basal

ganglia are also involved in nonmotor function

and cognitive aspects of movement (Squire et al.,

2003, Chap. 31).

Chances and Limitations of Neuroscience

The new research methods of neuroscience

enhanced the knowledge of how mental phenom-

ena are linked to processes in the brain, which

allows, for instance, the mapping of mental pro-

cesses to specific regions of the brain.

Nowadays it is possible to investigate by func-

tional magnetic resonance imaging (fMRI) which

brain regions are activated during the presenta-

tion of emotionally salient stimuli or cognitive

tasks. However it has to be pointed out that

research on the biological bases of mental phe-

nomena does not per se enhance the understand-

ing of psychological processes: it is

a misunderstanding that biological processes

can explain psychological phenomena.

On the contrary, mainly neuroreductionist

conceptions of psychological processes (often

favoring investigations of input–output relations)

may abridge the development of complex theo-

ries on mental phenomena. No matter how

precisely the brain is investigated – by micro-

scope, imaging techniques, or in the future by

even more exact methods – always the same

physical objects will be found: neurons, synap-

ses, neurotransmitters, ions, electrons, and pro-

tons, but not mental processes. “Granted that

a definite thought, and a definite molecular action

in the brain occur simultaneously, we do not

possess the intellectual organ, nor apparently

any rudiment of the organ, which would enable

us to pass by a process of reasoning from the one

phenomenon to the other. They appear together

but we do not know why” (Mausfeld, 2010).

Cross-References
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▶Norepinephrine/Noradrenaline

▶ Parkinson’s Disease

▶ Serotonin
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Definition

Certain descriptive statistics provide concise yet

meaningful summaries of large amounts of data.

One category of such statistics is measures of

central tendency. They provide a measure of

a group’s central value. Three measures of central

tendency are the arithmetic mean, median, and

mode, each of which has an entry in the

encyclopedia.

Another way to conceptualize central ten-

dency is to say that these measures provide an

indication of the location of the data points.

Imagine a set of data points ranging from 1 to

100. If the mean is 89, for example, this provides

an indication that, overall, the data points are

located toward the top of the range rather than

toward the bottom. Conversely, if the mean is 27,

this indicates that, overall, the data points are

located toward the bottom of the range.

Measures of central tendency (consider here

the arithmetic mean) are often presented along

with measures of spread, or dispersion, of the

individual values around the mean. It is possible

to have a group of 100 numbers that range from

10 to 90, for example, and have a mean of 50. It is

equally possible to have a group of 100 numbers

that range from 45 to 55 and that also have a mean

of 50. While the measure of central tendency, the

mean, is the same in both cases, the dispersion is

clearly greater in the former group of hypotheti-

cal numbers than in the latter group. Thus, the

overall nature of the groups of numbers will differ

despite their means being identical.
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Synonyms

Nicotine dependence and nicotine addiction

Definition

Cessation interventions refer to treatments

designed to assist individuals with stopping the
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use of a particular substance, in this case tobacco.

Cessation interventions may involve either

behavioral or pharmacological treatment

approaches or some combination of the two.

Description

Background

Tobacco use remains the single greatest prevent-

able cause of morbidity and premature mortality

in the United States (USA). Each year, cigarette

smoking is responsible for more than 440,000

deaths, five million years of potential life lost,

and $190 million in excess health-care expendi-

tures and productivity losses in the USA alone.

Worldwide, tobacco use accounts for more than

five million deaths annually, with the total

expected to increase to eight million by the year

2030 (World Health Organization, 2008).

In the USA, rates of cigarette smoking steadily

declined in the years following the publication of

the first Surgeon General’s Report on Smoking

and Health in 1964. In fact, since the mid-1960s,

the prevalence of cigarette smoking has dropped

by more than 50%. Rates of tobacco use have

stabilized in recent years, however, with levels

remaining essentially unchanged since 2005.

Currently, 20.6% of the adult population smokes

cigarettes (Centers for Disease Control and

Prevention [CDC], 2010b). Among high school

students, the prevalence of current (past 30-day)

cigarette smoking is 17.2% (CDC, 2010a). As

with adults, the rate of smoking has been rela-

tively stable in recent years following a period of

significant decline during the 1990s.

A variety of sociodemographic factors are

associated with cigarette use (CDC, 2010b).

Overall, men (23.5%) are more likely to smoke

cigarettes than women (17.9%). Adults aged

25–44 years of age are most likely be cigarette

smokers (24.0%), while those aged 65 and older

are the least likely to smoke (9.5%). The preva-

lence of cigarette smoking is also inversely asso-

ciated with both educational attainment and

income. Smoking rates among those with less

than a high school education are 28.5% com-

pared with 11.1% for those with an

undergraduate college degree and 5.6% for

those with a graduate degree. The prevalence of

smoking is also elevated among those who live

below the poverty line (31.1%) relative to those

at or above the poverty level (19.4%). With

regard to geographic variations in cigarette use,

rates are lowest for those living in the West

(18.8%) and highest for those residing in the

Midwest (23.1%). Rates of cigarette smoking

are elevated among other subgroups as well. In

particular, individuals with a history of psychi-

atric disorders and nonnicotine substance abuse

tend to smoke at very high rates relative to the

general population.

Although the onset of cigarette smoking con-

tinues through young adulthood, the vast major-

ity of regular tobacco users initiate smoking prior

to the age of 18. In the early stages of smoking,

use tends to be episodic and is often isolated to

specific social or environmental contexts

(e.g., with friends, at a party). As tolerance to

nicotine develops, however, the frequency and

intensity of use increase. Following a period of

regular use, many smokers become nicotine

dependent, which is characterized by tolerance

(the need for greater amounts of tobacco to

achieve the same effect), compulsive use (diffi-

culty controlling cigarette use), and nicotine

withdrawal (a reversible and substance-specific

syndrome of behavioral, cognitive, and physio-

logical changes brought on by the cessation or

reduction of tobacco use that causes distress or

impairment in functioning) (American Psychiat-

ric Association [APA], 2000). Signs of nicotine

withdrawal include dysphoria or depressed

mood, insomnia, irritability, frustration, or

anger, anxiety, difficulty concentrating, restless-

ness, decreased heart rate, and increased appetite

or weight gain (APA, 2000). Although it was

once assumed that nearly all regular smokers

were nicotine dependent, it is now recognized

that a sizeable proportion of cigarette smokers

do not meet formal criteria for nicotine depen-

dence (Hughes, Helzer, & Lindberg, 2006).

Unfortunately, for those who do become nicotine

dependent, cigarette use tends to follow a chronic

course lasting years or decades, often character-

ized by multiple relapse episodes.
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Treatment

A variety of effective behavioral and psychophar-

macological approaches are available for the

treatment of tobacco use and dependence.

The range of efficacious interventions for tobacco

use includes public health-based approaches such

as screening and brief advice and health policy

initiatives. The present review, however, will

emphasize clinical approaches involving behav-

ioral and pharmacologic treatment strategies.

Behavioral treatments have long played an

important role in the treatment of tobacco use

and dependence. Behavioral approaches range

from brief advice lasting just a few minutes to

intensive group or behavioral counseling

conducted over a period of weeks. A variety of

different behavioral treatments have been applied

to smoking cessation including aversive therapies

such as rapid smoking and smoke holding, nico-

tine fading, problem solving and skills training,

contingency management, relaxation training,

and strategies emphasizing enhanced social sup-

port. Surprisingly, little is known, however, about

the relative efficacy of the individual strategies or

components. This is due, in part, to the fact that

most treatment programs combine a variety of

different behavioral strategies and tend to be

evaluated as a whole rather than according to

individual components. Nevertheless, sufficient

evidence is available to support the efficacy of

certain behavioral strategies. In the 2008 Update

to the Clinical Practice Guideline for Treating

Tobacco Use and Dependence, Fiore et al. iden-

tified two specific types of behavioral interven-

tions and counseling that have proven effective

for promoting smoking cessation. These included

practical counseling and the provision of

intratreatment social support. Practical counsel-

ing refers to general problem solving and behav-

ioral skills training (e.g., setting a quit date,

identifying high-risk situations, developing cop-

ing skills, and providing basic information about

smoking and successful quitting). Intratreatment

social support simply involves providing encour-

agement to smokers during their quit attempt,

communicating caring and concern about the

smoker, and encouraging them to talk about

issues related to the quitting process, such as

concerns they might have about quitting and

experiences they encountered during prior quit

attempts.

In addition to variability in content, behavioral

interventions also differ with regard to ways of

administering treatment. Evidence supports the

use of several different formats for the delivery

of behavioral treatment for tobacco use. Both

individual and group counseling have been

shown to be effective strategies for treating nic-

otine dependence. Proactive telephone counsel-

ing, in which an initial assessment is followed by

a series of scheduled sessions initiated by the

clinician, is another empirically supported mode

of delivery. Self-help materials, while advanta-

geous from cost and wide-scale dissemination

perspectives, have demonstrated relatively mod-

est success as a treatment strategy. Emerging data

also suggest that of computer- and Internet-based

cessation programs hold promise, although clear

evidence regarding the characteristics and con-

tent of programs that are most effective is

currently lacking.

Recent trends in the delivery of behavioral

treatment for smoking cessation have empha-

sized the delivery of brief behavioral counseling

for purposes of widespread dissemination. Such

an approach is sound from a public health per-

spective in that it facilitates implementation and

increases potential reach. Nevertheless, evidence

strongly supports a dose–response association

between treatment intensity and cessation out-

comes. The number of treatment sessions and

total amount of contact time are both positively

associated with cessation outcomes such that

more intensive interventions tend to be associated

with a greater likelihood of cessation.

The most effective tobacco cessation interven-

tions are those that combine behavioral and

pharmacological treatment strategies. Indeed,

treatments involving medication and behavioral

counseling are significantly more effective than

those using only one strategy or the other. There

are currently seven medications considered to be

first-line pharmacotherapies for smoking cessa-

tion based on their demonstrated safety and effec-

tiveness in the general population. Five of these

agents are forms of nicotine replacement therapy
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(NRT): transdermal nicotine patch, nicotine gum,

nicotine lozenge, nicotine nasal spray, and nico-

tine inhaler. The patch, gum, and lozenge are all

available over the counter in the USA, while the

spray and inhaler require a prescription. The two

other first-line medications are bupropion hydro-

chloride (trade name Zyban®), an atypical

antidepressant, and varenicline (trade name

Chantix®), an a4b2 nicotinic acetylcholine

(ACh) receptor partial agonist. Each of these

seven agents has strong empirical evidence to sup-

port their efficacy, with no single medication dem-

onstrating clear superiority over the others. All are

associated with an approximate doubling of the

odds of successful quitting relative to placebo.

Medication strategies combining bupropion with

the nicotine patch as well as the nicotine patch

with short-acting NRT (gum or nasal spray) have

also been found to improve cessation rates

relative to monotherapy comprised of either agent

alone. Two other medications (the antihyperten-

sive clonidine and the antidepressant nortriptyline)

are considered to be second-line pharmacother-

apies for smoking cessation. Although there is

considerable evidence to support their efficacy for

aiding smoking cessation, neither has yet been

approved by the US Food andDrugAdministration

(FDA) for treating tobacco use and dependence.

In addition, these agents tend to have a less favor-

able side effect profile than most of the first-line

agents. For that reason, it is recommended that they

be considered primarily among those for whom the

first-line agents are contraindicated or who have

not been successful at quitting using those medica-

tions. To date, there is insufficient evidence to

support the efficacy of pharmacotherapy for use

with pregnant women, light smokers, and adoles-

cents. For that reason, guidelines recommend that

treatment focus on behavioral strategies and

counseling.

Despite the range of effective behavioral and

pharmacological options for assisting with

tobacco cessation, the vast majority of smokers

do not use an empirically supported treatment

during a given quit attempt. An estimated

65–80% of smokers who attempt to quit smoking

do so without the aid of behavioral or pharmaco-

logical therapies (Shiffman, Brockwell, Pillitteri,

& Gitchell, 2008; Zhu, Melcer, Sun, Rosbrook,

& Pierce, 2000). Behavioral interventions are

especially underutilized, with less than 10% of

smokers using this form of treatment during any

single quit attempt (Shiffman et al., 2008; Zhu

et al., 2000). Furthermore, when smokers do

make use of nonpharmacological treatment

approaches, they tend to use self-help materials

rather than strategies with greater empirical sup-

port such as individual, group, or telephone

counseling (Shiffman et al., 2008). A variety of

factors appear to contribute to the underutiliza-

tion of effective smoking cessation treatments

including a lack of awareness of available treat-

ment options, a preference to quit smoking on

one’s own, perceived inconvenience, cost, and,

in the case of pharmacotherapy, concerns about

side effects.

Relapse Prevention

Nicotine dependence is becoming increasingly

conceptualized as a chronic and refractory con-

dition. Even among those who do receive

evidence-based treatment for smoking cessation,

most who attempt cessation eventually resume

smoking following a given quit attempt.

Although relapse can occur months or even

years after an individual quits smoking, the vast

majority occurs within the first 2 weeks. The

long-term cessation rates for even the most suc-

cessful interventions rarely exceed 30–35% (By

comparison, for those who attempt to quit on their

own without assistance, 1-year abstinence rates

tend to be less than 5%). Perhaps surprisingly in

light of the variety of new (primarily pharmaco-

logical) treatments that have become available

over the past two decades, abstinence rates

among participants in clinical trials have actually

decreased over time (Inrvin & Brandon, 2000;

Inrvin, Hendricks, & Brandon, 2003), leading to

the speculation that those who continue to smoke,

though fewer in number, are more likely to be

nicotine dependent and to have comorbid psychi-

atric and substance use disorders that make it

more difficult for them to successfully quit

(Inrvin & Brandon, 2000).

Given the high rates of relapse among once

abstinent smokers, much attention has been given
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to trying to prevent tobacco users from resuming

tobacco use following a successful quit attempt.

Most of this work is based on the model origi-

nally developed by Marlatt for the treatment of

alcohol use disorders (Marlatt & Donovan,

2005). The approach focuses on helping individ-

uals to identify situations in which they may

be especially tempted to smoke cigarettes

(e.g., when consuming alcohol, during situations

of elevated stress or dysphoria, when exposed to

other smokers). Once these high-risk situations

are identified, smokers can be taught to avoid

them (at least in the short term) or to develop

alternative coping strategies to help themmanage

the situation without smoking. Although concep-

tually appealing, relapse prevention interventions

based on enhancing coping skills have generally

not been shown to be effective for cigarette

smoking. Other psychosocial and pharmacologi-

cal approaches have similarly failed to reduce

relapse rates in most cases. Methodological lim-

itations associated with this literature, however,

limit the conclusions that can be drawn regarding

the relative effectiveness (or ineffectiveness) of

different intervention strategies. Given the high

rates of relapse, new strategies for helping to

maintain abstinence over the long term are

clearly needed.

Addressing Smokers Who Are Not Interested

in Quitting

The treatment approaches described above apply

primarily to those who express interest in quitting

smoking. However, despite the fact that the vast

majority of smokers indicate that they would like

to quit, the proportion of tobacco users who

express readiness to quit smoking at any given

point in time is relatively small. Therefore, it is

important to identify strategies for approaching

the large number of smokers who indicate that

they do not presently wish to make a quit attempt.

Historically, approaches to address tobacco

use among cigarette smokers who express reluc-

tance to quit focused on providing education

about the harms of smoking and attempting to

persuade them to quit. Such strategies tended

to be paternalistic and proscriptive in style and

based on the assumption that those who

continued smoking did so primarily due to

a lack of knowledge about the significant health

risks. However, while health education does play

an important role in smoking cessation and

advice to quit from one’s health or mental

health-care provider is frequently cited as an

important factor in motivating a quit attempt,

treatment strategies that rely on confrontation

and which solely emphasize the clinician’s role

as the health expert who knows what is best for

the client typically meet with little success.

One approach that has been particularly influ-

ential in the field of health behavior change, and

in the treatment of addictions in particular, is

motivational interviewing (MI) (Miller &

Rollnick, 2002). Motivational interviewing is

a directive, client-centered approach to counsel-

ing that seeks to promote behavior change by

helping people to explore and resolve ambiva-

lence. The MI approach recognizes that the

majority of smokers have mixed feelings about

their tobacco use. While nearly all tobacco users

acknowledge the health risks and can identify

other negative consequences of smoking, most

also perceive it as positively reinforcing and as

playing an important functional role in their lives

(e.g., negative affect reduction, stress manage-

ment). Helping clients to recognize and resolve

their ambivalence about quitting smoking is cen-

tral to the MI approach. Rather than using direct

persuasion in an attempt to enforce change exter-

nally, MI takes the perspective that the individual

already possesses the motivation and skills nec-

essary to make a change. Instead of viewing

motivation as something an individual does or

does not have, it is seen as fluid and susceptible

to movement in either direction. The goal is to

elicit and strengthen the motivation and commit-

ment through the use of “change talk,” in which

the individual (rather than the clinician) makes

his or her own argument for quitting smoking.

Four general principles help to guide the MI

approach. The first involves expressing empathy,

which entails making an attempt to view things

from the perspective of the client. The second

principle is to help the client to develop discrep-

ancy between his or her values/goals and their

current behavior. For example, individuals who
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place being a good role model for their children

and being available to support their family and

friends in high regard can be helped to see how

smoking is incongruent with these values. The

third principle involves rolling with resistance.

It is very common for individuals faced with

decisions about modifying a health behavior

such as tobacco use to demonstrate resistance to

change, particularly if they feel their autonomy is

being threatened. Rather than try to confront or

fight the client’s resistance, the MI approach con-

tends that it can be much more productive to shift

strategies and use this as an opportunity to further

explore their views about the behavior. The final

principle focuses on helping to support self-
efficacy. An individual’s belief that they are able

to successfully make a change in their behavior is

strongly associated with their likelihood of doing

so. Therefore, fostering one’s sense of their own

self-efficacy by eliciting examples of past suc-

cesses or providing illustrative cases of others

who have made similar behavior changes can be

very beneficial. In order to help facilitate these

principles and resolve their ambivalence, MI uti-

lizes interaction techniques such as open-ended

questions, reflective listening, and providing

positive affirmations.

Considerable evidence now supports the use of

MI for helping individuals to change their

smoking behavior. Although treatment effects

tend to be modest, MI has been shown to success-

fully increase the likelihood of smoking cessation.

The approach appears to be particularly effective

for those expressing lowmotivation to quit. Due in

large part to its collaborative and nonconfron-

tational style which respects an individual’s ability

to make their own decisions about when, how, and

whether to change their behavior, MI also tends to

be popular among both clinicians and clients.

Summary and Conclusions

Although public health policy initiatives and

treatment advances have helped to reduce the

proportion of the population that smokes ciga-

rettes, tobacco use remains the leading cause

of morbidity and premature mortality in our soci-

ety. Several evidence-based behavioral and phar-

macologic treatments have been found to

significantly improve a smoker’s chances of quit-

ting successfully. However, most smokers fail

to utilize effective interventions during any

given quit attempt. Even among those who do

receive empirically supported treatment, relapse

rates remain very high. In order to continue pro-

gress in reducing rates of cigarette smoking, it is

important to identify and implement strategies

for increasing the use of evidence-based treat-

ment for tobacco use and dependence, as well as

for helping to reduce high rates of relapse among

those who do attempt to quit.
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Synonyms

Personality; Psychosocial traits

Definition

Character traits generally refer to the temporally

stable and cross-situationally consistent individ-

ual patterns in how people think, act, and feel.

Description

Associations between character traits, health

behaviors, and health outcomes have been well

documented (Booth-Kewley & Vickers, 1994;

Ozer & Benet-Martinez, 2006). Hostility and

dominance, two components of the Type A behav-

ior pattern, have been related to asymptomatic

atherosclerosis, incident coronary heart disease,

and cardiac-specific and all-cause mortality

(Smith, 2006). Each of the five character traits

that comprises the Five Factor Model, which has

been recommended as a culturally robust frame-

work by which to guide investigations of the asso-

ciation between personality and health outcomes

(Taylor et al., 2009), has been linked to health

behaviors, including wellness behaviors, accident

control, traffic risk taking, and substance risk

taking (Booth-Kewley & Vickers, 1994).

These broad traits of the Five Factor Model

include neuroticism (e.g., anxiety, hostility,

and depression), extraversion (e.g., warmth,

assertiveness, and positive emotions), conscien-

tiousness (e.g., self-discipline, order, and achieve-

ment striving), agreeableness (e.g., altruism, trust,

and compliance), and openness to experience

(e.g., fantasy, esthetics, and feelings). Neuroticism

has additionally been linked to both distress-

relevant aspects of health (DeNeve & Cooper,

1998) and disease incidence (Friedman, Kern, &

Reynolds, 2010). It has likewise been shown to

predict, over more than four decades,

subjective well-being, physical health, and lon-

gevity (Friedman et al., 2010). Other research has

shown that extraversion and conscientiousness

predict longevity, low agreeableness (trait hostil-

ity) and negative affectivity predict poorer

physical health and earlier mortality, and

creativity predicts health and is associated

with resiliency (Ozer & Benet-Martinez, 2006).

Moreover, a meta-analytic review has identified

optimism as a significant predictor of positive

physical health outcomes with regard to all-cause

mortality, survival, cardiovascular outcomes,

cancer outcomes, outcomes related to pregnancy,

physical symptoms, immune functioning, and pain

(Rasmussen, Scheier, & Greenhouse, 2009).

Although researchers initially considered

whether single diseases (such as coronary heart

disease) were associated with single character

traits or personality types (such as hostility and

Type A personality), Friedman and Booth-Kewley

Character Traits 381 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_1603
http://dx.doi.org/10.1007/978-1-4419-1005-9_150
http://dx.doi.org/10.1007/978-1-4419-1005-9_975
http://dx.doi.org/10.1007/978-1-4419-1005-9_101401


(1987) offered evidence in contradiction to this

paradigm. In their meta-analysis of five emotional

facets of personality (including depression

and anxiety) and five chronic diseases (including

coronary heart disease) thought to be affected by

psychosomatic factors, they identified a pattern

of associations between multiple predictors

and multiple disease outcomes. Friedman and

Booth-Kewley’s research pointed to a broader

“disease-prone personality,” and suggested the

importance of assessing multiple character traits

and multiple health outcomes in the same

study (Friedman et al., 2010). Recent studies of

the associations of the five traits of the Five Factor

Model with health outcomes reflect this paradigm

shift. For instance, Taylor and colleagues studied

whether character traits from the Five Factor

Model were associated with all-cause mortality

in a general adult population in Scotland and

found that high conscientiousness and openness

were protective against all-cause mortality in men

(Taylor et al., 2009).

Current research on character traits and

physical health attempts to identify mechanisms

by which personality gives rise to subsequent

health outcomes, and a variety of mechanistic

models have been proposed (Smith, 2006).

Health behavior models suggest that character

traits are associated with health behaviors,

which in turn elicit health outcomes. An interac-

tional stress moderation model posits that

character traits contribute to appraisal and

coping, which in turn lead to physiological

responses and health outcomes. A transactional

stress moderation model expands the interac-

tional model by including the bidirectional

effect of personality on exposure to stressful life

circumstances and availability of stress-reducing

resources. Finally, the constitutional predisposi-

tion model proposes that genetic or other psycho-

biologic factors underlie both character traits and

the development of health outcomes.
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Synonyms

Chemo, Cancer chemotherapy

Definition

Chemotherapy is a treatment of diseases using

chemical agents or drugs, particularly the treat-

ment of cancer by cytotoxic and other drugs. In

a non-oncological setting, the term may also refer

to the administration of antibiotics against micro-

organisms. Here, only cancer chemotherapy is

discussed.

The main purpose of chemotherapy is to sys-

temically kill cancer cells in the body. Most tra-

ditional drugs that are used in chemotherapy

interfere with the ability of cells to grow and

multiply. The variety of chemotherapy drugs

are classified based on how they work. For exam-

ple, alkylating agents, like cyclophosphamide,

kill cells by directly attacking DNA. Antimetab-

olites, like methotrexate, interfere with the

production of DNA and the growth and multipli-

cation of cells. Topoisomerase-interacting

agents, antimicrotubule agents, and miscella-

neous chemotherapeutic agents are traditional

chemotherapy drugs. These drugs target not

only cancer cells but also normal cells in the

body. In contrast, there has been a recent emer-

gence of targeted therapy, which involves drugs

that block the growth of only cancer cells by

interfering with specific targeted molecules

needed for carcinogenesis and tumor growth.

Small-molecule tyrosine kinase inhibitors, like

imatinib mesylate, and monoclonal antibodies,

like trastuzumab, are used in targeted therapy.

Chemotherapy drugs can be administered

orally, by injection, through a catheter or port,

or topically. Chemotherapy drugs are most often

administered in combination, based on the known

biochemical actions of available anticancer

drugs. To achieve superior outcome with com-

bined cancer chemotherapy, drugs which func-

tion through separate cytotoxic mechanisms and

have different dose-limiting adverse effects are

administered together at full dosages. Patients

may undergo chemotherapy at regular intervals,

i.e., once a week and once a month, depending on

the type of cancer and drug therapy.

As most chemotherapy drugs are toxic to can-

cer cells as well as normal healthy cells, they can

cause a variety of side effects, including hair loss,

anemia, loss of appetite, nausea, and vomiting.

Several behavioral medicine studies have also

suggested impairment of cognitive functions,

such as memory and attention, in some patients

who receive chemotherapy, mostly as adjuvant

treatment for breast cancer. This impairment is

referred to as “chemo-brain” or “chemo-fog.”

Despite increasing research in this area, the

mechanisms behind chemotherapy-induced cog-

nitive impairment remain largely unknown.

Future studies are expected to shed light on both

the prevention and treatment of “chemo-brain.”
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Biographical Information

Margaret Chesney was born in Baltimore,

Maryland. She graduated from Whitman College

in 1971 and received her PhD in Clinical and

Counseling Psychology from Colorado State

University in 1975. She received postdoctoral

training in psychiatry from the Western Pennsyl-

vania Psychiatric Institute where she studied

behavioral approaches to improving psychological

and physical health. In 1976, she joined Stanford

Research Institute (SRI) to carry out research on

stress and health. In 1978, she became Director of

the new Department of Behavioral Medicine at

SRI. In 1987, she moved her research to the

Department of Medicine, University of California

San Francisco (UCSF), to contribute behavioral

medicine perspectives to the prevention and treat-

ment of HIV/AIDS.

From 2000 to 2003, while at UCSF, Chesney

pursued policy studies as a Senior Fellow at

the Center for the Advancement of Health in

Washington, DC, and served as a Scientific

Advisor to the Office for Research on Women’s

Health at the National Institutes of Health (NIH).

In 2003, she became Deputy Director of the

National Center for Complementary and Alterna-

tive Medicine (NCCAM) and a Senior Advisor to

the Director of the Office of Behavioral and

Social Sciences Research at NIH. In 2010,

Margaret returned to UCSF as Professor in

Residence in the Department of Medicine, the

Osher Foundation Distinguished Professor in

Integrative Medicine, and Director of the Osher

Center for Integrative Medicine at UCSF.

Throughout her career, Chesney has chaired

and served on numerous advisory groups for the

NIH and the State of California, covering topics

including health promotion and disease preven-

tion, living with and beyond chronic illness,

women’s health, and health-care policy. She is

currently the Associate Editor of Psychology,

Health and Medicine. Chesney has been

President of the Academy of Behavioral

Medicine Research, as well as President of the

American Psychosomatic Society and President

of the Division of Health Psychology of the

American Psychological Association. She

received the Distinguished Scientist Award

from the Society of Behavioral Medicine in

2011, the Director’s Award for work in Mind-

Body Medicine from the NIH in 2005, the

Charles C. Shepard Science Award, from the

Centers for Disease Control and Prevention in

1999, and the President’s Award from the

Academy of Behavioral Medicine Research in

1987. In 2001, she was elected to the Institute of

Medicine. She received an honorary doctorate

from her alma mater, Whitman College, in 2008.

Major Accomplishments

Chesney has been engaged in clinical practice

and research in the areas of stress, mind-body
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interactions, and health. Her earliest studies

involved the use of relaxation-based exercises

as an alternative to medication for managing

pain. Extending this approach to coronary heart

disease, Chesney carried out a number of studies

to identify the coronary-prone features of the

Type A behavior pattern. With colleagues at

SRI, she reported that hostility, competitiveness,

and depressed mood are characteristics associ-

ated with increased risk of coronary events.

She followed this work with trials investigating

lifestyle interventions designed to promote

health, prevent disease, and enhance well-being

in both women and men.

In the late 1980s, Chesney was invited to join

the Center for AIDS Prevention Studies at UCSF

to develop behavioral interventions for persons

living with HIV/AIDS. With Susan Folkman,

Chesney carried out research on stress and coping

among caregivers of persons with HIV/AIDS and

developed a cognitive behavioral intervention,

Coping Effectiveness Training (CET), for

persons with HIV/AIDS, based on stress and

coping theory. Shown to be effective with HIV,

CET has been successfully applied to enhance

coping with other chronic conditions including

spinal cord injury and cancer. In addition,

Chesney developed measures of adherence and

led randomized trials of behavioral strategies to

increase adherence to the complex treatment reg-

imens for HIV/AIDS. She was also one of two

leaders of a San Francisco community-based

study to encourage persons infected with HIV to

seek immediate treatment within the first days

of infection, a study that led NIH to create

a network investigating treatment of “primary

HIV infection.”

Her interest in policy level interventions for

health promotion brought Chesney toWashington,

DC, and NIH where she became familiar with the

emerging field of integrative medicine. Returning

to UCSF, her current research is investigating

breathing, a core feature of many behavioral or

integrative medicine interventions. With David

Anderson, she is investigating whether breathing

patterns may be a mechanism by which mind-

body interventions influence blood pressure,

a major risk factor for cardiovascular disease.
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Synonyms

Angina pectoris

Definition

Acute chest pain is the common symptom of

a multitude of medical conditions, ranging

from the life threatening, such as myocardial

infarction, pulmonary embolism, pneumothorax,

and aortic dissection; to the less serious, such as

esophageal reflux, peptic ulcer disease, and

gallbladder disease; to benign entities, such as

pericarditis, costochondritis, and panic attacks.

As such, it is also one of the most frequent

causes for ER presentation in the United States,

accounting for as many as seven million visits

annually. Rapid triage and accurate diagnostic

workup are thus cornerstones of care for these

patients (Cannon & Lee, 2008; Lee & Goldman,

2000).

The evaluation of acute chest pain begins with

a thorough history and physical that helps to

distinguish the underlying etiology and guide

testing. For instance, clinical features that are

suggestive of myocardial infarction include

prior history of coronary artery disease, pain or

pressure radiating to the arm or jaw, and associ-

ation with nausea, vomiting, or diaphoresis

(Panju, Hemmelgarn, Guyatt, & Simel, 1998).

Pain that is pleuritic (i.e., worse with deep inspi-

ration) can be caused by pulmonary embolism,

while chest pain caused by aortic dissection is

typically described as excruciating and tearing

or ripping in quality, often radiating to the back.

Pain that is worse with manual palpation, on the

other hand, suggests a chest wall process such as

costochondritis and is often reassuring. Rapid

ECG at time of presentation is recommended to

rule out ST-elevation myocardial infarction,

and other testing such as serial biomarkers

(e.g., cardiac troponins or creatine kinase MB

isoenzyme), chest X-ray, and CT angiography

of chest and thorax can be obtained based on the

clinical suspicion (Cannon & Lee, 2008; Lee &

Goldman, 2000). Despite the availability of these

tests, however, the challenge remains to balance

the need to correctly diagnose patients with

life-threatening conditions with avoidance of the

harm that can occur from unnecessary testing of

those who are truly at low risk.
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Definition

Child abuse is defined as acts of commission that

include the use of words or overt actions that

cause harm, potential harm, or threat of harm to

a child (Leeb, Paulozzi, Melanson, Simon, &

Arias, 2008). These are deliberate and intentional

acts of commission by a caregiver, whether or not

harm to a child was the intended consequence.

A caregiver is defined as a person who at the

time of the maltreatment is in a permanent (pri-

mary caregiver) or temporary (substitute care-

giver) role. In a custodial role, the person is

responsible for care and control of the child and

for the child’s overall health and welfare.

A primary caregiver lives with the child at least

part of the time and can include, but is not limited

to, a relative or biological, adoptive, step-, or

foster parent(s); a legal guardian(s); or their inti-

mate partner. A substitute caregiver may or may

not live with the child and can include coaches,

clergy, teachers, relatives, babysitters, residential

facility staff, or others who are not the child’s

primary caregiver(s).

Acts of omission, child neglect, are discussed

in a separate entry.

Types

There are three different forms of child abuse that

involve acts of commission: physical abuse, sex-

ual abuse, and psychological/emotional abuse.

Physical abuse is defined as the intentional use

of physical force against a child that results in, or

has the potential to result in, physical injury

(Leeb et al., 2008). Physical abuse includes phys-

ical acts that range from those which do not leave

a physical mark on the child to those which cause

permanent disability, disfigurement, or even

death. Examples of physical abuse can include

hitting, kicking, punching, beating, stabbing, bit-

ing, pushing, throwing, pulling, dragging,

dropping, shaking, choking, smothering, burning,

scalding, and poisoning.

Sexual abuse is defined as any completed or

attempted sexual act, sexual contact with, or

exploitation (i.e., noncontact sexual interaction)

of a child by a caregiver (Leeb et al., 2008).

Sexual acts include contact involving

penetration, however slight, between the mouth,

penis, vulva, or anus of the child and another

individual. Sexual acts also include penetration,

however slight, of the anal or genital opening by

a hand, finger, or other object. Sexual acts can be

performed by the caregiver on the child or by the

child on the caregiver. A caregiver might also

force or coerce a child to commit a sexual act

on another individual (child or adult). Abusive

sexual contact involves intentional touching,

either directly or through the clothing, of the

following: genitalia (penis or vulva), anus,

groin, breast, inner thigh, and/or buttocks. Abu-

sive sexual contact can be performed by the care-

giver on the child or by the child on the caregiver.

Abusive sexual contact can also occur between

the child and another individual (adult or child)

through force or coercion by a caregiver. Touch-

ing that is required for the normal care or atten-

tion to the child’s daily needs does not constitute

abusive sexual contact.

Noncontact sexual abuse can include any of

the following: (a) exposing a child to sexual

activity (e.g., pornography, voyeurism of the

child by an adult, intentional exposure of a child

to exhibitionism); (b) filming a child in a sexual

manner (e.g., depiction, either photographic or

cinematic, of a child in a sexual act); (c) sexually

harassing a child (e.g., quid pro quo, creating

a hostile environment because of comments or

attention of a sexual nature by a caregiver

to a child); and (d) prostituting a child

(e.g., employing, using, persuading, inducing,

enticing, encouraging, allowing, or permitting

a child to engage in or assist any other person to

engage in prostitution or sexual trafficking).

Psychological/emotional abuse includes

intentional caregiver behavior that conveys to

a child that he/she is worthless, flawed, unloved,

unwanted, endangered, or valued only in meeting

another’s needs (Leeb et al., 2008). Psychologi-

cal/emotional abuse can be continual or episodic

(e.g., triggered by a specific context or situation).

Psychologically/emotionally abusive behaviors

often consist of blaming, belittling, degrading,

intimidating, terrorizing, isolating, restraining,

confining, corrupting, exploiting, or otherwise

behaving in a manner that is harmful, potentially
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harmful, or insensitive to the child’s develop-

mental needs or can potentially damage the

child psychologically or emotionally.

Description

Prevalence

In 2008, US state and local child protective ser-

vices (CPS) received 3.3 million reports of chil-

dren being abused and/or neglected. CPS

estimated that 772,000 (10.3 per 1,000) of these

children had substantiated cases of child abuse

and/or child neglect. Approximately three quarters

of them had no history of prior victimization.

Sixteen percent of the children were classified

as victims of physical abuse, 9% as victims of

sexual abuse, and 7% as victims of psychologi-

cal/emotional abuse (USDHHS, 2010). The

remaining children were classified as victims of

child neglect. A recent national study estimated

that 1 in 5 US children has experienced some

form of child abuse or neglect in their lifetime,

with a rate of 1 in 10 experiencing some form of

child abuse or neglect in the past year (Finkelhor,

Turner, Ormrod, & Hamby, 2009). In 2008,

a CPS-based study found that African-American

(16.6 per 1,000 children), American Indian or

Alaska Native (13.9 per 1,000 children), and mul-

tiracial (13.8 per 1,000 children) children had

higher rates of victimization than other racial

groups, with slightly higher rates for girls

(10.8 per 1,000 children) than boys (9.7 per 1,000

children) overall (USDHHS, 2010). Research has

demonstrated similar negative sequelae for chil-

dren who have substantiated CPS reports of abuse

and for children who have alleged or suspected

CPS reports of abuse (Hussey et al., 2005).

Etiology and Sequelae

A combination of individual, relational, commu-

nity, and societal factors contributes to the risk of

child abuse. Although children are not responsi-

ble for the harm inflicted upon them, certain

characteristics have been found to increase their

risk of being abused (Berliner, 2011; Centers for

Disease Control and Prevention, 2009; Runyon&

Urquiza, 2011). Individual child factors that

increase a child’s vulnerability include child age

younger than 4 years and those children with spe-

cial needs. Also, parents’ lack of understanding of

child development and parenting skills; parents’

history of child abuse, substance abuse, and/or

mental health issues; parental characteristics such

as young age, low education, single parenthood,

large number of dependent children, and low

income; and nonbiological, transient caregivers

in the home (e.g., mother’s male partner) all

seem to increase the risk of perpetration of

child abuse in the home. Other risk factors for

perpetration include poor social connections and

support, family violence (e.g., intimate partner

violence), poor parent-child relationships, parent-

ing stress, community violence, and concentrated

neighborhood disadvantage (e.g., high poverty and

residential instability, high unemployment rates).

Extensive research demonstrates that child

abuse can have devastating effects on physical

and mental health. Abuse during infancy or early

childhood can cause important regions of the

brain to form and function improperly with

long-term consequences on cognitive, language,

and socioemotional development and mental

health. Children may experience severe or fatal

head trauma as a result of abuse. Nonfatal conse-

quences of abusive head trauma include varying

degrees of visual impairment (e.g., blindness),

motor impairment (e.g., cerebral palsy), and cog-

nitive impairments (Christian, Block, & The

Committee on Child Abuse & Neglect, 2009).

Also, the stress of chronic abuse may result in

anxiety and may make children more vulnerable

to problems such as posttraumatic stress disorder,

conduct disorder, and learning, attention, and

memory difficulties (Dallam, 2001; Perry,

2001). Studies have found abused children are

more likely to be arrested or become involved in

delinquent and violent behavior in adolescence

and experience teen pregnancy, low academic

achievement, and decreased high school gradua-

tion rates (Langsford et al., 2007). Abused children

are also at increased risk for adverse health behav-

iors, such as smoking, alcoholism, drug abuse, and

engaging in high-risk sexual behaviors, which

often lead to certain chronic diseases as adults,

including heart disease, cancer, chronic lung
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disease, liver disease, obesity, high blood pressure,

and high cholesterol (Runyan, Wattam, Ikeda,

Hassan, & Ramiro, 2002). In one long-term

study, as many as 80% of young adults who had

been abused met the diagnostic criteria for at least

one psychiatric disorder at age 21. These young

adults exhibitedmany problems, including depres-

sion, anxiety, eating disorders, and suicide

attempts (Silverman, Reinherz, & Giaconia,

1996). Abuse can also increase the likelihood of

adult criminal behavior and violent crime (Widom

& Maxfield, 2001). Finally, early child abuse can

have a negative effect on the ability of both men

and women to establish and maintain healthy inti-

mate relationships in adulthood (Colman &

Widom, 2004), which may also perpetuate the

cycle of violence from one generation to the next.
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Definition

The field of child development is concerned with

the scientific study of human growth and func-

tioning across the early stages of development

(i.e., the prenatal period through adolescence)

and within the multitude of contexts of daily

life. Areas of interest include – though are not

limited to – biological, cognitive, physical,

social, and emotional change across the early

portions of life. In all cases, an emphasis is placed

on understanding how normative functioning

changes or remains constant across time as

a result of maturation and/or experience (Lerner,

2006). Child development is one aspect of the

broader field of Developmental Psychology,

which examines human growth and functioning

across the entire lifespan.

Description

The field of child development is concerned with

the scientific study of human growth and

functioning throughout the early portions of life,

including the prenatal period through adoles-

cence. The entire human lifespan includes the

prenatal period, infancy, childhood (early,

middle, and late), adolescence (early, middle,

and late), emerging adulthood, and adulthood

(early, middle, and late) (Arnett, 2004; Santrock,

2012; Steinberg, 2011). One way the earliest

periods of human life may be contemplated is in

terms of chronological age. From this perspec-

tive, the prenatal period spans the time of

conception through birth and lasts approximately

9 months for a typical pregnancy. Infancy encom-

passes from birth through 18 or 24 months of age.

Early childhood includes from 18 or 24 months

through 5 or 6 years of age. Middle and late

childhood runs from 5 or 6 years through approx-

imately 11 years of age. Adolescence is from

around 11 years of age through approximately

18 years of age.

Child development considers the multitude of

contexts of daily life that humans encounter.

Areas of interest include – though are not limited

to – biological, cognitive, social, and emotional

developments, with an emphasis on how norma-

tive functioning and processes either change

or remain constant across time as a result of

maturation and/or experience (Lerner, 2006).

Biological processes in infancy and childhood

entail the growth and maturation of the internal

organ systems and observable increases in both

height and weight, and how these connect to the

development and refinement of advancing motor

skills. Subsequent biological growth in adoles-

cence is demonstrated by secondary sexual

maturation through the process of pubertal devel-

opment and the attainment of more adult-like

stature and weight. Cognitive growth in infancy

and childhood includes rapid gains in language

processing, production, and comprehension.

Memory capacity expands and more sophisti-

cated strategies for retention and recall are

demonstrated. Also, individuals gain enhanced

understanding of logic related to concrete

concepts in childhood and to abstract concepts

in adolescence. Social growth in infancy and

childhood involves dependent interactions and

attachments to caregivers and expands to include

peer and friendship relationships. Later in adoles-

cence, social networks expand to include cliques

and significant others as increasingly intimate

relationships develop. Early emotional growth

in infancy and childhood entails the presence

of primary feelings and the development of self-

conscious emotions. Subsequent growth in

adolescence involves enhanced understanding of

societal rules for the display and regulation

of emotions and coping with life’s challenges.

These different domains of growth and devel-

opment do not occur independently, but are

interrelated. That is, an infant who smiles at the

appearance of his or her father requires biological

functioning (the sensation of seeing), cognitive

and social functioning (recognition of and feeling

attached to a familiar caregiver), and emotional

functioning (smiling) (Santrock, 2012). Child

development explores not only how these

different domains develop but also how their

interrelated processes are manifested in mile-

stones associated with each of the early periods

of human life. Prenatal development entails the

development from a single fertilized egg to
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a fetus that is able to function outside the

mother’s womb. The growth across the approxi-

mate 9-month period of time prepares the organ-

ism for the life ahead of it. In early childhood,

individuals are making rapid strides in autonomy

development and gaining self-control, which gets

manifested in a variety of milestone achieve-

ments, such as potty training and turn-taking

(Berk, 2003). Children are also being prepared

to enter the formal education system at this time.

In middle childhood, children typically enter the

formal educational system and attend elementary

school. Emphasis in milestone achievement

is usually placed on academic ability, with

fundamentals such as reading, writing, and basic

mathematical skills attained and refined during

this time. The social world of children also

expands to include more peers and adults beyond

family members. Extracurricular activities such

as those involving sports and other cultural

aspects of society (e.g., dance, music) are often

initiated during this time (Santrock, 2012).

During adolescence, an emphasis is often placed

on the future, with preparation for later educa-

tion, careers, and relationships being stressed.

Increased time is spent with peers away from

the family unit in less supervised settings.

Increasingly, and across numerous contexts,

responsibility is gained, along with enhanced

expectations from others for self-reliant behavior

and maturity. Rapid biological changes occur as

result of pubertal development, which enables

the adolescent to become capable of reproduction

and leads to changes in social relationships.

Self-images become more complex to incorporate

sexual and identity development. More influence

is sought within family functioning, which neces-

sitates adjustments in how parents and siblings

relate to the adolescent (Steinberg, 2011).

Theoretical approaches in child development

can adhere to continuous or discontinuous

conceptualizations. Continuous approaches cast

development as gradually changing across time

and experience, while discontinuous approaches

cast development as being qualitatively distinct

across each life stage. A scenario that illustrates

the continuous approach is offered by Berk

(2003), who suggested that babies and

preschoolers may respond to the world in

a manner very similar to how adults respond.

That is, a child’s thinking may be just as logical

and well organized as that of an adult. He or she

may demonstrate the ability to successfully sort

objects in to different categories (e.g., clothes are

separate from toys), show understanding when

there are different quantities or amounts present

(e.g., more cookies are in the jar than are on the

plate), and retain information for long periods of

time (e.g., go straight to where the DVDs are

stored at grandma’s house after not visiting for

weeks). However, a child’s thinking may be lim-

ited by how little experience he or she has had in

interacting with the world. From this perspective,

a child possesses the same skills as an adult, but

has simply not acquired as much information or

been able to refine these skills compared to

adults. An example of a discontinuous approach

to cognitive development includes the theoretical

work of Jean Piaget, who emphasized the impor-

tance of adaptation to one’s environment and

increasing organization of knowledge across

development (Piaget, 1954). He stated that

cognition unfolded in an invariant manner, across

four major stages: the sensorimotor period

(experiencing the world through senses and

actions), the preoperational period (representing

things with words and images but lacking logical

reasoning), the concrete operational period

(thinking logically about concrete events, analo-

gies), and the formal operational period (reason-

ing abstractly). According to Piaget, cognitive

development could be described as occurring

consistently across cultures and children were

active agents and not merely passive recipients

in their own development (Piaget, 1954).

Knowledge of child development is important

to the field of behavioral medicine in numerous

ways. Knowledge of normal child development

can be extremely useful for parents, teachers,

and health-care providers – as well as many others

– who may encounter and interact with those who

manifest diseases and/or deviations from normal

development. Knowledge of typical development

can aid in detecting and treating atypical develop-

ment, and enables researchers and clinicians to

develop the most appropriate care for children
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with acute and chronic medical conditions, while

also meeting children’s developmental needs.

Programs crafted for adult patients to educate

or alter behaviors impacting health may not

be appropriate for younger patients. Likewise,

the effectiveness of health-care treatment of dis-

eases and disorders in childhood can be directly

impacted by biological or other developmental

processes. For instance, changes in pubertal

hormones among adolescents with type 1 diabetes

can dysregulate glucose metabolism. By anticipat-

ing these biological changes, clinicians may be

able to forewarn adolescent patients with type 1

diabetes and their parents and develop possible

strategies to minimize deterioration in illness

self-management during adolescence (Halvorson,

Yasuda, Carpenter, & Kaiserman, 2005).

Child development research can also reveal

periods of risk, when primary or secondary pre-

vention efforts may be most effective. Health and

health risk behaviors that affect morbidity and

mortality in later life are established early in

life. For instance, food selection choices (e.g.,

fast food versus more nutritionally balanced

items) and decisions to be physically active may

become consistent behaviors during childhood

and adolescence. Similarly, high-risk behaviors

(e.g., sexual experimentation, tobacco and alco-

hol use) often become relevant concerns during

adolescence (Williams, Holmbeck, & Greenley,

2002). Thus, interventions to promote healthy

behaviors and to prevent health risk behaviors

may be most effective during childhood and ado-

lescence. Other known periods of risk occur at

important developmental transitions such as

when rapid autonomy development among ado-

lescents with pediatric conditions may conflict

with the efforts of parental or family caregivers.

Researchers in behavioral medicine/pediatric

psychology have demonstrated the need to

consider autonomy in the management of chronic

conditions such as spina bifida and type 1 diabe-

tes (Buchbinder, 2009; Friedman, Holmbeck,

DeLucia, Jandasek, & Zebracki, 2009). Another

period of risk that has gained recent attention for

youth with chronic conditions is that of emerging

adulthood, the time between late adolescence and

the establishment of one’s identity as an adult

(ages 18–25 years). This transition is risky par-

tially because it involves a transition from

a pediatric to an adult health-care system

(i.e., pediatrician may treat an individual until he

or she is 18; age limits on parents’ health insurance

policy), which generally needs to be addressed

during the earlier adolescent years. Unfortunately,

the transition from adolescence to emerging adult-

hood or young adulthood remains a significant

challenge for caregivers and their patients and

the health-care system (Huang et al., 2011).

There are numerous professional organiza-

tions that support practice and research at the

interface of child development and behavioral

medicine. The Child and Family Health Special

Interest Group of the Society of Behavioral Med-

icine is an interdisciplinary forum for researchers

and clinicians to promote child health and devel-

opment, prevent childhood illness and injury, and

foster family adjustment to chronic illnesses.

Other relevant organizations include the Society

of Pediatric Psychology (Division 54 of the

American Psychological Association), Society

for Research on Child Development, Society for

Research on Adolescence, and Eunice Kennedy

Shriver National Institute of Child Health &

Human Development.
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Synonyms

Caregiver acts of omission

Definition

Child neglect is defined as acts of omission by

a caregiver that include failure to provide for

a child’s basic physical, emotional, or educational

needs and/or failure to protect a child from harm

or potential harm (Leeb, Paulozzi, Melanson,

Simon, & Arias, 2008). The resultant harm to

a child may or may not be the intended conse-

quence of the act of omission, but still represents

neglect. Neglect typically consists of a chronic

pattern of acts of omission by a caregiver that

result in actual or potential harm to a child. How-

ever, there are specific singular instances where

failure to supervise can result in significant harm

to a child (e.g., injury, death).

A caregiver is defined as a person who at the

time of the maltreatment is in a permanent

(primary caregiver) or temporary (substitute

caregiver) role. In a custodial role, the person is

responsible for care and control of the child and

for the child’s overall health and welfare.

A primary caregiver lives with the child at least

part of the time and can include, but is not limited

to, a relative or biological, adoptive, step-, or

foster parent(s); a legal guardian(s); or their inti-

mate partner. A substitute caregiver may or may

not live with the child and can include coaches,

clergy, teachers, relatives, babysitters, residential

facility staff, or others who are not the child’s

primary caregiver(s).

Acts of commission, child abuse, are

discussed in a separate entry.

Types

A caregiver’s failure to provide a child’s basic

needs may result in specific types of neglect

including: physical neglect, emotional neglect,

medical neglect, and educational neglect

(Barnett, Manly, & Cicchetti, 1993).

Physical neglect is defined as a caregiver’s

failure to provide a child adequate nutrition,

hygiene, or shelter; or caregiver fails to provide

clothing that is adequately clean, appropriate size,

or adequate for the weather (Leeb et al., 2008).

Emotional neglect occurs when a caregiver

ignores the child or denies emotional responsive-

ness or adequate access to mental health care
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(e.g., pervasive failures by a caregiver to interact

with a child that include consistently not

responding to infant cries or to an older child’s

attempts to interact with the caregiver) (Barnett

et al., 1993).

Medical neglect includes a failure by

a caregiver to provide a child adequate access to

medical, vision, and/or dental care, when access

to care is available or when a caregiver fails to

seek timely medical attention for a child when

needed (Leeb et al., 2008). Medical neglect is

also indicated when a caregiver fails to follow

through with medical recommendations and/or

treatment regimens (e.g., not consistently admin-

istering prescribed medications to a child), in

which the caregiver’s failure to follow through

may result in harm to the child.

Educational neglect refers to a caregiver’s

failure to ensure that a child regularly attends

school, which results in excessive absences

(e.g., 25 or more days in 1 academic year) with

no acceptable excuses (e.g., physician’s note;

Leeb et al., 2008). Educational neglect is also

defined as the failure of a caregiver to enroll and

maintain a child in school up until the age of 16.

With respect to a child’s emotional and devel-

opmental level, failure to supervise a child’s

safety within and outside of the home is catego-

rized as specific types of neglect including inad-

equate supervision and exposure to violent

environments.

Inadequate supervision refers to the failure of

a caregiver to ensure that the child engages in safe

activities and uses appropriate safety devices so

that the child is not exposed to unnecessary haz-

ards and/or that the child is being supervised by

an adequate substitute caregiver when the pri-

mary caregiver(s) is not available (Leeb et al.,

2008). Inadequate supervision can also include

circumstances where a caregiver knowingly fails

to protect a child from maltreatment perpetrated

by another caregiver. Under such conditions, the

primary caregiver’s behavior would be consid-

ered neglectful only if the maltreatment was rec-

ognized and allowed to occur. Regardless of the

primary caregiver’s knowledge of the maltreat-

ment, the substitute caregiver’s behaviors would

be considered maltreatment.

Exposure to violent environments includes

knowingly failing to take appropriate measures

to protect a child from being exposed to pervasive

violence (e.g., domestic violence) or dangerous

conditions (e.g., selling drugs out of the home)

within the home, neighborhood, or community

(Leeb et al., 2008). Of course, such situations

are an ethical challenge for the child protection

field because in many circumstances, if one par-

ent is being battered, he or she may be ill

equipped and even unable to prevent his or her

children from witnessing violence in the home.

Description

Prevalence

The most recent estimates of the prevalence of

child abuse and/or neglect indicate that approxi-

mately 772,000 children (10.3 per 1,000 children

in the population) are substantiated victims annu-

ally (USDHHS, 2010). Of the various forms of

child abuse and neglect, approximately 552,000

children experience either neglect and/or medical

neglect annually. Neglect is the most prevalent

form of child maltreatment, with 71% of all sub-

stantiated cases of maltreatment being classified

as neglect (USDHHS, 2010). However, neglect is

often the most difficult form of maltreatment to

recognize because physical evidence is rare

unless a family’s home environment is physically

inspected or the neglect has resulted in an injury,

specific medical problem (e.g., failure to thrive),

or an exacerbated chronic medical condition

(e.g., sickle cell disease).

Etiology and Sequelae

It is clear that no singular risk factor can ade-

quately explain why children are neglected.

Rather, a combination of individual, relational,

community, and societal factors contributes to

the risk of a child being neglected (Centers for

Disease Control and Prevention, 2009; Cicchetti &

Lynch, 1993; Erickson & Egeland, 2011).

Although children are not responsible for care-

givers’ neglectful behaviors, certain characteris-

tics have been found to increase their risk of

being neglected (Centers for Disease Control

C 394 Child Neglect



and Prevention, 2009). Child factors that increase

vulnerability for neglect include being

younger than 4 years old and having special

needs (e.g., developmental disabilities, chronic

medical conditions). A number of caregiver-

specific risk factors contribute to an increased

risk for the perpetration of neglect, including care-

giver poor prenatal and postnatal medical

care, a caregiver’s lack of understanding of child

development and parenting skills, lack of parental

nurturance, substance abuse, caregiver mental

health issues, poor parent-child relationships, and

parenting stress (Stith et al., 2009).Other caregiver

characteristics such as the caregiver’s own history

of maltreatment as a child, young age, low educa-

tion, single caregiver household, and a large num-

ber of dependent children all have been linked to

increased risk of child neglect. Other risk factors

include low family income, poor social connec-

tions and support, family conflict and violence

(e.g., intimate partner violence), community

violence, and concentrated neighborhood disad-

vantage (e.g., high poverty and residential insta-

bility, high unemployment rates).

Child neglect has been found to have serious

negative implications on children’s cognitive,

physical, and socioemotional development. How-

ever, the consequences of individual cases of child

neglect vary and are impacted by a combination of

factors, including the child’s age and developmen-

tal statuswhen neglected; the types of abuse and/or

neglect experienced; the frequency, duration, and

severity of the neglect; and the relationship of the

perpetrator to the victim child (English et al., 2005;

Chalk, Gibbons, & Scarupa, 2002). If children’s

needs for physical touch, emotional attachment to

a caregiver, and caregiver-child interactions are

neglected during infancy or early childhood,

long-term consequences have been found in chil-

dren’s cognitive and socioemotional development.

Research on neglected infants has demonstrated

reduced brain wave activity and enlarged brain

ventricles due to decreased brain growth (Perry,

1997, 2002). Neglected infants and young children

are at increased risk for developmental delays,

expressive and receptive language problems,

decreased positive affect, emotion regulation dif-

ficulties, impulse control problems, physical

aggression, noncompliance, anxious attachment

to their caregivers, restricted positive views of

the self, and social withdrawal (Dubowitz, Papas,

Black, & Starr, 2002; Hildyard & Wolfe, 2002).

Many of the problems observed in children

who are neglected in early childhood remain in

school-aged children including continued cogni-

tive problems (e.g., poor performance on academic

achievement tests and increased referrals for spe-

cial education services), negative mental represen-

tations of the self and others, avoidance of peer

interactions, limited social skills, and an increased

prevalence of internalizing problems (e.g., depres-

sion, anxiety, peer rejection).

The effects of child neglect have also been

implicated in adult functioning. Adults who

have experienced neglect as a child are at

increased risk for psychiatric disorders, substance

abuse, violent behaviors, and intimate partner

violence (Erickson & Egeland, 2011; Horwitz,

Widom, McLaughlin, & White, 2001; Mersky

& Reynolds, 2007; White & Widom, 2003;

Widom, Marmorstein, & White, 2006).
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Cholesterol
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School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

Sterol

Definition

Cholesterol is a steroid. It is essential to the

proper functioning of cell membranes and the

synthesis of many hormones critical to normal

physiologic processes and health. When choles-

terol is manufactured primarily by the liver, and

to a lesser degree by the intestines and other cells

in the body it is known as endogenous
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cholesterol. On the other hand, cholesterol which
one consumes and is absorbed into the blood

stream via the gastrointestinal tract is known as

exogenous cholesterol.

Description

Despite the essential role cholesterol plays in cell

wall permeability and the synthesis of steroid

hormones excessive amounts of circulating cho-

lesterol and the low-density lipoprotein (LDL)

subfraction of total cholesterol have been associ-

ated with an increase in cardiovascular morbidity

and mortality. This increase in morbidity and

mortality is likely related to the development of

atherosclerosis, a disease of the large and inter-

mediate arteries where plaques form on the lining

of the artery. At some point the plaques may

obstruct or at least impede the flow of blood

through the vessel. High-density lipoprotein

(HDL) subfraction of total cholesterol protects

against the development of atherosclerosis by

a less well-understood mechanism.

Clinical trials support the hypothesis that

aggressive lowering of the LDL subfraction of

cholesterol reduces CHD risk. Lifestyle modifi-

cations that include losing weight, reducing sat-

urated fats and the intake of exogenous

cholesterol, and increased physical activity can

reduce the LDL subfraction in healthy as well as

chronically ill populations; however, adherence

to long-term dietary changes and increased phys-

ical activity can be difficult. If efforts to reduce

LDL cholesterol using only lifestyle modification

do not reduce LDL sufficiently, drug therapy

should be considered. Efforts to reduce CHD

risk by raising the HDL subfraction are not as

promising.

The Executive Summary of the Third Report of
the National Cholesterol Education Program

(NCEP) Expert Panel of Detection, Evaluation,

and Treatment of High Blood Cholesterol in
Adults (Adult Treatment Panel III or ATP III)

provides an update of the panel’s earlier clinical

guidelines (ATP I and ATP II) for cholesterol

testing and measurement. ATP I presented an

approach to primary prevention of coronary

heart disease (CHD) in persons with high

LDL (�160 mg/dL) or borderline high LDL

(130–159 mg/dL) and multiple risk factors. ATP

II set a new optimal LDL level of �100 mg/dL

for people with CHD. ATP III focuses on inten-

sive LDL reduction in those with multiple risk

factors.
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Definition

Chromosomes are self-replicating structures

found within cells, containing and organizing

cellular DNA. The DNA contains the nucleotide

base sequence encoding the hereditary genetic

information. In most prokaryotes, the entire

genome is carried on a single circular strand of

DNA comprising one chromosome. In eukaryotic

cells (cells with a nucleus), the genome is

organized across multiple chromosomes.
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Each eukaryotic organism has its own specific

number of chromosomes. Humans are diploid

and have 23 pairs of chromosomes: one set

of two sex chromosomes and 22 pairs of autoso-

mal chromosomes for a total of 46 chromosomes.

Not surprisingly, given their name, sex chromo-

somes determine sex. Females have two

X chromosomes, and males an X and a Y chro-

mosome. Humans are diploid, which means that

they have two copies of each chromosome. Other

species have different numbers. In humans, auto-

somal chromosomes are identified by the num-

bers 1 through 22.

Chromosomes can be seen under a light

microscope and individual chromosomes can be

differentiated using special stains to band the

chromosomes based on A/T vs. G/C content.

The staining pattern results in a chromosome-

specific karyotype, which was used in early

genetic studies to identify major chromosomal

abnormalities (loss/extra chromosomes, translo-

cations, deletions, and breaks) associated with

disease. For example, Down’s syndrome,

a genetic condition that causes physical and

cognitive impairment, can be diagnosed via

karyotyping to identify trisomy 21, the presence

of three copies of chromosome 21 (Korenberg

et al., 1994). However, most genetic variance

occurs at a much smaller scale, at individual

nucleotides such as in single nucleotide polymor-

phism (SNP) or groups of nucleotides, in

microsatellites, and insertions-deletions.
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Definition

Depression is a negative mood state that is gener-

ally characterized by feelings of sadness, discour-

agement, and hopelessness (American Psychiatric

Association, 2000). Brief or transient feelings of

depression (i.e., feelings lasting several minutes

to several hours) are relatively common and

are likely to be experienced by just about everyone

at some point in their lives. However, more

chronic forms of depression are less common and

may be associated with significant interpersonal

difficulties and functional impairments.

There now exist widely accepted, standard-

ized diagnostic criteria that distinguish “normal”

from “abnormal” forms of depression, the

latter of which have been classified as “mood

disorders” in the Diagnostic and Statistical Man-

ual of Mental Disorders-4th Edition Revised
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(DSM-IV-R) (American Psychiatric Association,

2000). Although chronic depression has been clas-

sified as a “mood disorder,” it is important to

recognize that mood disorders, which include

such disorders as major and minor depressive dis-

order, dysthymia, cyclothymia, and bipolar disor-

ders, actually represent syndromes, which are

clusters of symptoms, only one of which is an

abnormality of mood. However, chronic forms of

depression also feature vegetative symptoms,

including sleep, appetite, weight, and libido

disturbances; cognitive symptoms, including

decreased ability to concentrate, memory distur-

bances, decreased frustration tolerance, low

self-esteem, and cognitive distortions; impulse
control symptoms such as suicidal behavior;

behavioral symptoms, including decreased

motivation and interest in engaging in pleasurable

activities, decreased ability to feel pleasure, and

decreased energy; and somatic symptoms, includ-

ing increased psychomotor agitation, nonspecific

aches and pains, and headaches.

Chronic depression is a major cause of morbid-

ity worldwide and represents the 4th most impor-

tant contributor to the global burden of disease,

accounting for 4.4% of all cases of premature

mortality (Kastrup & Ramos, 2007). Lifetime

prevalence rates of chronic depression vary greatly

according to geographical location, with the low-

est rates found in Japan (3%) and the highest rates

found in the United States (17%) (Kessler, Chiu,

Demler, & Walters, 2005; Kessler, Demler, Frank

et al., 2005; WHO, 2001; Andrade & Caraveo,

2003; Kessler, Beglund & Demler, 2003; Kessler,

Berglund, Demler, Jin, Merikangas, & Walters,

2005;Murphy, Laird,Monson, Sobol, &Leighton,

2000). On average, most countries report an aver-

age lifetime prevalence of about 10% (WHO,

2001; Andrade & Caraveo, 2003). Population

studies have consistently shown major depressive

disorder to be about twice as common among

women relative to men, though the reasons for

this remain unclear. The peak age of onset of

major depressive disorder is between 20 and

40 years and is 1.5 to three times more prevalent

among individuals with first degree relatives with

a history of depression (American Psychiatric

Association, 2000; Kessler et al., 2005).

The most common, widely accepted, and

empirically validated treatments for chronic

depression include pharmacotherapy (e.g., anti-

depressant medications including selective

serotonin reuptake inhibitors [SSRIs] or selective

serotonin and norepinephrine reuptake inhibitors

[SSNRIs]), psychotherapy (e.g., cognitive-

behavioral therapy [CBT] and interpersonal ther-

apy [IPT]), or some combination of the two

(American Psychiatric Association, 2000;

Kessler, Demler et al., 2005). However, most

major depressive episodes resolve spontaneously

over time, irrespective of whether or not they are

treated. The▶median duration of a major depres-

sive episode has been estimated to be about

23weeks, with the highest rates of recovery occur-

ring within the first 3 months (Posternak, Solomon

& Leo, 2006; Fava, Park, & Sonino, 2006).

Research has shown that 80% of those suffering

from their first major depressive episode will suf-

fer from at least one more over the course of their

life, averaging four episodes over their lifetime.

However, the morbidity associated with untreated

chronic depression has been compared to that of

coronary artery disease, with mortality due to sui-

cide affecting 30,000–35,000 individuals each

year (Posternak et al., 2006). There are also enor-

mous personal and societal costs associated with

chronic depression, including higher rates of

chronic illness (e.g., cardiovascular disease),

decreased productivity, absenteeism and job loss,

substance abuse, family dysfunction, and reduced

overall quality of life (American Psychiatric Asso-

ciation, 2000; Posternak et al., 2006).
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Synonyms

Chronic disease prevention and management

Definition

Chronic disease management refers to a variety

of models to improve patient care for individuals

affected by chronic disease.

Description

Chronic diseases typically require ongoing med-

ical care and may limit activities of daily living.

Examples include diabetes, hypertension, heart

diseases, mood disorders, and asthma. Chronic

diseases impact all countries, with increasing

prevalence due to several factors (e.g., increased

life expectancy, treatment advances, and changes

in lifestyle behaviors; Singh, 2008). In the USA,

over 40% of the population is living with at least

one chronic disease (Centers for Disease Control

and Prevention [CDCP], 2010). Historically, pri-

mary care practices were designed for the provi-

sion of acute care. In contrast, patients with

chronic diseases typically require long-term

treatment planning, symptom management, and

regular follow-up with providers.

Chronic Disease Management Models

There is no single optimal approach to chronic

disease management. Common components of

chronic disease management models include

care coordination across medical disciplines; reg-

ular monitoring and medication management;

and tools to increase patients’ self-efficacy for

managing the daily challenges of their disease(s).

Several strategies have been suggested to be both

effective and applicable in patient care settings,

including those with limited resources. Examples

include tools for self-care (e.g., patient education),

information collection (e.g., screening tools and

disease registries), and service provision in com-

munity settings (Singh, 2008). A primary goal of

most models is to help individuals become

informed and active participants in their disease

management, to reduce the duration and/or sever-

ity of disease-related disability. Mental health care

is an important part of this process, as mental

health problems such as depression can present

significant barriers to patient self-care.
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Current Approaches to Chronic Disease

Management

Chronic disease management is an increasingly

popular term used in health care policy and

industry communications as a reference point

for both cost containment and quality improve-

ment. Current chronic disease management pro-

grams include both targeted models which

focus on case management for patients who

account for the most medical care utilization,

and broader approaches which are based on

assumptions that all chronically ill patients

may benefit from regular assessment and tools

for promoting self-care. Some programs are

carved out to commercial vendors whereas

others are integrated within managed care insti-

tutions. There are wide variations in program

quality, content, type of communication with

patients, and extent to which physician prac-

tices are involved.

Challenges of Patient Care

Meeting the needs of chronically ill patients is

one of the greatest challenges facing current

healthcare systems. The 2001 Institute of Medi-

cine report, “Crossing the Quality Chasm:

A New Health System for the 21st Century,”

emphasized that enduring improvements in dis-

ease management require multi-level changes to

the environment in which healthcare organiza-

tions and providers function (Institute of Medi-

cine [IOM], 2001). To date, healthcare delivery

is complex and largely fragmented, with impli-

cations for care quality, efficiency, and safety.

Several factors have been suggested to facilitate

chronic disease management practices within

existing primary care systems. These include

practice reorganization to support regular fol-

low-up appointments; incorporation of empiri-

cally supported strategies for enhancing patient

self-care; and provider education, provider

incentives, and information technology to sup-

port changes.
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Definition

Chronic disease or illness is any disease or illness

which is both long lasting and permanent.

Chronic diseases normally cannot be prevented

through vaccination nor are they curable through

either medicine or time. For a disease to be clas-

sified as chronic, it must persist for a minimum of

6 weeks.

Description

Chronic diseases or illnesses are the leading

cause of mortality in the world and are estimated

by the WHO to represent 60% of all deaths

(World Health Organization [WHO], 2010).

Chronic diseases are mostly characterized by

complex causality, multiple risk factors, long

latency periods, a prolonged course of illness,

and functional impairment or disability

(Pencheon, Guest, Melzer & Gray, 2006). While

the term chronic disease technically incorporates

all long-lasting, permanent diseases, classifica-

tion confusion may arise for diseases such as

herpes zoster or seasonal asthma, which occur

intermittently throughout the lifespan and fulfill
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the technical requirements of the definition, but

are typically categorized with those diseases

which are not permanent, but fail to resolve and

respond to treatment, such as chronic bronchitis

(Last, 2007). Ten major chronic diseases include:

• Coronary heart disease

• Stroke

• Hypertension

• Hypothyroidism

• Diabetes

• Mental health problems

• Chronic obstructive pulmonary disease

• Asthma

• Epilepsy

• Cancer

The prevalence of chronic diseases increases

across the lifespan and is often comorbid with

other chronic diseases, with the average person

aged >65 years having more than one chronic

disease. Chronic disease is prevalent in both

wealthy and poor countries, but is correlated

with low socioeconomic status. The chronically

ill constitutes an extremely large percent of home

care visits, as much as 90% in the United States,

as well as the majority of prescription drug use,

days spent in hospital, doctor visits, and hospital

emergency room admittance.

As chronic diseases persevere throughout the

lifespan, they are accompanied by a high burden

of disease: a measure of potential years lost,

quality of life lost, and disability attributed to

a disease (Broemeling, Watson, & Black, 2005).

This burden of disease may include financial

costs of chronic disease as well, such as the pri-

mary and tertiary health care costs of disease

management and loss of workforce participation.

Risk Factors

Risk factors for chronic diseases such as coronary

heart disease, stroke, and certain cancers include

high cholesterol, high blood pressure, and low

fruit and vegetable intake (MedicineNet.com,

2004). Chronic disease development is also asso-

ciated with physical inactivity, obesity, alcohol,

and tobacco use. Risk factors often co-occur and

can operate synergistically, as well as with some

psychosocial factors (e.g., hostility and family

history; Gidron, Berger, Lugasi, & Ilia, 2002).

Chronic Disease Management

Chronic diseases exist across the lifespan and

require long-term treatment and support. Treat-

ment therefore focuses on disease management,

which serves to decrease the duration or severity

of impairment and disability associated with the

disease. This management manifests in a variety

of forms including but not limited to occupational

or physical therapy and rehabilitation, psycholog-

ical counseling and stress management, and self-

management strategies, depending on the type and

severity of the chronic disease.Many governments

provide assistance or financial incentive programs

to individuals with qualifying disabilities.

Chronic disease may have psychological and

emotional ramifications such as denial, anxiety,

and depression following diagnosis not only for

the affected individual, but for family and friends

as well, and these consequences may also affect

prognosis. As a result, much effort in behavior

medicine has focused on developing adaptive

strategies for coping with chronic diseases.
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Chronic Disease Prevention and
Management

▶Chronic Disease Management

Chronic Fatigue

▶ Fatigue

Chronic Fatigue Syndrome

Urs M. Nater

Department of Psychology, University of

Marburg, Marburg, Germany

Definition

Chronic fatigue syndrome (CFS) is defined by

unexplained disabling fatigue of at least 6 months

duration, accompanied by at least four out of

eight of the following symptoms: impaired

memory or concentration, sore throat, tender

glands, aching or stiff muscles, multijoint pain,

new headaches, unrefreshing sleep, and

postexertional fatigue.

Description

Chronic fatigue syndrome (CFS) is a complex

illness defined by unexplained disabling fatigue

as its core feature and a combination of other

accompanying symptoms, such as diffuse pain,

subjective cognitive impairment, and sleep

problems. The first formal case definition of the

illness was published in the USA in 1988

(Holmes et al., 1988). In 1994, an international

collaborative group published the current CFS

research case definition (Fukuda et al., 1994).

The 1994 case definition requires at least 6 months

of persistent fatigue; this fatigue cannot be sub-

stantially alleviated by rest, is not the result of

ongoing exertion, and is associated with substan-

tial reductions in occupational, social, and per-

sonal activities. In addition, at least four out of

eight of the following symptoms must occur with

fatigue in a 6-month period: impaired memory or

concentration, sore throat, tender glands, aching or

stiff muscles, multijoint pain, new headaches,

unrefreshing sleep, and postexertional fatigue.

Medical conditions that may explain the

prolonged fatigue as well as a number of psychi-

atric diagnoses exclude a patient from the diagno-

sis of chronic fatigue syndrome (Reeves et al.,

2003). Consequently, a thorough medical history

and physical assessment is required before the

diagnosis can be formally established.

Comorbidity

There is a considerable overlap between CFS and

psychiatric disorders. Recent data indicate that

almost 60% of CFS cases in the population suffer

from at least one comorbid psychiatric condition

(Nater et al., 2009). Consistent with the fact that

fatigue is a common symptom in depressive dis-

orders, a substantial overlap in diagnoses of CFS

and depression has been reported. However, there

are also distinct symptoms, such as suicidal ide-

ation, which are not more frequently present in

CFS patients than in the general population.

There are many patients with CFS who do not

meet the current criteria for any other psychiatric

disorder, indicating that CFS is not merely

a psychiatric epiphenomenon.

Chronic fatigue syndrome often co-occurs

with other medically unexplained syndromes

such as fibromyalgia or irritable bowel syndrome.

These disorders have in common with CFS the

fact that they are defined as disorders that, after

appropriate medical assessment, cannot be

explained in terms of a conventionally defined

medical disease (Barsky & Borus, 1999).
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Taken together, CFS co-occurs and shares

core symptoms with a variety of conditions,

suggesting that similar pathways may be

involved in the etiology and development of

these pathological states.

Prevalence

Chronic fatigue syndrome is relatively common

in the community, in primary care, and in hospital

settings. The overall prevalence of CFS in the

general population is reported to be between

0.1% and 2.5%. Prevalence rates vary signifi-

cantly across studies, probably as a result of dif-

ferences in diagnostic criteria and design. It is

estimated that 2.2 million Americans suffer with

CFS and that the disorder is more common in

rural than urban populations (Bierl et al., 2004).

Rates for CFS in primary care are higher than

rates seen in the general population. Large com-

munity-based epidemiological studies in the

USA indicate that CFS is equally or more com-

mon in African Americans, Hispanics and Native

Americans, and in individuals who make less

than $40,000 per year. However, in all these

groups women are two to four times more likely

than men to have CFS.

Pathophysiology

The pathophysiology of CFS is complex and

far from being fully understood. Despite mixed

findings in the vast literature of potential

pathophysiological processes in CFS, tentative

conclusions can be drawn concerning physio-

logical systems that may be abnormal in at

least some patients. It is important to remember,

however, that it remains unknown whether

any given abnormality represents a cause or

a consequence of CFS.

Early etiological theories of the disorder

focused on the immune system and infection

with Epstein Barr and other latent viruses.

Although cases of CFS may follow such infec-

tions, most studies have shown that infections are

not a primary cause for the disorder.

A variety of immune system abnormalities

have also been reported, including decreases in

natural killer cell activity and increases in

proinflammatory cytokines (Lorusso et al.,

2009). Cytokines, such as IL-6 and TNF-alpha,

have been implicated in the pathogenesis of

fatigue and somnolence. Specifically, IL-6 par-

ticipates in the pathogenesis of excessive daytime

somnolence and post-exertional fatigue. In addi-

tion, alterations in the gene expression involved

in immunity have been detected. Thus, immune

factors seem to play an important role in CFS,

although the exact mechanisms have not been

fully established yet.

Patients with CFS also may have decreased

functioning of the hypothalamic-pituitary-adrenal

(HPA) axis, one of the body’s primary stress

response systems, which is also contributing to

the peripheral and central causes of chronic pain

and fatigue. Several studies report decreased levels

of circulating cortisol and decreased adrenocorti-

cal reserve. This alteration may be associated with

several symptoms typical for CFS, including

fatigue, arthralgia, myalgia, exacerbation of aller-

gic responses, feverishness, and changes in mood,

cognition, and sleep. Cortisol exerts inhibitory

effects on the secretion of cytokines, including

IL-6, and helps return these cytokines to baseline

levels after stress. Thus, alterations in the immune

system have an impact on the endocrine system,

and vice versa. In addition to decreased function-

ing, the HPA axis has also been reported to lose its

normal diurnal rhythm in CFS patients (Nater

et al., 2008). Clinical improvement has been asso-

ciated with the normalization of this diurnal

rhythm. The overall picture may be summarized

as a relative hypoactivity of the HPA axis in CFS

patients (Cleare, 2003).

It has been reported that abnormal autonomic

nervous system (ANS) functioning may be com-

mon in patients with CFS, based on the fact that

CFS includes typical autonomic symptoms, such

as disabling fatigue, dizziness, diminished con-

centration, tremulousness, and nausea, and that at

least some CFS patients demonstrate orthostatic

intolerance when subjected to tilt table testing.

Conversely, patients with postural orthostatic

intolerance syndrome often manifest symptoms

similar to those seen in CFS. Whereas there is

some evidence for involvement of altered ANS

functioning, it needs to be noted that some CFS

symptoms, such as sore throat, myalgias, and
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cognitive alterations, cannot be attributed to

dysautonomia.

Also, studies of the central nervous system

(CNS) in CFS have examined both structural

and functional alterations. Various studies have

pointed to subtle morphological changes in CFS,

although these changes might not be specific for

CFS. Functional studies have found potential

explanations for some of the motor and cognitive

dysfunctions typically described in CFS.

Finally, psychological and stress-related fac-

tors have been associated with CFS. Some

authors consider CFS as the consequence of dys-

functional cognitive styles and maladaptive cop-

ing strategies. Many patients report an increase in

life stress in the year prior to disease develop-

ment. Recent findings from a prospective study

indicated that stress levels prior to manifestation

of CFS predicted the risk for developing CFS

(Kato, Sullivan, Evengard, & Pedersen, 2006).

In addition, adverse experiences early in life

increased the risk of developing CFS in adult-

hood manifold and resulted in the above-

mentioned hypoactivity of the endocrine stress

system (Heim et al., 2009). Thus, stressful expe-

riences seem to play an important role in trigger-

ing CFS symptoms. However, it is likely that

stress interacts with other vulnerability factors.

Ongoing or acute stressors might elicit physio-

logical changes in the predisposed body, ulti-

mately leading to pathophysiological changes

associated with CFS.

Treatment

Numerous treatments have been applied to CFS

patients with various results. Those with the best

experimental data to support efficacy include

graded exercise training and cognitive behavioral

therapy (CBT) (White et al., 2011). CBT strate-

gies for CFS typically involve organizing activity

and rest cycles, initiating graded increases in

activity, establishing a consistent sleep regimen,

and attempting to restructure beliefs around self,

as well as disease attributions (Malouff,

Thorsteinsson, Rooke, Bhullar, & Schutte,

2008). Also, low dose corticosteroids have been

reported to improve symptoms in two studies.

However, these positive findings could not be

replicated. Trials of antidepressants have yielded

an equally confusing mix of positive and negative

results, but in general these agents appear to be

significantly less effective for CFS than for

depression or anxiety disorders.
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Chronic Inflammatory Polyarthritis

▶Degenerative Diseases: Joint

Chronic Kidney Disease (CKD)

▶End-Stage Renal Disease

Chronic Obstructive Pulmonary
Disease

Akihisa Mitani

Department of Respiratory Medicine, Mitsui

Memorial Hospital, Chiyoda-ku, Tokyo, Japan

Synonyms

Chronic bronchitis; Emphysema

Definition

Chronic obstructive pulmonary disease (COPD),

one of the leading causes of morbidity and mor-

tality worldwide, is a chronic disease of the lung

that is characterized by decreased air flow and

associated abnormal inflammation of the lungs.

The disease results from interaction between

individual risk factors (like alpha1-antitrypsin

deficiencies) and environmental exposures to

toxic agents (like cigarette smoking). The main

mechanisms that may contribute to airflow limi-

tation in COPD are fixed narrowing of small

airways, emphysema, and luminal obstruction

with mucus secretions (American Thoracic Soci-

ety, 1995; Global Initiative for Chronic Obstruc-

tive Lung Disease (GOLD), 2006; The COPD

Guidelines Group of the Standards of Care Com-

mittee of the BTS Thorax 1997; Petty & Nett,

2001).

The definition does not use the terms chronic

bronchitis and emphysema, although most

patients with COPD have them. Chronic bronchi-

tis is diagnosed based on the clinical presentation,

such as a chronic cough and sputum production.

The diagnosis of emphysema, which is the term

used to describe damage to the air sacs in the

lung, is made from a pathological and/or morpho-

logical standpoint.

The respiratory symptoms of COPD are dys-

pnea, chronic cough, and sputum production. The

dyspnea may initially be noticed only during

exertion. Patients with a COPD exacerbation

complain of increased cough and sputum, wheez-

ing, and dyspnea, with or without fever.

Most patients with COPD have a history of

cigarette smoking or other inhalant exposure.

Therefore, when a person with a history of expo-

sure to risk factors, especially smoke, has dys-

pnea, chronic cough, and sputum production,

a diagnosis of COPD should be considered. Mea-

surements of lung function are essential for the

diagnosis of COPD. It is also used to determine

the severity of the airflow obstruction and follow

disease progression. Spirometry measures forced

vital capacity (FVC) and forced expiratory vol-

ume in 1 s (FEV1.0). An FEV1.0/FVC ratio less

than 70% generally indicates airway obstruction.
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The overall goals of treatment of COPD are to

prevent further deterioration in respiratory func-

tion, relieve symptoms, improve quality of life,

and reducemortality (Global Initiative for Chronic

Obstructive Lung Disease (GOLD), 2006).

First of all, reduction of risk factors is needed.

All COPD patients with smoking habit should be

encouraged to quit smoking. Even a few minutes

counseling could be effective. Pharmacotherapy,

such as nicotine replacement and varenicline,

is also recommended. Preventive care is also

very important, and all patients should be

recommended to get an immunization, including

influenza and pneumococcal vaccines.

The mainstay drugs of COPD are bronchodi-

lators, and inhaled therapy is preferred. Beta ago-

nists, anticholinergics, and methylxanthines are

given alone or in combination depending upon

the severity of disease and each patient’s individ-

ual response to therapy. Inhaled glucocorticoids

can reduce the frequency of the acute exacerba-

tion, although it cannot improve lung function.

Systemic glucocorticoids are not recommended

for a long-time treatment. Mucolytic drugs might

be beneficial for selected patients.

Non-pharmacological treatment is equally

important for managing COPD. It includes pul-

monary rehabilitation and oxygen administration.

Pulmonary rehabilitation has been shown to

improve exercise capacity, decrease dyspnea,

and improve quality of life and should be consid-

ered as an addition to medication therapy for the

patients at all stages of disease. Long-term oxy-

gen therapy improves survival and quality of life

in the patients with hypoxemia.
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Chronic Pain

▶Arthritis: Psychosocial Aspects

Chronic Pain Patients

Stuart Derbyshire

School of Psychology, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

Persistent pain

Definition

Chronic pain is typically defined as pain that

continues in excess of 3–6 months regardless of

the cause of the pain. Less commonly, chronic

pain is defined as pain that persists beyond the

point of any possible healing or any other useful

function such as the enforcement of rest.

Description

Major advances in the understanding of pain

began with the observations of the physician

Henry Beecher during World War 2. Beecher

noted that seriously wounded soldiers brought

from the front line requested less-pain medicine
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and reported less pain than he was used to seeing

in his civilian patients. Beecher inferred that pain

is not simply a response to physical injury or

disease but also includes a cognitive and emo-

tional component. Twenty years later, Canadian

psychologist Ronald Melzack and British physi-

ologist Patrick Wall published their gate control

theory. Gate theory proposed that noxious and

non-noxious sensory information interact in the

spinal cord with descending influence from the

brain. The theory explains pain experience as

dependent upon that interaction rather than just

the strength of a noxious stimulus. The precise

details of the theory are less important than the

dramatic impact gate control had on the under-

standing of pain. Gate control theory ended sim-

plistic ideas of pain based on an isolated

dedicated pathway from the periphery to the

brain. It provided the first plausible physiological

explanations for the influence of psychological

states on pain experience through a brain-spinal

cord loop. Most importantly, gate control theory

shifted attention away from the stimulus and

toward the spinal cord, brain, and the subjective

experience of pain. After the gate it became

increasingly apparent that pain cannot be reliably

judged based upon an objective measure of injury

or receptor activation and so assessment of pain

requires subjective report – the “what it is like” to

be in pain.

The shift in focus away from the noxious

stimulus that triggers pain and toward the psy-

chological experience of pain was particularly

important for the understanding of chronic pain.

Chronic pain conditions are often characterized

by the lack of a stimulus that can explain the pain.

Patients with phantom limb pain, for example,

feel pain in a limb that has been amputated.

Patients with causalgia suffer severe burning

pain at a site of injury long after the injury has

healed. Even in diseases where there is an ongo-

ing trauma, such as patients with cancer or arthri-

tis, the pain is typically difficult to predict based

on objective measures of disease activity and

continues beyond any period when cessation of

activity and rest might facilitate healing. Thus,

the understanding of chronic pain is not helped by

a focus on injury or disease but by a focus on the

experience of pain. Chronic, persistent pain is

a distinct medical entity, syndrome, or disease

in its own right, but it is not a disease that can

be defined by objective markers such as provided

by X-rays or histological tests; chronic pain is

a disease defined by the subjective experience

of pain. In short, chronic pain is a problem

because it feels bad.

This understanding of chronic pain is further

reflected in the international association for the

study of pain (IASP) definition of pain, which

states that pain is “an unpleasant sensory and

emotional experience associated with actual or

potential tissue damage, or described in terms of

such damage. . . pain is always subjective. Each

individual learns the application of the word

through experiences related to injury in early

life.” This definition recognizes a number of impor-

tant facts about pain: (1) It is a multidimensional

experience. (2) It is subjective. (3) It may or may

not be associated with tissue damage.

The somewhat complex understanding of pain

provided by the IASP is perhaps not especially

important when considering acute pain. If some-

one hits their hand with a hammer, it is patently

obvious that the pain was caused by the hammer

and it is reasonable to assume that the pain will

subside once the injury heals. Although it may be

theoretically correct to point out that the pain is in

the patient’s mind, not their hand, and that the

experience derives from psychology, and not the

hammer, such points would be overly

pedantic. When faced with an obvious injury it

is reasonable to depersonalize the experience as

a consequence of external forces, which rapidly

lose their influence with healing. For patients

with chronic pain, however, there is either no

external force to blame or the external force

never loses its influence. Either way, the experi-

ence is deeply personal and subjective.

The personal and subjective nature of chronic

pain makes treatment difficult. Traditional treat-

ment approaches involving periods of rest and

analgesic medication use are typically unsuccess-

ful in resolving chronic pain. Physicians and

patients can easily become disillusioned when

multiple treatments, used sequentially or in com-

bination, fail to provide pain relief. In many
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cases, physicians are left frustrated and patients

dissatisfied with chronic, unremitting symptoms.

Treatment approaches that focus on the patient’s

experience, what they feel and how they manage

their feelings, are usually more successful. Cog-

nitive behavioral therapy, for example, aims to

modify the reciprocal relationships between sen-

sation, cognition, emotion, and behavior so as to

improve mood and decrease the disability asso-

ciated with the pain. Cognitive behavioral ther-

apy emphasizes the teaching of coping skills and

the active role patients have in modifying how

they think, feel, and believe. The aim is to reduce

the negative impact of their pain even if the pain

itself is not directly reduced.

Among adults, the prevalence of chronic pain

where an identifying cause is difficult to find

ranges between 2% and 40% depending on the

study. Unsurprisingly, chronic pain substantially

reduces quality of life and also generates consid-

erable costs. In the Netherlands, for example, the

cost of back pain alone equals 1.7% of the gross

national product and in the UK, back pain results

in the loss of over 150 million workdays annu-

ally. There is also evidence that the problem may

be increasing. In the USA, the rate of disability

claims associated with low back pain has

increased over the rate of population growth by

1,400% since the early 1970s. Understanding

chronic pain so as to address this increase and

provide better treatments remains a considerable

challenge.
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Chronic Pain, Types of (Cancer,
Musculoskeletal, Pelvic),
Management of

Michael J. L. Sullivan and Tsipora Mankovsky

Department of Psychology, McGill University,

Montreal, QC, Canada

Definition

Intervention approaches to improve function

and promote successful adaptation to chronic

pain.

Description

This entry briefly reviews non-pharmacological

approaches to the management of pain-related

health conditions and pain-related disability.

The review is selective as opposed to exhaustive,

with emphasis on interventions that have been

systematically evaluated. Where possible, refer-

ences to clinical manuals are provided for

readers who are interested in learning more

about the specific intervention techniques

described.

Psychological Treatment of Pain

By the mid-1960s, mounting clinical and scien-

tific evidence was calling for a model of pain that

would consider both the physiological and psy-

chological mechanisms involved in pain percep-

tion. The call was most compellingly answered

by Melzack and Wall’s gate control theory of

pain. From an applied perspective, the work

of Melzack and Wall evolved into behavioral

conceptualizations of pain (Fordyce, Fowler,

Lehmann, & De Lateur, 1968), contributing ulti-

mately to the development of biopsychosocial

models of pain (Gatchel, Peng, Peters, Fuchs, &

Turk, 2007). Biopsychosocial models propose

that a complete understanding of pain experience

and pain-related outcomes requires consideration

of physical, psychological, and social factors

(Gatchel et al., 2007).
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Behavioral/Operant Programs

The first programs that specifically targeted the

psychological aspects of pain-related disability

were based on the view that pain-related disabil-

ity was a form of “behavior” that was maintained

by reinforcement contingencies. In the 1960s and

1970s, Wilbert Fordyce and his colleagues

applied the concepts of learning theory to the

problem of chronic pain (Fordyce et al., 1968;

Fordyce, 1976). The focus of Fordyce’s approach

to treatment was not on reducing the experience

of pain but on reducing the overt display of pain.

The targets selected for treatment were pain

behaviors such as distress vocalizations, facial

grimacing, limping, guarding, medication intake,

activity withdrawal, and activity avoidance.

The first behavioral approaches to the manage-

ment of pain and disability were conducted within

inpatient settings that permitted systematic obser-

vation of pain behaviors, as well control over

environmental contingencies influencing pain

behavior (Fordyce, 1976). Staff were trained to

monitor pain behavior and to selectively reinforce

“well behaviors” and selectively ignore “pain

behaviors.” Results of several studies revealed

that the manipulation of reinforcement contingen-

cies could exert powerful influence on the fre-

quency of display of pain behaviors (Fordyce,

Roberts, & Sternbach, 1985). The manipulation

of reinforcement contingencies was also applied

to other domains of pain-related behavior and

shown to be effective in reducing medication

intake, reducing downtime and maximizing

participation in goal-directed activity.

A number of clinical trials on the efficacy of

behavioral treatments for the reduction of pain

and disability yielded positive findings (Sanders,

1996). However, given the significant resources

required to implement contingency management

interventions, issues concerning the cost-efficacy

of behavioral therapy for pain and disability were

raised. Concern was also raised over the mainte-

nance of treatment gains since reinforcement

contingencies outside the clinic setting could

not be readily controlled. In order to increase

access and reduce costs, behavioral treatments

were modified to permit their administration on

an outpatient basis. This change in delivery

format compromised to some degree the control

over environmental contingencies and required

greater reliance on self-monitoring and

self-report measures (Sanders, 1996).

Back Schools

Although back schools were first developed in the

late 1960s, the first published reports of the

benefits of “back schools” only appeared in

the literature in the early 1980s (Zachrisson-

Forsell, 1981). The structure and content of

back schools reflected the prevailing view of

the time that “information” or “knowledge”

could be powerful tools to effect change in

behavior (e.g., pain-related disability) (Heymans,

van Tulder, Esmail, Bombardier, & Koes, 2004).

Back schools vary widely in terms of content,

duration, and the intervention disciplines used to

administer the program. The duration of back

school interventions has ranged from a single

information session to a 2-month inpatient pro-

gram. Back school interventions have tended to

use group formats with a didactic format where

participants might be exposed to information

about biomechanics, posture, ergonomics, exer-

cises, nutrition, weight loss, attitudes, beliefs, and

coping. As a function of the type of information

being provided, the interventionist might

be a physician, physiotherapist, occupational

therapist, nurse, or psychologist (Linton &

Kamwendo, 1987).

A recent review of randomized clinical trials

of back school programs concluded that (a) back

schools yielded benefit relative to treatment-

as-usual interventions, (b) the treatment effect

size was small, and (c) that back school programs

implemented within occupational settings

appeared to yield the most positive outcomes

(Heymans, van Tulder, Esmail, Bombardier, &

Koes, 2005).

Cognitive-Behavioral Programs

Cognitive-behavioral programs for the manage-

ment of pain and pain-related disability began to

appear in the 1980s (Turk, Meichenbaum, &

Genest, 1983). CBT programs incorporated con-

cepts drawn from earlier behavioral approaches

as well as information-based approaches used in
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back schools. The objective of many CBT

programs is to equip individuals with the psycho-

logical “tools” necessary to adequately meet

challenges of persistent pain (Turk et al., 1983).

Cognitive-behavioral interventions are cur-

rently considered the psychological treatment of

choice for individuals coping with chronic pain

and disability, (Gatchel et al., 2007). A number of

clinical trials have demonstrated that these

types of interventions can lead to clinically sig-

nificant decreases in pain and emotional distress

(Williams et al., 1996).

It is important to note that the term cognitive

behavioral does not refer to a specific interven-

tion but, rather, to a class of intervention strate-

gies. The strategies included under the heading of

cognitive-behavioral interventions vary widely

and may include self-instruction (e.g., motiva-

tional self-talk), relaxation or biofeedback, devel-

oping coping strategies (e.g., distraction,

imagery), increasing assertiveness, minimizing

negative or self-defeating thoughts, changing

maladaptive beliefs about pain, and goal setting

(Turk et al., 1983). A client referred for cogni-

tive-behavioral intervention may be exposed to

varying selections of these strategies. The goals

of CBT programsmight also differ across settings

and may include pain reduction, distress reduc-

tion, increased activity involvement, or return to

work (Gatchel et al., 2007).

Stress Management Programs

Stress management programs represent a special

case of cognitive-behavioral intervention. Stress

management programs proceed from the view

that, unless properly managed, chronic stresses

can lead to a depletion of the individual’s physi-

cal and psychological resources and, in turn,

increase the individual’s susceptibility to physi-

cal or psychological dysfunction (Lazarus &

Folkman, 1984). Stress management approaches

are considered separately from cognitive-

behavioral pain management programs since the

focus of stress management programs is not nec-

essarily on managing pain symptoms or disabil-

ity. Furthermore, while CBT programs are

typically used for individuals who are work-

disabled due to their pain condition, stress

management programs have been used as preven-

tive interventions for individuals who are

experiencing symptoms of persistent pain but

are still working. The primary focus of stress

management interventions might be on stresses

within the workplace or the individual’s personal

stresses (Feuerstein et al., 2004).

Problem-solving therapy is a variant of stress

management programs that has recently been

applied to individuals who are work-disabled

due to musculoskeletal pain conditions

(D’Zurilla, 1990; Smeets et al., 2008). Problem-

solving therapy proceeds from the view that life

stresses can be minimized if the individual is able

to use appropriate problem-solving strategies to

deal with difficult situations that might be

encountered at the work place or in daily life.

Problem-solving intervention programs will

typically span several weeks (8–10 weeks) and

might involve didactic lectures, group discussion,

and homework assignments. The limited research

that has addressed the efficacy of this form

of intervention indicates that the addition

of problem-solving therapy to usual treatment

might improve return to work outcomes in indi-

viduals with disabling musculoskeletal pain

(Smeets et al.).

Acceptance and Commitment Therapy

Acceptance and commitment therapy, also

referred to as contextually based cognitive-

behavior therapy, is a type of cognitive therapy

that has evolved from Stephen Hayes’ work on

acceptance and adaptation (Hayes, Strosahl, &

Wilson, 1999; McCracken, 2005). Proponents of

ACT emphasize that they do use the term accep-

tance to refer to resignation but rather as a term to

refer to the process of ceasing to struggle ineffec-

tively against that which cannot be changed

(Hayes et al., 1999). In the case of chronic pain,

acceptance is viewed as a first step toward suc-

cessful adaptation (McCracken, 2005). Accep-

tance is said to occur when the individual with

chronic pain is willing to experience his or her

pain without attempting to control it. Through

treatment, individuals with chronic pain are

taught to acknowledge their pain, observe it as

a sensation, and then accept it as part of their
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reality without judgment. Through treatment,

individuals are also encouraged to focus on their

values and to commit to activities consistent with

their values, in spite of ongoing pain.

Several investigations have shown that ACT is

effective in reducing pain intensity and self-

reported disability (Vowles & McCracken,

2008). To date, ACT has only been used with

individuals with long-standing chronic pain

where the prospect of significant pain alleviation

is realistic low. When symptom-focused treat-

ment of the pain condition is unlikely to yield

positive outcomes, acceptance-based interven-

tions might represent a useful option for improv-

ing the quality of life of individuals with chronic

pain. It is not clear whether ACT would be

effective or even appropriate for individuals

with recent onset pain where a substantive pro-

portion of individuals would be expected to show

significant recovery from their pain condition.

Risk-Factor-Targeted Interventions

Recent research on risk factors for prolonged pain

and disability has prompted the development of

risk-factor-targeted intervention programs (Sulli-

van, Feuerstein, Gatchel, Linton, & Pransky,

2005; Vlaeyen & Linton, 2000). The Progressive

Goal Attainment Program (PGAP) was designed

as a risk-factor-targeted intervention for individ-

uals suffering from debilitating pain conditions

(Sullivan, Adams, Rhodenizer, & Stanish, 2006).

The primary goals of the PGAP are to reduce

catastrophic thinking and fear of movement in

order to promote reintegration into life-role activ-

ities, increase quality of life, and facilitate return

to work. The intervention is typically delivered

by occupational therapists, physiotherapists, or

psychologists.

Since the PGAP is a risk-factor-targeted inter-

vention, clients are only considered as potential

candidates for the intervention if they obtain scores

in the risk range on measures of catastrophic think-

ing, fear of movement, or disability beliefs. In the

initial weeks of the program, the focus is on the

establishment of a strong therapeutic relationship

and the development of a structured activity sched-

ule. The client is provided with a client workbook

that serves as the platform for activity scheduling

and contains the forms for various exercises that

will be used through the treatment. Activity

goals are established in order to promote resump-

tion of family, social, and occupational roles.

Intervention techniques are invoked to target

specific obstacles to rehabilitation progress (e.g.,

catastrophic thinking, fear of movement, and

disability beliefs). In the final stages of the pro-

gram, the intervention focuses on activities that

will facilitate reintegration into the workplace.

PGAP has been shown to be effective in reduc-

ing catastrophic thinking, fear of movement, and

disability beliefs in individuals withwhiplash inju-

ries and work-related musculoskeletal injuries

(Sullivan, Adams, Rhodenizer, & Stanish, et al.,

2006). Research has supported the view that

reductions in catastrophizing are significant deter-

minants of treatment-related improvements in

depressive symptoms, physical function, and

return to work (Sullivan, Ward et al., 2005).

Graded Activity and Exposure

The premise underlying graded activity or

exposure interventions is that disability can be

construed as a type of phobic orientation toward

activity (Vlaeyen & Linton, 2000). According to

the fear-avoidance model, individuals will differ

in the degree to which they interpret their pain

symptoms in a “catastrophic” or “alarmist” man-

ner. The model predicts that catastrophic thinking

following the onset of pain will contribute to

heightened fears of movement. In turn, fear is

expected to lead to avoidance of activity that

might be associated with pain (Vlaeyen&Linton,

2000). Prolonged inactivity is expected to con-

tribute to depression and disability (Sullivan,

Adams, Thibault et al., 2006). According to the

fear-avoidance model, reducing fear of move-

ment is a critical component of successful reha-

bilitation of individuals with debilitating pain

conditions (Vlaeyen & Linton, 2000). Clients

are typically only considered for exposure inter-

ventions if they obtain high scores on measures of

fear of movement.

Graded activity or exposure to feared activi-

ties are treatment approaches that involve sys-

tematic exposure or engagement in activities

that individuals avoid due to fears that they
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might experience an exacerbation of their symp-

toms. Feared activities are initially identified

and ranked hierarchically, from least to most

feared activities. Beginning with the least feared

activities, clients are systematically exposed to

movements that comprise the activities that cli-

ents are currently avoiding. Clients are repeatedly

exposed to specific movements until their fear of

activity subsides. As clients overcome their fears

associated with the least feared activities in their

feared activities hierarchy, the exposure tech-

niques are used on activities associated with

higher levels of fear (Leeuw et al., 2007).

While graded exposure has been shown to be

an effective intervention for reducing the fear of

specific movements, its effects do not seem to

generalize to un-targeted activities (Goubert,

Francken, Crombez, Vansteenwegen, & Lysens,

2002). As such, the clinical significance of the

intervention might depend on the degree to which

important activities of daily living or occupational

activities can be targeted. Graded activity and

exposure interventions aimed at reducing fear of

movement have been shown to be effective in

reducing disability, reducing absenteeism, and

facilitating return to work (Bailey, Carleton,

Vlaeyen, & Asmundson, 2010).

Choosing Among Different Psychological

Interventions

The intervention approaches described in this

chapter differ in terms of their focus, structure,

content, and objectives. With the range of poten-

tial intervention avenues currently available, the

clinician might reflect on the question of which

intervention approach might be most suitable for

a particular client. Since little research has been

conducting on matching client profiles to specific

interventions, this question unfortunately cannot

be addressed from an empirical standpoint. There

are, however, various points of consideration that

might assist the clinician in determining the most

appropriate intervention for his or her client.

Few would question the importance of infor-

mation provision in the management of chronic

pain and disability. The more that clients under-

stand about the nature of their pain condition, the

more they will be able to play an active role in the

management of their condition. As such, infor-

mation-based approaches such as back schools

might be an important element in the manage-

ment of chronic pain. However, for most clients

with chronic pain conditions, information

alone is unlikely to yield clinically significant

improvements in mood, suffering, or disability.

Information-based techniques might best be

viewed as important elements of a more compre-

hensive approach to treatment as opposed to

stand-alone interventions.

For the greater part of the last two decades,

psychosocial interventions were included primar-

ily as part of tertiary care treatment for clients

with long-standing chronic pain and disability.

With little expectancy of clinical improvement

of clients’ pain conditions, the focus of many

treatment programs was primarily on the allevia-

tion of suffering. Cognitive-behavioral interven-

tions that used distress reduction techniques

such as relaxation, reappraisal, and cognitive

restructuring were ideally suited to achieve

reductions in suffering in clients with long-

standing chronic pain (Morley, Eccleston, &

Williams, 1999).

As research accumulated showing that psy-

chological interventions yielded significant

reductions in pain and emotional distress, there

was greater interest in using psychological inter-

ventions for clients who were at earlier stages of

chronicity (Sullivan, 2003). The term secondary

prevention is used to describe interventions that

are implemented for individuals considered “at

risk” condition or chronic pain and disability

but whose condition had not yet become

chronic. With a less chronic population, treat-

ment objectives of psychological interventions

changed. Since many clients still had an employ-

ment-relevant skill set, and some might also have

had a job to return to, there was an increased

focus on return to function as a central objective

of treatment, as opposed to a primary focus on

reduction of suffering. Return to function is

a central objective of interventions such as

PGAP or graded exposure.

When treatment is initiated after a long period

of chronicity, intervention strategies are more

likely to address the consequences of pain and
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disability (e.g., affective disorders, drug/alcohol

overuse, family dysfunction) as opposed to risk

factors for pain and disability. It is important for

professionals working with clients with long-

standing chronic pain and disability to have

a background in mental health in order to be

able to intervene on psychological conditions

that might be compounding the client’s pain

condition. However, risk factors for chronicity

are not necessarily psychological disorders nor

would they necessarily be considered indices of

dysfunction (in the absence of a pain condition).

Nevertheless, their presence contributes to

a higher probability that a pain condition will

persist or worsen over time. The challenge to

effective secondary prevention lies not only in

the development of risk-factor targeted interven-

tions but in developing mechanisms by which

individuals at risk can be identified. Perhaps

more so than is the case for psychological disor-

ders, risk factors for chronicity may be particu-

larly likely to go undetected during routine

primary care. Treating physicians often become

aware of psychological factors in pain and dis-

ability only once chronicity has developed and

the client has become treatment resistant.

Since psychological risk factors for chronic

pain and disability are not mental health condi-

tions, the development of secondary prevention

interventions opened the door for using profes-

sionals who were not mental health professionals

to deliver psychological interventions for pain.

Intervention programs like PGAP or graded

exposure are more likely to use occupational

therapists, physiotherapists, or kinesiologists as

interventionists than psychologists. This should

be viewed as a positive change since the shortage

of psychologists involved in the treatment of pain

severely limits access to psychological services

for individuals with debilitating pain conditions.

Thus, chronicity and clinical complexity are

two factors that will influence the type of psycho-

logical intervention that will be considered, the

objectives of the intervention, and the training

background of the professional that will be used

to deliver the intervention. Undoubtedly, other

psychological interventions will be added to the

repertoire of psychological services offered to

clients with debilitating pain conditions. It is par-

amount to consider the evidence base for psycho-

logical interventions for pain-related difficulties

before offering them to clients with debilitating

pain conditions. Offering interventions that are

not evidence based increases the probability of

treatment failure and is likely to contribute to

further demoralization of a client already strug-

gling with a heavy burden of distress and

disability.

Cross-References

▶ Pain Management/Control

▶ Pain, Psychosocial Aspects

▶ Pain-Related Fear
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Definition

Chronobiology is the science of periodic

changes in physiology and behavior of living

organisms (Halberg, 1969). It describes these bio-

logical rhythms with statistical methods

(chronobiometry) and elucidates the underlying

molecular/biochemical mechanisms at a cellular

and systemic level, the entrainment of these

internal timing systems by external time cues, the

effects of timed light and drug therapy (chrono-

therapy, chronopharmacology, chronotoxicology),

as well as disturbances of biological rhythms that

may lead to pathology (Dunlap, Loros, &

DeCoursey, 2004; Foster & Kreitzman, 2004;

Koukkari & Sothern, 2006; Redfern & Lemmer,

2007). In behavioral medicine, the most relevant

biological rhythms show a period of about 24 h

(circadian), 7 days (circaseptan), 30 days

(circatrigintan), or 1 year (circannual).

Description

Life is adapted to rhythms that are generated by

movements of the Earth, the Moon, and the Sun
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in relation to each other. Depending on the fea-

tures of its habitat, every living organism on

earth, including bacteria, plants, animals, and

humans, shows rhythmic changes in physiology

and behavior with different periods like that of

tidal rhythms (�12 h, circahemidian), the daily

light–dark cycle (�24 h, circadian), the weekly

cycle (presumably stemming from alternations

between spring- and neap-tides, �7 days,

circaseptan), the lunar cycle (�30 days,

circatrigintan), and the seasons (�1 year,

circannual). Periods that are longer than 1 day

are called infradian, those that are shorter than

1 day are termed ultradian. Ultradian oscillations

show very different periods and, like the 90 min

of the non-REM-REM sleep cycle (REM: rapid

eye movement), often lack an environmental

counterpart.

Biological rhythms do not simply follow envi-

ronmental changes but rather appear to anticipate

them. They are still evident if an organism is

deprived of any external time cue (zeitgeber) or

in isolated cells in culture (e.g., white blood

cells). Under such free-running conditions,

a given rhythm period typically slightly deviates

from the external cycle (e.g., 24.2 h instead of

24 h, hence the term “circa-dian”) and this

unmasked endogenous rhythm represents a trait

with considerable interindividual differences

(Aschoff, 1965). This indicates that environmen-

tal rhythms are adopted by inheritable internal

time-keeping systems. It is assumed that endog-

enous timing mechanisms developed during

evolution, with the goal of adapting the organism

to relevant environmental changes (like the avail-

ability of food, exposure to predators, changes in

ambient temperature, or periods of efficient

reproduction) in an anticipatory manner. This

anticipatory cycling is advantageous, e.g., with

respect to energetic efficiency, and was therefore

preserved by natural selection. The adaptation of

living matter to environmental changes reflects

a basic concept of physiology, i.e., homeostasis –

the maintenance of the “internal milieu” of the

organisms at a constant level (setpoint) despite
external challenges. Core body temperature, e.g.,

is homeostatically regulated. In addition to

the advantage of adaptation, more complex

organisms might have benefited also from the

separation of otherwise incompatible body and

brain functions in time (e.g., encoding of new

information during the active period and consol-

idation, i.e., the covert reactivation of “fresh”

memory traces that is incompatible with active

stimulus processing during the resting period).

To sum up, astronomically generated rhythms

were evolutionary imprinted onto the genome of

living organisms, creating anticipatory biological

clocks and the organization of physiology and

behavior in time (see Fig. 1). The underlying

molecular machinery has been elucidated

mainly for the circadian rhythm in the 1970s

when the first clock gene was described in the

fruit fly. By now many clock genes are discov-

ered that are linked with their respective tran-

scripts in an interlocked feedback loop that takes

about 24 h for a full cycle. Activity in this

feedback loop represents the molecular pendu-

lum of the clock (Panda, Hogenesch, & Kay,

2002). In mammalian brain and peripheral

organs, clock genes control basic cellular pro-

cesses and up to 10% of the transcriptome in

a tissue-specific manner. Though sophisticated,

these self-sustained clocks are not precise – as it

becomes evident under free-running conditions

– and therefore have to be reset and synchro-

nized (entrainment) by an external zeitgeber

(synchronizer, entraining agent). The most

important zeitgeber is light. Photic entrainment

is provided by nonvisual retinal cells that

convey the information about light and darkness

to the hypothalamic suprachiasmatic nuclei

(SCN), called the “master clock.” In a hierarchic

structure, the SCN signals to other brain centers

(like sleep regulatory centers) and synchronizes

clocks in peripheral tissues via the sympathetic

nervous system and the hypothalamic-pituitary-

adrenal axis. Apart from light, further external

and internal synchronizers are ambient and core

body temperature, sleep, physical activity, mel-

atonin, food intake, and social cues. So, work-

days and weekends are likely synchronizers for

circaseptan rhythms, whereas circannual

rhythms are assumed to be entrained by the

length of the daily light span and changes in

environmental temperature.
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In animals and humans, this complex time-

keeping system of clock genes and SCN regulates

the sleep-wake cycle and induces rhythmic

changes in cognitive and physical performance,

core body temperature, hormone levels, and

metabolism. Chronobiologists assess such

rhythms with inferential statistical tools

(chronobiometry) either under “natural,” i.e.,

entrained, conditions or in experimental settings

that allow to dissect the endogenous component

of these rhythms from masking environmental

factors or behaviors. Experimental designs use

isolation procedures (cave or bunker experi-

ments) or constant lighting conditions in humans

and animals, respectively, to eliminate external

time cues. Emerging free-running rhythms may

then differ among parameters in terms of their

period such that, e.g., the sleep-wake-cycle may

Chronobiology, Fig. 1 Environmental rhythms like the

24 h light–dark cycle were evolutionary imprinted onto

the genome of living matter. Clock genes and their tran-

scripts built up the molecular clock that ticks in the hypo-

thalamic suprachiasmatic nuclei (SCN), but also in many

if not all cells of the human body. As these molecular

clocks are not precise they are synchronized (entrained)

by zeitgeber. Environmental zeitgebers reset the phase of

the SCN that itself signals to sleep regulatory centers and

synchronizes peripheral clocks by intrinsic and activity-

related factors. This multi-oscillatory system induces

rhythms in physiology and behavior that are synchronized

to environmental rhythms and therefore serve to anticipate

external challenges (homeostasis). Two hormonal

rhythms are depicted that can be statistically described

(chronobiometry). Experimental procedures in chronobi-

ology aim to dissect the effects of endogenous clocks from

entraining and masking influences. Apart from circadian

rhythms, chronobiology also describes oscillations with

periods that are shorter than 1 day (like the ultradian

rhythm of rapid eye movement sleep) and with periods

of about 7 days (circaseptan) and about 1 year

(circannual). Important aspects of chronobiology in

behavioral medicine are summarized in the grey box
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desynchronize from the rhythm of core body

temperature (internal desynchronization)

(Aschoff, 1965). The forced desynchrony proto-
col intentionally induces such an effect. It

exploits the fact that an endogenous rhythm can

only be entrained to periods that differ not too

much from its own period (range of entrainment).

If, therefore, the sleep-wake cycle is experimen-

tally scheduled to 28 h, the rhythm of core body

temperature runs out of phase with its own free-

running period. Another elaborate approach used

to dissociate the circadian rhythm from masking

influences in humans is the constant routine pro-

tocol. In this protocol, the participants stay awake

for more than 24 h under constant ambient light

and temperature, in a supine position in bed with

hourly isocaloric snacks and beverages. All these

methods aim to scrutinize the contribution of

multiple endogenous oscillators as well as

entraining environmental, intrinsic, and activity-

related factors to biological rhythms. In addition,

they address the bidirectional interactions

between the circadian system and sleep.

To unravel molecular mechanisms of biologi-

cal rhythms chronobiologists study genetically

manipulated animals (knockouts ormutants of cer-

tain clock genes in the whole genome or in indi-

vidual organs), silence clock gene activity with

RNA interference (RNA: ribonucleic acid) or cou-

ple clock geneswith luciferase to allow continuous

long-term monitoring of gene activity in cell cul-

tures as well as in vivo (Panda et al., 2002). Human

research focuses on twin studies and clock gene

polymorphisms. Clock genotypes can then be set

into relation to the circadian preference of individ-

uals (chronotype, i.e., whether one is a “lark” or an
“owl”) that is assessed by investigating the phase

of rhythms under “natural” entrained conditions by

means of questionnaires, diaries, actigraphy, or

dim lightmelatonin onset (DLMO). In this context,

ontogenetic research elucidates the phase shifts

that occur during lifetime, i.e., the phase delay in

adolescence and the phase advance in the elderly

(Phillips, 2009).

Chronobiology is an interdisciplinary science

covering all fields of medical practice and

research. Circadian, circaseptan, circatrigintan,

and circannual rhythms are described in all

disciplines of clinical medicine with respect to

physiological functions, laboratory findings

and the incidence of disease symptoms. In

addition, efficacy and potential side effects of

medical interventions show time dependency

(chronopharmacology, chronotoxicology). Dis-

ruption of biological rhythms, as evident in shift

workers, travels across time zones (jet lag), but

also due to modern lifestyle, compromises mood,

sleep, cognitive and physical performance,

activates the stress axes, and may eventually

lead to pathology and disorders like major

depression, metabolic syndrome, obesity, immu-

nosuppression, low grade systemic inflammation,

and cardiovascular diseases. Conversely, sleep

curtailment, chronic stress, high fat diet, many

infections, and autoimmune diseases are associ-

ated with circadian disruption thus feeding into

a vicious circle (Phillips, 2009). These relation-

ships, however, also offer therapeutic options

of re-entraining biological rhythms by means of

zeitgebers (chronotherapy, chronobiotics), as it

is done with bright light therapy in mood

disorders and the administration of melatonin to

prevent jet lag. The optimal timing of such inter-

ventions can be assessed by phase-response

curves representing an important research tool

of chronobiology. In addition, cognitive behav-

ioral therapy can alleviate circadian and sleep

disruption in psychiatric and neurologic diseases.

As epidemiological data indicate that circadian

disruption and associated sleep curtailments

increase the incidence of metabolic and cardio-

vascular diseases and the risk of cancer, it is

the goal of future research to elucidate if

re-entrainment of biological rhythms can like-

wise be beneficial to prevent these diseases in

shift workers and the elderly.

Cross-References

▶Cardiovascular Disease

▶Central Nervous System

▶Circadian Rhythm

▶Cognitive Behavioral Therapy (CBT)

▶Cognitive Function

▶Corticosteroids
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▶Cortisol

▶Diurnal Mood Variation

▶Homeostasis

▶Hypothalamus

▶ Inflammation

▶Life Span

▶Lifestyle Changes

▶Metabolic Syndrome

▶Metabolism

▶Mood

▶ Pathophysiology

▶ Physical Functioning

▶ Polymorphism

▶ Sleep

▶ Stress

▶ Sympathetic Nervous System (SNS)
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Church Attendance

▶Religious Ritual

Church-Based Interventions

Marianne Shaughnessy

School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

Faith community interventions; Faith-based

interventions

Definition

Refers to any research, clinical, public health, or

data collection initiative targeted to a faith-based

organization or community.

Description

Academicians, clinicians, and researchers have

partnered with church-based or faith-based orga-

nizations for the purposes of descriptive and

interventional research, launching pilot programs

and studying public health problems for years.

There are multiple advantages to partnering

with such populations for these purposes. These

groups tend to be established communities, with

an organized, recognized authority structure that

provides a support network for all those within

the group. This infrastructure is well suited to

allow investigation of social and public health

issues. Secondly, the groups share a common

belief and value system, allowing for an assess-

ment of how those beliefs affect behaviors. To the

extent that health-related lifestyle behaviors

are dictated by religious beliefs, studies of these

populations can address health outcomes, such as
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those explored in the Nun’s study (University of

Minnesota), or the influence of genetics on

health, as in studies of the Old Order Amish

(Hsueh et al., 2000). Finally, depending on the

size of the faith community, it is possible to

capture a large number of potential study subjects

within one faith community or a network of faith

communities.

Recognizing that church- and faith-based

organizations could be significant partners in

addressing social and health-related issues, Pres-

ident George W. Bush established the White

House Office of Faith-Based and Community

Initiatives in 2001 as a means to allow faith-

based organizations to apply for federal funding

to implement social service programs. Under

criticism from the Americans United for the

Separation of Church and State and the Ameri-

can Civil Liberties Union, safeguards were put

into place that prevent these groups from

advancing their religious agendas while admin-

istering programs using federal funds. In 2009,

President Barack Obama changed the name of

the organization to the White House Office of

Faith-based and Neighborhood Partnerships. The

Department of Health and Human Services now

houses the Center for Faith-based and Neighbor-

hood Partnerships. This center does not admin-

ister grants but provides information on building

and sustaining partnerships for community-

based programs. Several other US government

departments currently host initiatives for faith-

based and community partnerships, including the

Substance Abuse and Mental Health Services

Administration and the US Department of

Agriculture.

Research interventions conducted within the

context of church- or faith-based organizations

can be effectively conducted only with careful

consideration in advance of the church and

community challenges, selection of the right

faith community to meet the needs of the pro-

ject, understanding of how to best implement

the project without offense and skillful market-

ing strategies. Rev. Melvin Tuggle (2000)

offers specific guidance on related principles

and how to approach and interact with faith

communities in inner-cities in “It is Well with

My Soul: Churches and Institutions Collaborat-

ing for Public Health.” In this book, Rev.

Tuggle suggests the importance of approaching

these collaborations as a true partnership and

makes specific recommendations for ensuring

a successful collaboration.

Churches and faith communities can also

be starting points for interventions designed to

be expanded to the community at large. By

introducing a program, initiative, or intervention

at a church, potential participants may observe

the enthusiasm of those already engaged and

create support for expansion of the project

beyond the church group. With careful planning

in advance and a thoughtful, respectful

approach, it is possible to create a true partner-

ship for research or clinical care projects to

improve public health.
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▶Religious Social Support
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▶Nicotine
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Cigarette Advertising

▶Tobacco Advertising

Cigarette Smoking

▶ Smoking Behavior

Cigarette Smoking and Health

▶ Smoking and Health

Cigarette Smoking Behavior

▶ Smoking Behavior

Cigarette Smoking Cessation

▶ Smoking Cessation

Circadian Clock

▶Circadian Rhythm

Circadian Rhythm

Fumiharu Togo

Graduate School of Education, The University of

Tokyo, Bunkyo-ku, Tokyo, Japan

Synonyms

Circadian clock

Definition

A circadian rhythm is an approximately 24-h

cycle of a biochemical, physiological, or behav-

ioral process that is generated by internal biolog-

ical clocks. In most animals, the intrinsic rhythm

of the clock (cycle length) is slightly longer than

24 h, but normally the clock is synchronized to

the 24-h day (entrainment) by environmental

time signals (zeitgebers), the primary one of

which is solar light. In the absence of timing

signals (temporal isolation), circadian rhythms

free-run on a non-24-h cycle, expressing the

intrinsic rhythm of the clock. The process of

synchronization involves daily, stimulus-induced

adjustment (phase shifts) that compensate for the

difference between the intrinsic period of the

internal clock and the period of the environmen-

tal cycle. Light can induce phase shift that varies

in magnitude and direction depending on the

circadian phase of exposure. Light exposure in

the subjective morning resets the internal clock to

an earlier time, while light exposure in the early

subjective night resets the clock to a later time.

Intensity of the light, duration of the light pulse,

and the spectral characteristics of the light

determine the magnitude of a phase shift at any

specific circadian phase. Blue light is an efficient

wavelength to shift the circadian rhythms.

The suprachiasmatic nucleus (SCN), which is

situated bilaterally in the hypothalamus, just

above the optic chiasm, is of central importance

in the generation and entrainment of mammalian

circadian rhythms. Destruction of SCN disrupts

a wide variety of circadian rhythms. Photic

entrainment is thought to be largely mediated by

retinal photoreceptors. Approximately one third

of SCN cells are photically responsive which

is believed to result from glutamatergic stimula-

tion of N-methyl-D-aspartate receptors through

the retinohypothalamic tract. Photic and

glutamatergic stimulation of SCN cells in the

early subjective night causes phase delay,

whereas such stimulation late in the subjective

night causes phase advance.

Circadian rhythms in some species can also

be shifted and entrained by stimuli other than
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light, such as exercise, social stimuli, or feeding.

These so-called nonphotic zeitgebers may in

some cases engage a circadian pacemaker sys-

tem separate from that affected by light.

Nonphotic influences on the clock phase appear

to be mediated by the geniculohypothalamic

tract, neuropeptide Y, and serotonergic path-

ways. Although the mechanism that constitutes

exercise to promote phase shift in the human

circadian clock is unclear, exercise during the

late subjective day has been shown to produce

a phase advance of the rhythm, whereas exercise

during most of the subjective night produces

phase delays.

Cross-References

▶Neuropeptide Y (NPY)
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Citalopram

▶ Selective Serotonin Reuptake Inhibitors

(SSRIs)

Classic Migraine

▶Migraine Headache

Classical Conditioning

Annie T. Ginty

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Pavlovian conditioning

Definition

Classical conditioning is learning by association

and focuses on what happens before an individual

responds. It is often used in behavioral training.

Perhaps, the most well-known example of

classical conditioning is that of Pavlov’s dogs.

Pavlov measured salivation responses in dogs.

Before conditioning, he rang a bell and noted

that there was no increase in saliva from the

dogs. Then, during conditioning, he rang a bell

(unconditioned stimulus) and immediately put

meat powder (conditioned stimulus) on the

dogs’ tongues which caused them to salivate

(unconditioned response); he continued this

several times. Finally, after conditioning, he rang

the bell again but without food and the dogs

salivated (conditioned response). Pavlov used

classical conditioning so the dogs associated an

unrelated stimulus (the bell) with food. Thus,

they eventually produced the same saliva response

they would for food with the bell. For further

details, see Coon and Mitterer (2010) (Fig. 1).

Classical Conditioning,
Fig. 1 Pavlovian

conditioning
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Clinical Agreement

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Medical agreement

Definition

It is important in both clinical medicine and

research to assess the extent to which different

individuals (e.g., clinicians, observers) observe

and report the same phenomenon (Jekel, Katz,

Elmore, & Wild, 2007). Ideally, there would be

perfect intraobserver agreement (the same person

would always observe and report the same phe-

nomenon in an identical manner), and perfect

interobserver agreement (different people would

observe and report the same phenomenon identi-

cally). However, these ideals are precisely that:

they describe an ideal scenario, and real-life sce-

narios are often quite different. Elmore, Wells,

Lee, Howard, and Feinstein (1994) studied both

intraobserver and interobserver agreement

among radiologists’ interpretations of a specific

mammogram, demonstrating that radiologists

can differ, sometimes substantially, in their inter-

pretations of mammograms and in their recom-

mendations for management.

Quantifying the extent to which clinical agree-

ment exists in a given situation is therefore

important. Consider the following hypothetical

data presented by Jekel et al. (2007) concerning

clinical agreement between two clinicians

regarding their diagnosis of the presence or

absence of a cardiac murmur upon physical

examination of 100 patients:

Clinician number 1

Clinician no. 2

Murmur

present

Murmur

absent Total

Murmur

present

30 7 37

Murmur absent 3 60 63

Total 33 67 100

These data show the following:

1. For 30 patients, the clinicians both determined

the presence of a murmur.

2. For 60 patients, the clinicians both determined

the absence of a murmur.

3. For 7 patients, Clinician number 2 determined

the presence of a murmur while Clinician

number 1 determined the absence of a

murmur.

4. For 3 patients, Clinician number 1 determined

the presence of a murmur while Clinician num-

ber 2 determined the absence of a murmur.

The maximum possible degree of clinical

agreement is equal to the total number of patients,

i.e., 100. This would occur when the two clinicians

made the same determination for every patient. As

already noted, this is an ideal but unlikely sce-

nario. (Actually, the operationalization of the

term “ideal” in this context has another aspect

when making clinical judgments: Ideally, both

clinicians make the same and CORRECT deter-

mination; it is a theoretical possibility that they

could agree 100% of the time and also be wrong

100% of the time.) Various calculations can be

conducted to quantify the degree of agreement.

The actual degree of agreement is 90 out of

100 cases. This value is typically presented as

a percentage, which is 90% (the numbers here

are deliberately chosen to facilitate straightfor-

ward calculations). However, purely by random

chance, it is possible that the clinicians would

agree sometimes. Imagine a scenario in which
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the two clinicians were asked simply to write

a list of 100 terms, each time choosing between

“murmur present” and “murmur absent.” Proba-

bilistically, there would likely be some agree-

ment. A key question therefore becomes: To

what extent does the degree of clinical agreement

between the two clinicians improve upon chance

agreement alone?

The kappa test ratio provides an answer to this

question. In this case, the mathematics (not

presented here) lead to a kappa test ratio of

0.78, which is typically expressed in percentage

terms, i.e., 78%. To put this in perspective, con-

sider the arbitrary but useful divisions for the

interpretation of kappa scores as presented by

Sacket, Haynes, Guyatt, and Tugwell (1991):

1. Less than 20% represents negligible improve-

ment in the degree of clinical agreement over

chance alone.

2. 20–39% represents minimal improvement.

3. 40–59% represents fair improvement.

4. 60–79% represents good improvement.

5. 80% and above represents excellent

improvement.

These hypothetical data yielded a kappa score

of 78%, as noted already, meaning that this

degree of improvement would fall in the “good

improvement” category. With regard to real data,

Jekel et al. (2007) stated that “the reliability of

most tests in clinical medicine that require human

judgment seems to fall in the fair or good range.”

Cross-References

▶Clinical Decision-Making

▶ Probability
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Clinical Decision-Making

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Decision analysis; Medical decision-making

Definition

Clinicians must make treatment decisions on

a daily basis, and these decisions, or recommen-

dations (final decisions are best made by the

“health team” of a physician and his or her

patient) should be based on the best available

evidence. The terms “evidence-based medicine”

and “evidence-based practice” have become part

of the health lexicon, and “evidence-based

behavioral medicine” is also an established term

(see the ▶Evidence-Based Behavioral Medicine

(EBBM) entry in this encyclopedia for a detailed

discussion).

While clinical decision-making relies on

evidence, the evidence in the medical literature

(with the exception of case reports) typically

describes the experience of a population of

patients rather than an individual patient.

Evidence-based clinical decision-making,

therefore, requires “the application of popula-

tion-based data to the care of an individual patient

whose experiences will be different, in ways both

discernible and not, from the collective experi-

ence reported in the literature” (Katz, 2001).

He also observed that “All of the art and all of

the science of medicine depend on how artfully

and scientifically we as practitioners reach our

decisions. The art of clinical decision-making is

judgment, an even more difficult concept to grap-

ple with than evidence.”

Decision analysis is a formalized approach to

making complex clinical decisions that relies on

plotting a “decision tree” containing the various

options and then rating each in terms of
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probability and utility. In this way, the clinician

attempts to make explicit the quantitative

principles upon which a given clinical decision

will be based. Once these principles have been

identified from the literature, both the clinician

and the patient can consider them, challenge them

as appropriate, and systematically eliminate

treatment (or nontreatment) options until a clear

preference emerges (Katz, 2001).

Cross-References

▶Clinical Agreement

▶Evidence-Based Behavioral Medicine

(EBBM)

▶Generalizability
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Clinical Equipoise

▶ Principle of Equipoise

Clinical Ethics
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Clinical Guideline

▶Clinical Practice Guidelines

Clinical Health Psychology
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Clinical Practice Guidelines

Karina Davidson1 and Joan Duer-Hefele2

1Department of Medicine, Columbia University

Medical Center, New York, NY, USA
2Columbia University, New York, NY, USA

Synonyms

Clinical guideline; Consensus guideline;

Guideline; Practice guideline

Definition

Clinical practice guidelines “are systematically

developed statements to assist practitioner and

patient decisions about appropriate health care

for specific clinical circumstances” (Field &

Lohr, 1990). Good practice guidelines should be

specific, comprehensive, and yet flexible enough

to be useful (Field & Lohr, 1992).

Description

Clinical practice guidelines are needed because

early reports suggested that less than 5% of med-

ical treatment decisions were based on strong

research evidence; about half were based on

shared clinician beliefs that had minimal scien-

tific support and half were based on personal

opinion (Field & Lohr, 1990). Well-constructed

clinical practice guidelines hold the promise of

providing information to enable clinicians to

choose the best treatments, diagnoses, or screen-

ing practices available, and regulators to set

policy based on the current state of scientific

knowledge. Practice guidelines can assist

policymakers and public health advocates to be

able to better determine which behavioral medi-

cine practices should be reimbursed (Davidson,

Trudeau, Ockene, Orleans, & Kaplan, 2004).

Risk management – that is, the effort to lower or

curb the number of poor outcomes and potential

for malpractice litigation – is another possible
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reason for developing clinical practice guide-

lines. They can also be used when considering

accreditation and certification for education pro-

grams and individual clinicians. However, the

primary reason for developing and then

implementing clinical practice guidelines is the

expectation that they will improve the patient, the

public, and the community’s health.

Each clinical practice guideline differs with

respect to the practice it covers, the way in

which the evidence is collected, the rules used

to judge a practice as useful, and the way in

which these guidelines are communicated to

influence patient care. Essentially, some orga-

nization, whether a governmental body, a pro-

fessional society, or an empanelled group of

experts, reviews the evidence to support

a specific screening, diagnostic, or treatment

practice and then provides a guideline advising

on the usefulness of that practice. Evidence-

based practice guidelines are often distin-

guished from consensus practice guidelines

that are informed by relevant research but not

necessarily guided by systematic evidence

reviews (Davidson et al., 2004).

American Heart Association (AHA), for

example, has set out an explicit and formal

review system for creating a guideline. The

need for the guideline, the composition of the

members of the writing group, and the approval

process are all prespecified. Second, the criteria

for searching for the evidence, the grade that will

be given the evidence, and the summary state-

ment similarly must also follow the prespecified

system. For example, evidence for benefit of

a drug or a preventive action is considered “A”

if there are multiple randomized controlled trials

or meta-analyses from multiple populations that

all show benefit to the patient or the community.

The AHA methodology handbook for creating

systematic practice guidelines can be found

as a pdf at: http://www.americanheart.org/pre-

senter.jhtml?identifier=3039683.

Similarly, the United States Preventative

Services Task Force has set up a system for

objectively obtaining and reviewing all evidence

for preventative services and releases guidelines

advising practitioners and patients about the level

of evidence to support or refute the use of certain

interventions http://www.uspreventiveservices-

taskforce.org/methods.htm. There are many

other bodies who create clinical practice

guidelines, such as the American Psychiatric

Association http://www.psych.org/mainmenu/

psychiatricpractice/practiceguidelines_1.aspx

and the CDC-sponsored Community Guide

(Briss et al., 2000) http://www.thecommu-

nityguide.org/about/index.html.

A examination of where to find clinical prac-

tice guidelines revealed that most first look online

and prefer governmental agency guidelines over

others (Burgers, Cluzeau, Hanna, Hunt, & Grol,

2003). There is an excellent resource to look for

any relevant clinical practice guidelines that is

run by AHRQ – The National Guideline Clearing

house – http://www.guideline.gov/.

There are some excellent educational refer-

ences that explain how to locate, evaluate, and

then, if relevant, use the information in practice

guidelines (Hayward, Wilson, Tunis, Bass, &

Guyatt, 1995; Wilson, Hayward, Tunis, Bass, &

Guyatt, 1995). For a systematic approach to

assessing guidelines, the AGREE instrument is

available. http://www.agreecollaboration.org/

There is no formal accrediting body or

a professional society in behavioral medicine

that regularly produces practice guidelines; loca-

tions of guidelines that may be useful for behav-

ioral medicine can be found in this citation

(Davidson et al., 2004).

There is an optimistic assumption that the

application of clinical practice guidelines results

in better patient outcomes (Spring et al., 2005).

However, rigorous program evaluation to support

this assertion is only in its beginning stages.

Grimshaw and others (Grimshaw & Russell,

1993) conducted a systematic review to address

this question by examining evaluations of clinical

guideline implementation for specific clinical

conditions and preventative services. Of 59

papers, all but 4 detected significant improve-

ments in the process of care following the intro-

duction of guidelines. They concluded that

explicit guidelines do improve clinical practice,

but careful evaluation is always required. As few

explicit behavioral medicine clinical practice
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guidelines exist, little is known about the adop-

tion of evidence-based guidelines and their use in

other fields, and certainly, this is uncharted within

behavioral medicine (Spring et al.).

It is also by no means certain that using prac-

tices recommended by practice guidelines will

decrease health care costs; in medicine, it has

sometimes increased them (Sackett, Rosenberg,

Gray, Haynes, & Richardson, 1996). However, in

the absence of evidence-based practice guide-

lines, managed care organizations and other

policymakers may reimburse the most economi-

cal treatment (Pincus, 1994), a measure that

would certainly restrict practice (Spring et al.,

2005). The value of clinical practice guidelines

for behavioral medicine is that, by making it

possible to distinguish between effective and

ineffective treatments, it encourages all of us to

make informed decisions about training, about

practice, and about reimbursement.
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Clinical Predictors

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

This term often refers to biomedical factors

known to influence or predict health out-

comes. These are taken into account in clinical

practice, when estimating a patient’s prognosis.

Additionally, clinical predictors are considered in

clinical research, when trying to test new etiolog-

ical or prognostic factors, and there is a need to

statistically control for known or previously

established clinical predictors, which could

possibly explain the role of the new tested factors.

In behavior medicine, this is often the common

approach, when testing the effects of a psychoso-

cial factor on health outcomes. Often, it is crucial
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to control for the effects of clinical predictors in

behavior medicine, as clinical risk factors are

either important in predicting prognosis, and

since they may be associated with and partly

explain the prognostic effects of psychosocial

factors. In coronary heart disease, clinical risk

factors can include left ventricular ejection frac-

tion, number of occluded vessels, troponin levels,

and comorbidities. In cancer, clinical risk factors

can include performance level, tumor stage,

and treatments. In surgery, clinical risk factors

can include age, severity of surgery, and

comorbidities.

Chida, Hamer, Wardle and Steptoe (2008), in

their meta-analysis of over 160 studies, tested and

found that psychosocial factors significantly

predicted incidence and prognosis in cancer, and

this was maintained also when statistically con-

trolling for confounders, which included clinical

predictors. One example in heart disease is the

study by Denollet et al. (1996) showing that type

D personality (high distress and social inhibition)

predicted mortality from coronary heart disease,

independent of clinical risk factors. Testing for

such factors provides important strength to the

claim that psychosocial factors affect health out-

comes, independent of biomedical factors. This

then justifies the need to consider and intervene in

modifying psychosocial factors beyond targeting

biomedical clinical predictors alone.

Cross-References

▶Confounding Influence

▶Risk Factors and Their Management
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Clinical Settings
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Department of Family Medicine, Uniformed
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Bethesda, MD, USA

Synonyms

Collaborative care; Integrated care; Primary care;

Secondary care; Tertiary care

Definition

Clinical settings include primary, secondary, ter-

tiary, and quaternary care settings. Primary care

clinical settings are typically the first point of

contact individuals have with the medical system.

The majority of health care, including mental

health care, is provided in the primary care set-

ting. Family medicine (family practice), internal

medicine, pediatric, and sometimes obstetrics

and gynecological clinics are classified as pri-

mary care clinical settings. Primary care clinical

settings are distinguished from other speciality

care settings because no referral is needed for

care and it is the source of care continuity and

advocacy for the patient. The full spectrum of

health care from health promotion, disease pre-

vention, and assessment and treatment of acute

and chronic medical conditions occurs in primary

care (American Academy of Family Physicians,

2011; Shi & Singh, 2010).

The remaining clinical care settings are distin-

guished by the complexity of speciality care that

can be provided (Shi & Singh, 2010). Secondary

clinical settings include referral treatment facili-

ties and specialists who do not typically have

first contact with patients, but are not as special-

ized as those in tertiary care. Cardiology, derma-

tology, oncology, pulmonology, and urology

clinics are examples of secondary clinical set-

tings. Acute care provided in an emergency

room and mental health care provided by

C 428 Clinical Settings

http://dx.doi.org/10.1007/978-1-4419-1005-9_1003
http://dx.doi.org/10.1007/978-1-4419-1005-9_343
http://dx.doi.org/10.1007/978-1-4419-1005-9_100335
http://dx.doi.org/10.1007/978-1-4419-1005-9_100906
http://dx.doi.org/10.1007/978-1-4419-1005-9_137
http://dx.doi.org/10.1007/978-1-4419-1005-9_101520
http://dx.doi.org/10.1007/978-1-4419-1005-9_101771


specialists (e.g., psychologists, psychiatrists),

although they do not require referrals, are com-

monly classified as secondary care. Tertiary clin-

ical settings use highly specialized facilities and

providers to assess and treat referred patients. In

tertiary clinical settings patients may receive

complex surgeries (e.g., coronary artery bypass

grafts) or intensive care when they are critically

ill (e.g., intensive care units). Quaternary clinical

settings offer unique, very highly specialized

care, typically associated with regional, national,

and/or academic health centers. Organ transplan-

tation is one example of the care typically pro-

vided in a quaternary clinical setting.

Description

In the United States, the fastest growing segment

of the population is older adults (i.e., 65 years and

older) and the majority of their medical care will

be provided in family and internal medicine pri-

mary care clinics. Concurrently, the Patient

Centered Medical Home (PCMH) (American

Academy of Family Physicians (AAFP), Ameri-

can Academy of Pediatrics (AAP), American

College of Physicians (ACP), & American Oste-

opathic Association (AOA), 2007) concept and

the National Center for Quality Assurance’s

accreditation process of the PCMH are reshaping

the primary care clinical setting. The purpose of

these efforts has been to facilitate the relationship

between patients and their personal physicians.

A key principle of the PCMH is the focus on the

“whole person” and the biopsychosocial preven-

tive care, acute care, chronic care, and end of

life care needs of individuals at all stages

of their lives.

Behavioral medicine is practiced across all

clinical settings. Specialists in behavioral medi-

cine commonly work in secondary (e.g., cardiol-

ogy, chronic pain, oncology, and sleep) and

tertiary clinical settings. In these clinics the

behavioral medicine specialist works as part of

a multidisciplinary, interdisciplinary, or transdis-

ciplinary team to research, assess, and/or treat the

biopsychosocial needs of patients. For example,

behavioral medicine specialists may work with

patients recovering from coronary artery bypass

surgeries, patients diagnosed with cancer, or

diabetes. Behavioral medicine specialists may

conduct research, teach classes, or provide indi-

vidual treatment related to managing the

biopsychosocial factors (e.g., improving medica-

tion adherence, increasing social support,

smoking cessation, stress management, weight

management) associated with effective disease

management. Sometimes specialized clinics are

formed, such as a chronic pain or sleep clinic,

where behavioral medicine specialists work with

other secondary and tertiary providers to assess

and treat the specific physiological, cognitive,

and behavioral factors contributing to chronic

pain and sleep disruption.

To meet the complex, chronic healthcare

needs of the aging population, researchers and

providers are continuing to focus on behavioral

medicine in secondary and tertiary care set-

tings. Increasingly behavioral medicine spe-

cialists are also collaborating with and

integrating into the primary care clinical set-

ting to assist the primary care team in meeting

the complex health care needs of the elderly in

a manner that brings evidence-based behav-

ioral medicine assessment intervention to

where the bulk of the elderly receive care.

There are a variety of ways to describe how

behavioral medicine services are integrated

into primary care including co-location and

embedding (American Academy of Family

Physicians (AAFP), American Academy of

Pediatrics (AAP), American College of Physi-

cians (ACP), & American Osteopathic Associ-

ation (AOA), 2007). Co-location may simply

mean that the behavioral medicine services are

offered in the same physical structure as the

primary care clinic, but assessments and care

are consistent with the standard of care typi-

cally followed by the behavioral medicine spe-

cialist (e.g., a psychologist seeing patients for

50-min hours) and maintaining separate

records. An embedded behavioral medicine

specialist is a primary care team member who

follows the standard of care within primary
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care (e.g., 15–30 min appointments) and docu-

ments all care within the primary care medical

record. The Primary Care Behavioral Health

model (Hunter & Goodie, 2010; Robinson &

Reiter, 2007) is one of the most widely used

examples of an embedded service. In contrast

to the Primary Care Behavioral Health model

is the Care Management model, which uses

a specialist, often a nurse, to assist with the

education and coordination of care of patients.

The care manager helps to ensure that patients

are getting the services they need from the

medical system. Some clinics are blending

Primary Care Behavioral Health and Care

Management models to optimize the benefits

of both care models.

Cross-References

▶ Primary Care

▶ Primary Care Providers
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Clinical Study Design

▶Clinical Trial

Clinical Trial

Amy Jo Marcano-Reik

Department of Bioethics, Cleveland Clinic,
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Center for Genetic Research Ethics and Law,
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Synonyms

Clinical study design; Evidence-based medicine;

Observational designs; Observational studies;

Observational study; Randomized controlled trial

Definition

A clinical trial is a procedure in behavioral and

biomedical research that is conducted to investigate

potential treatments and effects of medical inter-

ventions. The public and US National Institutes of

Health (NIH) service site, www.ClinicalTrials.gov,

provides updated information on clinical trials

regarding background and history, availability,

results and outcomes, and links to other useful

resources. Clinical trials may be designed to exam-

ine the effects of certainmedications (e.g., different

types of drugs or doses of drugs; Kahn et al., 2008,

The Lancet) or behavioral interventions (e.g.,

a smoking cessation program; Moller, Villebro,

Pedersen, & Tønnesen, 2002, The Lancet). There

are many protocols and regulatory measures in

place that must be adhered to for a clinical trial to

be established. Once the clinical trial has been

approved, researchers recruit healthy volunteers

and/or patients to participate in the study. Patients

may receive some benefit from the trial, such as

access to a new medication; however, there are

clinical trials where the patient/volunteer does not

gain direct benefit from participating, such as serv-

ing in the control group (i.e., the placebo) or par-

ticipating in a trial that includes a long-term design

in which the treatments will not be available in the

near/foreseeable future. These aspects will be dif-

ferent across clinical trials as the type, size, pur-

pose, length, and location of trials will vary.
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▶Clinical Settings

▶Medical Outcomes Study

▶Randomized Clinical Trial

▶Randomized Controlled Trial
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Clusters

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

A cluster is a term used in environmental epide-

miology. A disease cluster can be defined as “an

unusual aggregation, in time or space or both, of

occurrences of a disease” (Hertz-Picciotto,

2008). This means that an assessment of “usual”

must occur. Usual rates of the disease can be

determined from the distribution of occurrences

in the same location in other time periods, in one

or more similar locations at the same time period,

or in larger areas than the specific locale of

interest.

The theory of random sampling means that, at

times, “chance clusters” will occur. Therefore,

this possibility must be borne in mind when

starting to investigate a particular cluster phe-

nomenon. Consider the example of clusters of

cancer in neighborhoods or small areas. It is of

considerable importance to assess whether there

is likely to be a specific environmental influence

that is causing the cluster. If it is indeed likely,

concerted efforts to identify the influence can be

planned. However, if it appears particularly

unlikely, such investigation (and the necessary

resources to complete it) may not be advisable

immediately.

Jekel, Katz, Elmore, andWild (2007) discussed

an instructive example concerning cancer. If the

types of cancer in an identified cluster vary con-

siderably, and are of the more common types (e.g.,

lung, breast, colon, prostate), it is probably the

case that there is not a specific environmental

hazard in the immediate locale. In contrast, if

most of the cases in the cluster are of only one or

a small number of cancers (especially leukemia, or

brain or thyroid cancer), a more intensive investi-

gation may be appropriate.

Reports to local, state, and federal agencies

of perceived clusters are made frequently by

concerned individuals or groups, physicians, and

other health-care professionals. A balanced

approach must be taken that balances public

well-being with the acknowledgment that

the majority of these reports do not lead to the

identification of a common causal exposure. It is

typically difficult to draw a conclusion from

a single cluster, even one in which the aggregation

of a disease seems particularly unusual.
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Synonyms

Hemostasis; Thrombosis

Definition

Normal Hemostasis

Hemostasis is a complex and highly regulated

physiological process that maintains a balance

between the liquid state of blood within the vas-

culature and the induction of blood clot formation

following injury.

As such, it involves multisystem interactions

between components of the vessel wall, blood

cells (mainly platelets), and plasma proteins

(Colman et al., 2005; Kaushansky et al., 2010).

The following events are involved in the

hemostatic process:

1. Vasoconstriction: When the blood vessel rup-

tures, the wall of the vessel immediately con-

tracts to reduce blood flow and thereby

prevent blood loss.

2. Platelet activation: Platelets adhere to the ves-

sel injuries via von Willebrand factor and

aggregate with fibrinogen to form platelet

plugs (primary hemostasis).

3. Blood coagulation: Clot formation occurs as

a result of coagulation that is mediated by

blood-clotting factors. Blood-clotting factors

are inactive forms of proteolytic enzymes.

When converted to active forms, they trigger

a cascade of reactions that comprise the

clotting process. At the initiation of coagula-

tion, small amounts of thrombin are generated

via FXa formation by the TF:FVIIa complex

(“extrinsic pathway”). Large amounts of

thrombin generation (“burst”) follow; this

process is dependent on FXa formation via

FIXa- and FVIIIa-mediated complexes on an

activated platelet surface. Generated thrombin

converts fibrinogen to insoluble fibrin, which

forms a meshwork cross-linked by factor

XIIIa. The fibrin fibers subsequently enclose

platelets, erythrocytes, leukocytes, and other

plasma proteins to form blood clots (second-

ary hemostasis).

4. Fibrinolysis: The blood clot is dissolved when

healing is complete, thereby assuring long-

term vascular patency.

Disturbances of Blood Coagulation

The human hemostatic system is dependent on

a delicate equilibrium between procoagulant and

anticoagulant factors that interact with each

other to ensure effective hemostasis at the sites of

vascular injury. The procoagulant forces include

platelet adhesion, aggregation, and fibrin clot for-

mation, while the anticoagulant forces include the

natural inhibitors of coagulation and fibrinolysis.

Any disruption in the balance between clot

formation and clot dissolution can result in either

thrombosis (due to hypercoagulation) or hemor-

rhage (due to hypocoagulation) (Colman et al.

2005).

Congenital disorders of coagulation include

those conditions in which there are deficiencies

or excessive amounts of either procoagulant or

anticoagulant factors, manifesting as excessive

clotting or bleeding. These disorders can have

a profound effect on the overall health, well-

being, and quality of life of affected children.

Further, thrombotic tendencies can be related to

acquired risk factors, including obesity, immobi-

lization, diabetes, and hypertension.
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Synonyms

Age-related cognitive decline; Alertness;

Alzheimer’s disease; Anxiety; Attention;

Caffeine; Coffee; Cognitive abilities; Concentra-

tion; Mood; Pregnancy; Sleep; Vigilance

Definition

Coffee is the drink most consumed by adults after

water. Caffeine is the psychoactive substance

contained in coffee, tea, soda, cocoa, and chocolate.

Description

In this entry, we will summarize the main effects

known about coffee and caffeine consumption on

health based on the numerous studies published

over the last 10 years. The recent studies have

reported the beneficial effects of moderate doses

of coffee (3–4 cups per day) on alertness, vigi-

lance, and cognitive abilities. However, coffee/

caffeine can disturb sleep and generate anxiety.

Its lifelong consumption slows down age-related

cognitive decline and decreases the risk for

developing Parkinson or Alzheimer’s disease, as

well as type 2 diabetes and numerous cancers

(cancers of the digestive tract, breast, endome-

trial, and skin in particular). Coffee has no

negative influence on cardiovascular health.

However, coffee/caffeine should be consumed

in moderation during pregnancy. The data

summarized here come from both animal

preclinical and human studies and in numerous

cases originate in reviews and meta-analyses of

the studies published in a given area. This large

wealth of data allowed the evolution of the

negative vision present in most minds that coffee

was not good for health.

Coffee is the drink most consumed by adults.

Caffeine is the psychoactive substance contained

in coffee, tea, soda, cocoa, and chocolate

(Table 1). It is also found in analgesic medica-

tions, energetic drinks, and over-the-counter

slimming creams. The mean world consumption

of caffeine, the major constituent of coffee

(Table 2), is 1 mg/kg/day in adults from

which about 80% come from coffee. It reaches

2.4–4.0 mg/kg/day in the USA and Canada, up to

7.0 mg/kg/day in Scandinavia. In 7–10-year-old

children, caffeine consumption ranges from

0.5 to 1.8 mg/kg/day in developed countries,

mainly from sodas and chocolate.

Low to moderate consumption of caffeine

(50–250 mg, equivalent to a small to 2 large

cups of coffee in one sitting) generates positive

effects: feelings of well-being, relaxation, good

mood, energy, increased alertness, and better

concentration. The consumption of high to

very high doses (400–800 mg, or 5–10 large

cups of coffee in one sitting) leads to negative
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effects: nervousness, anxiety, aggressiveness,

insomnia, tachycardia, and trembling. The

moderate consumption of coffee and caffeine

(3–4 cups/day) has no harmful effects on health

(Table 3).

Caffeine absorption by the gastrointestinal tract

reaches 99% in 45 min. Caffeine crosses all bio-

logical membranes, including the blood–brain bar-

rier and brain concentration is close to plasma

concentration. The half-life of caffeine ranges

from 0.7 to 1.2 h in the rat and 2.5–4.5 h in

humans. It is reduced by 30–50% in smokers,

increased twofold by oral contraception, and

considerably prolonged during the third trimester

of pregnancy, as well as in the newborn and infant

less than 6 months old.

Caffeine acts as an antagonist at adenosine

receptors. Adenosine is a neuromodulator that

regulates the release of neurotransmitters, mainly

excitatory. Among the four types of adenosine

receptors, A1, A2A, A2B, and A3, caffeine dis-

plays most of its biological effects by binding to

A1 and A2A receptors. The antagonism at these

receptors explains the stimulatory effects on caf-

feine on brain activity (Fredholm, B€attig,

Holmén, Nehlig, & Zvartau, 1999).

Coffee/Caffeine and the Central Nervous

System

Alertness and Sleep

The consumption of 1–4 cups of coffee

(100–400 mg caffeine) daily increases alertness,

proportionally to the quantity absorbed. This effect

is particularly marked after sleep deprivation

and when alertness is decreased as during the

post-lunch dip, night and shift work, and regular

cold.

A moderate consumption – 1–2 cups of coffee

before bedtime – leads to difficulties and delays

in going to sleep up to 3 h post intake. It also

decreases the temporal organization of slow and

REM sleep and the quality of deep sleep. The

consequences are night awakenings, nightmares,

difficulties to stand up, and sleepiness during the

day. The effects vary and are more marked in

elderly and occasional consumers. Moreover,

the polymorphism of the gene coding for

Coffee Drinking, Effects of Caffeine, Table 1 Caffeine

content of foods and drinks (Adapted from Debry (1994))

Foods and

drinks

Volume or

weight

Content of caffeine (mg)

mean (extreme values)

Filtered coffee 150 mL 115 (60–180)

Espresso 30 mL 40 (40–60)

Instant soluble

coffee

150 mL 65 (40–120)

Decaffeinated

coffee

150 mL 3 (2–5)

Tea (leaves or

bags)

150 mL 40 (30–45)

Iced tea 330 mL 70 (65–75)

Hot chocolate 150 mL 4 (2–7)

Regular soda 330 mL 30–48

Sugar-free soda 330 mL 26–57

Chocolate bar 30 g 20 (5–36)

Milk chocolate 30 g 6 (1–15)

Dark chocolate 30 g 60 (20–120)

Coffee Drinking, Effects of Caffeine, Table 2 Compo-

sition of medium-roasted coffee (Adapted from Debry

(1994))

Constituents

Percentage of dry

matter
Percentage of

extraction by

water at 100�CArabica Robusta

Caffeine 1.3 2.4 75–100

Trigonelline 1.0 0.7 85–100

Minerals 4.5 4.7 90

Acids

Chlorogenic 2.5 3.8 100

Quinic 0.8 1.0 100

Sugars

Sucrose 0 0 100

Reducing sugars 0.3 0.3

Polysaccharides 33 37 10

Lignin 2.0 2.0 –

Pectins 3.0 3.0 –

Proteins 10 10 15–20

Lipids 17 11 1

Caramelized

products (e.g.,

melanoidins)

23 22.5 20–25

Volatile substances 0.1 0.1 40–80

Note that the content of caffeine in Robusta is twice as high

as in Arabica
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the A2A adenosine receptor determines the

interindividual sensitivity to the effects of

caffeine on sleep (Rogers et al., 2010).

Sensory and Intellectual Abilities

A moderate consumption of coffee (1–4 cups per

day) facilitates cognitive functions, while higher

intake has rather negative effects on intellectual

function. These effects depend on sex, age, time

of the day, and whether consumption is chronic or

not. Low caffeine consumption increases sensory

and perceptive discrimination abilities. Attention

is increased even at low levels of intake, 100 mg

caffeine (1 cup of coffee), markedly in

sleep-deprived subjects.

Up to 4 cups/day, coffee decreases reaction

time. The effects are more prominent in

suboptimal conditions, as at awakening, at

night, in fatigued subjects, during long-lasting

tasks, and in occasional consumers. The effects

depend on dose and consumption habits. Caffeine

does not directly improve learning and memory

abilities. These effects seem rather indirect and

linked to better concentration and capacity to

focus attention (Nehlig, 2010).

Anxiety and Pain

Beyond 600 mg in one sitting, caffeine increases

anxiety. The response largely differs between indi-

viduals and there is a link between the state of

anxiety and two polymorphisms of the gene coding

for A2A adenosine receptors (Rogers et al., 2010).

Moderate caffeine consumption reduces ten-

sion headache, migraine, dental and abdominal

pain through its analgesic effects, directly

via adenosine receptors and indirectly by the

potentiation of the analgesic action of aspirin

and ibuprofen (Nehlig, 2004).

Caffeine and Dependence

The abrupt cessation of caffeine intake may lead

to moderate withdrawal symptoms but only in

Coffee Drinking, Effects of Caffeine, Table 3 Summary of the effects of coffee/caffeine on the cancer of different

organs

Type of

cancer

Number of

studies Effects of coffee Doses

Colorectal 5 cohort; 15

case–control

24–60% risk reduction except in 3 cohorts >3 cups/day

Liver 20 cohort; 11

case–control

30–55% risk reduction From 1 to 2 cups/day dose-

dependent effect

Stomach 23 studies No effect

Pancreas 37 studies No effect

Esophagus 17 studies No effect Risk increased in some studies

because of the temperature of the

drink

Upper

aerodigestive

tract

9 studies 39% risk reduction 4 cups/day

Breast 5 recent

studies

No effect after menopause; 40% risk reduction

before menopause even with increased genetic risk

4 cups/day

Ovary 11 studies No effect

Endometrial 5 studies 60% risk reduction 3 cups/day

Prostate 11 studies No effect

Kidney 26 studies No effect

Bladder 43 studies No effect <5 cups/day

Increased risk >5 cups/day

Link with tap water No dose-dependent effect

Skin 5 studies Risk reduction if caffeine is applied topically
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about 10–20% of the population. These are

mainly headaches, fatigue, lack of concentration,

anxiety, irritability, and occasionally, nauseas.

They start usually 12–24 h after abrupt caffeine

cessation and last 2–3 days. They do not occur if

caffeine consumption is reduced progressively.

There is no tolerance to the central effects of

caffeine.

Furthermore, caffeine does not activate the

cerebral circuits of dependence, neither in

humans after the consumption of 200 mg caffeine

(2 cups of coffee) nor in rats at doses mimicking

human levels of intake, i.e., 0.5–5.0 mg/kg (½ to

5 cups of coffee). Caffeine has rather reinforcing

properties on its consumption. Doses of caffeine

from tea or coffee (40–100 mg) appear sufficient

to act as reinforcers (Nehlig, 2004).

Coffee/Caffeine and Cognition: Normal and

Pathological Aging

Cognitive functions (reaction time, rate of per-

ception, and treatment of information) remain

stable until 60 and slow down between 60 and

80. Cognitive decline is accelerated by poor life-

style, vascular diseases, genetic factors, oxidative

stress, and inflammation.

Normal Age-Related Cognitive Decline

Lifelong caffeine consumption allows improving

cognitive functions (reaction time, verbal and

visuospatial memory) in elderly subjects. Some

studies reported positive effects in both sexes

while others only observed an effect in women.

The positive effect of coffee/caffeine is most

prominent in the oldest subjects, over 80. This

association is not found with decaffeinated coffee,

indicating the role of caffeine and is significant for

consumptions as low as 2–3 cups of coffee/day.

Thus, the usual consumption of coffee/caffeine

over lifetime could increase the cognitive reserve

of elderly subjects (Ritchie et al., 2007; Santos,

Costa, Santos, Vaz-Carneiro, & Lunet, 2010).

Coffee and Alzheimer’s Disease

Alzheimer’s disease (AD) is the most frequent

cause of dementia, leading to progressive cogni-

tive decline. AD is characterized by elevated

brain levels of b-amyloid peptide (Ab). The

mean estimated risk between coffee/caffeine con-

sumption and the development of AD is reduced

by 23% for consumers compared to noncon-

sumers. The lowest risk to develop AD is found

in consumers of 3–5 cups of coffee daily. The

confirmation of the reduction of the risk of AD by

coffee/caffeine consumption still needs prospec-

tive studies including more cases (Santos et al.,

2010).

In transgenic mice developing AD, the chronic

addition of caffeine to drinking water at a dose

equivalent to 5 cups of coffee daily improves

learning and memory, and reduces the concentra-

tions of Ab peptide in hippocampus, the cerebral

region that controls memory. Moreover, caffeine

drinking in aged mice with AD allows reversing

the working memory deficit and reducing

cerebral Ab peptide concentration (Arendash &

Cao, 2010).

Caffeine and Parkinson’s Disease

The consumption of coffee and caffeine reduces

the relative risk (RR) to develop Parkinson’s dis-

ease (PD). There is a global 25% decreased risk

of developing PD in coffee/caffeine consumers

versus nonconsumers with risk reductions up to

80% for the intake of 4 cups of coffee daily. The

preventive effect is linked to caffeine since regu-

lar coffee, tea, and caffeine decrease the risk

while decaffeinated coffee does not (Costa,

Lunet, Santos, Santos, & Vaz-Carneiro, 2010).

In women, data are less clear. In those not

taking hormonal therapy, coffee is as preventive

as in men. In women taking hormones, caffeine is

preventive in low consumers while the risk is

increased fourfold in those drinking 6 cups of

coffee or more daily compared to nonconsumers

(Ascherio et al., 2003). These differences could

be linked to the polymorphism of the gene coding

for one enzyme of caffeine metabolism (CYP1A2

rs762551) and to an interaction between caffeine

and some forms of estrogen receptors (Palacios

et al., 2010).

The mechanism involved in the preventive

effect of caffeine in PD is its antagonism at

A2A adenosine receptors. Caffeine improves par-

kinsonian symptoms and potentiates the effects

of L-dopa, the classical treatment of PD.
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Coffee and the Cardiovascular System

Coffee has negative effects on some biological

markers of risk of coronary heart disease (CHD).

Paradoxically, a high coffee consumption does

not increase the risk of CHD. A recent meta-

analysis of 21 prospective cohort studies showed

that compared to low consumption (<1 cup/day

in the USA and <2 cups/day in Europe), the

combined relative risk (RR) of CHD for moderate

coffee consumption (3–5 cups daily) is signifi-

cantly reduced by 18% in women and 13% in

men (Wu et al., 2009).

Likewise, in large populations with a long

follow-up there is no influence of coffee (less than

5 cups/day) on the risk of heart failure (RR 0.87 for

2 cups/day) and RR 0.89–0.94 for all other levels

(at least 3 cups/day) compared to men consuming

less than 1 cup/day, confirming the lack of effect of

moderate coffee consumption on heart failure

(Ahmed, Levitan, Wolk, & Mittleman, 2009).

Furthermore, the consumption of coffee

does not increase the risk of atrial fibrillation or

flutter whatever be the dose. Even consumers

of 1–3 cups or more than 4 cups of coffee

daily reduce their risk of arrhythmias by 7 or

18%, respectively, compared to nonconsumers

(Klatsky et al., 2010).

Coffee intake increases systolic and diastolic

blood pressure by 1.2 and 0.5 mmHg, respec-

tively. At an equivalent dosage, caffeine intake

has a more marked hypertensive effect (4.2 and

2.4 mmHg, respectively). However, coffee is not

considered a risk factor for arterial hypertension.

Boiled coffee has the strongest effect, followed

by filtered and instant coffee; decaffeinated

coffee increases systolic blood pressure by

0.9 mmHg and decreases diastolic pressure by

0.15 mmHg (Noordzij et al., 2005).

Filtered, instant coffee, and espresso do not

significantly modify lipid metabolism while unfil-

tered boiled coffee increases total cholesterol,

mainly the low-density lipoproteins and triglycer-

ides, and should be avoided (Thelle, 2005).

In conclusion, there is no apparent cardiovas-

cular risk linked to coffee consumption, except

possibly in some patients at risk that should also

stop smoking, increase physical exercise, and

improve their diet.

Coffee and Cancer

Cancers of the Digestive Tract

Lifelong consumption of coffee reduces the risk

of developing liver cancer by 38 à 59% compared

to nonconsumers. The underlying mechanisms

remain to be clarified (Arab, 2010; Cadden,

Partovi, & Yoshida, 2007; Nkondjock, 2009).

The risk of colorectal cancer is reduced by

17% in coffee consumers and up to 30% in

highest consumers. This protection linked to

coffee seems to involve the anticarcinogenic

properties of the diterpenes and antioxidants

of coffee, the stimulation of the secretion of

biliary acids and neutral sterols in the colon,

and the stimulation of colon motility (Galeone

et al., 2010).

There is no association between coffee con-

sumption and the risk of developing stomach or

pancreas cancer. There is no evidence to support

a harmful effect of coffee consumption on pros-

tate cancer risk. Caffeine intake does not change

the risk of esophagus or larynx cancer and

reduces the risk of oral cavity or pharynx cancer

by 39% for the consumption of 4 cups of coffee/

day (Turati et al., 2011).

Breast, Ovary, and Endometrial Cancer

In postmenopausal women, there is usually no

relation between caffeine/coffee intake and

breast cancer. During premenopause, the risk

reduction reaches 50% in women consuming at

least 4 cups coffee daily compared to low con-

sumers (1–2 cups/day). Also, in premenopausal

women that carry the BRCA1 or BRCA2 muta-

tion, which increases the risk of breast cancer, the

risk is reduced by 25–70% by a consumption of

4–6 cups of coffee daily. This beneficial effect is

limited to caffeinated coffee (Arab, 2010).

While there is no relation between

coffee/caffeine intake and ovary cancer, coffee

consumption of at least 3 cups daily reduces the

risk of developing endometrial cancer by 60%

(Arab, 2010).

Prostate, Kidney, Bladder, and Skin Cancer

Prostate cancer and kidney cancer are not

influenced by the duration or quantity of coffee

consumed (Arab, 2010; Park et al., 2010).
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The most recent data on bladder cancer

report a lack of association in women and 26%

increased risk in men consuming coffee. How-

ever, a critical risk factor is linked to the type of

water used to prepare coffee. Chlorinated tap

water increases bladder cancer while mineral

water does not. The results of most epidemio-

logical studies allow now excluding a strong

relation between coffee and bladder cancer.

The major risk factors are smoking and other

dietary factors (Arab, 2010; Pelluci et al.,

2010).

In mice, caffeine added to drinking water or

topically destroys skin cells damaged by UVB

irradiation. Caffeine also doubles the mortality

of human skin cells damaged by UVB, and

hence could decrease the risk of skin cancer.

The underlying molecular mechanism is simi-

lar in both species and leads to the hypothesis

that caffeine applied topically could potentially

protect human skin against the harmful effect

of UVB (Heffernan et al., 2009; Lu et al.,

2008).

Coffee and Type 2 diabetes

Since 2002, over 20 studies devoted to the rela-

tion between coffee consumption and the risk of

developing type 2 diabetes reported a largely

reduced risk linked to frequent coffee intake

across diverse populations. It is similar in men

and women, obese and nonobese subjects. Most

studies suggest a dose–response curve with larger

risk reductions for high coffee intake. In general,

the consumption of at least 4 cups daily is asso-

ciated to a 30–40% decreased risk of type 2

diabetes compared to nonconsumers. For lower

intakes, the risk decreases by 7% for each addi-

tional coffee cup. This inverse association is

observed with caffeinated and decaffeinated cof-

fee, with or without sugar but not with caffeine

alone.

Antioxidants from coffee, such as chlorogenic

and quinic acids, are potential candidates for this

preventive effect since they can act as regulators

of carbohydrate metabolism (Huxley et al., 2009;

Pimentel, Zemdegs, Theodoro, & Mota, 2009;

van Dam et al., 2008).

Caffeine, Fertility, Pregnancy, Fetal and

Neonatal Growth

The effects of coffee ingestion on various param-

eters of reproduction, pregnancy, and fetal devel-

opment were reviewed recently (Peck, Leviton, &

Cowan, 2010).

Effects on Fertility

In natural pregnancies, there is no link between

caffeine consumption and reduction of fertility.

Likewise, caffeine does not influence the number

of ovocytes collected and fertilized, the number

of embryos transferred and successfully reaching

term in in vitro fecundations. For male fertility,

there is no association between caffeine intake

and the number, mobility, morphology, DNA

status of spermatozoids, and the onset of preg-

nancy (Peck et al., 2010).

Effects on the Course of Pregnancy

Caffeine ingested by the mother is very rapidly

absorbed, crosses the placental barrier, and dis-

tributes in all fetal tissues, including the central

nervous system. The half-life of caffeine is dra-

matically increased in the fetus (over 100 h)

deprived of the enzymatic equipment necessary

for caffeine catabolism.

Most studies did not find any association

between a daily caffeine intake lower than

300 mg (3 cups of coffee) and the risk of miscar-

riage. Moreover, when accounting for the sever-

ity of nauseas that often lead to a reduction in

coffee/caffeine consumption, the RR for miscar-

riages drops from 1.5 to 1.7 for a daily caffeine

consumption of 300–500 mg to 1.0–1.1.

Recently, a RR of 2.2 for miscarriages was

found at a caffeine intake higher than 200 mg/

day. However, this study did not carefully control

for confounding factors such as degree of

smoking and duration of the nausea period. By

caution, several associations advised women who

wish to start a pregnancy to limit their caffeine

intake to quantities lower than 200 mg/day, while

others maintained the earlier limit of 300 mg/day.

The vast majority of studies did not find any

association between caffeine and fetal growth

whatever the dose. After adjustment for smoking
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and alcohol, a few studies observed fetal growth

retardation for caffeine intake ranging from

300 to 800mg/day. Fetal growth is more sensitive

to caffeine during the first than during the third

trimester of pregnancy and intrauterine growth

retardation is only significant over 600 mg/day

caffeine. There is no consistent report of an asso-

ciation between total exposure to caffeine and the

risk of early (�34 gestational weeks) or late

premature delivery (35–37 weeks) (Peck et al.,

2010).

Animal data showed dose-dependent terato-

genic effect of caffeine, only at very high doses,

over 80 mg/kg (60–80 cups of coffee in one

sitting). In humans, no study reported any increase

in the incidence of congenital malformations

in babies born from women consuming large

quantities of caffeine (300–1,000 mg/day) during

their whole pregnancy.

Effects on Postnatal Development

Caffeine enters maternal milk but has no conse-

quence on its composition and stimulates its pro-

duction. Hence, women are advised to consume

their coffee after instead of before lactating.

Studies on psychomotor development are

reassuring. The prenatal consumption of caffeine

does not influence the Apgar score, suction reflex,

weight, height, or psychomotor behavior assessed

during the first year. No effect could be shown on

the intellectual quotient, motor skills, or vigilance

at 4 and 7 years (Nehlig & Debry, 1994).

In conclusion, a moderate caffeine consump-

tion (lower than 200/300 mg/day), in all forms,

does not seem to notably influence fertility and

fetal growth. There is still some doubt for higher

dosages and it is wise to recommend women that

wish to start a pregnancy, or are pregnant, not to

go over the reasonable limit of 200/300 mg/day

caffeine.

Caffeine and Sports Activity

Most studies reported positive effects of caffeine

on performance in endurance tests; the distance

covered over a given time or speed in running and

cycling are increased, the efficacy in final

sprinting is improved and the delay before

sensing pain or exertion is increased. Likewise,

in team sports like rugby, soccer, and field hockey

that alternate prolonged activity with bouts

of intense activity, caffeine supplementation

provides beneficial effects. Caffeine is also

beneficial in long-distance swimming, rowing,

and middle and distance running races. In brief,

physical exercise involving strength and power

such as lifts, throws, and sprints the effects of

caffeine are less clear and variable. Women also

benefit from caffeine in sports activities ranging

from recreational activities to rowing competi-

tions, mainly when trained and moderately active

(Burke, 2008).

The effective dose of caffeine depends on the

level of training, habituation to caffeine, and type

of exercise. Usually, the efficacy of caffeine is

optimal at doses of 1.5–4.5 mg/kg in noncon-

sumers, 3–6 mg/kg in moderate consumers, and

6.5–9.5 mg/kg in high consumers. The ergogenic

effects of caffeine are more variable when caffeine

is absorbed in a drink like coffee compared to the

anhydrous form (capsules or tablets) (Burke,

2008; Astorino & Robertson, 2010).

The effects of caffeine on muscle metabolism

are still unclear. Caffeine was suggested to mobi-

lize fatty acids from adipose tissue to spare muscle

glycogen. In reality, it seems that caffeine has

rather a central effect central on fatigue or facili-

tates muscle function. Caffeine co-ingested with

carbohydrates can enhance their absorption and

oxidation during exercise. In endurance cycling,

golf, and team sports, performance is more largely

improved by caffeine + carbohydrates than by

either constituent given alone. Caffeine reduces

also pain in caffeine consumers as found in

cycling, leg and arm muscle training, and other

endurance activities (Goldstein et al., 2010).

Conclusion

The data presented here reflect a large number

of studies performed over the last decade on

coffee and health. This wealth of data

allowed the evolution from the negative idea

that coffee/caffeine could not be good for health

because the consumer was enjoying these drinks

too much. It is now widely accepted that

Coffee Drinking, Effects of Caffeine 439 C

C



the moderate consumption of caffeine (3–4 cups

coffee daily) in the context of a balanced diet has

no negative impact on human health. In fact, on

the basis of the data on normal cognitive decline,

Parkinson’s and Alzheimer’s disease, type 2

diabetes, and cancer, the consumption of coffee

appears even beneficial for human health.
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Cognition

▶Cognitive Factors

▶Cognitive Function

Cognitions

Julia Allan

School of Medicine and Dentistry, University of

Aberdeen, Foresterhill, Aberdeen, Scotland, UK

Synonyms

Ideas; Thoughts

Definition

Cognitions are internal mental representations

best characterized as thoughts and ideas.

Cognitions result from, and are involved in, mul-

tiple mental processes and operations including

perception, reasoning, memory, intuition, judg-

ment, and decision making.

As internal mental states, cognitions are not

directly observable but are still amenable to study

using the scientific method. Cognitions can be

subjectively elicited on questioning or experi-

mentally measured using reaction times, psycho-

physical responses, or real-time neuroimaging

techniques to infer internal processing.

As cognitions play a fundamental role in

determining behavior, the study of cognitive fac-

tors facilitates a better understanding of processes

and outcomes in health, health behavior, illness,

and disability. Examples of cognitions with par-

ticular relevance for behavioral medicine include

illness perceptions (Leventhal, Diefenbach, &

Leventhal, 1992); biases and distortions in

decision making (Kahneman & Tversky, 1979);

attitudes, beliefs, and perceptions of control

(Ajzen, 1991); and the executive functions

(Williams & Thayer, 2009).

Cross-References
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▶Cognitive Factors

▶Cognitive Function

▶Cognitive Impairment

▶Cognitive Mediators

▶Cognitive Strategies
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Cognitive Appraisal

Tavis S. Campbell, Jillian A. Johnson and

Kristin A. Zernicke

Department of Psychology, University of

Calgary, Calgary, AB, Canada

Synonyms

Lazarus theory; Transactional model

Definition

The concept of cognitive appraisal was advanced

in 1966 by psychologist Richard Lazarus in the

book Psychological Stress and Coping Process.
According to this theory, ▶ stress is perceived as

the imbalance between the demands placed on

the individual and the individual’s resources to

cope (Lazarus & Folkman, 1984). Lazarus argued

that the experience of stress differs significantly

between individuals depending on how they

interpret an event and the outcome of a specific

sequence of thinking patterns, called appraisals

(Lazarus, 1991).

Cognitive appraisal refers to the personal

interpretation of a situation that ultimately influ-

ences the extent to which the situation is per-

ceived as stressful. It is the process of assessing

(a) whether a situation or event threatens our

well-being, (b) whether there are sufficient per-

sonal resources available for coping with the

demand of the situation, and (c) whether our

strategy for dealing with the situation is effective

(Lazarus, 1991). This process can then be further

subdivided into three categories: primary appraisal,

secondary appraisal, and reappraisal:

• Primary appraisal refers to the initial evalua-

tion of the situation, deemed as benign positive

(positive), threatening (negative), or irrelevant

(neutral). If the situation is appraised as being

irrelevant or benign positive, no heightened

physiological arousal occurs and the situation

will not be perceived as stressful. If the situation

is appraised as negative, the individual will

make a secondary appraisal in regard to harm

(harm-loss), threat, or challenge.

• Secondary appraisal refers to the evaluation

of an individual’s ability or resources to cope

with a specific situation. Secondary appraisal

interacts with primary appraisal to determine

emotional reaction to a situation. A harm

(harm-loss) appraisal is the assessment that

damage has occurred as a result of the situa-

tion and the necessary resources to effectively

cope with the situation may not be available.

Threat appraisals occur when it is anticipated

that the situation may result in loss or harm in

the future and the resources to effectively cope

with the situation may not be available.

A challenge is perceived when a situation is

demanding but ultimately can be overcome,

resulting in the individual benefiting from the

situation. Both harm and threat appraisals

result in the situation being deemed as stress-

ful, whereas a challenge appraisal does not.

• Reappraisal is the continuous reevaluation of

a situation based on the availability of new

information. This step of reappraisal takes

place throughout the entire process and can

change the way an individual perceives a

situation.
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Cognitive Behavioral Therapy (CBT)

Lara Traeger

Behavioral Medicine Service, Massachusetts

General Hospital/Harvard Medical School,

Boston, MA, USA

Synonyms

Cognitive behavior therapy

Definition

Cognitive behavioral therapy is a classification of

psychotherapies which integrate cognitive and

behavioral theories and methods. CBT approaches

share fundamental assumptions that cognitions

mediate situational responses and that changes in

cognitive activity can affect therapeutic changes

in emotions and behaviors.

Description

Brief History of CBT

CBT interventions represent an integration of

behavioral and cognitive theories and methods.

Behavior therapy emerged in the 1950s and

1960s through research on clinical applications

of classical and operant conditioning theories

(e.g., systematic desensitization; Eysenck, 1966;

Wolpe, 1958). Behavior therapy emphasizes the

primacy of behaviors, and radical behaviorists

view thoughts as a type of internal behavior.

The primacy of thoughts in shaping situational

responses appears in early philosophical tradi-

tions ranging from Stoicism to Buddhism

(Wright et al., 2006). Formally, the cognitive

underpinnings of CBT emerged in the 1960s

and 1970s, largely through developments by

Albert Ellis (rational emotive therapy; 1957)

and Aaron T. Beck (cognitive therapy; 1963,

1964) and contributions from Alfred Adler,

George Kelly, and behaviorists described above.

Rational emotive therapy has been considered the

first of the cognitive interventions to appear; it

introduced a novel, directive approach to chal-

lenging patients’ irrational beliefs. Beck’s cogni-

tive therapy also emphasized a primary role of

cognitions in psychiatric problems, and he for-

mally described the maladaptive cognitive biases

associated with depression as targets for thera-

peutic change.

The coalescence of cognitive and behavioral

therapies over the past few decades has been due

to several factors, including the challenges of

applying behavior theory to the complex range of

human behaviors (for example, obsessional think-

ing), the introduction of a formalized cognitive

therapy for depression, and the growing support

for CBT interventions in both research and prac-

tice. Behaviorists view behavior change as the pri-

mary goal of therapy, whereas cognitive theorists

view behavior strategies as means for affecting

change. Yet both schools share a commitment to

applying the scientific method to clinical problems

and their treatments. Since the early works which

focused primarily on depression and anxiety, CBT

models have since been expanded to explain and

treat a wide range of psychiatric disorders.

A number of membership organizations sup-

port CBT research and practice, and their histo-

ries reflect the history of CBT itself. For instance,

in 1966, the Association for Advancement of

Behavioral Therapies (AABT) was founded by

behaviorists due to their dissatisfaction with the

psychoanalytic model. The name was formally

changed to the Association for Behavioral and

Cognitive Therapies (ABCT) in 2005, to reflect

the increasing influence of cognitive theory

and methods. Similarly, the British Association

for Behavioural Psychotherapy (BABP) was

founded by behaviorists in 1972; its scope was

broadened in 1992 when it became The British

Association for Behavioural and Cognitive

Psychotherapies (BABCP).

CBT Model of Clinical Symptoms

CBT emphasizes the role of individuals as active

information processors. The meaning we apply to

a situation shapes our emotional reactions to the

situation and what we may do to cope with our

emotions. Our behaviors, in turn, affect our
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thought patterns and emotional responses. In

other words, cognitions, emotions, and behaviors

are intimately linked. These relationships are

illustrated in the following scenario:

A supervisor had begun to criticize two

employees, J.F. and A.B., for minor errors at
work. J.F. interpreted the situation to mean that

he was a poor performer and a liability to his

department. This caused J.F. to feel dejected,
which led him to increase his efforts to please

the supervisor. J.F. began to work late at night;

drink more coffee to stay awake; and conse-
quently experience fatigue and anxiety the next

day. This led him to make more errors at work,

creating a self-fulfilling prophecy which
strengthened his anxiety and negative beliefs

about himself. Meanwhile, A.B. presumed that

the supervisor was simply singling her out for
criticism. This caused A.B. to feel irritated,

which led her to act indifferently toward the

supervisor while maintaining her current level
of work performance. Her relationship with the

supervisor deteriorated, reinforcing A.B.’s belief

that people are generally disrespectful.
This scenario highlights that two different

interpretations without clear evidence led to

quite different emotional and behavioral conse-

quences. These interpretations also could rein-

force longstanding negative beliefs about the

self (in the case of J.F.) or the world (in the case

of A.B.). This is a key learning point for individ-

uals during therapy. In the long term, entrenched

patterns or styles of thinking and behaving can

become associated with clinically significant dis-

tress. Indeed, psychiatric disorders are distin-

guished by distinct profiles of cognitive and

behavioral bias. In his original work, Aaron T.

Beck described depression as the result of nega-

tive thinking about the self, world, and future

(1963, 1964). Other examples include phobias

as the inaccurate perceptions of danger, and

suicidality as the perception of hopelessness and

deficits in problem-solving skills.

Applications of the CBT Model in

Behavioral Medicine

The CBT model can be particularly useful in

behavioral medicine, to capture biopsychosocial

aspects of health promotion and disease manage-

ment. Research evidence strongly supports links

between cognitions, feelings, and health behav-

iors. For instance, many chronic medical condi-

tions are associated with elevated risk for

depression. Depressed individuals, in turn, have

difficulties with motivation, interest, and problem

solving, and are therefore less likely to practice

self-care behaviors such as physical activity,

healthy eating, and adherence to medical regi-

mens. The following scenario illustrates these

relationships:

S.P. had been prescribed a daily HIV medica-

tion for the past year. She did not believe that the

medication did much to manage her condition.
Every morning, she would dread looking at the

medication bottle. It was a reminder that she was

ill, and this reminder provoked other familiar
thoughts that her life was over and that she

would never find a romantic partner due to her

HIV status. These thoughts, in turn, reminded her
that she was profoundly alone. For S.P., it was

easier to ignore the sight of the bottle and skip her

medication dose, which she frequently did. How-
ever, the thoughts remained and often provoked

painful depressed moods which decreased her

motivation and energy to answer phone calls
from her friends. S.P. spent most of her time at

home alone, which reinforced her beliefs about

being undesirable to others. Most recently, she
missed her regular HIV primary care visit. It

seemed too difficult to secure a ride to the clinic,

and she thought, “What’s the point anyway, this
disease is not going away.”

This scenario shows bidirectional relation-

ships between depression and poor HIV self-

care. In practice, the CBT case formulation

would address how inaccurate cognitions, emo-

tional distress, and coping behaviors are influenc-

ing each other in a perpetuating loop, which

serves to maintain both depression and poor

self-care. The case formulation would also help

to highlight key areas for CBT intervention to

break this loop. In developing the CBT treatment

plan, a therapist may draw systematically from

CBT strategies, including: (1) providing psycho-

education about depression, HIV, and HIV med-

ications; (2) increasing engagement in activities
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which promote enjoyment and sense of mastery;

(3) challenging severe negative beliefs; and

(4) problem-solving medical adherence. This

approach highlights that all three domains (cog-

nitions, emotions, and behaviors) are being

addressed. Common CBT intervention elements

are described further in the next section.

Common Elements of CBT Interventions

In CBT interventions, the therapist actively col-

laborates with the patient (i.e., “co-therapist”).

They work together to identify and alter problem-

atic patterns of thinking and behaving, and

thereby help the patient manage negative emo-

tions and improve quality of life. The therapist

first collects information about the patient’s

presenting problems, and then shares and revises

the CBT case formulation with the patient.

This formulation directly informs the therapy.

The therapist and patient work together to set

a treatment plan and articulate goals at the

outset of therapy, and to set agendas at each

therapy session. During the course of CBT, the

therapist may use Socratic questioning to guide

patients in their own discovery of problematic

patterns in their thinking and behaving. Sessions

are problem oriented and typically focus on

building skills which address these patterns.

“Homework” assignments encourage the patient

to rehearse and problem-solve the skills in real-

life situations. Throughout treatment, progress is

monitored using symptom inventories (for exam-

ple, the Beck Depression Inventory [BDI] or the

Hospital Anxiety and Depression Scale [HADS])

as well as informal feedback. Most CBT inter-

ventions are intended to be time limited; the

ultimate goal is for patients to become increas-

ingly independent in their use of the skills until

the therapist is no longer needed.

The following is a sample of common CBT

intervention strategies:

Psycho-education is used throughout CBT

interventions. A critical component of CBT is to

engage patients in understanding the CBT model,

the rationale for treatment, and the therapeutic

methods as applied to their clinical problems. In

other examples, CBT for panic disorder includes

information on physiologic activation, whereas

a patient on long-acting pain medications may

benefit from understanding the impact of missed

or delayed medication doses.

Behavioral strategies are used to help patients

break unhelpful behavior patterns such as fear

avoidance or depressive inactivity. For example,

exposure methods involve generating a hierarchy

of situations that induce fear and avoidance, and

conducting structured “experiments” which

increase real-life or imaginal exposure to these

situations. In behavioral activation, the patient is

guided to increase activity level by generating

a list of activities that promote enjoyment and

sense of mastery, and then setting and monitoring

daily or weekly activity goals.

Cognitive strategies are used to promote

optimal thinking about difficult situations. As

a primary example, cognitive restructuring is

a framework for recognizing negative, inaccurate

thoughts and replacing themwith alternative ones

that are more realistic and helpful. This may

involve several steps: write down the situation;

list negative thoughts that occurred during the

situation; list emotions that arise when having

these thoughts; identify cognitive distortions or

errors that may underlie each thought; challenge

each thought; and generate rational responses.

The rational responses are self-statements that

are used to reduce distress and view situations

in a more helpful light.

Considerations for CBT in Behavioral

Medicine Populations

CBT interventions have been incorporated into

the American Psychiatric Association clinical

practice guidelines for a wide range of psychiat-

ric disorders. However, chronic medical condi-

tions introduce some unique aspects to consider

during CBT evaluation and delivery. Psychiatric

symptoms can overlap with or mask

disease symptoms and treatment side effects

(for example, cancer-related fatigue, dyspnea, or

uncontrolled pain), underscoring the importance

of assessment and differential diagnosis for

behavioral medicine patients. Also, health cogni-

tions and emotional distress levels can be

dynamic, changing over time in response to

disease-related events (for example, receiving
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medical test results), uncertain disease courses, or

certain disease progression. For many medical

conditions, disease symptoms fluctuate, influenc-

ing mobility, fatigue, and cognitive functioning.

Adaptations to CBT protocols have been

recommended to incorporate these factors. For

instance, behavioral activation and homework

assignments can be adapted so that patients mod-

ulate daily activities according to current level of

energy (activity pacing). Cognitive restructuring

can be supplemented with acceptance-based or

problem-solving strategies when negative health

cognitions reflect both realistic and unrealistic

elements, and both controllable and uncontrolla-

ble stressors.

For the sample scenario of S.P., described

above, a CBT intervention might proceed as

follows:

The therapist worked with S.P. to generate

a CBT model of her depression and problems

with HIV self-care. Socratic questioning was
used to help S.P. discover links between her

thoughts (perceived impact of HIV on her value

as a person); feelings (sadness and loneliness);
and behaviors (medical non-adherence and self-

isolation). The therapist and S.P. used this model

to develop a treatment plan and set goals. S.P.’s
main goal was to repair some of the meaningful

relationships in her life. The therapist provided

psycho-education about depression and
HIV. S.P. began to internalize that self-care was

a step toward improving relationships with others.

Behavioral activation was introduced to help S.P.
increase engagement in activities that she used

to enjoy and that could give her opportunities to

challenge her belief that others would reject her.
Activities were modified on days when S.P. expe-

rienced fatigue or medication side effects. Cogni-

tive restructuring helped S.P. develop healthier
cognitions such as more neutral perceptions of

HIV medications. Finally, problem solving was

introduced to help S.P. organize her efforts toward
increasing her adherence and enhancing her

social support. While S.P. experienced setbacks,

she increasingly began to recognize her tendency
to make devaluing statements about herself during

stressful situations, and she continued to work

toward changing this pattern.

CBT Applications in Behavioral Medicine

There is growing evidence to support CBT inter-

ventions to improve health behaviors, enhance

quality of life, and reduce psychological symptoms

among individuals withmedical comorbidities. For

instance, Safren, Gonzalez and Soroudi (2008)

developed a CBT intervention for depression and

medical adherence (CBT-AD) in patients with

chronic illness such as diabetes or HIV. Cognitive

behavioral stress management (CBSM) is a group

intervention developed by Antoni, Schneiderman

and Ironson (2007) to improve quality of life in

HIV-infected adults, which has since been adapted

for cancer survivors (Penedo, Antoni, &

Schneiderman, 2008). CBT strategies have also

been adapted to treat or reduce disability associated

with a range of specific medical concerns. Exam-

ples include nicotine dependence, obesity, chronic

illness rehabilitation, hypertension, and various

functional pain and fatigue conditions. For

instance, CBT protocols for either nicotine depen-

dence or obesity may include goal setting; psycho-

education; self-monitoring (recording number cig-

arettes or food intake per day); stimulus control

(reducing contact with environmental cues that

trigger smoking or overeating); and coping skills

for relapse prevention.
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Cognitive Factors

Eric Roy

Department of Kinesiology, University of

Waterloo, Waterloo, ON, Canada

Synonyms

Cognition; Cognitive strategy; Cognitive style;

Mental ability; Mental function

Definition

Cognitive factors refer to characteristics of the

person that affect performance and learning.

These factors serve to modulate performance

such that it may improve or decline. These factors

involve cognitive functions like attention, mem-

ory, and reasoning (Danili & Reid, 2006).

Cognitive factors are internal to each person

and serve to modulate behavior and behavioral

responses to external stimuli like stress. Perfor-

mance on various activities of daily living has

been found to be affected by these factors. Exec-

utive functions, for example, have been shown to

predict ability to live independently in older

adults such that those with poorer executive func-

tioning are less able to live independently

(Vaughn & Giovanello, 2010). Turning to behav-

ioral responses to stress cognitive factors is known

to play a role in posttraumatic stress disorder. The

nature of thememory of the traumamay play a role

in PTSD, that is, persistent PTSD is often associ-

ated with memories of the trauma that are poorly

elaborated and notwell integrated into the person’s

autobiographical memory (Dumore, Clark &

Ehlers, 2001). More generally cognitive style

may serve as an important cognitive factor.

Messick (1994) refers to cognitive style as

Cognitive Factors 447 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_1093
http://dx.doi.org/10.1007/978-1-4419-1005-9_1118
http://dx.doi.org/10.1007/978-1-4419-1005-9_1118
http://dx.doi.org/10.1007/978-1-4419-1005-9_165
http://dx.doi.org/10.1007/978-1-4419-1005-9_1620
http://dx.doi.org/10.1007/978-1-4419-1005-9_100314
http://dx.doi.org/10.1007/978-1-4419-1005-9_100327
http://dx.doi.org/10.1007/978-1-4419-1005-9_100328
http://dx.doi.org/10.1007/978-1-4419-1005-9_101054
http://dx.doi.org/10.1007/978-1-4419-1005-9_101058


characteristic modes of thinking, perceiving, prob-

lem solving, and remembering that may influence

how a person approaches a problem or task.
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Cognitive Function

Eric Roy

Department of Kinesiology, University of

Waterloo, Waterloo, ON, Canada

Synonyms

Cognition; Mental ability; Mental function

Definition

Cognitive function derives from the term cogni-

tion which refers to the internal mental processes

studied in a subdiscipline of psychology termed

cognitive psychology. These internal mental

processes underlie how people perceive, remem-

ber, speak, think, make decisions, and solve prob-

lems. Cognitive function is a general term used to

describe many different functions such as mem-

ory and attention thought to be components of the

mind (Benjafield, Smilek, & Kingstone, 2010).

Description

Cognitive functions are internal and are inferred

from behavior using measures such as accuracy in

performing a task like recalling a list of words or

the time taken to find some word on a page of text.

The study of cognitive functions derives from the

information processing approach which argues

that these functions involve operations occurring

at various processing stages. The identification of

these processing stages is typically based on

a model of the cognitive function of interest.

Using this model, a task thought to reflect the

cognitive function of interest is manipulated in

such a way as to place demands on the processing

stages identified. If we use memory as an example,

the task of recalling a list of words can be manip-

ulated to place demands on two processing stages:

encoding or putting words into memory or

retrieval involving retrievingwords frommemory.

The encoding stage is emphasized when demands

are placed on just recognizing whether words

presented were in the list, while the retrieval

stage is emphasized when demands are placed on

recalling the words from the list. The study of

cognitive functions then involves the use of exper-

imentation through manipulation of task demands.

This use of the scientific method spawned the

development of another subdiscipline of psychol-

ogy termed cognitive science.

The study of cognitive functions involves not

only identifying the processing stages but also the

strategies used and the errors made. Turning

again to memory function and word list recall as

an example, one strategy used involves semantic

clustering where the person creates groupings of

words from the list based on the meaning cate-

gory such as clothes or fruit. This clustering

serves to improve recall of the words. With

regard to errors, intrusions and false positive
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errors in recalling words from the list provide

insight into the integrity of memory. Intrusions

are errors where the person recalls a word not on

the list, while false positive errors occur when the

person is read a list of words some of which were

not on the recall list. A false positive error is one

where the person endorses a word that was not on

the list. Both of these errors indicate that the

ability to discriminate in memory between

words on the recall list from those not on the list

is impaired.

This information on cognitive functions has

been used in the development of psychological

tests designed to examine cognitive functions

(Hodges, 2007). These tests are administered to

groups of people categorized based on factors

such as age, sex, and years of education. Perfor-

mance of these people is then used as normative

data against which to compare performance of

people who take the tests in the future. These

comparisons involve determining the average

and the standard deviation for each group in the

normative sample. The mean and standard devi-

ation are reference points to determine where

relative to the mean a person taking the test

falls. The distance the person’s score falls relative

to the mean is measured in standard deviation

units. The number of units above or below the

mean reflects the percentage of people in the

normative sample who are above or below the

mean. Thus, if we use the memory test as an

example, a person with a score at one standard

deviation unit above the mean would be at a point

where 84% of people fall at or below this score.

This approach to measurement termed psycho-

metrics reveals the relative strengths of a person

on various cognitive functions. This pattern of

strengths is used in the subdisciplines of psychol-

ogy called clinical psychology and educational

psychology to direct people into education pro-

grams and work placements. The alternative to

patterns of strengths is patterns of weakness in

cognitive functions. Such patterns are used in

a subdiscipline of psychology called clinical neu-

ropsychology to identify cognitive impairments.

Another focus of study with regard to cogni-

tive functions is the brain correlates of these

functions. One approach called cognitive

neuroscience uses functional neuroimaging and

correlates patterns of brain activity to the

processing stages in various cognitive functions.

The other approach called clinical neuropsychol-

ogy uses psychometrics alluded to above to iden-

tify patterns of impairment in cognitive functions

arising from some type of brain damage and

correlates these impairments with measures of

brain damage using structural (e.g., MRI) and

functional (e.g., fMRI) brain imaging.
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Cognitive Impairment

Eric Roy

Department of Kinesiology, University of

Waterloo, Waterloo, ON, Canada

Synonyms

Cognitive deficit; Cognitive disorder

Definition

Cognitive impairment refers to problems people

have with cognitive functions such as thinking,

reasoning, memory, or attention.

Description

Cognitive impairment can be present at any point

in a person’s lifespan (Kolb, & Whishaw, 2009).
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Early in life, cognitive impairment may arise

from, for example, genetic syndromes, prenatal

drug and alcohol exposure, trauma, or oxygen

deprivation during or after birth.

Cognitive impairment in childhood and adoles-

cence may result from a number of conditions.

Examples includemalnutrition, heavymetal expo-

sure, metabolic disorders, trauma to the brain, and

side effects of drug treatments for cancer or

Parkinson’s disease (Ogden, 2005).

With age conditions such as traumatic brain

injury, neurodegenerative disorders such as

Alzheimer disease, stroke, brain tumors, and

brain infections can cause cognitive impairment.

In some cases, cognitive impairment is revers-

ible if the cause is identified and treated. For

example, cognitive impairment arising from

stroke due to a blockage of a blood vessel can

be prevented if drugs designed to break up the

blood clots are administered within hours of the

formation of the clot. Similarly, cognitive impair-

ments associated with metabolic disorders can be

reversed with treatment of the disorder.

Cognitive impairment is defined as a disruption

to some cognitive function such as memory

(Lezak, Howieson, & Loring, 2004). Identifying

a cognitive impairment requires a comparison of

performance to some expected level of perfor-

mance. In some cases, this expected performance

is defined informally, for example, a person who is

unable to remember the name of a life-long friend is

thought to exhibit a cognitive impairment. In most

cases, it is these cognitive impairments defined on

the basis of informal expected level of performance

which results in the person visiting a health-care

practitioner for a more thorough investigation.

Such more thorough investigations identify

cognitive impairments using more formal stan-

dards called norms which reflect expected perfor-

mance on standardized tests of cognitive

functions such as memory (Hebben, & Milberg,

2009). These tests are administered to groups of

people categorized on factors such as gender, age,

and years of education. Performance of these

people forms normative data against which is

compared performance of people who take the

tests in the future (Strauss, 2006). These compar-

isons require determining the average and the

standard deviation for each group in the norma-

tive sample. The mean and standard deviation are

points of reference to determine where relative to

the mean a person taking the test falls. The dis-

tance the person’s score falls relative to the mean

is measured in standard deviation units. The num-

ber of units above or below the mean reflects the

percentage of people in the normative sample

who are above or below the mean. Thus, if we

use the memory test as an example, a person with

a score at one standard deviation unit above the

mean would be at a point where 84% of people in

the normative sample fall at or below this score.

This point is termed the 84th percentile. This

approach to measurement reveals the relative

strengths or weaknesses of a person on a cogni-

tive function. A weakness is termed an impair-

ment or deficit and reflects performance at one

standard deviation unit below the mean at the

16th percentile. At this point, 84% of the people

in the normative sample lie above this score.

This psychometric approach to identifying a

cognitive impairment is often accompanied by a

more qualitative approach where particular errors

or strategies in test performance are of interest.

For example, in the context of a memory impair-

ment involving learning a list of words, the

person may recall or recognize a word that was

not on the list. This error reflects an impairment

in discrimination in memory which provides

some insight into the nature of the memory

impairment.
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Cognitive Impairment Tests

▶ Screening, Cognitive

Cognitive Mediators

Linda D. Cameron1 and Lana Jago2

1Psychological Sciences, University of

California, Merced, Merced, CA, USA
2Department of Psychology, The University of

Auckland, Auckland, New Zealand

Synonyms

Mediating cognitions

Definition

Cognitive mediators are mental processes or

activities that take place between the occurrence

of a stimulus and initiation of an associated

response. Such processes can occur immediately

following the stimulus (i.e., within microsec-

onds), or they may be a more delayed response,

taking days or weeks. These processes are delin-

eated by mediation models of health experiences

and behaviors which, in contrast to direct stimu-

lus-response models, propose that events produce

an effect on individual responses indirectly

via cognitive mediators. Cognitive mediators

include interpretation of information, informa-

tion retrieval, judgments and evaluations, reason-

ing, and other mental processes. These processes

may be conscious or nonconscious (i.e., automat-

ically elicited outside of one’s awareness), and

they can be distinguished from affective media-

tors involving emotional processes.

Mediational models have been used to better

understand the cognitive processes involved with

a variety of health experiences, behaviors, and

outcomes. Early behavioral medicine research

on cognitive mediators examined their influence

on pain perception and health status of individ-

uals with medical conditions. More recently,

research on cognitive mediators includes

evaluations of their roles in the use of health-

promoting behaviors such as smoking cessation,

physical activity, dietary behavior, and behaviors

for reducing skin cancer risk.
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▶Cognitive Restructuring

Cognitive Restructuring

Lara Traeger

Behavioral Medicine Service, Massachusetts

General Hospital/Harvard Medical School,

Boston, MA, USA

Synonyms

Cognitive reappraisal

Definition

Cognitive restructuring is a strategy to recognize

negative, inaccurate thoughts and replace them

with alternative ones that are more realistic and

helpful. This cognitive strategy, a key part of

cognitive behavioral therapy, promotes optimal

thinking about a stressful or overwhelming situ-

ation to reduce emotional distress. Cognitive

restructuring may involve several steps: write

down the situation; list negative thoughts that

occurred during the situation; list emotions that

arise when having these thoughts; identify cogni-

tive distortions or errors that may underlie each

thought; challenge each thought; and generate

rational responses. The rational responses are

self-statements that are used to feel better about

the situation.

Cognitive restructuring may help individuals

with a chronic illness to manage how the illness

affects their perceptions of themselves, their rela-

tionships, and their future. For example, an indi-

vidual may be experiencing persistent anxiety

since his return to work following a myocardial

infarction. The individual may be encouraged to

identify a specific situation that is making him

anxious (“My supervisor pointed out some errors

in my work”); his negative thoughts (“I can’t do

anything right since I had my heart attack,” and

“I’ll probably get fired”); and his resulting

emotions (fear, despair). Through cognitive

restructuring, the individual may work on chal-

lenging his thoughts and generating alternative

responses: “I don’t have any evidence that my

supervisor is dissatisfied with my work in gen-

eral. I have been taking care of myself since my

heart attack. No one is perfect, and in the future,

I can leave more time to check my work.” The

individual may then assess whether the rational

responses help him to reduce his distress and

view his situation in a more helpful light.

Cross-References
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Cognitive Strategies

Linda D. Cameron1 and Lana Jago2

1Psychological Sciences, University of

California, Merced, Merced, CA, USA
2Department of Psychology, The University of

Auckland, Auckland, New Zealand

Synonyms

Cognitive techniques; Mental strategies

Definition

Cognitive strategies are sets of mental processes

that are consciously implemented to regulate

thought processes and content in order to achieve

goals or solve problems. Self-regulation theories of

behavior focus on cognitive strategies as playing

a critical role in guiding goal-directed behavior.

Cognitive strategies are primary targets for numer-

ous intervention approaches, including cognitive

behavior therapy (CBT), mindfulness-based inter-

ventions, and acceptance and commitment therapy

(ACT). Cognitive strategies include those directing

attentional focus (e.g., attentional engagement or

distraction), cognitive reframing or reinterpretation

of distressing experiences, imagery techniques, and

mental rehearsal of positive statements.

Within the health setting, pain management is

one area in which cognitive strategies may be

useful. Examples include distraction, where one

diverts attention away from the painful stimulus

and towards a non-painful alternative; imagery,

such as imagining a favorite scene or other

non-painful image; and redefinition, where pain

cognitions related to threat or fear are replaced

with constructive or nonthreatening thoughts.

Cognitive strategies can also be of benefit to

individuals with chronic illnesses who are

experiencing psychological distress or difficulty

managing their conditions. Within the context of

health promotion, mental imagery techniques

have been demonstrated to increase physical

activity among sedentary adults.
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Cohort Study

Jane Monaco

Department of Biostatistics, The University of

North Carolina at Chapel Hill, Chapel Hill,

NC, USA

Synonyms

Follow-up study; Observational designs;

Observational studies; Observational study

Definition

A cohort study is an observational study design in

which subjects are usually selected based on their

risk factor exposure and followed over time to

evaluate whether they develop the outcome of

interest (usually disease).

Description

Cohort studies are commonly used in behavioral

medicine research to investigate associations in

which experimental designs are unethical or too

costly. In a cohort design, participants who have

not experienced the outcome of interest are

selected, usually based on whether or not they

have been exposed to the risk factor of interest.

Therefore, a cohort study design is efficient when

the exposure is relatively rare but the outcome of

interest is common. For example, a cohort design

was used in a study of the association of prenatal

polychlorinated biphenyl (PCB) exposure with

behavior issues and cognitive disability (Lai

et al. 2002). A cohort design is also appropriate

when the exposure is common.

The most common type of cohort study,

a prospective cohort study, identifies subjects

without the outcome of interest (such as disease-

free participants) at the outset of the study and

then follows them forward through time to assess

their outcome (or disease) status. Because the

subjects have not experienced the outcome at

the outset of the study, this prospective design is

less susceptible to many types of bias compared

to other observational study designs, such as

case-control studies. Included in the prospective

cohort study design are large studies such as the

Framingham Study in which participants were

selected for logistical reasons. By recruiting

a large number of residents from the single com-

munity of Framingham, Massachusetts, follow-

up was simplified, and investigators were able to

study prospectively the associations between

multiple risk factors and outcomes among the

participants (Dawber, Kannel, & Lyell, 1963).

Not all cohort studies are conducted prospec-

tively. In a retrospective cohort study, both the

exposure and outcome may have occurred at the

time of the initiation of the study. These retro-

spective, sometimes called historical, cohort

studies are often conducted using data previously

collected for other purposes. For example, preg-

nant women drivers involved in motor vehicle

crashes were identified by linking Washington

State Patrol records to birth and death certificates

(Wolf et al., 1993). The exposure of interest,

seatbelt use at the time of the crash, was deter-

mined using the police reports. Investigators

determined pregnancy outcomes (including low

birth weight and fetal death) based on the birth

and fetal death certificate data. This retrospective

cohort study found the risk of a low-birth-weight

infant was higher among unrestrained female

drivers compared to those wearing a seat belt at

the time of the crash.

In a cohort study, investigators must follow

both the exposed and unexposed subjects equally

carefully to avoid detection bias. If the exposed

subjects are followed more closely, then an

excess number of outcomes may be detected

within the exposed group resulting in an

overestimate of the exposure effect. Also, loss

to follow-up may result in biased results when

that loss is associated with the exposure and

outcome.

Some characteristics of cohort studies:

• Usually more expensive and time consuming

than case-control designs; less expensive than

an experimental design

• Often used when the exposure is rare
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• Not practical when outcome of interest (dis-

ease) is rare or has a long-latency period

• Appropriate when studying multiple outcomes

• Usually can only address a single risk factor

• When information collected prospectively,

reduces potential for bias

• Can be impacted by loss to follow-up

• Can compute incidence and relative risk of

outcome directly

• Often considered stronger study design com-

pared with case-control studies, but weaker

study design compared to randomized trials

that investigate analogous associations
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▶Cold Pressor Test

Cold Pressor Test

Laura A. Mitchell

Department of Psychology, School of Life

Sciences, Glasgow Caledonian University,

Glasgow, Scotland, UK

Synonyms

Cold pressor task

Definition

The cold pressor test is a widely used experi-

mental technique for human pain or stress induc-

tion, involving immersion of the hand or forearm

in cold water. First documented as a test of

cardiovascular stress reactivity (Hines &

Brown, 1936), its application in investigation of

pain perception, mechanisms, and treatment is

due to a gradually mounting painful sensation

of mild to moderate intensity. As water temper-

atures used are within the range considered nox-

ious (below 15�C), nociceptors (pain receptors)

are activated and transmit an aversive signal to

the CNS. While nociception-transduction ion

channels involved have been identified, the

exact mechanisms of cold pain are not fully

elucidated (Basbaum, Bautista, Scherrer, &

Julius, 2009).

Like other pain inductions, the cold pressor

allows fast and precisely controlled evaluations

not possible in a clinical context. Apparatus for

the task is a tank of circulating water of temper-

ature most often between 0�C and 5�C, with

instruction to immerse the hand until too uncom-

fortable to continue. A maximum time limit per

immersion of 3–5 min is normally applied. Quan-

titative measurement can then be made of pain

threshold (point first perceived as painful), toler-

ance time, and perceived intensity and unpleas-

antness. The technique is regarded as safe for

pain evaluations in children, usually at a slightly

higher water temperature (von Baeyer, Piira,

Chambers, Trapanotto, & Zeltzer, 2005).
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▶ Inflammatory Bowel Disease

Collaborative Care
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College Students

▶Binge Drinking

Colorectal Cancer

▶Cancer, Colorectal

Common Cold

Denise Janicki-Deverts and Crista N. Crittenden

Department of Psychology, Carnegie Mellon

University, Pittsburgh, PA, USA

Synonyms

Upper respiratory infection (mild)

Definition

The common cold is the familiar name for a mild

upper respiratory infection (URI). Symptoms of

the common cold include nasal congestion,

mucus production, sneezing, cough, and sore

throat (Eccles, 2005). The common cold is caused

by any of a number of viruses, most often one of

the rhinoviruses (see ▶Common Cold: Cause).

URIs are responsible for 50% of all acute ill-

nesses, with common colds accounting for most of

that proportion. While symptoms are often mild,

the common cold often confers a heavy burden on

patients, healthcare providers, schools, and work-

places. Approximately 62million cases of the com-

mon cold occur each year in the United States. In

addition, 20million school days are lost annually as

well as 22 million work days due to the common

cold (Adams, Hendershot, & Marano, 1999).

The incubation period for the common cold

largely depends on the virus that causes it.

On average, symptoms begin 2–3 days after

virus exposure and infection. From the onset of

the first symptoms, severity usually peaks within

2 days. Overall, the duration of the common cold

is usually 7–10 days (Eccles, 2005).

Because only a proportion of people who are

exposed to cold viruses actually develop symp-

toms, the common cold has become a fertile

ground for studying psychosocial and behavioral

C 456 Colitis

http://dx.doi.org/10.1007/978-1-4419-1005-9_1160
http://dx.doi.org/10.1007/978-1-4419-1005-9_409
http://dx.doi.org/10.1007/978-1-4419-1005-9_94
http://dx.doi.org/10.1007/978-1-4419-1005-9_873
http://dx.doi.org/10.1007/978-1-4419-1005-9_873
http://dx.doi.org/10.1007/978-1-4419-1005-9_630
http://dx.doi.org/10.1007/978-1-4419-1005-9_385
http://dx.doi.org/10.1007/978-1-4419-1005-9_101827
http://dx.doi.org/10.1007/978-1-4419-1005-9_795


factors that influence vulnerability to infection.

Viral challenge studies expose healthy individ-

uals to common cold viruses and then keep them

in quarantine over several days to assess who

develops infection and symptoms and who does

not. Prior to virus exposure, a plethora of behav-

ioral and psychological measures are performed

in order to assess the roles these factors may play

in illness susceptibility.

Within these experimental studies, individuals

are determined to have a cold if they (1) are

infected with the challenge virus and (2) meet

a set of predetermined criteria based on subjective

symptom reports and objective physiological mea-

surements. Infection is determined by the presence

of viral shedding (i.e., replication of the virus in the

host environment). Viral shedding is assessed by

administering a nasal wash, which flushes the nasal

cavity and sinuses, and then culturing a sample of

the exposed wash solution for the presence of rep-

licating virus. Presence and severity of cold symp-

toms, i.e., runny nose, sore throat, nasal congestion,

etc., are assessed via observation and participant

report. Objective measures of cold severity include

mucus production and mucociliary clearance func-

tion. Mucus production is assessed by collecting

used tissues from participants and measuring their

weight; nasalmucociliary clearance, or how effec-

tive the body is in clearing mucus from the nasal

passage, is assessed as the time it takes for a dye

administered in the nostrils to reach the

nasopharyx (Doyle, McBride, Swarts, Hayden, &

Gwaltney, 1988). Additional measures, such as

lung function, may also be taken.

Through these common cold studies, several

behavioral and psychosocial factors have been

found to greatly increase susceptibility to infec-

tion, including sleep patterns, social integration

and stress. These topics are discussed further in

▶Common Cold: Cause and ▶Common Cold:

The Stress Factor.
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Common Cold: Cause

Denise Janicki-Deverts and Crista N. Crittenden

Department of Psychology, Carnegie Mellon

University, Pittsburgh, PA, USA

Synonyms

Upper respiratory infection (mild): cause

Definition

The common cold is a mild upper respiratory

illness that results from infection with any of

more than 200 viruses, most notably the rhinovi-

ruses. The rhinovirus family is comprised of over

100 different viruses, with the relative prevalence

of each being dependent on a number of factors,

from geographical area to time of year. Overall,

rhinoviruses make up approximately 30–50% of

all acute respiratory illnesses, but in the fall sea-

son this proportion jumps to about 80%.

Coronaviruses comprise another family of

viruses that cause the common cold. Infections

with coronaviruses are estimated to account for

7–18% of adult colds, and in contrast to rhinovi-

rus infections, tend to be most prevalent during

the winter and spring months. Additional cold

viruses include parainfluenza, respiratory syncy-

tial virus (RSV), the adenoviruses, and the

enteroviruses which collectively account for
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a comparatively small percentage of infections.

In addition, 20–30% of common cold cases are of

unknown origin (Heikkinen & Jarvinen, 2003).

Cold viruses are highly contagious, and inter-

personal transmission of colds typically occurs in

one of two ways: (1) inhaling viral particles that

are released into the air in tiny droplets when

infected persons cough, sneeze, or blow their

nose; or (2) coming into contact with surfaces

that have been contaminated by infected secre-

tions (e.g., a doorknob that was touched by an

infected person immediately after coughing into

his or her hand) and then touching one’s own

eyes, nose, or mouth.

Several factors have been found to influence

whether individuals become infected following

exposure to a cold virus and/or the severity of

their symptoms once infected. Most of these find-

ings have derived from viral challenge studies

wherein healthy individuals are exposed to cold

viruses (most often rhinoviruses), placed under

quarantine, and monitored by trained medical

staff for objective signs and subjective symptoms

of a cold (see ▶Common Cold). Of all potential

susceptibility factors, stress has been the most

explored. Accordingly, the role of stress in cold

susceptibility is discussed in a separate entry (see

▶Common Cold: The Stress Factor). Stress,

however, is far from being the only factor that

has been found to influence who develops colds.

For example, smokers are more likely than non-

smokers to become infected with the cold virus

and, consequently, to develop illness symptoms

(Cohen, Tyrrell, Russell, Jarvis, & Smith, 1993).

Social relationship factors have been found to

influence cold susceptibility as well. People who

are high in trait sociability (which is thought to be

an important determinant of quantity and quality

of social interaction) and those with more diverse

social networks are less susceptible to colds than

their less sociable and less socially integrated

counterparts (Cohen et al., 1997; Cohen, Doyle,

Turner, Alper, & Skoner, 2003a). A third identi-

fied susceptibility factor is affect. Specifically,

greater positive affect is associated in a dose-

response manner with reduced likelihood of

developing a cold (Cohen, Doyle, Turner,

Alper, & Skoner, 2003b). Importantly, all of

these factors remained associated with cold sus-

ceptibility even when controlling for age, sex,

body weight, and season of exposure.
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Common Cold: The Stress Factor

Denise Janicki-Deverts and Crista N. Crittenden

Department of Psychology, Carnegie Mellon

University, Pittsburgh, PA, USA

Synonyms

Upper respiratory infection (mild): the stress

factor

Definition

One of the most consistent findings from viral

challenge studies (see ▶Common Cold) is that
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the experience of stress is positively associated

with susceptibility to the common cold. Here

stress is defined as a psychological state resulting

from outside factors or events placing demands

on an individual that exceed his or her resources

or ability to cope (Cohen, Kessler, & Gordon,

1995). Although stressful experiences such as

bereavement and care giving have long been

believed to suppress host resistance, the common

cold studies were the first to demonstrate the role

of the stress factor under prospective, controlled

conditions.

Cohen, Tyrrell, and Smith (1991) conducted

one of the first studies to explore the role of stress

in susceptibility to the common cold. The authors

assessed several stress factors, including life events

and perceived stress in a sample of healthy adults,

and then experimentally exposed these individuals

to a cold virus or to a saline control. Despite con-

trolling for several person and environmental fac-

tors, the researchers observed a dose-response

association between stress and clinical colds:

more stress was associated with an increased like-

lihood both of becoming infected and displaying

clinical symptoms. Furthermore, they also found

that long-lasting social stressors accounted for the

greatest infection risk. These stress factor effects

were all independent of potential mediators such as

smoking, diet, alcohol use, and sleep quality.

Cohen et al. (1998) further explored several types

of stressors linked to the common cold and found

that severe, chronic stressors – especially work and

interpersonal stressors, lasting 1 month or longer –

conferred a substantial risk of developing a clinical

cold after virus exposure. Moreover, the longer the

stress duration, the greater the relative risk of

a cold. Again, these differences could not be

completely explained by environmental, person-

related, or behavioral factors.

An important feature of the common cold is

that associated symptoms (sneezing, congestion,

etc.) are caused by the body’s immune response

to the virus, not the virus per se. Most symptoms

result from the production of pro-inflammatory

cytokines that recruit other immune cells to fight

the infection. Several “host” factors influence the

immune system’s response to infection and how

severe resulting symptoms will be. These include

age, general health, and past infection experi-

ence. However, the repeated finding of greater

stress being associated with increased risk for

colds independent of behavioral factors or health

practices suggests that stress may be influencing

the immune system, as well, by suppressing some

resistance processes. For example, in influenza

challenge studies, increased psychological stress

was associated with higher pro-inflammatory

cytokine concentrations, particularly interleukin

(IL)-6 (Cohen, Doyle, & Skoner, 1999). In an

experimental study in which stress was induced

in a laboratory setting, Marsland, Bachen, Cohen,

Rabin, and Manuck (2002) found that being

exposed to a stressor was associated with

increases in immune markers, such as circulating

natural killer cells and cytotoxic T cells. These

studies suggest that stress may be acting through

major immunological pathways to increase

symptoms of infectious illnesses.
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Common Disease-Common Variant

Jennifer Wessel

Public Health, School of Medicine, Indiana
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Definition

The common disease-common variant (CDCV)

hypothesis predicts that for any given common

disease, the genetic risk will be due to

common variants with high frequency in the

population (Pritchard & Cox, 2002; Reich &

Lander, 2001).

The allelic spectrum, i.e., the frequency of

the allele in the population and the number of

disease-predisposing alleles, of common diseases

is still not well understood. The number of com-

mon variants contributing to any given common

disease will most likely vary from less than 100 to

several thousands, with many of these variants

having a low effect on the disease

(Padhukasahasram et al. 2010).

Genome-wide association studies (GWAS)

have succeeded at identifying common

variations, many with low effect sizes (odds ratio

�1.2–1.5). However, there are many more left to

be identified. A number of reasons have been

suggested as to why GWAS have not identified

more variations. These include rare variations con-

tributing to common diseases, phenotypic hetero-

geneity, sample size, or regions missed by single

nucleotide polymorphism (SNP) microarrays.
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Common Migraine

▶Migraine Headache

Common-Sense Model of
Self-regulation

Pablo A. Mora1 and Lisa M. McAndrew2

1Department of Psychology, The University of

Texas at Arlington, Arlington, TX, USA
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Synonyms

Illness representation model; Mental models of

illness; Mental representations of illness

Definition

The common-sense model of self-regulation

explains how individuals respond to and manage

health threats. It proposes that people actively

engage in problem-solving by developing mental

models of health threats, subjective and objective

treatment goals, and practices and procedures

most likely to achieve those goals.

Description

Background

The origins of the common-sense model of

self-regulation (CSM) can be traced to the

parallel model proposed by Leventhal in the

early 1970s to understand how individuals
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respond to fear-arousing communications

(Leventhal, 1970). Similar to the parallel model,

the CSM posits that when a threat is perceived

(e.g., physical symptoms or changes in function),

individuals develop two parallel, yet interrelated,

representations of the stimulus: cognitive and

emotional (Leventhal et al., 1997). These repre-

sentations and their content specify the actions

(i.e., behaviors) in which individuals engage to

remove the health threat. The CSM proposes that

the processes involved in the self-regulation of

health threats are regulated by a TOTE

(Test-Operate-Test-Exit) system with both feed-

back and feed-forward loops (Miller, Galanter, &

Pribram, 1960).

Common sense self-regulation is divided into

three phases (Leventhal & Cameron, 1987). In

the first stage, the perceptual stage, a discrepancy

between a perceived input and a reference value

is detected (i.e., health threat). At this stage, the

individual develops a common sense illness

representation of the potential health threat. In

the second stage (i.e., the response stage), the

individual selects and performs actions (i.e.,

coping procedures) to reduce the discrepancy.

The illness representation developed during the

perceptual stage will help select the types of

coping procedures used by the individual during

the response stage. In the last stage, the appraisal

stage, the results of the action(s) aimed at

reducing or eliminating the discrepancy are

evaluated. If the actions are successful in dealing

with the threat, the loop stops. If unsuccessful, the

individual may reassess the representation and

form a new illness representation, and/or select

and perform new corrective actions. This loop

will continue until the threat has been success-

fully removed or controlled.

Illness Representations

The CSM assumes that people are active

problem-solvers who continuously assess the

meaning of somatic sensations and/or changes

in function by forming cognitive and emotional

illness representations (see Fig. 1). Illness

representations have a bi-level structure that

includes an abstract level (i.e., disease labels

and chronological time) and a concrete level

Identity
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Symptoms

Location
Pattern

Duration
Severity

Somatic
Changes

Dysfunction

Evaluation Tools
Interpretation
of experience

Symptoms
function

Monitor
change

Symptoms

Affective
Response

lllness
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Reactions

Coping
with Affect

Procedures and action plans
for coping with threat

Days /
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Physical / Social

Imagined

Labeled

Seen /
Felt

Self /
Expert

Felt
Perceived

Time

Timeline Consequences Cause Control

Common-Sense Model of Self-regulation,
Fig. 1 Individuals assess somatic changes based on the

features of the changes by using evaluation tools

(e.g., location, pattern, duration, or function) and compar-

ing these features against illness prototypes. If deemed to

be a health threat, the individuals develops cognitive and

emotional representations of the threat. The cognitive

representation consists of five bi-level domains. Cognitive

and emotional representations guide the selection of cop-

ing procedures and the criteria for assessing effectiveness

of these procedures (e.g., changes in symptom and/or

affectivity). Evidence of success or failure to achieve

desired changes will be used by the individual to re-assess

the illness representation
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(i.e., symptoms and experienced time). Initially,

the CSM identified five defining aspects of illness

representation: identity, timeline, causes, conse-

quences, and controllability. Abstract features of

identity include the label applied to the health

threat (e.g., diagnosis or name of the condition).

Concrete features of identity refer to how the

threat is experienced (e.g., symptoms and/or

changes in function). Timeline refers to the

objective (i.e., abstract: duration in minutes or

hours) and perceived (i.e., concrete: perceived

duration) temporal features of the health threat.

Causes refer to the diagnosed (i.e., information

conveyed by the doctor) and perceived (i.e., leav-

ing home with wet hair) factors that caused the

health threat. The causes of a threat can be

grouped into external agents (e.g., virus, bacteria,

or stress), internal susceptibilities (e.g., age,

genetics), and behaviors (e.g., smoking). Conse-

quences include both anticipated (i.e., abstract)

and perceived and experienced (i.e., concrete)

physical, psychological, social, and economic

effects that the health threat will produce.

Controllability refers to whether the person

expects and perceives the health threat to be

susceptible to control by experts (e.g., physician)

and/or the self.

The existence of a sixth domain, “illness

coherence,” has been proposed by Weinman and

collaborators (Moss-Morris et al., 2002). Illness

coherence is a metacognition that refers to the

extent to which an individual believes that the

various features of an illness hang together. For

example, someone who suffers from a cold would

expect that symptoms such as a runny nose and

a sore throat would last for a couple of weeks.

However, if unusual symptoms are experienced

or if the timeline of the symptoms is longer than

expected, the individual will have trouble making

sense of the health threat. Low coherence has

been shown to have an impact on other dimen-

sions of illness representations and on the

appraisal and enactment of coping procedures.

Illness representations and their content serve

as guides for the selection, performance, and

evaluation of actions used to manage illness

episodes. Feedback from these actions can

reshape the representations and alter subsequent

coping actions. For instance, actions taken to

ameliorate a stomachache could involve drinking

herbal tea or having a bland diet, whereas

a headache might lead the person to take an

over-the-counter pain reliever. The appraisal of

the effectiveness of these actions will also vary

depending on the specific content of the represen-

tations. For example, the expected timeline for

ridding oneself of a stomachache is likely several

hours to a day, while the expected timeline for

determining that a pain reliever is effective in

dealing with a headache could be to 1–2 h at

most.

Appraisal of Health Threats. When

a deviation from “normal function” is detected

(e.g., a health threat such as somatic symptoms or

declines in physical function), the individual will

promptly engage in an automatic scanning

process in which the properties of the health

threat are assessed (Leventhal, Breland, Mora &

Leventhal, 2010). These properties are compared

against illness prototypes developed through

prior personal experience, observation of others,

and media exposure (cf. Fig. 1). Prototype checks

are used evaluate somatic and/or functional

changes with respect to features such as their

location (e.g., head, stomach, chest), duration

(e.g., perceived and clock time), rates of

change (e.g., sudden onset or insidious), conse-

quences (e.g., disrupts breathing or impairs

walking), causes (e.g., exposure to sick people

or perceived stress), and sensory properties

(e.g., sharp or dull). If the features of the somatic

or functional changes match an illness prototype,

then a preliminary illness representation will be

formed and lead the individual to engage in

actions to remove or control the threat (i.e., cop-

ing procedures). A further appraisal of the threat

will be conducted based on the perceived effects

of these coping procedures. Feedback from

coping procedures will provide critical

information to either confirm or disconfirm the

preliminary illness representation. For instance,

a headache and a runny nose may be the result of

a cold or of seasonal allergies. If the symptoms

occur around spring, then the person may decide

to take an antihistamine pill to help clear the

symptoms. If after a few hours the symptoms
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are not relieved, then the tentative “allergies”

representation may be discarded, and a new

health threat appraisal process will begin.

Lack of experience with a specific condition or

unusual presentation of symptoms can create

confusion during the matching and appraisal pro-

cess and result in negative consequences such as

delayed care seeking or poor illness management.

For example, gastric pain caused by gallstones

could be attributed to indigestion or stomach flu if

a person has never been exposed to gallstones and

the symptomatology associated with gallstones

previously because the location is similar (i.e.,

abdominal area). This could lead individuals to

engage in watchful waiting which, in turn, could

increase the risk of serious consequences such as

emergency hospitalization due to blockage of the

pancreatic duct. Conditions that do not manifest

according to the prototypes people have can

result in inadequate management or control of

the threat. For instance, the symptoms that people

with congestive heart failure usually experience

(e.g., swollen legs, breathing and sleeping prob-

lems) are not the symptoms that a person with

a “heart” condition is supposed to experience

(e.g., palpitations). This mismatch can result in

poor adherence to medical treatment because

the heart condition does not represent an imme-

diate threat. Similarly, depressive symptomatol-

ogy may not be properly identified and

treated among older adults, because they are

less likely to experience symptoms of dysphoria

(i.e., depression without sadness, Gallo, Rabins,

Gallo, & Rabins, 1999). Low negative affect will

make thematching processes difficult for both the

individuals who experience depressive symptoms

and mental health professionals because

the symptoms do not fit with a “depression

prototype.”

Treatment Representations

From the CSM perspective, treatment represen-

tations are conceptualized using the same

framework as illness representations (Leventhal

et al., 2010). That is, treatment beliefs are

assumed to have an identity (e.g., “diuretic”),

timeline (e.g., for how long one should take the

medications or time for treatment to effect

changes), causal factors (e.g., works by killing

bacteria), control (e.g., cure and control of

disease symptoms), and consequences (e.g.,

addiction or improved quality of life). Research

directly examining these dimensions of treatment

representations is limited. Several studies

conducted by Leventhal and collaborators, how-

ever, have assessed some of these facets (e.g.,

Halm, Mora, & Leventhal, 2006). These assess-

ments have focused on aspects such as triggers

that initiate the use of medication (e.g., “I use

medications when I have symptoms”), control

(e.g., “My medicines protect me from becoming

worse”), consequences (“My health in the future

depends on my medications”), and emotional

reactions (“How worried are you about the side

effects of your medication?”). Evidence from

these studies have shown that these aspects of

treatment representations are strong predictors

of illness self-management.

A different view of treatment representations

has been put forth by Horne, Weinman, and

Hankins (1999). Based on common sense

regulation principles, Horne and collaborators

identified commonly held beliefs about medica-

tions and medical treatments and grouped them

into “general” and “specific” concerns about med-

ications. “General concerns” encompass beliefs

that medications, in general, are overprescribed

by practitioners (i.e., overuse) and beliefs that

medicines can be harmful and addictive (i.e.,

harm). “Specific concerns” address the beliefs

that a prescribed medication is necessary for and

efficacious in controlling a particular condition

and concerns about the harmful effects of

a medication prescribed for a specific illness.

Despite the apparent differences, both views

are conceptually consistent. Further, the CSM

could be used as a more general framework

within which the two major domains (i.e., general

and specific concerns) can be organized. For

instance, specific beliefs include both cognitive

and emotional aspects of treatment representa-

tions. Similarly, some specific beliefs about the

necessity of medications can be categorized as

beliefs about the consequences of treatment

(e.g., my health in the future depends on

medicines).
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Measurement

Because of their central role in the CSM, most

measurement efforts have focused on developing

instruments to assess the content of illness and

treatment representations. These efforts have

been guided by two different approaches. In

the first approach (i.e., domain-based approach),

investigators develop measurement to assess

content relevant to the specific illness condition

under investigation. Researchers who use the

second approach (i.e., instrument-based

approach) prefer the use of basically the same

instrument and items across domains.

The domain-based approach requires close

familiarity with the health threat (i.e., illness

condition) to be studied. Although illness repre-

sentations of various conditions may share some

features, they can be highly divergent in terms of

how they are experienced by individuals, their

consequences, and their management. Thus, to

develop valid and relevant items, one needs to

rely on the use of theory, pilot interviews with

patients who suffer a given condition, and input

from practitioners (Leventhal & Nerenz, 1985).

Items developed by using this approach usually

focus on very specific aspects of illness and

treatment representations in order to gain

a more detailed understanding of underlying

psychological processes and mechanisms. The

resulting instrument may consist of single-item

subscales that may be unique for the illness

condition being studied (e.g., Halm et al., 2006).

The development of items to assess treatment rep-

resentations is conducted in a similar fashion.

When developing items to assess treatment

representations, one must pay special attention to

issues such as the cues used by individuals for

initiating and evaluating action (e.g., Do symp-

toms or objective information such as blood

glucose monitoring initiate self-management?),

the expected time for observing effects, and the

specific behaviors used to control or eliminate

the health threat (e.g., complementary medicine,

rest, and distraction).

The instrument-based approach is best

represented by multi-item questionnaires devel-

oped to assess both illness and treatment

representations. The Illness Perception

Questionnaire (IPQ) assesses the five original

domains of illness representations (i.e., identity,

timeline, consequences, causes, and controllabil-

ity), emotional representations, and illness coher-

ence (Moss-Morris et al., 2002). The items do

a good job of providing a snapshot of people’s

illness representations. Two versions of the

IPQ are available: the IPQ-R which is the long

version and consists of over 50 items and the brief

IPQ which includes eleven questions (Broadbent,

Petrie, Main, & Weinman, 2006). The IPQ

questions are standard, though it is possible to

make modifications to the items’ wording and/or

include a condition-specific symptom list, to

reflect the illness condition being investigated.

The IPQ has been successfully used in a wide

range of studies examining various chronic

conditions such as asthma, diabetes, cardiovascu-

lar disease, and rheumatic conditions.

To date, the only instrument that assesses

treatment representations is the Beliefs about

Medications Questionnaire (BMQ) developed

by Horne et al. (1999). The BMQ is a multi-item

instrument that comprises two scales that assess

general and specific concerns about medicines.

Similar to the IPQ, the wording of the items is

standard but can be modified to reflect the differ-

ent types of treatments. For example, pill can be

substituted for inhaler. Research has shown that

the aspects of treatment representations assessed

by the BMQ predict self-management and

medication adherence across various chronic

conditions (e.g., Horne & Weinman, 1999).

Both approaches present different limitations

and offer unique advantages. The domain-based

approach has most often been criticized for

relying on single-item measures to assess the

various aspects of illness representations. The

assumption underlying this criticism is that

single items have low reliability. However,

there is no evidence to suggest that single items

do not make reliable assessments (Wanous,

Reichers, & Hudy, 1997). The main advantage

of this approach is that the development of

domain-specific items can facilitate the theoreti-

cal understanding about the precise pathways

linking illness and treatment representations,

behaviors, and health outcomes within each

C 464 Common-Sense Model of Self-regulation



illness conditions. The downside of domain-

based measures is that the uniqueness of items

makes it difficult to compare findings across ill-

ness conditions.

Because the IPQ-R and the BMQ include mul-

tiple items to assess each construct, the estima-

tion of reliability is not an issue. However,

because there are several instances in each

subscale where items are similarly worded, the

multi-item nature of the scales does not result

necessarily in a more precise instrument. In

addition, as indicated by Broadbent, Petrie,

Main, and Weinman (2006), the large number of

items makes it difficult to use when resources are

limited. Length of the instrument has been

addressed by the development and validation of

the brief IPQ. Themain advantage of these instru-

ments is that the wording of items is consistent

across studies and illness conditions, which facil-

itates comparisons. It is important to note,

however, that psychometric research is needed

to determine whether these instruments are

invariant across people with different illness

conditions and across countries.

Combining both approaches will most likely

have the greatest impact from both a research and

an applied perspective. A set of items such as

those from the brief IPQ would provide investi-

gators with a core set of items that could be

employed in all studies, thus enabling future

comparisons. The addition of domain-specific

items to the brief IPQ would allow investigators

to delve into specific issues unique to the health

threat under investigation.

Interventions and the CSM

A basic corollary of the emphasis the CSM puts

on the content of illness and treatment represen-

tations and the actions specified by these

representations is that successful interventions

require an adequate model of the problem. This

implies that interventions will vary depending on

the health status of the target population

(e.g., well vs. not well) and on the type of illness

conditions individuals have if the target

population for the intervention consists of people

with chronic conditions. For instance, primary

prevention interventions (e.g., screening or

lifestyle changes) that target individuals who

feel healthy require that investigators understand

the factors that make them feel vulnerable to

health threats (e.g., perceived risk based on age

or family history). Interventions with persons

suffering from chronic conditions require inves-

tigators to have a detailed understanding of the

disease and its context. If the interventions are

aimed at improving self-management, for

instance, investigators need to know the cues

that impede or facilitate behaviors (e.g., symp-

toms), beliefs about treatments (e.g., risk of addi-

tion), and the complexity of the treatment.

The context in which the intervention is deliv-

ered will also affect the foci and the delivery of

interventions. For example, interventions to

improve adherence to medical treatment may

have different targets for change depending on

whether they are delivered in the office of

a primary care physician or in the community.

Primary care physicians can focus on eliciting

illness and treatment representations and negoti-

ate with patients a representation that encourages

adherence to medical treatment. For a condition

such as asthma, if patients hold an acute view of

the condition and, therefore, use inhaled cortico-

steroids only when having symptoms, then the

primary care physician may provide them with

appraisal tools to disconfirm this inaccurate

belief. Such patients may be instructed to climb

up one flight of stairs for a few days and take

notice of their breathing, before beginning their

daily regime of medications. This simple instruc-

tion should help patients realize that without their

medication, their breathing becomes more diffi-

cult with minimal exercise, despite the absence of

noticeable symptoms prior to the exercise. This

could provide experiential evidence for the

patient that asthma is present even when

asymptomatic. To solidify this more accurate

illness representation, these patients may then

be instructed to repeat this exercise after follow-

ing the inhaled corticosteroid regime as pre-

scribed and notice improvements in their

breathing after climbing up stairs. This second

part of the intervention can allow patients to

link improvements in breathing with the regular

use of medications. Thereby, the reformulation of
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their illness representation can be a life-saving

tool. A community-based, population level inter-

vention, unlike the physician-patient dyad

interaction described above, is likely to deal

with patients whose beliefs may differ widely.

In this case, attempting to change each individ-

ual’s representations may not be feasible. A more

effective and efficient approach would focus on

modifying management behaviors, such as how

to incorporate the use of inhaled corticosteroids

into one’s daily routine, by, for example, leaving

the inhaler on the kitchen or dining room table,

the proper technique to use the inhaler, and incor-

porating abstract information (e.g., peak flow

meter readings) into the monitoring of asthma.

An intervention focusing on patient-doctor

interaction has provided important evidence that

physicians can successfully elicit patients’ illness

representations during medical visits (de Ridder,

Theunissen, & van Dulmen, 2007). Unfortu-

nately, this intervention did not test whether

discussion of illness representations results in

improved health outcomes.

Despite the consistent and robust findings that

illness and treatment representations are powerful

determinantsof behaviors (Hagger&Orbell, 2003),

interventions using principles from the CSM are

sparse. The results of these interventions, nonethe-

less, are quite promising. Interventions with

patients suffering from chronic conditions have

demonstrated that changing illness representations

has an important effect on health outcomes (e.g.,

Petrie, Cameron, Ellis, Buick, &Weinman, 2002).

However, specific pathways through which

changes in illness representations affect health are

not yet clearly understood.

Concluding Remarks

Although the CSM is a sound and powerful

theoretical framework, there is still much to do

to improve the understanding of the cognitive and

emotional determinants of health-related behav-

iors. Two key issues that need more research

attention can be highlighted. First, enormous pro-

gress has been made in the study of illness and

treatment representations, but less is known

about how other aspects of the CSM such as

appraisal tools, coping procedures, and criteria

to appraise coping procedures interact to

influence self-regulation. Not only is such knowl-

edge necessary for better understanding of

psychological phenomena but also for the design

of more effective and potentially life-saving

interventions. Emotional aspects of illness and

treatment representations constitute another area

that requires more research. Emotional represen-

tations have been shown to play an important role

in care seeking and self-management

(e.g., Mora, Robitaille, Leventhal, Swigar, &

Leventhal, 2002); however, their interaction

with illness representations in determining

behaviors is not yet fully understood. Progress

in these areas will greatly benefit from basic

behavioral medicine research conducted in con-

junction with intervention research. If properly

designed and theoretically sound, intervention

studies can provide strong evidence of causal

relations. A comprehensive mapping of mecha-

nisms, however, may require the use of

nontraditional designs that focus on changing

well-delimited processes in a sequential manner

(i.e., tailored, stepwise interventions).

Theoretical progress should occur simulta-

neously with advances in measurement (Petersen,

van den Berg, Janssens, & Van den Bergh, 2011).

Testing the full CSMwill require that researchers

develop adequate measurement. Initiatives such

as the NIH PROMIS provide a good model to

follow (Cella, Gershon, Lai, & Choi, 2007). The

creation of item banks based on theoretical and

practical considerations would afford investiga-

tors both a common set of tools to allow

comparisons and flexibility to address issues

unique to the research problem. This will also

require that researchers adopt current measure-

ment strategies such as item response theory to

examine the psychometric properties of their

instruments.

Cross-References

▶Coping
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Definition

Communication skills are an essential medium

through which physicians interact with patients,

in order to diagnose and treat patients. According
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to Ong, de Haes, Hoos, and Lammes (1995),

doctor-patient communication has three main

roles: (1) to create a positive interpersonal rela-

tionship, (2) exchange information, and (3) make

treatment-related decisions. A positive interper-

sonal relationship includes facilitation of trust

between the patient and a health professional

that enables honest bidirectional expression of

concerns and report of behaviors (e.g., risky

behaviors, nonadherence). Exchange of informa-

tion is the basis of the doctor-patient interaction,

where information from patient to doctor enables

the latter to arrive at more accurate diagnoses

and more suitable and effective treatments.

Similarly, exchange of information from physi-

cian to patient enables the doctor to inform

the patient about risks of unhealthy behaviors

(e.g., smoking) and benefit of others (e.g.,

self-monitoring of glucose levels or of physical

activity). Finally, adequate communication helps

physicians decide about patient-tailored treat-

ments, suitable to their age, culture, levels of

information-seeking, family history of an illness,

comorbidities, etc.

According to research (e.g., Di Blasi,

Harkness, Ernst, Georgiou, & Kleijnen, 2001;

Ong et al., 1995), doctor-patient communication

skills (e.g., information giving, listening,

reassuring) affect patients’ satisfaction from

treatment, understanding and recall of the

interaction with doctors, adherence to medical

regimes, and actual health outcomes. The influ-

ence of communication skills on patient recall

is important given that patients can at times

recall very little of the information provided to

them during consultations. A review on this

topic found 14 studies on verbal variables and

patient outcomes and showed that factors such

as empathy, reassurance, “psychosocial talk,”

humor, and patient-centered talk correlated

with positive health outcomes. The same review

identified eight studies on nonverbal communi-

cation and patient outcomes and showed that

factors such as head nodding, forward leaning,

and less mutual gaze correlated with positive

health outcomes (Beck, Daughtridge, & Sloane,

2002). Communications skills can be, and are

taught, as part of medical education in many

medical schools worldwide. Studies show that

such training positively influences patients’

health outcomes including blood pressure and

glucose stability (Inui, Yourtee, & Williamson,

1976). Interestingly, doctors’ communication

skills also influence patients’ decision making

(van den Brink-Muinen et al., 2006), an impor-

tant finding in an era where patients take a more

active role in their health care.

Cross-References
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▶Education, Patient
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▶Empowerment
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Definition

Communication involves three elements: sender,

receiver, and message. In nonverbal communica-

tion, the message does not involve words, but

rather employs body language. There are three

major sorts of nonverbal communication. Sym-
bolic nonverbal communication is the intentional

encoding of a message that is decoded by the

receiver, the grammar and vocabulary of which

must be learned by both sender and receiver. It is

propositional in that it is capable of logical anal-

ysis (e.g., it can be false). Symbolic nonverbal

communication includes sign language, finger

spelling, and pantomime, as well as facial expres-

sions and gestures associated with language. In

Ekman and Friesen’s (1969) analysis, the latter

include emblems with specific “dictionary” defi-

nitions, illustrators of what is said, and regula-
tors of interaction flow. Left hemisphere damage

produces deficits in both linguistic and symbolic-

nonverbal communication.

Spontaneous communication involves the dis-

play of a motivational-emotional state by the

sender and a pickup of that display by the

receiver. It is non-intentional, based upon innate

displays and preattunements that coevolved, that

is, that evolved simultaneously with the function

of communication. Preattunements may be asso-

ciated with mirror neuron systems that respond

immediately and automatically to displays. The

elements of spontaneous communication are

signs, being inherent aspects of the referent (as

smoke is a sign of fire). If the sign is present, the

referent must be present by definition so that

spontaneous communication is nonpropositional.

Spontaneous displays include facial expressions,

affective vocal prosody or paralanguage, postures

and gestures, eye behaviors, touch (haptics), spa-

tial behaviors (proxemics), and olfactory cues

(e.g., pheromones). Right hemisphere damage

produces deficits in communication via facial

expression and affective prosody.

The third sort of nonverbal communication

involves the intentional management of the dis-

play by the sender to manipulate the receiver

(deception) or to follow display rules: learned

rules about what displays are appropriate under

what circumstances. Buck and van Lear (2002)

termed this pseudospontaneous communication:

it is symbolic on the part of the sender but spon-

taneous on the part of the receiver. The ability to

influence others’ emotions successfully is an

important aspect of charisma. Ekman and Friesen

(1975) identified expression management tech-

niques: a person might modulate the intensity of

the display, qualify a felt display by adding an

additional display, and falsify the display in several

ways: neutralizing and showing no display, simu-

lating an unfelt display, or masking what one actu-
ally feels by showing a different, unfelt display.

Cross-References

▶Emotional Expression

References and Readings

Buck, R. (1984). The communication of emotion. New
York: Guilford Press.

Buck, R., &Duffy, R. (1980). Nonverbal communication of

affect in brain damaged patients. Cortex, 16, 351–362.
Buck, R., & van Lear, C. A. (2002). Verbal and nonverbal

communication: Distinguishing symbolic, spontane-

ous, and pseudo-spontaneous nonverbal behavior.

Journal of Communication, 52, 522–541.
Ekman, P., & Friesen, W. V. (1969). Nonverbal leakage

and cues to deception. Psychiatry, 32, 88–105.
Ekman, P., & Friesen, W. V. (1975). Unmasking the face.

Englewood Cliffs, NJ: Prentice-Hall.

Ross, E. (1981). The aprosodias: Functional-anatomic orga-

nization of the affective components of language in the

right hemisphere. Archives of Neurology, 38, 561–569.

Community Coalitions

Benjamin Hidalgo

Department of Psychiatry, Medical College of

Wisconsin, Milwaukee, WI, USA

Synonyms

Community collaboration; Community partnership

Community Coalitions 469 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_951
http://dx.doi.org/10.1007/978-1-4419-1005-9_100342
http://dx.doi.org/10.1007/978-1-4419-1005-9_100346


Definition

The definition of community coalition can vary

depending on the discipline of origin and different

variables of interest (Gentry, 1987). However,

a common definition used in community health is

“a group of individuals representing diverse orga-

nizations, factions, or constituencies within the

community who agree to work together to achieve

a common goal” (Feighery & Rogers, 1990).

Description

Types of Coalitions

Historically, a diverse number of models

have been conceptualized through which

to understand the ways in which coalitions

function in their communities. These include

collaboration approaches, empowerment, asset-

based approaches, constructions of risk and

protective factors for intervention development,

citizenship models promoting citizen participa-

tion, and promotion of community development

(Francisco, Fawcett, Wolff, & Foster, 1996).

Other approaches to understanding coalitions

focus, more specifically, on optimal

internal functioning of these organizations

(e.g., Allen, 2005 and Foster-Fishman, Berkowitz,

Lounsbury, Jacobson, & Allen, 2001).

Community Coalition Action Theory

While each of these emphasis and proposedmech-

anisms of action includes their own framework for

understanding the successful development of

a coalition, the single most comprehensive frame-

work is the Community Coalition Action Theory

as proposed by Frances Butterfoss and Michelle

Kegler (2009). This examination of the structure

and development of coalitions specifically in com-

munity change contexts was formulated through

extensive research, practice, and review of the

field. It is comprised of 14 major constructs each

with its own set of theory propositions.

Construct 1: Stages of Development

In this construct, it is proposed that coalition

building is cyclical. Coalitions develop in three

general stages (formation, maintenance, and

institutionalization), but these stages recycle as

new members are recruited, plans change, or

new issues are added. At each stage, specific

factors unique to that stage and to that coalition

enhance coalition function and progression to the

next stage.

Construct 2: Community Context

Here it is proposed that contextual factors have

a significant impact on the function and effective-

ness of the coalition. These factors include but

are not limited to geography, sociopolitical

environment, social norms surrounding collabo-

rative efforts, and timing.

Construct 3: Lead Agency/Convener Group

Coalitions form when a lead agency or convening

organization responds to an opportunity, threat,

or mandate. Through their review of the state of

the field, the authors propose here that the

formation of the coalition is more likely when

the convener group provides support and

resources during the formation stage

(e.g., technical assistance, financial and material

support, credibility, and networks and contacts).

They also argue that enlisting community

gatekeepers to develop credibility and trust with

others in the community is a way to increase the

success of coalition formation.

Construct 4: Coalition Membership

The authors propose, around membership, that

coalitions begin by recruiting an initial core

group of highly committed members. They also

propose that effective coalitions eventually

expand this established core group to include

a broader constituency of partners that represent

the more diverse needs, interests, and groups in

the community.

Construct 5: Operations and Process

In order to ensure an effective internal process, five

necessary components are proposed: open and fre-

quent communication among staff members,

shared and formalized decision making, effective

conflict management, positive relationships

among members, and the perception by members
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that the benefits of participation outweigh the costs

of participation.

Construct 6: Leadership and Staffing

Here it is proposed that effective coalition func-

tioning, collaboration, and planning are improved

by strong leadership and skilled, paid, staff.

Construct 7: Structure

The proposition in this construct is that having

formalized rules, roles, structures, and proce-

dures leads to routinized operations being better

sustained and to overall coalition effectiveness.

Construct 8: Pooled Member and External

Resources

Here it is proposed that that synergistic pooling of

resources from members and from the commu-

nity leads to effective assessment, planning, and

implementation strategies.

Construct 9: Member Engagement

The authors propose that satisfied and committed

members will participate more fully in the work

of the organization.

Construct 10: Assessment and Planning

The proposition here points to evidence that

shows that successful implementation of coali-

tion efforts is more likely when comprehensive

assessment and planning occur.

Construct 11: Implementation of Strategies

The proposition here is that community change is

more likely to occur of coalitions direct their

efforts at multiple levels.

Construct 12: Community Change Outcomes

This proposition highlights the fact that coalitions

that can change community policies, practices,

and environments are more likely to achieve

long-term success and increases in community

capacity to address future issues.

Construct 13: Health and Social Outcomes

Here the authors propose that the ultimate indi-

cator of coalition effectiveness is improvement in

health and social outcomes.

Construct 14: Community Capacity

The final construct in this model proposes that, as

a result participating in a successful coalition,

organizations, and community members, achieve

increases in capacity and social capital that allow

them to address health and social issues in

the future.

Coalition Evaluation

Historically, there have been a wide variety of

approaches to evaluating the effectiveness of coa-

litions. These evaluations have employed quali-

tative, quantitative, and mixed methodologies

and typically have examined coalitions at one or

more of the following levels: process and infra-

structure, specific programs and interventions,

health status or community change outcome,

and extent of community capacity building

(Butterfoss, 2007; Granner & Sharpe, 2004).

Given the wide variety of coalitions, their reasons

for existing, and the mechanism by which they

propose to act on their communities,

Berkowitz (2001) argues that this diverse set of

evaluation strategies is necessary if evaluators are

to effectively understand the degree to which

coalitions are successful.

While acknowledging the necessary

diversity of coalition evaluation strategies,

Butterfoss (2007) proposes ten overall principles

to guide coalition evaluation:

1. The evaluation should involve a process of

partnership between coalition and evaluator.

2. The evaluation design should be informed by

research, previous evaluations, and commu-

nity wisdom.

3. The evaluation should actively include the

participation of all stakeholders.

4. The evaluation process should be used to

assess, reflect, improve, and inform.

5. Expectations for the evaluation should be

made clear for all stakeholders.

6. Issues of power and privilege should be

explicitly identified and addressed at the

start.

7. The evaluation should constantly seek to

foster positive relationships and trust among

evaluators, community participants, practi-

tioners, and funders.
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8. The process of evaluation should be closely

integrated into ongoing functions and

activities.

9. The evaluation process, itself, should be peri-

odically reevaluated to ensure that it

continues to meet the coalition’s needs and

in order to apply findings to ongoing decision

making and learning.

10. Findings should be shared frequently with all

stakeholders in a format that is accessible to

them.

Evaluations the follow these principles can

help coalitions in a number of ways (Butterfoss,

2007; Butterfoss & Francisco, 2004): providing

accountability to the community and funders for

the actions of the coalition, determining whether

coalition objectives are met, improving program

implementation, increasing awareness and support

of the coalition in the community, informing pol-

icy decisions, and contributing the empirical liter-

ature on best practices.

Cross-References
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Community Collaboration

▶Community Coalitions

Community Health Advisors

▶ Promotoras

Community Health Representatives

▶ Promotoras

Community Health Workers (CHW)

▶ Promotoras

Community Partnership

▶Community Coalitions

Community Sample

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Community samples are used in community

trials, or community intervention trials, i.e., trials

in which the intervention is implemented at

the community level. This contrasts with clinical

trials, where intervention is implemented at the

level of the individual subject.

Consider the example of testing the dental

health advantages of adding fluoride (fluoridation)

to drinking water. Realistically, a study investigat-

ing the influence of fluoridation would need large

community samples. A classic study was reported

by Ast and Schlesinger (1956) in which the drink-

ing water for one town in New York State was

fluorinated and the water for a second town in the

state was not. The towns were chosen to be as

similar as possible so that any difference in dental

health could reasonably be attributed to the influ-

ence of interest, i.e., presence or absence of fluo-

ride in the water. The study provided compelling

evidence that fluoridation is both effective in

reducing dental caries and a safe public health

practice.

Exposure status in community trials, there-

fore, is assigned to an entire community rather

than to individuals. Typical outcomes of interest

include the risk of disease or the frequency of

a health behavior (Hartge & Cahill, 2008). Since

the unit of observation is the community, the

assessment of potential confounders can also

occur at the community level, and thus appropri-

ate care in that regard is needed.

Cross-References

▶Bias

▶Clinical Trial

▶Randomization

References and Readings

Ast, D. B., & Schlesinger, E. R. (1956). The conclusion of

a ten-year study of water fluoridation. American Jour-
nal of Public Health, 46, 265–271.

Hartge, P., & Cahill, J. (2008). Field methods in epidemi-

ology. In K. J. Rothman, S. Greenland, & T. L. Lash

(Eds.), Modern epidemiology (3rd ed., pp. 492–510).

Philadelphia: Wolters Kluwer/Lippincott Williams &

Wilkins.

Community-Based Health Programs

▶Community-Based Participatory Research

Community-Based Health Programs 473 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_635
http://dx.doi.org/10.1007/978-1-4419-1005-9_209
http://dx.doi.org/10.1007/978-1-4419-1005-9_209
http://dx.doi.org/10.1007/978-1-4419-1005-9_209
http://dx.doi.org/10.1007/978-1-4419-1005-9_635
http://dx.doi.org/10.1007/978-1-4419-1005-9_989
http://dx.doi.org/10.1007/978-1-4419-1005-9_1218
http://dx.doi.org/10.1007/978-1-4419-1005-9_1057
http://dx.doi.org/10.1007/978-1-4419-1005-9_736


Community-Based Participatory
Research

Lee Sanders

Center for Health Policy and Primary Care

Outcomes Research, Stanford University,

Stanford, CA, USA

Synonyms

Community-based research

Definition

Community-based participatory research

(CBPR) is a set of principles and techniques

designed to involve community members as col-

laborators in every aspect of the research process,

including design, funding, implementation, and

dissemination (Higgins, Maciak, & Metzler,

2001; Israel et al., 1998). Fully realized, CBPR

includes shared expertise between researcher and

community, shared decision making, and mutual

ownership of the research enterprise and its

results. Effective CBPR normally results from

a long-standing, trusting relationship between

an academic research team and a community-

based organization (CBO) (Israel et al., 1998;

Viswanathan et al., 2004). CBPR is of particular

value to health researchers, public health profes-

sionals, and community leaders attempting to

address health disparities influenced by social

determinants (e.g., socioeconomic status, race,

ethnicity, literacy, nutrition, environmental

health). CBPR also holds relevance for

policymakers attempting to turn community-

needs assessments into evidence-based action or

to translate basic and clinical research findings

into population-wide practice.

Research Process

CBPR adheres to the same high-quality research

standards that apply to health and behavioral

research designs, including observational

studies, cohort studies, and randomized con-

trolled trials. CBPR distinguishes itself, how-

ever, by involving community members

(through needs assessments, iterative commu-

nity-based meetings, and other opportunities

for comment) in every stage of the research

process. Beginning with the research question,

community members help define the health out-

comes, behaviors, and environmental factors to

be addressed by the research proposal.

A community advisory committee, normally

chaired by a community-based stakeholder, is

often an integral part of the research process.

In the spirit of mutual expertise and collabora-

tion, CBPR research protocols often employ

community residents as members of the research

team, and they may include support for research

facilities and research materials housed inside

a community-based facility (Stratford et al.,

2003; Vander Stoep, Williams, Jones, Green, &

Trupin, 1999). All study interventions, research

trainings, survey materials, informed-consent

documents, and other materials include input

and guidance from community members. Mea-

sures employed in CBPR usually include social

determinants of health and cost-effectiveness

variables from the community perspective.

Study results are normally shared with the com-

munity advisory committee or other community

members for feedback and interpretation before

they are shared with outside audiences. With

attention to community standards and research

ethics, results are also disseminated across the

community. In the case of interventions deter-

mined to be effective, sustainability planning

that includes community leaders is a critical ele-

ment of the CBPR process.

Health Behavior Change

CBPR enables researchers to be sensitive and

responsive to the cultural, political, and social

context of health behaviors. This includes chal-

lenges and opportunities for influencing sensitive

health behaviors (e.g., smoking, drug use, sexual

practices, domestic violence, obtaining screening

tests that involve pelvic or rectal exams) and

other health behaviors that can only effectively

C 474 Community-Based Participatory Research

http://dx.doi.org/10.1007/978-1-4419-1005-9_100348


be addressed at the community level (e.g., nutri-

tion, physical activity).

Ethical Considerations

CBPRmay also present constraints for the conduct

of ethical research. In choosing the primary

research topic or question, a community-driven

process may not yield a result that meets the aca-

demic considerations of relevance, novelty, and

generalizability. Similarly, community members

may object to the publication of study findings or

interpretations, even if “objective” research

methods were applied. Funding and other rewards

for CBPR also may introduce ethical dilemmas. In

optimal circumstances, community representa-

tives and organizations should be reimbursed

fairly for their participation. If addressed early

and forthrightly, many of these ethical concerns

may be mitigated. Effective should include

gaining insight and assent from all available com-

munity leaders, providing appropriate training if

appropriate to participants, ensuring financial and

nonfinancial recognition for participants, and clar-

ifying rules for ownership and use of study data,

analyses, and publications.

Cross-References
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▶ Participatory Research
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Comorbidity

Amy Wachholtz

Department of Psychiatry, University of

Massachusetts Medical School, Worcester, MA,

USA

Synonyms

Co-occuring

Definition

Comorbidity occurs when an individual experi-

ences two or more disorders at the same time

(Eaton, 2006). Comorbidities can occur sequen-

tially, or they can become symptomatic sim-

ultaneously. Disorders that are considered

comorbidities can be either physical or psycho-

logical in nature. It is a common occurrence
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that a disorder in one domain (e.g., a physical

disorder of spinal cord injury) will trigger or

exacerbate a disorder in another domain (e.g., a

psychological disorder of depression). Two dis-

orders within the same domain are also consid-

ered comorbidities (e.g., depression and anxiety,

or chronic obstructive pulmonary disorder and

ischemic heart disease). There are some disorders

that are such frequent comorbidities that they

may eventually be combined under a single

label and treated as a single syndrome (e.g., met-

abolic syndrome which often includes high blood

pressure, Type 2 diabetes, obesity, hypercholes-

terolemia, and dyslipidemia).

Treatment providers will often assess for

comorbidities in order to tailor the best treatment

approach to that individual. Being aware of

a patient’s comorbidities allows a treatment pro-

vider to educate the patient, consider additional

treatment options, and potentially begin treat-

ment for the comorbidity.

Cross-References
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▶Unipolar Depression

References and Readings

Eaton, W. W. (2006). Medical and psychiatric comorbid-
ity over the course of life. Arlington, VA: American

Psychiatric Publishing.

Comparative Effectiveness
Methodology

▶Comparative Effectiveness Research
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Synonyms

CER; Comparative effectiveness methodology

Definition

The definition of Comparative Effectiveness

Research (CER) for the Federal Coordinating

Council reads as follows (HHS.gov):

Comparative effectiveness research is the con-

duct and synthesis of systematic research com-

paring different interventions and strategies to

prevent, diagnose, treat, and monitor health con-

ditions. The purpose of this research is to inform

patients, providers, and decision-makers,

responding to their expressed needs, about

which interventions are most effective for which

patients under specific circumstances. To provide

this information, comparative effectiveness

research must assess a comprehensive array of

health-related outcomes for diverse patient

populations. Defined interventions compared

may include medications, procedures, medical

and assistive devices and technologies, behav-

ioral change strategies, and delivery system inter-

ventions. This research necessitates the

development, expansion, and use of a variety of

data sources and methods to assess comparative

effectiveness.

The inclusion of “behavioral change strate-

gies” makes CER of immediate interest in the

field of behavioral medicine.

Description

Sox and Greenfield (2009) discussed various

important steps in the development and formali-

zation of CER. A seminal article was published
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by Wilensky (2006), and an Institute of Medicine

(IOM) report called for a national initiative of

research that would support better decision mak-

ing about interventions in health care (IOM,

2008). A major step occurred when President

Obama signed into law the American Recovery

and Reinvestment Act of 2009 (ARRA), which

allotted US$1.1 billion to CER. The legislation

created a Federal Council on CER, and asked the

IOM to elicit input from a broad array of stake-

holders on which research topics should have the

highest priority for funding through the ARRA

and to then develop a list of the highest-priority

topics for the Secretary of Health and Human

Services to consider. The IOM committee formu-

lated a more succinct definition of CER: “CER is

the generation and synthesis of evidence that

compares the benefits and harms of alternative

methods to prevent, diagnose, treat and monitor

a clinical condition, or to improve the delivery of

care. The purpose of CER is to assist consumers,

clinicians, purchasers, and policy makers to make

informed decisions that will improve health care

at both the individual and population levels.”

As Kupersmith and Ommaya (2010) noted,

The US Department of Veterans Affairs (VA)

has a long history of conducting CER. Along

with pharmaceutical interventions, they have

had a large focus on behavioral interventions.

The success of their CER program has been facil-

itated by several important aspects of scientific

infrastructure related to (1) research question

refinement, (2) study design, planning, and coor-

dination, (3) evidence synthesis, and (4) imple-

mentation research. In publications that had VA

coauthors in two major medical journals, 25% of

the published studies were classified as CER.

In the future, the CER enterprise will move

toward increased input from clinicians in the

choice of research topics and enhanced consider-

ation of other methodologies besides the random-

ized controlled trial. Concato et al. (2010)

reviewed and discussed the use of observational

studies in CER, focusing on the following:

(1) understanding how observational studies can

provide accurate results, comparable to those

from randomized clinical trials; (2) recognizing

strategies used in selected newer methods for

conducting observational studies; (3) reviewing

selected observational studies from the Veterans

Health Administration; and (4) appreciating the

importance of fundamental methodological prin-

ciples when conducting or evaluating individual

studies.

Bonham and Solomon (2010) observed that

the success of the federal investment in CER

will hinge on using the power of science to

guide reforms in health-care delivery and

improve patient-centered outcomes (as will be

true for other sources of investment in this

area). They noted that “Translating the results of

comparative effectiveness research into practice

calls for the rigors of implementation science to

ensure the efficient and systematic uptake, dis-

semination, and endurance of these innovations.”

Academic medicine is in a strong position to help

in various ways: thoroughly integrating its

research and training missions with clinical care

that is focused on patient-centered outcomes;

building multidisciplinary teams that include

a wide range of experts such as clinicians, clinical

and implementation scientists, systems engi-

neers, behavioral economists, and social scien-

tists; and training future care providers, scientists,

and educators to carry innovations forward

(Bonham and Solomon, 2010).

An informative discussion was recently pro-

vided by Blumenthal (2011) in a paper entitled

“New frontiers in cardiovascular behavioral med-

icine: Comparative effectiveness of exercise and

medication in treating depression.” As noted,

Blumenthal and his colleagues began investiga-

tions into cardiac rehabilitation, which they con-

sidered to be a “new frontier for behavioral

medicine.” That field of investigation laid

groundwork that has now provided the opportu-

nity to compare exercise therapy, an established

component of cardiac rehabilitation, with antide-

pressant pharmacotherapy as a treatment for

depression in cardiac disease patients. Two ran-

domized clinical trials have now been conducted,

and, following a detailed discussion of their

findings, the author commented as follows:

“While these results are preliminary and should

be interpreted with caution, it appears that exer-

cise may be comparable with conventional
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antidepressant medication in reducing depressive

symptoms, at least for patients who are willing to

try it, and maintenance of exercise reduces the

risk of relapse” (Blumenthal, 2011).

Cross-References

▶Behavioral Medicine
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▶ Institute of Medicine

▶Randomized Clinical Trial
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Complex Traits

Abanish Singh

Duke University Medical Center, Durham,

NC, USA

Definition

Mendelian genetics put forward the concept

of dominant and recessive traits, where the

phenotypes are controlled by single genes.

These traits are known as monogenic or Mende-

lian traits. Though there are many genes that

control Mendelian traits, in contrast, there are

features or traits in human genetics which are

controlled by multiple genes and whose inheri-

tance does not follow the rules of Mendelian

genetics. Such traits are known as complex traits.

Examples of complex traits include disorders

such as autism, cardiac disease, cancer,
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diabetes, Alzheimer’s disease, and asthma.

Complex traits are believed to result from

gene-gene and gene-environment interactions,

genetic heterogeneity, and potentially other yet

unknown reasons.
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Compliance

▶Adherence

▶Medical Utilization

Complications of Atherosclerosis

▶ Peripheral Arterial Disease (PAD)/Vascular

Disease

Complimentary and Alternative
Medicine

▶Alternative Medicine

Composition

▶ Family, Structure

Computed Axial Tomography

▶Computerized Axial Tomography (CAT) Scan

Computed Tomography

▶Computerized Axial Tomography (CAT) Scan

Computed Transaxial Tomography

▶CAT Scan

Computer Cartography

▶Geographic Information System (GIS)

Technology

Computer-Based Patient Record

▶Electronic Health Record

Computerized Axial Tomography

▶Computerized Axial Tomography (CAT) Scan

▶CAT Scan

Computerized Axial Tomography
(CAT) Scan

Siqin Ye

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

CAT scan; Computed axial tomography; Com-

puted tomography; Computerized axial tomogra-

phy; CT scan; X-ray computed tomography
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Definition

Computed axial tomography, or CAT scan, uti-

lizes computer algorithms to combine series of

two-dimensional X-ray images (tomographs) to

produce three-dimensional representations of the

insides of objects. It is used in clinical medicine

to noninvasively visualize potential pathologies

inside the human body. By eliminating the

superimposition of adjacent structures and

distinguishing different tissue types based on

their densities, CAT scans are able to generate

high-resolution images of particular anatomic

regions. Intravenous and oral contrast agents

can also be used to further enhance image quality,

helping to distinguish vasculature and bowel

lumen from the surrounding tissue, respectively.

Common uses of CAT scan include scanning of

the head/brain, to assess strokes, intracranial

bleeding, or tumors; of the chest, to assess lung

parenchyma, pulmonary embolism, or diseases of

the great vessels such as thoracic aortic aneurysm

or dissection; of the abdomen and pelvis, to assess

pathologies such as kidney stones, appendicitis,

pancreatitis, diverticulitis, intra-abdominal

abscesses, and various visceral malignancies; and

of the bones, to identify osteoporosis and delineate

complex fractures (Buzug, 2008). In recent years,

there has also been ongoing development of

multidetector computed tomography (MDCT)

scanners, allowing for further enhanced spatial

and temporal resolution. These technological

advances have made possible new modalities of

CT imaging, such as virtual colonoscopy for colon

cancer screening or cardiac CT to visualize coro-

nary arteries as well as other structures of the

beating heart (Achenbach & Daniel, 2008).

The popularity of CAT scans has also led to

concerns with regard to their potential adverse

effects. In addition to the risk of renal injury

associated with the use of iodinated intravenous

contrast, there has been recognition that the wide-

spread use of CAT scans has led to increased

radiation exposure for the general population,

with recent estimates showing they may contrib-

ute to 1.5–2.0% of all cancers in the United States

(Brenner & Hall, 2007). Due to these consider-

ations, it has been recommended that in addition

to developing better protocols with lower radia-

tion doses, the decision to obtain a CAT scan for

an individual patient should be made judiciously,

taking into careful consideration the trade-off

between clinical benefit and potential harm, so

as to avoid excess testing and radiation exposure.

Cross-References
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Computerized Tomography (CT)

▶Brain, Imaging

▶Neuroimaging

Concentration

▶Coffee Drinking, Effects of Caffeine

▶Meditation

▶Transcendental Meditation

Concordance

Jennifer Wessel

Public Health, School of Medicine, Indiana

University, Indianapolis, IN, USA

Definition

Among a pair of twins, the twin pair exhibits

an identical phenotype. Within the twin pair, both

C 480 Computerized Tomography (CT)

http://dx.doi.org/10.1007/978-1-4419-1005-9_1321
http://dx.doi.org/10.1007/978-1-4419-1005-9_1101
http://dx.doi.org/10.1007/978-1-4419-1005-9_1154
http://dx.doi.org/10.1007/978-1-4419-1005-9_238
http://dx.doi.org/10.1007/978-1-4419-1005-9_760
http://dx.doi.org/10.1007/978-1-4419-1005-9_779


individuals share or lack the trait or disease under

investigation. Measuring concordance can also be

done among siblings or other family members.

Greater concordance in MZs versus DZs is sug-

gestive evidence for a genetic contribution

to a disease. Concordance is measured as the num-

ber of pairs that both exhibit (or not) the trait

divided by the total and presented as a percentage.
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Concurrent Control

▶Control Group

Concussion

▶Traumatic Brain Injury

Conditioned Response

▶ Placebo and Placebo Effect

Condom Protected Sex

▶Condom Use

Condom Use

Rick Crosby

University of Kentucky, Lexington, KY, USA

Synonyms

Barrier method of protection; Condom protected

sex; Prophylactic use; Protected sex

Definition

Condom use implies that an FDA-approved latex

condom covered the entire head and shaft of the

penis from the start of sex (initial penetration)

until sex ended (no more penetration). The term

also implies that the condom was used properly,

thereby avoiding breakage, spillage, leaking, and

slipping off the penis. The term applies to penile-

vaginal penetration, penile-oral penetration, and

penile-anal penetration. In research studies, when

a person uses condoms consistently and correctly,

he is classified as “having no risk exposure,”

meaning that he has not engaged in unprotected

vaginal sex (UVS), unprotected oral sex (UOS),

or unprotected anal sex (UAS). The same classi-

fication applies to females who are the recipients

of penetrative sex that is 100% condom

protected. In addition, condom use can also

imply the consistent and correct use of

a polyurethane sheath that is closed at one end

(intended to cover the cervix) and open at the

other end (for penile penetration). Known as the

“female condom,” this device is also worn by

males who will be receptive partners in the act

of penile-anal sex.

Description

Condom use is currently the single best method of

reducing the global AIDS pandemic and the ever-

expanding pandemic of sexually transmitted

infections such as Chlamydia, gonorrhea, syphi-

lis, trichomoniasis, genital herpes, and chancroid.

The degree of protection conferred by condom

use varies as a function of the infection. Evidence

is strongest relative to protection against the

transmission and the acquisition of the human

immunodeficiency virus (HIV). Emerging evi-

dence suggests that condoms can be highly pro-

tective against the male insertive partner’s

acquisition of gonorrhea, Chlamydia, and syphi-

lis. Evidence also supports the protective value of

condoms against these same infections for the

receptive partner. However, for infections such

as human papillomavirus (HPV) and genital her-

pes (HSV), the protective value of condoms is not

Condom Use 481 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_1005
http://dx.doi.org/10.1007/978-1-4419-1005-9_1324
http://dx.doi.org/10.1007/978-1-4419-1005-9_275
http://dx.doi.org/10.1007/978-1-4419-1005-9_637
http://dx.doi.org/10.1007/978-1-4419-1005-9_100148
http://dx.doi.org/10.1007/978-1-4419-1005-9_100370
http://dx.doi.org/10.1007/978-1-4419-1005-9_100370
http://dx.doi.org/10.1007/978-1-4419-1005-9_101351
http://dx.doi.org/10.1007/978-1-4419-1005-9_101356


nearly as good simply because these infections

spread by skin-to-skin contact of genital areas

that condoms do not cover. Nonetheless, it is

indeed correct to say that condom use does offer

partial protection against HPV and HSV.

Despite the tremendous public health value of

condom use, prevailing sociopolitical climates

have frequently precluded efforts to educate

men and women about condoms and their correct

use. This lack of education has proven to be

problematic in that a large number of studies

show that men and women experience multiple

errors and problems when using condoms. The

most common error, reported by both men and

women, is known as incomplete use. This means

that the condom was put on after penetrative sex

had begun and/or it was taken off before penetra-

tive sex had ended. Both behaviors have been

linked to arousal and erection issues as well as

ill-fitting condoms. In addition, condoms that

lose their lubrication during sex may be removed

prematurely (rather than simply adding lubri-

cant). Breakage is the next most common prob-

lem with condom use. Rather than being

a problem inherent in the production of condoms,

breakage occurs as a consequence of user errors

such as applying oil-based lubrication, not leav-

ing an air space in the reservoir tip upon applica-

tion, using condoms that are too small for the

penis, letting condoms contact sharp objects

(including teeth and jewelry) and failure to add

adequate amounts of water-based lubricants dur-

ing prolonged sex. The next most common prob-

lem is having condoms slip off the penis, either

during penetrative sex or during the act of with-

drawing the condomized penis after male ejacu-

lation occurs. Loose-fitting condoms, not

unrolling condoms all the way to the base of the

penis, erection issues, use of erection enhancing

drugs, and poorly lubricated condoms have all

been associated with slippage during sex. Mis-

takes that people make when using condoms

include putting the unrolled condom on the

penis upside down and then “flipping” it over so

it will unroll (thereby introducing per-cum

[semen] into the outside tip of the condom thus

compromising protection). Studies have shown

that people will “switch” from one sexual act to

another without changing condoms in between

acts, thereby creating issues with disease transfer.

The sheer volume of condom use errors and

problems reported by men and women strongly

suggests that all too often condoms fail because

the users lacked proper education. These forms of

condom failure are also an unfortunate omission

in studies of condom effectiveness, thereby cre-

ating a bias toward the null hypothesis (i.e., that

condoms do not work).

A broad range of behavioral and social issues

inextricably surround condom use. For example,

a robust finding has been that people are more

likely to use condoms with new or “casual” sex

partners and far less likely to do sowith established

partners. Thus, a challenge in behavioral medicine

is promoting condom use among at-risk,

established, couples. Also, condom use and the

use of hormonal contraceptives tend to be

inversely correlated, meaning that condom use is

reduced or abandoned when a couple begins using

highly reliable contraception methods. Here, the

challenge in behavioral medicine is to promote the

dual use of condoms and contraception. A similar

dynamic may exist in relation to vaccines for HPV

and microbicidal agents designed to prevent HIV

infection – as people perceive less risk as

a consequence of the vaccine or microbicide they

may reduce or abandon condom use. Condom use

will also be problematic in cultures (or among

couples) that value reproduction – an inherent

downside of condom use for disease prevention

is that the behavior precludes desired conception.

Low arousability and erection loss are also issues

that greatly affect condomuse,with several studies

indicating incomplete use or lack of use to increase

arousability and help maintain erection. The chal-

lenge here to behavioral medicine is integrating

sex therapy with STI prevention.

References and Readings

Crosby, R. A., Milhausen, R., Yarber, W. L., Sanders,

S. A., & Graham, C. A. (2008). Condom “Turn Offs”

among adults: An exploratory study. International
Journal of STD and AIDS, 19, 590–594.

C 482 Condom Use



Crosby, R. A., Sanders, S. A., Yarber, W. L., & Graham,

C. A. (2003). Condom use errors and problems:

A neglected aspect of studies assessing condom effec-

tiveness. American Journal of Preventive Medicine,
24, 367–370.

Crosby, R. A., Yarber, W. L., Sanders, S. A., et al. (2007).

Men with broken condoms: Who and why? Sexually
Transmitted Infections, 83, 71–75.

Holmes, K. K., Levine, R., & Weaver, M. (2004).

Effectiveness of condoms in preventing sexually trans-

mitted infections. Bulletin of the World Health Orga-
nization, 82, 454–461.

Misovich, S. J., Fisher, J. D., & Fisher, W. A. (1997).

Close relationships and elevated HIV risk behavior:

Evidence and possible underlying psychological

processes. Review of General Psychology, 1(1),
72–107.

Sheeran, P., Abraham, C., & Orbell, S. (1999). Psychoso-

cial correlates of heterosexual condom use: a meta-

analysis. Psychological Bulletin, 125(1), 90–132.

Confidentiality

Marianne Shaughnessy

School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

HIPAA; Patient privacy; Privacy

Definition

Ethical principle that dictates communications

are “privileged” and may not be discussed or

divulged to third parties.

Description

Confidentiality is a term that commonly applies to

conversations between health care providers and

patients. Legal protections are available to prevent

physicians from revealing certain discussions with

patients, even under oath in court. However, the

rule only applies to information shared between

physician and patient during the course of

providing medical care. Traditionally, medical

ethics has viewed the duty of confidentiality as

a relatively nonnegotiable tenet ofmedical practice.

Issues regarding the confidentiality of health infor-

mation passed between patients, providers, and

insurers led to the evolution of regulatory language

to protect patient privacy.

The Health Insurance Portability and

Accountability Act of 1996 (HIPAA) includes

in its language specific direction for the manage-

ment of protected health information (PHI) in

both clinical and research arenas. The Privacy

Rule protects all “individually identifiable health

information” held or transmitted by a covered

entity or its business associate, in any form or

media, whether electronic, paper, or oral. The

Privacy Rule calls this information “protected

health information (PHI).”

“Individually identifiable health information”

is information, including demographic data, that

relates to the individual’s past, present, or future

physical or mental health or condition; the provi-

sion of health care to the individual; or the past,

present, or future payment for the provision of

health care to the individual, and that identifies

the individual or for which there is a reasonable

basis to believe it can be used to identify

the individual. Individually identifiable health

information includes many common identifiers

(e.g., name, address, birth date, social security

number). There are no restrictions on the use or

disclosure of de-identified health information.

De-identified health information neither iden-

tifies nor provides a reasonable basis to identify

an individual.

Privacy rules apply only to covered entities.

Covered entities are defined as a healthcare

provider (physicians, nurse practitioners, psychol-

ogists, dentists, clinics, nursing homes, pharma-

cies, etc.), health plans (insurance companies,

Health Maintenance Organization (HMOs), etc.),

or a healthcare clearinghouse (entities that process

nonstandard health information they receive from

another entity into a standard format). Individuals,

organizations, and agencies thatmeet the definition

of a covered entity under HIPAA must comply

with the rules’ requirements to protect the privacy
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and security of health information and must

provide individuals with information regarding

their rights with respect to their health information.

If an entity is not a covered entity, it does not have

to comply with the Privacy Rule.

Researchers are also bound by the rules

regarding confidentiality of protected health

information. Generally speaking, researchers

are required to safeguard the privacy of all health

information obtained in the course of screening

or enrollment in a study to the extent permitted

by law. In certain types of research, there

may be a high risk of identifying information

that if disclosed, could have adverse conse-

quences for subjects or damage their financial

standing, employability, insurability, or reputa-

tion. Certificates of confidentiality are issued by

the National Institutes of Health (NIH) to protect

identifiable research information from forced

disclosure. They allow the investigator and

others who have access to research records to

refuse to disclose identifying information on

research participants in any civil, criminal,

administrative, legislative, or other proceeding,

whether at the federal, state, or local level. By

protecting researchers and institutions from

being compelled to disclose information that

would identify research subjects, certificates of

confidentiality help achieve the research objec-

tives and promote participation in studies by

assuring confidentiality and privacy to

participants.
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Confounding Influence

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

When investigating the influence of a factor of

interest, it is critically important to keep all other

potentially relevant influences as constant as

possible. That is, the only reasons for differences

in how subjects respond to the treatments in

a research study should be the nature of the treat-

ments (interventions) themselves. Extraneous

influences are called confounding influences:

They make it harder to isolate and hence evaluate

the degree of influence of the factor of interest.

The list of potential confounding influences

for a given study can be extensive and vary

from study to study. It is therefore the responsi-

bility of the researcher to design the study and

structure the study’s research methodology such

that confounding influences are controlled to the

greatest degree possible.

One example from other entries can be found

in the entry titled “▶Crossover Design.” In these

study designs, each subject receives all of the

interventions in the study. Because of the poten-

tial confounding influence of the order in which

the interventions are completed (e.g., subjects

may tend to respond better to the first intervention

rather than the last, regardless of the nature of the

intervention), this factor needs to be controlled

for. This potential issue is elegantly solved by

counterbalancing the order in which the subjects

receive the treatments. In a two-treatment study,

for example, half of the subjects would receive

Treatment A first and Treatment B second, and

the other half would receive the treatments in the

reverse order.

Using different but comparable nomenclature,

the goal of a research study is to identify one

source of systematic influence, the influence that

is systematically provided by the factor of inter-

est in the study. It is essential to remove all other
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identifiable sources of systematic influence, such

as the order in which treatments are administered.

Other simple examples include not administering

Treatment A only to males and Treatment B only

to females, and not administering Treatment

A only to relatively young subjects and Treat-

ment B to relatively old subjects.

The process of randomization is a powerful

tool used to disperse influences that cannot

readily be controlled equally (randomly) across

the subjects in a study, thereby removing

unwanted systematic influences.

Cross-References
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Congestive Heart Failure

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

Heart failure

Description

Congestive heart failure is a condition in which

the heart cannot provide enough cardiac output

for the metabolic demands of the body. The prev-

alence of heart failure has been estimated at 2%

and is expected to grow due to improved survival

of people with cardiac conditions (Mann, 2008).

The lifetime risk of developing heart failure has

been estimated at 20%. Coronary artery disease is

the most frequent cause of heart failure (60–75%)

(Lloyd-Jones et al., 2002). Etiologies for heart

failure aside from coronary artery disease include

viral inflammation of the heart, also known as

myocarditis; alcohol toxicity; or genetic

mutations.

One way to classify heart failure is according

to left ventricular ejection fraction, a measure of

contractile function. “Systolic heart failure” is

defined by the presence of reduced left ventricu-

lar ejection fraction, usually<40%. About half of

patients with heart failure may still have pre-

served left ventricular ejection fraction, so-called

heart failure with normal ejection fraction

(HFNEF) (Maeder & Kaye, 2009). This is often

thought to be due to impaired left ventricular

relaxation, or “diastolic dysfunction,” but can

also occur in the setting of other conditions such

as anemia or renal dysfunction.

Symptoms of this condition can include short-

ness of breath, peripheral edema, and fatigue.

Worse symptomatology has been associated with

greater mortality risk. New York Heart Associa-

tion class is one way to indicate the symptom

severity of someone with heart failure (Mann,

2008):

Class I – no symptoms and no limitation in ordi-

nary physical activity

Class II – slight limitation during ordinary

activity

Class III – marked limitation in activity due to

symptoms, even during less-than-ordinary

activity

Class IV – symptoms even while at rest, mostly

bedbound patients

The prevailing view of pathogenesis of sys-

tolic heart failure involves a neurohormonal

hypothesis. After an initial insult that results in

damage to heart muscle, a number of compensa-

tory systems are activated, mainly involving

overactivity of the sympathetic nervous system.

Activation of the renin-angiotensin-aldosterone

system results in salt and water retention, as

well as constriction of peripheral blood vessels.

This short-term adaptation leads to detrimental

increases in left ventricular size and wall thin-

ning, also referred to as remodeling.

The overall prognosis in patients with heart

failure is poor, with 1-year mortality as high as

30–40% without treatment (Mann, 2008). Depres-

sion has been estimated by ameta-analysis to occur

in about 21% of heart failure patients, and its
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presence is associated with worse cardiovascular

outcomes and higher overall mortality (Rutledge,

Reis, Linke, Greenberg, & Mills, 2006).

The hallmark of pharmacologic therapy for

heart failure involves treatment with angiotensin

converting-enzyme (ACE) inhibitors and beta

blockers, which are known to improve long-

term mortality. Of note, there is a relative lack

of evidence for therapies for treatment of heart

failure with normal ejection fraction, although

blood pressure control is thought to play an

important role in treatment.

Behavioral interventions for heart failure may

include cessation of tobacco/alcohol use, reduc-

tion in salt intake, and exercise in selected

patients. The Heart Failure: A Controlled Trial

Investigating Outcomes of Exercise TraiNing

(HF-ACTION) trial was performed in 2,331

ambulatory patients with heart failure and reduced

left ventricular ejection fraction (average 0.25)

(O’Connor et al., 2009). The intervention

consisted of a group-based, supervised exercise

program for 3 months with transition to home

exercise. During a median follow-up duration of

30 months, a nonsignificant reduction in the pri-

mary endpoint of all-cause mortality or hospitali-

zation was achieved (HR 0.93, 95% CI 0.84–1.02.

p ¼ 0.13). Exercise training was also found to be

relatively safe in the intervention group.
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Conjecture

▶Theory

Consensus Guideline

▶Clinical Practice Guidelines

CONSORT Guidelines

Lisa A. Eaton

Center for Health, Intervention, and Prevention,

University of Connecticut, New Haven, CT, USA

Synonyms

Guidelines for reporting randomized controlled

trials

Definition

Many studies employ a randomized controlled

trial (RCT) design to test the efficacy of products

or services. However, inconsistencies in

reporting trial information and outcomes of

RCTs have stymied the usefulness of these trials

in regards to providing readily available data

from trial findings. These shortcomings led to

the development of Consolidated Standards of

Reporting Trials (CONSORT). CONSORT dic-

tates that trial authors answer a series of checklist

questions and provide a flowchart representing

the trial when reporting outcomes.
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The CONSORT Statement seeks to improve

reporting information from RCTs, including

increasing transparency of trial procedures and out-

comes. As of 2010, there are 25 checklist items that

cover what information should be included in the

title/abstract, introduction, methods, results, dis-

cussion, and other (registration, protocol, and

funding). In addition, authors adhering to CON-

SORT Statement guidelines should include a flow

chart that depicts, in part, number of participants

screened, excluded and why, randomized, received

product or service, lost to follow-up and why,

assessed, and included in data analysis.

CONSORT was originally developed in

the 1990s and has since been amended multiple

times. Individuals from varied backgrounds have

taken part in forming the specifics of the guide-

lines. A committee representing the purpose of the

CONSORT Statement meets regularly to review,

assess, and change as needed statement guidelines.

Thus, making this document one that is continually

evolving to best represent the reporting of the

scientific methods of an RCT. Multiple peer-

reviewed, scholarly journals follow the reporting

guidelines set forth by the CONSORT Statement

which has led to consistency across journals in

terms of reporting style. Evaluations have been

completed to assess the impact of implementing

the CONSORT Statement. Analyses of trial

reporting before and after the time period of guide-

line availability have demonstrated a substantial

improvement in transparency of procedures and

outcomes as a result of the CONSORT Statement.
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Construct Validity

Annie T. Ginty

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Definition

Construct validity is the extent to which the mea-

surements used, often questionnaires, actually

test the hypothesis or theory they are measuring.

Construct validity should demonstrate that scores

on a particular test do predict the theoretical trait

it says it does.

There are two subsets of construct validity:

convergent construct validity and discriminant

construct validity. Convergent construct validity

tests the relationship between the construct

and a similar measure; this shows that constructs

which are meant to be related are related.

Discriminant construct validity tests the relation-

ships between the construct and an unrelated mea-

sure; this shows that the constructs are not related

to something unexpected. In order to have good

construct validity one must have a strong relation-

ship with convergent construct validity and no

relationship for discriminant construct validity.

Cross-References
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Constructive Coping

▶Active Coping

Contemplation

▶Meditation

▶Transcendental Meditation

Context Effect

▶Nocebo and Nocebo Effect

▶ Placebo and Placebo Effect

Continuity of Care

Marie Boltz

College of Nursing, New York University,

New York, NY, USA

Definition

Continuity of care refers to the seamless provi-

sion of health care between settings and over time

(Gulliford, Naithani, & Morgan, 2006).

Traditionally, patients have viewed care con-

tinuity as a permanent relationship with a

dependable, caring health care professional.

This view, defined as interpersonal continuity of

care, implies that the identified professional is the

sole source of care and information for the

patient. To health care providers, care continuity

has historically implied the exchange of informa-

tion, e.g., between shifts of nurses, between units

of a healthcare facility, and between providers

such as acute care and a nursing home. Coleman

and colleagues (2006) define the flow of informa-

tion between different locations or different

levels of care within the same location as “tran-

sitional care” necessary to ensure the

coordination and continuity of health care as

patients move through different settings. Organi-

zational approaches that facilitate transitions

between settings are the use of transitions coach

to educate the patient and family, and coordinate

among the health professionals involved in the

transition (Coleman, Parry, Chalmers, & Min,

2006) and the transitional care nurse (Naylor et

al., 2004) who coordinates the discharge plan and

coordinates the plan in the home.

Chronological or longitudinal continuity of

care describes health care interactions that occur

in the same place, with the same medical record,

and with the same professionals, so that there is

consistent knowledge of the patient by those pro-

viding the care (Saultz, 2003). Interdisciplinary

or team-based continuity implies allows previous

knowledge of the patient to be present even when

the patient requires a wide range of services.

Given that healthcare needs can rarely be met

by a single professional or a single provider set-

ting, a multidimensional model of continuity of

care is a logical choice, (Gulliford, Naithani, &

Morgan, 2006) one that provides a longitudinal

and interdisciplinary approach, while providing

the dependability and relational aspects of inter-

personal continuity. This model relies on integra-

tion, coordination, and the sharing of information

between different, but stable providers. Evalua-

tion of continuity of care can be conducted from

the patient perspective, i.e., the experience of

care, or satisfaction with the coordination of

care and its interpersonal aspects. It also includes

the provider’s evaluation of outcomes and care

processes (team functioning and case manage-

ment effectiveness).

References and Readings

Coleman, E. A., Parry, C., Chalmers, S., & Min, S. J.

(2006). The care transitions intervention: results of a

randomized controlled trial. Archives of Internal
Medicine, 166, 1822–1828.

Gulliford, M., Naithani, S., &Morgan, M. (2006). What is

“continuity of care?”. Journal of Health Services
Research and Policy, 11(4), 248–250.

Naylor, M. D., Brooten, D. A., Campell, R. L, Maislin, G.,

McCauley, K. M., & Schwartz, J.S. (2004). Transitional

care of older adults hospitalized with heart

C 488 Constructive Coping

http://dx.doi.org/10.1007/978-1-4419-1005-9_1085
http://dx.doi.org/10.1007/978-1-4419-1005-9_760
http://dx.doi.org/10.1007/978-1-4419-1005-9_779
http://dx.doi.org/10.1007/978-1-4419-1005-9_1622
http://dx.doi.org/10.1007/978-1-4419-1005-9_275


failure: a randomized, controlled trial. Journal of the
American Geriatrics Society, 52, 675–684.

Saultz, J.W. (2003). Defining andmeasuring interpersonal

continuity of care. Annals of Family Medicine, 1,
134–143.

Continuous Subcutaneous Insulin
Infusion

▶ Insulin Pumps

Contraception
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Abbreviations

STI Sexually transmitted infections

Synonyms

Birth control, family planning

Definition

Contraception, or birth control, is any method,

action, device, or medication used to prevent

pregnancy. Various methods of contraception

include blockage of the sperm from reaching the

egg, killing or damaging sperm, preventing the

release of an egg from the ovaries, or changing

the uterine lining so a fertilized egg will not

attach. Many factors can help couples choose

the most appropriate contraception based on

frequency of sex, plans for pregnancy, age and

overall health, side effects, number of sexual

partners, protection against sexually transmitted

infections (STIs), and contraceptive failure rates.

Contraceptive failure rates are most often

reported as two numbers, the theoretical failure

rate or the rate of contraceptive failure when the

method is used correctly during every act of

intercourse. The actual failure rate takes into

account the actual variation in consistency of

contraceptive usage (see Table 1).

Description

The various methods of contraception include

barrier methods, natural methods, hormonal

methods, intrauterine devices (IUDs), emergency

contraception, and surgical sterilization.

The barrier method provides a mechanical or

chemical barrier to the sperm from reaching the

egg. The most common form of the barrier

method is the male condom, which is usually

made of thin latex. New materials have been

developed and include polyurethane and styrene

and styrene ethylene butylenes styrene. These

materials have a longer shelf life and can be

used with oil-based lubricants without increasing

the risk of condom breakage. Male condoms are

relatively inexpensive, easily accessible, and

carry few health risks. Health risks include hyper-

sensitivity to the latex or lubricant inside the

condom. If used correctly every time, male con-

doms are very effective and carry only a 2%

theoretical failure rate; actual failure rates are

around 15%.

Female condoms are soft plastic film linings

with flexible rings at both ends (see Fig. 1). When

used correctly and consistently, this type of con-

traception carries a slightly higher theoretical and

actual failure rate than male condoms at 5% and

21%, respectively. Female condoms are more

expensive than male condoms due to the polyure-

thane material they are made from. Both male

and female condoms are a beneficial form of

contraception because they not only protect

against pregnancy, but also provide protection

against sexually transmitted infections (STI).

Spermicides are another barrier method and

come in the form of foams, jells, suppositories,

creams, films, and tablets. The most widely used

types contain nonoxynol-9 and octoxynol-9.
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Spermicides are inserted deep in the vagina at least

30 min prior to sexual intercourse and create

a chemical barrier by killing or inactivating

sperm by causing the membrane of the sperm cell

to break. Research has shown that frequent use of

nonoxynol-9 can damage lower genital tract epi-

thelial surfaces and may increase the risk of HIV

infection. New spermicides are being developed

to replace nonoxynol-9.When used alone, spermi-

cides are one of the least effective forms of con-

traception and it is recommended that they be used

in conjunction with other forms of contraception.

Spermicides do not protect against STIs and carry

risks of local tissue irritation.

A diaphragm is a latex rubber cup with

a flexible rim that covers the cervix. It is placed

in the vagina before intercourse and remains

there for 6–8 h after intercourse. It is most

often used in conjunction with a spermicide.

Diaphragms are relatively effective with a 6%

theoretical failure rate and actual failure rate of

16%. However, diaphragms must be prescribed

and fitted by a healthcare provider and carry risk

of vaginal or penile irritation, urinary tract infec-

tion, and in rare cases toxic shock syndrome.

A cervical cap is a small, soft cup that fits

snugly over the cervix and is used in conjunction

with a spermicide. It is a more effective form

of contraception in nulliparous women. Like

diaphragms, cervical caps must be fitted by

a healthcare provider and carry many of the

same health risks.

Natural methods of contraception used to

control pregnancy include fertility awareness,

coitus interruptus, and lactational amenorrhea.

Women using fertility awareness identify

ovulation based on body symptoms or the

calendar. Symptom-based methods include mon-

itoring cervical mucus changes around the time

of ovulation. These changes include the mucus

becoming thin and watery. The symptothermal

method includes taking regular basal body tem-

peratures to recognize a decrease, which occurs

prior to ovulation, and monitoring other cues

such as abdominal cramps, breast tenderness,

and changes in cervical position to predict ovu-

lation. Calendar methods of fertility awareness

include the standard day method and the calendar

rhythm method. The standard day method tracks

the menstrual cycle counting from the first day of

bleeding as day 1; days 9 through 18 are consid-

ered fertile days. The calendar rhythm method

requires a record of the number of days in

a menstrual cycle for 6 months, with estimates

of the fertile period calculated by subtracting 18

from the length of the shortest cycle – this day is

the estimated first day of the fertile period. To

estimate the end of the fertile period, subtract 11

from the length of the longest cycle – this is the

estimated last day of the fertile period. These

calculations should be updated monthly using

the most recent cycles. Fertility awareness is con-

sidered one of the least effective forms of contra-

ception, especially in women with irregular

menstrual cycles. The theoretical failure rate for

fertility awareness is 10%, while the actual fail-

ure rate is about 25%.

A second natural method of contraception is

coitus interruptus, or withdrawal of the penis

from the vagina before ejaculation. The theoret-

ical failure rate is quite low at about 4%, but the

actual failure rate is around 27%, which makes

this form one of the least effective methods.

Pre-ejaculate can be deposited into the vaginal

canal prior to ejaculation and contributes to the

high failure rate. A male who has recently ejacu-

lated prior to sex should first urinate and clean the

tip of the penis to remove any sperm from the

previous ejaculation.

The last natural method of contraception is

lactational amenorrhea. This method can be

used by nursing mothers after delivery because

frequent breast-feeding suppresses hormones that

cause ovulation. Because the suppression of ovu-

lation is variable, this type of contraception

Contraception, Fig. 1 Female condom
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should not be used longer than 6 months after

delivery.

Hormonal methods of birth control suppress

ovulation to prevent pregnancy and are the most

widely used form of reversible contraception in

the United States. Combined estrogen and pro-

gesterone and progesterone-only methods are the

two available forms of hormonal birth control.

Combined birth control methods come in many

forms including oral pills, transdermal patches,

monthly injections, and vaginal rings. Depending

on the form being used, failure rates for combined

hormonal contraception vary. Theoretical failure

rates for all forms are below 1%; however, some

actual rates can be as high as 8%.

The second form of hormonal contraception

is progesterone-only contraception. Because

this contraception does not contain estrogen, it

is advantageous for women who are breast-

feeding and for women in whom estrogen is

contraindicated. Progesterone-only contracep-

tion comes in the form of oral pills and injections

that work by thickening the cervical mucus,

inhibiting sperm movement, and disrupting the

menstrual cycle to prevent ovulation. Generally

progesterone-only contraception is not as effec-

tive as combination contraception and carries

actual failure rates of 8–10%.

Intrauterine devices (IUDs) are the most widely

used form of reversible contraception globally. An

IUD is a small plastic or metal device that is

inserted by a healthcare provider into the uterus.

The two most common forms are the copper-

bearing IUD and the levonorgestrel IUD. The cop-

per IUD is a plastic frame (or “7”) with copper

sleeves around it. The levonorgestrel IUD is

a plastic T-shaped device that releases small

amounts of levonorgestrel, a form of progesterone.

The IUD causes a sterile inflammatory response in

which sperms are destroyed or immobilized by

inflammatory cells. In addition to this inflamma-

tory response, the levonorgestrel further provides

contraceptive effect by thickening cervical mucus

and causing atrophy of the endometrium. The

copper in copper IUDs adds to the contraceptive

effect by hampering sperm motility, making it

difficult to reach the fallopian tubes. Most IUDs

can be left in place for 5–10 years and are therefore

a long-term contraceptive plan with little mainte-

nance required after the initial insertion. They are

highly effective with theoretical and actual failure

rates below 1%.

Emergency contraception is a form of contra-

ception that can be utilized after unprotected sex or

after a contraceptive failure. Emergency contra-

ception comes in two forms, pills and an emer-

gency copper IUD insertion, and prevents

pregnancy by inhibiting ovulation, fertilization or

implantation based on the form used. Emergency

contraceptive pills are high doses of either a com-

bined estrogen and progesterone pill or a proges-

terone-only pill. To be most effective, emergency

contraception should be taken as soon as possible

after unprotected sex, but can also be effective if

taken within 5 days of unprotected intercourse.

Emergency insertion of a copper IUD within

5–8 days of unprotected sex is a very effective

form of emergency contraception.

Sterilization is a form of permanent contracep-

tion and can be done in both men and women.

In females, tubal ligation involves a surgical

occlusion of both fallopian tubes preventing an

egg from entering the uterus. Vasectomy is

a male sterilization procedure that involves liga-

tion of the vas deferens. Because these proce-

dures are meant to be permanent, reversal

surgery is rare, and when done, rarely successful.

Unlike tubal ligation, a vasectomy is not imme-

diately effective and another contraceptive

method should be used for the first 3 months

post operation. In the past 30 years, the rate of

sterilization as a form of contraception has

increased dramatically and is currently one of

the most widely used forms of contraception.

Failure rates are extremely low with both the

theoretical and actual rates below 1%.

Globally, many social determinants influence

the choice of contraceptive and include gender

and the role of women in a culture, age, socio-

economic status, marital status, education level,

and religion. For example, in the United States,

women aged 22–44 who are less educated

are more likely to use sterilization as a contra-

ceptive method while college-educated women

of the same age range more often use pills as

the preferred method of contraception. Some
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religious beliefs sanction natural methods of con-

traception to space pregnancies as opposed to

using hormonal or barrier methods that prevent

pregnancy from occurring. Surgical sterilization

is most often used by an older population while

the pill is the preferred form in the population

below the age of 30. The percentages of contra-

ceptive users and the most widely used forms

vary by country.
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▶Hyperglycemia

▶ Interpersonal Circumplex

Control Group

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Comparator group; Concurrent control (which

applies only in some settings)

Definition

A control group is a group of subjects against

whose information the information gathered

from an investigational group is compared.

To judge the effectiveness of a therapeutic

behavioral intervention, or the harm done by

engaging in behavioral activities such as

smoking, it is necessary to have a reference

point. This is provided by data collected from

individuals who are deliberately similar to those

in the investigational group in as many ways as

possible with the single exception of receiving

the therapeutic intervention or having engaged

in the behavior of concern.

Control groups can be used in experimental

studies and nonexperimental (often called obser-

vational) studies. Testing the effectiveness of

a therapeutic behavioral intervention in a group

of individuals who have not previously received

it would fall into the category of an experimental

study: The researchers administer an experimen-

tal treatment. To control for the fact that simply

participating in the study may have a sizeable

therapeutic benefit (caused by a variety of poten-

tial factors, including the extra medical attention

given to these subjects), it is necessary to

have a control group that experiences all of

the circumstances experienced by those in the

investigational group with the exception of

the intervention of interest. This can be a difficult

challenge for those developing the experimental

methodology to be used in the study.
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Cook-Medley Hostility Scale
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Definition

The Cook-Medley Hostility Scale (Ho Scale)

(Cook & Medley, 1954) is a 50-item scale

derived from the Minnesota Multiphasic Person-

ality Inventory. The creators viewed it as

a measure of “chronic hate and anger.” Scores

on the Ho Scale are related to a variety of health-

relevant variables, including alcohol consump-

tion, insulin resistance, and waist-to-hip ratio

(Bunde & Suls, 2006). Scores on the Ho are

predictive of coronary artery disease and all-

cause mortality even after controlling for other

health risk factors (Miller, Smith, Turner,

Guijarro, & Hallet, 1996). In contrast to the

extensive evidence for its predictive validity,

the exact construct(s) measured by the scale

have been the subject of some debate. A variety

of competing measurement models have been

proposed, with no clear favorite based on psycho-

metric criteria (Contrada & Jussim, 1992).

Although groups of items relating to constructs

ranging from hypersensitivity to aggressive

responding have been identified, the core factor

of the Ho Scale may be best described as

reflecting cynicism. A unidimensional index of

that primary factor can be derived from the over-

all scale and was found in at least one study to

maintain the predictive ability of the entire scale

(Strong, Kahler, Greene, & Schinka, 2005).
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Coping

Charles Carver

Department of Psychology, University

of Miami, Coral Gables, FL, USA

Definition

Coping is efforts to prevent or diminish threat,

harm, and loss, or to reduce the distress that is

often associated with those experiences.

Description

The concept of coping presumes the existence of

a condition of adversity or stress. A person who

must deal with adversity is engaged in coping.

Thus, coping is inextricably linked to stress. It is

often said that stress exists whenever people

confront situations that tax or exceed their

ability to manage them (Lazarus, 1966; Lazarus

& Folkman, 1984). Whenever a person is hard-

pressed to deal with an obstacle or impediment

or looming threat, the experience is stressful.

Adversity takes several forms. Threat refers to

the impending occurrence of an event that is

feared will have bad consequences. Harm refers

to the perception that bad consequences

have already come to pass. Loss refers to the

perception that something of value has been

taken away.

People respond to perceptions of threat, harm,

and loss in a wide variety of ways, many of

which are labeled coping. Coping is generally

defined as efforts to prevent or diminish threat,

harm, and loss, or to reduce the distress that is

often associated with those experiences. Some

theorists prefer to limit the concept of coping to

voluntary responses (Compas, Connor-Smith,

Saltzman, Thomsen, & Wadsworth, 2001).

Others include automatic and involuntary

responses as well (Eisenberg, Fabes, & Guthrie,

1997; Skinner & Zimmer-Gembeck, 2007).

It should be noted that it is not easy to distinguish

between voluntary and involuntary responses to

stress. Furthermore, responses that are inten-

tional and effortful when first used may become

automatic with repetition. Some discussions of

coping also include unconscious defensive reac-

tions as aspects of coping. This entry is limited,

however, to responses that are recognized by the

person who is engaging in them.

Distinctions and Groupings Among
Coping Responses

Coping is a very broad concept with a long

and complex history (Compas et al., 2001;

Folkman & Moskowitz, 2004). A great many

distinctions have been made within the broad

domain (Skinner, Edge, Altman, & Sherwood,

2003). Some of the more important distinctions

are described in the sections that follow.

Problem-Focused Versus Emotion-Focused

Coping

The first distinction made in modern examination

of coping was that made between problem-

focused and emotion-focused coping (Lazarus &

Folkman, 1984). Problem-focused coping is

directed at the stressor itself: taking steps to

remove or to evade it, or to somehow diminish

its impact if it cannot be evaded. For example,

if the arrival of a hurricane is forecast,

a homeowner’s problem-focused coping might

include bringing all potted plants indoors, putting

up storm shutters, and buying batteries for use in

flashlights. As another example, if layoffs

are expected at one’s place of employment,

problem-focused coping might include saving

money, applying for other jobs, obtaining training

to enhance hiring prospects, or working harder

at the current job to reduce the likelihood of

being let go.

Emotion-focused coping, in contrast, is aimed

at minimizing the emotional distress that is trig-

gered by stressful events. Because there are many

ways to reduce distress, emotion-focused coping

includes a very wide range of responses, ranging

from self-soothing (e.g., relaxation, seeking emo-

tional support), to expression of negative emotion

(e.g., yelling, crying), to a focus on negative
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thoughts (e.g., rumination), to attempts to escape

cognitively from the stressful situation (e.g., avoid-

ance, denial, wishful thinking).

Problem-focused and emotion-focused coping

have different initial or focal goals. The focal

goal determines which category a particular

response is assigned to. Some behaviors can

serve either a problem-focused or an emotion-

focused function, depending on the goal behind

their use. For example, seeking support is emo-

tion focused if the goal is to obtain emotional

support and reassurance; on the other hand, seek-

ing support is problem focused if the goal is to

obtain advice or instrumental help.

Although it is easy to distinguish between

them in principle, problem-focused coping and

emotion-focused coping also tend to facilitate

one another. Effective problem-focused coping

diminishes the threat or harm, but by doing so,

it also diminishes the distress generated by that

threat. Effective emotion-focused coping dimin-

ishes negative emotions, making it possible to

consider the problem more calmly. This often

leads to better problem-focused coping. This

interwoven relationship between problem- and

emotion-focused coping makes it more useful to

think of the two as complementary coping func-

tions, rather than as two fully distinct and inde-

pendent coping categories.

Engagement Versus Disengagement

What turns out to be a particularly important dis-

tinction is the distinction between engagement or

approach coping and disengagement or avoidance

coping (e.g., Skinner et al., 2003). Engagement

coping is aimed at actively dealing with the

stressor or stress-related emotions. Disengage-

ment coping is aimed at avoiding confrontation

with the threat or avoiding the stress-related emo-

tions. Engagement coping includes problem-

focused coping and forms of emotion-focused

coping such as support seeking, emotion regula-

tion, acceptance, and cognitive restructuring. Dis-

engagement coping includes responses such as

avoidance, denial, and wishful thinking. Disen-

gagement coping is often emotion focused,

because it typically involves an attempt to escape

feelings of distress. Some disengagement coping

is almost literally an effort to act as though the

threat does not exist, so that no reaction is needed,

behaviorally or emotionally. Wishful thinking and

fantasy can distance the person from the stressor,

at least temporarily, and denial creates a boundary

between reality and the person’s experience.

Although disengagement coping has the aim of

escaping distress, it is generally ineffective in

reducing distress over the long term, because it

does nothing about the threat’s existence and its

eventual impact. If you are experiencing a real

threat in your life and you respond to it by going

to the movies, the threat will generally remain

when the movie is over. Eventually, it must be

dealt with. Indeed, for many types of stress, the

longer a person avoids dealing with the problem,

the more difficult or complex it becomes, and the

less time is available to deal with it when one does

finally turn to it. Finally, some kinds of disengage-

ment coping can create problems of their own.

Excessive use of alcohol or drugs can create social

and health problems, and shopping or gambling as

an escape can create financial problems.

Some have extended the concept of disen-

gagement coping to include giving up on goals

that are threatened by the stressor (Carver &

Connor-Smith, 2010). This differs from other

disengagement responses, in that it addresses

both the stressor’s existence and its emotional

impact by abandoning an investment in some-

thing else. Disengaging from the threatened goal

may allow the person to avoid negative feelings

associated with the threat. Depending on the

nature of the goal being abandoned, however,

this sort of disengagement can also have adverse

secondary consequences.

Accommodative Coping and

Meaning-Focused Coping

Most adaptive coping is one or another form of

engagement coping. Within engagement coping,

distinctions also have been made between

attempts to control the stressor itself, called pri-

mary control coping, and attempts to adapt or

adjust to the stressor, termed accommodative or

sometimes secondary control coping (Morling &

Evered, 2006; Skinner et al., 2003). The term

accommodative is perhaps to be preferred
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because it does not carry connotations of exerting

control, or of being secondary to other coping

efforts.

The concept of accommodative coping is

rooted in analyses of the process of successful

aging (Brandtst€adter & Renner, 1990). It refers

to adjustments within the self, which are

made in response to constraints inherent in

one’s life situation. In the realm of coping,

accommodation applies to responses such as

acceptance, cognitive restructuring, and scaling

back of one’s goals in the face of insurmountable

interference. Another kind of accommodation is

self-distraction. Self-distraction is somewhat con-

troversial. Self-distraction is often thought of as

disengagement coping. However, there is also evi-

dence suggesting that intentionally engaging in

positive activities is a useful means of adapting

to uncontrollable events (Skinner et al., 2003).

A concept that is related to accommodation is

what has been called meaning-focused coping. In

meaning-focused coping, people draw on their

beliefs and values to find benefits in stressful

experiences or remind themselves of positive

aspects of their lives (Tennen & Affleck, 2002).

Meaning-focused coping may include reordering

one’s life priorities and focusing on the positive

meaning of ordinary events. The concept of

meaning-focused coping has roots in evidence

that positive as well as negative emotions are

common during stressful experiences, that those

positive feelings influence people’s outcomes,

and particularly the fact that people try to find

benefit and meaning in adversity (Helgeson,

Reynolds, & Tomich, 2006; Park, Lechner,

Antoni, & Stanton, 2009). Although this concept

emphasizes the positive changes a stressor brings

to a person’s life, it is worth pointing out that

meaning-focused coping also represents an

accommodation to the constraints of one’s life

situation. Meaning-focused coping involves

reappraisal of the situation. It appears to be

most likely when stressful experiences are uncon-

trollable or are going badly.

Stepping Back

This brief review is far from exhaustive. None-

theless, it should make clear that there are many

ways to group and organize coping responses.

Further, it should be clear that these distinctions

do not form a neat matrix into which all coping

reactions can be sorted. A given response typi-

cally fits several places. For example, seeking

emotional support is engagement, emotion-

focused, and accommodative coping. Each dis-

tinction that has been introduced can be useful for

answering certain questions about responses to

stress. No one distinction fully conveys the struc-

ture of coping. The distinction that appears to be

the most important is that made between engage-

ment and disengagement. Interestingly enough,

this is a distinction which also maps well onto

goal-based models of personality functioning and

social behavior (e.g., Carver & Scheier, 1998).

Relations Between Coping and Well-
being

In some respects, the question that everyone

wants answered is not “what are the ways in

which people cope?” but “how do coping

responses affect well-being?” Behind this ques-

tion lie a number of thorny methodological issues

(Carver, 2007). Among them are issues of how

often coping should be measured, what time lag

should be assumed and thus investigated between

coping efforts and eventual outcomes, and

whether coping should be viewed as a cluster of

responses or a sequence of responses.

In meta-analyses of relations between coping

and well-being, effect sizes are typically small to

moderate. Coping generally has been linked more

strongly to psychological outcomes than to phys-

ical health (Clarke, 2006; Penley, Tomaka, &

Wiebe, 2002). Nonetheless, most kinds of

engagement coping relate to better physical and

mental health in samples coping with stressors as

diverse as traumatic events, social stress, HIV,

and prostate cancer (Clarke, 2006; Littleton,

Horsley, John, & Nelson, 2007; Moskowitz,

Hult, Bussolari, & Acree, 2009; Penley et al.,

2002; Roesch et al., 2005). However, some

other less volitional responses that might be

seen as reflecting engagement, including rumina-

tion, self-blame, and venting, predict poorer
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emotional and physical outcomes (Austenfeld &

Stanton, 2004; Moskowitz et al., 2009). Higher

levels of disengagement coping typically predict

poorer outcomes, such as more anxiety, depres-

sion, and disruptive behavior, less positive affect,

and poorer physical health, across an array of

stressors (Littleton et al., 2007; Moskowitz

et al., 2009; Roesch et al., 2005). Acceptance

coping seems to be a double-edged sword.

Acceptance that occurs in the context of other

accommodative strategies is helpful, but accep-

tance that reflects resignation and abandonment

predicts distress (Morling & Evered, 2006).

Relations between coping and adjustment also

vary with the nature, duration, context, and con-

trollability of the stressor. In meta-analyses of

both children and adults, it appears to be impor-

tant to match one’s coping to the stressor’s con-

trollability and to the resources that are available.

Active attempts to solve problems help when

dealing with controllable stressors, but the same

responses are potentially harmful when dealing

with uncontrollable stressors (Aldridge &

Roesch, 2007; Clarke, 2006). Similarly, taking

responsibility for uncontrollable stressors pre-

dicts distress, but taking responsibility is

unrelated to adjustment in the context of control-

lable stressors (Penley et al., 2002). In contrast,

emotional approach coping (e.g., self-regulation

and controlled expression of emotion) appears to

be most useful in the context of uncontrollable

stressors (Austenfeld & Stanton, 2004).

One caveat must be applied to all of these

conclusions about the effects of coping. Although

coping is almost universally viewed as an ever-

changing response to evolving situational

demands, most coping research fails to reflect

this view. Many studies assess only dispositional

coping (overall coping styles), or one-time retro-

spective reports of overall coping with some

stressor. Those studies tell virtually nothing

about how timing, order, combination, or dura-

tion of coping affects outcomes. In contrast,

Tennen, Affleck, Armeli, and Carney (2000) pro-

posed that people typically use emotion-focused

coping largely after they have tried problem-

focused coping and found it ineffective. This

suggests an approach to studying coping in

which the question is whether the person changes

from one sort of coping to another across succes-

sive assessments as a function of lack of effec-

tiveness of the first response used.

The impact of a given coping strategy may be

quite brief. For this reason, laboratory and daily

report studies are essential to understanding the

effects of situational coping strategies (Bolger,

Davis, & Rafaeli, 2003). The small number of

daily report studies of coping make it clear that

the impact of coping changes over time, with

responses that are useful one day sometimes hav-

ing a negative impact on next-day mood or long-

term adjustment (DeLongis & Holtzman, 2005).

Laboratory research also is useful in disentangling

stressor severity from individual differences in

stress appraisals by using standardized stressors.

Lab studies also make it easier to supplement

self-reports with observations of coping and assess-

ment of physiological responses.

Cross-References

▶ Stress

References and Readings

Aldridge, A. A., & Roesch, S. C. (2007). Coping and

adjustment in children with cancer: A meta-analytic

study. Journal of Behavioral Medicine, 30, 115–129.
Austenfeld, J. L., & Stanton, A. L. (2004). Coping through

emotional approach: A new look at emotion, coping,

and health-related outcomes. Journal of Personality,
72, 1335–1363.

Bolger, N., Davis, A., & Rafaeli, E. (2003). Diary

methods: Capturing life as it is lived. Annual Review
of Psychology, 54, 579–616.

Brandtst€adter, J., & Renner, G. (1990). Tenacious goal

pursuit and flexible goal adjustment: Explication

and age-related analysis of assimilative and accommo-

dative strategies of coping. Psychology and Aging,
5, 58–67.

Carver, C. S. (2007). Stress, coping, and health. In H. S.

Friedman & R. C. Silver (Eds.), Foundations of health
psychology (pp. 117–144). New York: Oxford Univer-

sity Press.

Carver, C. S., & Connor-Smith, J. (2010). Personality and

coping. Annual Review of Psychology, 61, 679–704.
Carver, C. S., & Scheier, M. F. (1998). On the self-

regulation of behavior. New York: Cambridge

University Press.

Coping 499 C

C

http://dx.doi.org/10.1007/978-1-4419-1005-9_285


Clarke, A. T. (2006). Coping with interpersonal stress and

psychosocial health among children and adolescents:

A meta-analysis. Journal of Youth and Adolescence,
35, 11–24.

Compas, B. E., Connor-Smith, J. K., Saltzman, H.,

Thomsen, A. H., & Wadsworth, M. E. (2001). Coping

with stress during childhood and adolescence: Prob-

lems, progress, and potential in theory and research.

Psychological Bulletin, 127, 87–127.
DeLongis, A., & Holtzman, S. (2005). Coping in context:

The role of stress, social support, and personality in

coping. Journal of Personality, 73, 1–24.
Duangdao, K. M., & Roesch, S. C. (2008). Coping with

diabetes in adulthood: A meta-analysis. Journal of
Behavioral Medicine, 31, 291–300.

Eisenberg, N., Fabes, R. A., & Guthrie, I. (1997). Coping

with stress: The roles of regulation and development.

In J. N. Sandler & S. A. Wolchik (Eds.), Handbook of
children’s coping with common stressors: Linking
theory, research, and intervention (pp. 41–70).

New York: Plenum.

Folkman, S., & Moskowitz, J. T. (2004). Coping: Pitfalls

and promise. Annual Review of Psychology, 55,
745–774.

Helgeson, V. S., Reynolds, K. A., & Tomich, P. L. (2006).

Ameta-analytic approach to benefit finding and health.

Journal of Consulting and Clinical Psychology, 74,
797–816.

Lazarus, R. S. (1966). Psychological stress and the coping
process. New York: McGraw-Hill.

Lazarus, R. S., & Folkman, S. (1984). Stress, appraisal,
and coping. New York: Springer.

Littleton, H., Horsley, S., John, S., & Nelson, D. V.

(2007). Trauma coping strategies and psychological

distress: A meta-analysis. Journal of Traumatic Stress,
20, 977–988.

Morling, B., & Evered, S. (2006). Secondary control

reviewed and defined. Psychological Bulletin, 132,
269–296.

Moskowitz, J. T., Hult, J. R., Bussolari, C., & Acree, M.

(2009). What works in coping with HIV? A meta-

analysis with implications for coping with serious ill-

ness. Psychological Bulletin, 135, 121–141.
Park, C. L., Lechner, S. C., Antoni, M. H., & Stanton, A. L.

(Eds.). (2009).Medical illness and positive life change:
Can crisis lead to personal transformation? Washing-

ton, DC: American Psychological Association.

Penley, J. A., Tomaka, J., & Wiebe, J. S. (2002). The

association of coping to physical and psychological

health outcomes: A meta-analytic review. Journal of
Behavioral Medicine, 25, 551–603.

Roesch, S. C., Adams, L., Hines, A., Palmores, A.,

Vyas, P., Tran, C., et al. (2005). Coping with prostate

cancer: A meta-analytic review. Journal of Behavioral
Medicine, 28, 281–293.

Skinner, E. A., Edge, K., Altman, J., & Sherwood, H.

(2003). Searching for the structure of coping: A review

and critique of category systems for classifying ways of

coping. Psychological Bulletin, 129, 216–269.

Skinner, E. A., & Zimmer-Gembeck, M. J. (2007). The

development of coping. Annual Review of Psychology,
58, 119–144.

Tennen, H., & Affleck, G. (2002). Benefit-finding and

benefit-reminding. In C. R. Snyder & S. J. Lopez

(Eds.), Handbook of positive psychology (pp. 584–

597). New York: Oxford University Press.

Tennen, H., Affleck, G., Armeli, S., & Carney, M. A.

(2000). A daily process approach to coping: Linking

theory, research, and practice. American Psychologist,
55, 626–636.

Coping Skills Training

▶Williams LifeSkills Program

Coping Strategies

▶Coping

▶Denial

Coping Styles

▶Coping

Coping with Stress

▶ Stress Management

Copy Number Variant (CNV)

Rany M. Salem1 and Laura Rodriguez-Murillo2

1Broad Institute, Cambridge, MA, USA
2Department of Psychiatry, Columbia University

Medical Center, New York, NY, USA
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Structural variant
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Definition

A copy number variant (CNV) is a type of genetic

variation in which a sequence of nucleotides is

repeated in tandem multiple times in an individ-

ual’s genome. The variability arises from the

gain and/or loss of genetic material, causing the

number of repeat copies to vary in a population.

In contrast to single nucleotide polymorphisms

(SNPs), which affect only one nucleotide, CNVs

are much larger, ranging from one kilobase to

several megabases in size (Conrad et al., 2010).

Large CNVs may contain genes, resulting in gene

duplication or deletion.

CNVs are inherited, but can also arise de novo

(although a rare event) via genomic

rearrangements such as deletions, duplications,

inversions, translocations, and transposons

activity. It is estimated that the human genome

contains �20,000 CNVs (Mills et al., 2011)

and covers up 12% of the human genome

(Redon et al., 2006). CNVs have been associated

with several diseases, including schizophrenia (Xu

et al., 2008), autism (Sebat et al., 2007), and others

(The Wellcome Trust Case Control Consortium,

2010). The full extent to which they contribute to

human disease is not known (Conrad et al., 2010).
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Coronary Artery Bypass Graft (CABG)

Siqin Ye

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

CABG

Definition

Coronary artery bypass graft, or CABG, is

a surgical procedure performed to treat advanced

coronary atherosclerotic disease.

Description

By using segments of other arteries and veins as

conduits to bypass diseased portions of the coro-

nary arteries, CABG can improve cardiac func-

tion by restoring blood flow to areas of the heart

that were inadequately perfused. The most com-

monly used grafts include saphenous vein grafts,

harvested either openly or endoscopically from

the lower extremities; free radial grafts, which

are segments of the radial arteries from either

wrists; and left or right internal mammary arteries

(LIMA or RIMA), which arise from the
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subclavian arteries and are anastomosed distally

to the target coronary vessels. Currently, the

LIMA is most frequently used to bypass the left

anterior descending artery (LAD) due its excel-

lent long-term results, while vein grafts, which

have much higher rates of graft failure, are used

to bypass the other coronary vessels (Morrow &

Gersh, 2008).

Despite the advent of percutaneous coronary

intervention (PCI), CABG remains one of the

most commonly performed surgical procedures

in the United States. The main indications for

CABG are based on high-risk anatomical features

and include significant left main disease or its

equivalent (i.e., concomitant proximal LAD and

proximal left circumflex artery stenosis),

multivessel coronary artery disease that involve

the proximal LAD, and triple vessel disease

(Eagle et al., 2004). Studies have also demon-

strated that patients with left ventricular dysfunc-

tion, and especially those with significant amount

of viable myocardium on noninvasive imaging,

may derive greater benefit from surgical revascu-

larization. In these selected patient populations,

CABG has been shown to markedly improve

survival compared with medical therapy (Yusuf

et al., 1994). However, there are also significant

risks associated with CABG. Registries

maintained by the Society of Thoracic Surgeons

have consistently shown operative mortality of

2–3%. In addition, there are other known periop-

erative complications, including myocardial

infarction, stroke, renal failure, bleeding, and

wound infections. Various scoring systems

have been derived to predict the risk of these

perioperative events and to aid in informed deci-

sion making for individual patients. The careful

consideration of the benefits and risks of surgery

is especially important for those patients with

a high-risk profile, such as the frail elderly or

those with many comorbidities (Eagle et al.,

2004).

There has also been ongoing debate on

whether a subset of patients with surgical disease

may be treated with PCI rather than CABG. For

instance, recent registries have suggested that in

patients with uncomplicated left main disease,

PCI may yield comparable rates of major adverse

cardiovascular events as CABG (Seung et al.,

2008). The landmark Synergy between PCI with

Taxus and Cardiac Surgery (SYNTAX) trial

published in 2009 randomized patients with

three-vessel or left main coronary artery disease

to PCI or CABG and showed that while patients

who underwent PCI had higher rate of repeat

revascularization, the rates of death and myocar-

dial infarction were similar between the two

arms. In particular, for patients with less compli-

cated lesions, the choice of revascularization

strategy did not lead to a significant difference

in outcomes (Serruys et al., 2009). On the other

hand, new surgical techniques such as off-pump

CABG or minimally invasive CABG with hybrid

PCI may also significantly alter the risk-benefit

balance. With these advances, it is likely that the

optimal strategy for revascularization will con-

tinue to evolve in the coming years and become

increasingly individualized.
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Coronary Event

Siqin Ye
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Medical Center, New York, NY, USA

Synonyms

Cardiac events

Definition

Although no standard definition exists, the term

coronary event is used in clinical research to refer

to adverse events caused by disease processes

affecting the coronary arteries. These may

include what are termed “hard” events such as

deaths that are attributed to coronary artery dis-

ease and nonfatal myocardial infarctions, but also

occasionally “soft” events such as angina or

revascularizations for worsening coronary artery

stenosis. Because coronary event is often such

a composite of clinical events of varying signifi-

cance, there remains considerable debate on what

should constitute the most appropriate compo-

nent endpoints and how to define them, with the

recognition that these choices may significantly

influence the results and impact of clinical trials

and other studies (Kip, Hollabaugh, Marroquin,

& Williams, 2008). To address this, guidelines

such as the 2001 ACC Clinical Data Standards

and the 2007 Joint ESC/ACCF/AHA/WHF Task

Force for the Redefinition of Myocardial Infarc-

tion Expert Consensus Document have been

released to standardize the definitions of the

most important clinical events such as cardiovas-

cular death and myocardial infarction.
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Synonyms

Coronary artery disease

Definition

Coronary heart disease (CHD) is a condition in

which the arteries that supply the cardiac muscle,
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the coronary arteries, develop reduced luminal

size due to the presence of atherosclerosis.

Description

Coronary heart disease (CHD) is a condition in

which the arteries that supply the cardiac muscle,

the coronary arteries, develop reduced luminal

size due to the presence of atherosclerosis

(Antman, Selwyn, Braunwald, & Loscalzo,

2008). Atherosclerosis is a progressive condition

that starts as fatty streaks and may result in plaque

development and ultimately in flow-limiting

narrowing or occlusion of coronary arteries. The

clinical manifestations of CHD include conditions

such as angina, myocardial infarction, and heart

failure. Angina, or chest discomfort, develops due

to an imbalance between myocardial oxygen

demand and the available blood supply. In myo-

cardial infarction, plaque rupture and clot forma-

tion at the site of rupture result in occlusion of the

artery and loss of blood flow to the heart muscle.

CHD is the major cause of one-third of all

deaths in individuals older than 35, and one-half

of all middle-aged men and one-third of middle-

aged women in the United States will develop

CHD (Lloyd-Jones, Larson, Beiser, & Levy,

1999). The Framingham Heart Study, a prospec-

tive cohort study of 5,209 individuals that began

in 1948 and has continued to collect information

and add participants, has defined many of the risk

factors for atherosclerotic disease through epide-

miologic techniques. Risk factors for coronary

heart disease include other medical conditions

such as hypertension, diabetes mellitus, and

dyslipidemia, as well as behavioral factors such

as cigarette smoking (Lloyd-Jones et al., 2010).

Atherosclerotic plaques associated with myo-

cardial infarction are known to have certain fea-

tures that increase the propensity to develop

rupture and clot (Antman et al., 2008). Postmor-

tem studies from cases of sudden death associated

with CHD have revealed plaques with thin

fibrous caps, relatively large lipid cores, and

a high content of a particular type of inflamma-

tory cell, macrophages. It is thought that rupture

or erosion of the thin fibrous cap results in

activation of the clotting cascade and develop-

ment of occlusive clot.

Treatment of individuals with coronary heart

disease involves primary or secondary prevention

of myocardial infarction and heart failure

(Antman et al., 2008). Medications such as aspi-

rin and clopidogrel prevent clot formation, beta

blockers reduce myocardial workload, and statin

medications reduce cholesterol and stabilize cor-

onary plaques. Angiotensin-converting enzyme

(ACE) inhibitors reduce blood pressure and resis-

tance in the small arteries and have been shown to

prevent cardiac events particularly in patients

who have developed left ventricular dysfunction.

Nonpharmacologic treatment of CHD

includes percutaneous coronary intervention

(PCI), a procedure that involves dilatation of the

coronary artery lumen with a balloon and usually

followed by implant of a coronary stent (Antman

et al., 2008). PCI has been shown to reduce car-

diac events in patients who present with myocar-

dial infarction or angina at rest. In some patients

with severe CHD involving all three main coro-

nary vessels, particularly in the setting of diabetes

or reduced ventricular function, coronary artery

bypass graft surgery is a better treatment option.

In terms of behavioral interventions for preven-

tion of CHD, regular aerobic exercise has been

associated with improvement in multiple coronary

artery disease risk factors, including blood pres-

sure, serum cholesterol, glucose intolerance, and

body mass index (Thompson et al., 2007). In addi-

tion, healthy dietary patterns have been associated

with improved cardiac mortality, as well as lower

blood pressure and serum cholesterol (Appel et al.

1997, 2005; Knoops et al., 2004). The 2006 dietary

guidelines of the American Heart Association

have emphasized maintaining a healthy dietary

pattern over a focus on specific nutrients (Lichten-

stein et al., 2006). Generally, the recommenda-

tions encourage consumption of a variety of

fruits, vegetables, and grain products; fat-free

dairy products; legumes; poultry; lean meats; and

fish, preferably oily fish, at least twice a week.

Ameta-analysis of 38 randomized controlled trials

conducted by the Cochrane Collaboration found

that dietary advice reduced low-density lipopro-

tein cholesterol and blood pressure (Brunner,
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Rees, Ward, Burke, & Thorogood, 2007). How-

ever, the largest randomized trial to date of

a dietary intervention to reduce cardiovascular

risk, the Women’s Health Initiative Dietary Mod-

ification Trial, found no effect on cardiovascular

events of group and individual sessions to reduce

total fat intake and increase intake of vegetables,

fruits, and grains, among 48,835 postmenopausal

women (Howard et al., 2006).

A substantial literature has developed

documenting the link between psychosocial fac-

tors and coronary heart disease, including depres-

sion, anger, and anxiety (Albus, 2010). A meta-

analysis of 11 prospective cohort studies of

healthy individuals estimated a relative risk of

1.64 for adverse cardiac events, including myo-

cardial infarction (MI) and cardiac death, associ-

ated with depression (Rugulies, 2002).
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Coronary Vasoconstriction
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Definition

Coronary vasoconstriction is the process by

which vessels of the heart reduce their overall

diameter. This functional capacity is mediated
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by a variety of intrinsic and extrinsic stimuli, and

may be pathologic and life-threatening.

Description

There are a variety of means by which the arterial

and venous flow of the heart are affected by the

overall circulating volume in the body. One cru-

cial effector is the sympathetic nervous system,

upregulated or suppressed in different situations.

The sympathetic nervous system involves the

secretion of the hormones epinephrine and nor-

epinephrine from the adrenal medulla. Other

important endogenous mediators include

endothelin-1, serotonin, thromboxane, and pros-

taglandins (Rose & Post, 2010).

Coronary Vasoconstriction in Acute Coronary

Syndromes and Variant (Prinzmetal’s) Angina

Acute coronary syndromes, a term encompassing

unstable angina and myocardial infarction, are

brought about by a variety of pathophysiological

changes that include coronary vasoconstriction.

Myocardial infarctions are clinical sequelae of

plaque disruption and clot formation over

the plaque. Other elements involve platelet

activation, dysregulation of the coagulation

system, imbalance of myocardial oxygen demand,

and finally plaque rupture resulting in vessel

occlusion and cell death (Gelfland, Gelfland, &

Cannon, 2009). Coronary vasoconstriction,

induced by local and circulating levels of vasocon-

strictors, also contributes to ischemia or infarction.

Prinzmetal’s angina is another clinical

syndrome that involves coronary vasoconstric-

tion without plaque disruption. Also referred

to as variant angina, Prinzmetal’s angina is

primarily caused by vasospasm without plaque

disruption and thrombus formation. While

many Prinzmetal’s patients also have atheroscle-

rotic lesions, the clinical presentation and

electrocardiogram changes are caused by func-

tional narrowing from coronary vasoconstriction.

Coronary vasoconstriction is the central

mechanism of myocardial infarction caused

by cocaine. As an analogue of sympathetic

outflow, cocaine that is smoked, injected, or

inhaled may cause of type of transient vascular

obstruction that can lead to myocardial infarction

and result in death of the myocardium.
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Corticosteroids
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Corticotropin-Releasing Hormone
(CRH)

Jennifer Heaney
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The University of Birmingham, Edgbaston,

Birmingham, UK

Definition

Corticotropin-releasing hormone (CRH) or corti-

cotropin-releasing factor is a hormone that is

secreted by the hypothalamus. It is one of the
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hypophysiotropic hormones, a group of hor-

mones produced by the hypothalamus that affect

the anterior pituitary gland; CRH stimulates the

secretion of adrenocorticotropic hormone

(ACTH) from the anterior pituitary. CRH plays

a key role in the endocrine response to stress as it

is involved in one of the initial stages of activa-

tion of the hypothalamic-pituitary-adrenal axis

(HPA axis) (Martin, Reichlin, & Brown, 1977).

CRH is not only produced in response to stress

but exhibits a circadian rhythm of secretion

across a 24-h period as a result of input from the

central nervous system (Martin et al., 1977). Con-

sequently, hormones that are produced in

response to CRH, ACTH and cortisol, also dem-

onstrate a circadian pattern of secretion

(Greenspan & Forsham, 1983).
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Definition

Cortisol (or “hydrocortisone”) is a steroid hor-

mone which is essential for life. It is produced in

the adrenal cortex and is predominantly regulated

by the neuroendocrine hypothalamus-pituitary-

adrenal (HPA) axis. Cortisol fulfills vital func-

tions in the regulation of various homeostatic

processes and is particularly well known for its

role in the body’s response to physical and psy-

chological stress. These characteristics combined

with its high potency and multitude of physiolog-

ical effects make cortisol a hormone of prime

interest for research in the area of behavioral

medicine.

Description

Biosynthesis and Basic Characteristics

Cortisol is mainly synthesized and secreted from

the zona fasciculata of the adrenal cortex. In addi-

tion, it is also produced in smaller amounts in other

tissues, including hair follicle cells, the placenta,

and the brain (Ito et al., 2005). The main precursor

for the production of cortisol is cholesterol from

which it is derived via two alternative paths

involving several intermediate metabolic steps.

As most other hormones, cortisol is secreted in

a pulsatile fashion with marked circadian rhyth-

micity and a mean production ranging from 8 to

25mg/24 h (mean production:�13 mg/24 h). Due

to its relatively small size (molecular weight:

362.5 Da) and its lipophilic nature, cortisol is

able to freely diffuse in and out of target cells.

Cortisol in Blood

Following its synthesis in the adrenal cortex,

cortisol is secreted into the blood stream where

most of it binds to transport proteins. Approxi-

mately 70% of cortisol molecules are bound to

cortisol-binding globulin (CBG or transcortin)

via high-affinity receptors. A further 15–20% of

cortisol is bound to lower-affinity receptors of

albumin while an additional 5% is also bound to

erythrocytes. Hence, only about 5–10% of corti-

sol circulates as an unbound or “free” hormone in

the blood. Following the free hormone hypothesis

(Mendel, 1989), only this unbound fraction of

cortisol can enter target cells and is thus biolog-

ically active while the larger part of bound corti-

sol serves as an inactive reservoir. It is assumed

that mechanisms influencing the level of circulat-

ing transport proteins play an important role in

regulating the functional potency of the cortisol

signal. Estimates of the biological half-life (T1/2)
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of unbound cortisol in blood range from 60 to

115 min. The bioavailability of cortisol is thus

relatively long compared to other hormones, such

as epinephrine or ß-endorphin, which show a T1/2

in the range of seconds to a few minutes.

Physiological Actions

Mechanisms of Signal Transduction

Cortisol binds to two main types of receptors, the

mineralocorticoid (MR) and glucocorticoid

receptors (GR). The two receptor types differ

with regard to their affinity for cortisol with

MRs showing a 6–10 times higher affinity than

GRs. As a result, about 90% of MRs are occupied

throughout the day, while higher GR occupancy

is only reached at times of peak cortisol secretion

or during stress responses. Besides their affinity

for cortisol, MRs and GRs also differ in terms of

their distribution pattern with cortisol-responsive

MRs being predominantly located in the kidneys

and limbic structures of the brain, while GRs

are expressed widely throughout the brain as

well as in peripheral tissues (De Kloet, Joëls, &

Holsboer, 2005).

The “classical” mechanism of cortisol action

comprises its genomic effects. Unbound cortisol

is able to freely diffuse into the cells of the

body where it binds to high-affinity receptors

in the cytoplasm. While unoccupied receptors

are guarded by heat-shock-proteins (HSP),

cortisol binding releases the HSP which enables

the cortisol-receptor complex to enter the cell

nucleus. Here it binds to specific sites of the

deoxyribonucleic acid (DNA) and acts as

a transcription factor to alter the cell’s protein

biosynthesis. Subsequently, the cortisol-receptor

complex is transported back into the cytoplasm.

Here it disintegrates and the cortisol molecule,

which may have been structurally altered, exits

the cell into the extracellular space.

While the time course of genomic effects of

cortisol is relatively slow ranging from several

minutes to hours, cortisol also affects cell func-

tion via faster non-genomic mechanisms. These

mechanisms influence a wide range of intracellu-

lar processes and are of importance across many

peripheral as well as central structures. Targets of

non-genomic cortisol action might include lipids

and proteins in the cell membrane and cytoplasm

as well as membrane MR and GR.

Tissue effects of cortisol are markedly

influenced by enzymatic action within target

cells. Here, two variants of the enzyme

11b-hydroxysteroid dehydrogenase (11b-HSD)
are of particular importance. 11b-HSD type 1,

which predominates in adipose and hepatic tis-

sues, converts inactive cortisone to active cortisol

and thus has an amplifying effect on local cortisol

action. On the other hand, 11b-HSD type 2 is

primarily found in the kidneys and placenta

where it converts cortisol to its inactive metabo-

lite cortisone.

Effects of Cortisol

Cortisol has a wide range of effects on target

tissues throughout the body. Indeed, cortisol is

so essential that humans cannot survive removal

of the adrenal glands unless glucocorticoid

replacement is provided. The effects of cortisol

are often permissive rather than direct, which

means that it frequently does not initiate an action

but provides an environment for the action to take

place. Importantly, while being adaptive at nor-

mal concentrations of cortisol, many of its actions

can have deleterious effects at aberrant concen-

trations. Both excessive levels and underproduc-

tion of cortisol have been implicated in the

etiology of various diseases (Chrousos, 2009).

Effects on Carbohydrate and Lipid

Metabolism

Cortisol is the primary glucocorticoid in humans,

which hints to the fact that one of its pivotal

functions lies in facilitating the mobilization of

energy resources. It enhances gluconeogenesis in

the liver and reduces glucose uptake into muscle

and adipose tissue, which increases the amount

of glucose available for the body. Cortisol also

crucially augments the conversion of protein to

glycogen and thus helps to maintain hepatic

glycogen stores on which other hormones, like

glucagon, can subsequently act to increase glu-

cose levels. Cortisol also increases the break-

down of proteins stored in muscle, bone, and

connective tissue and inhibits protein synthesis

in non-hepatic tissues which increases the
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amount of protein available for gluconeogenesis.

Importantly, while this catabolic action is physi-

ologically beneficial at adequate concentrations

of cortisol, at excessive levels, it results in the

depletion of protein stores which can manifest in

symptoms such as thinning of the skin, reduced

muscle mass, or osteoporosis.

Besides aiding proteolysis, cortisol is also

assumed to facilitate the mobilization of free

fatty acids from fat depots which further supports

gluconeogenesis. However, cortisol may also

have stimulatory effects on appetite and calorie

intake and leads to enhanced fat deposition

in abdominal and facial areas. Under conditions

of chronically elevated cortisol secretion, e.g., in

Cushing’s syndrome, this leads to a characteristic

pattern of central adiposity, as well as fat deposi-

tions in the face (“moon face”) and at the neck

(“buffalo hump”).

Effects on Electrolyte Metabolism

The effects of cortisol on sodium and water reten-

tion are considerably weaker than those of aldo-

sterone, the primary mineralocorticoid hormone

in humans. However, this lack in potency is

outweighed by the approximately 200-fold

higher concentrations of cortisol compared to

aldosterone which indicates that cortisol also

plays an important role electrolyte metabolism.

Immunological Effects

Cortisol is the most potent endogenous immuno-

suppressive substance with strong anti-

inflammatory effects. Virtually all steps involved

in the local inflammatory response to injury, e.g.,

dilation of capillaries or tissue swelling, are

inhibited by cortisol. It also decreases leukocyte

recruitment and effectiveness at the site of inflam-

mation. These effects of cortisol have long been

recognized and used in anti-inflammatory drug

treatments. Cortisol also profoundly suppresses

the immune response to antigens, e.g., by reducing

the number and activity of thymus-derived lym-

phocytes (T-cells). In addition, cortisol inhibits

other components of the immune response such

as cytokine synthesis, proliferation and differenti-

ation of monocytes as well as activity of macro-

phages and natural killer cell.

Effects on Brain and Cognition

Cortisol is able to enter the brain where it affects

a wide range of neuronal processes and cognitive

functions. Cortisol exerts these actions both via

the slower genomic pathways as well as via fast

non-genomic effects which directly affect the

responsivity of neuronal networks. Via these

pathways, cortisol interacts with the neurotrans-

mitter systems (including noradrenergic, seroto-

nergic, dopaminergic and cholinergic, and

GABAergic neurotransmission) as well as with

neuropeptidergic systems, e.g., oxytocin and

arginine vasopressin.

One of the best described effects of cortisol on

cognitive functions is an enhancing influence on

the encoding and consolidation of emotionally

relevant information under arousing conditions

(de Quervain et al., 2009). However, while corti-

sol may enhance memory consolidation, acutely

elevated cortisol levels are also associated with

impaired memory retrieval, particularly of

declarative memory, as well as with

compromised working memory function. Despite

the involvement of other brain regions (e.g., hip-

pocampus and medial prefrontal cortex), close

reciprocal interactions between cortisol and nor-

adrenergic neurotransmission in the basolateral

nucleus of the amygdala are assumed to be of

particular importance for the modulation of

these effects on memory. Besides effects on

memory, a stimulatory influence of cortisol on

psychological arousal has also been reported.

Similarly, cortisol can lead to increased ampli-

tude and decreased latency of EEG event-related

potentials and heightened EEG frequency.

In addition to these actions under normal func-

tioning, pharmacological administration of high

doses of glucocorticoids has been associated with

profound psychoactive effects (Lupien, Maheu,

Tu, Fiocco, & Schramek, 2007). These include

the experience of psychiatric symptoms, such as

depression, mania, and psychotic episodes, often

collectively referred to as “steroid psychosis.”

Interestingly, during the initial phase of treat-

ment, elevations of mood and euphoria are often

seen while dysphoric mood states and depression

predominate with prolonged treatment. This is

in line with the fact that Cushing’s syndrome,
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i.e., chronic endogenous hypercortisolemia, is

also frequently associated with depression and/or

other psychiatric symptoms which usually subside

with successful treatment. Importantly, chronic

exposure to excessive amounts of cortisol has

also been associated with hippocampal atrophy

and cell death as well as with deficits in hippocam-

pus-dependent cognitive functioning. This effect

might play a particular role with regard to the

cognitive decline often seen with older age.

Regulation

Overview

The synthesis and secretion of cortisol from the

adrenal cortex is predominantly controlled by the

neuroendocrine HPA axis, a signaling cascade

involving the release of corticotropin-releasing

hormone (CRH) and adrenocorticotropin hor-

mone (ACTH) as well as numerous other sub-

stances, specifically neuropeptides. Both the

activity of the HPA axis as well as the secretion

of cortisol occur in a pulsatile fashion with

approximately 12–18 ultradian pulses per 24-h

span. The concentration of circulating cortisol is

determined by the frequency and amplitude of

individual pulses. The release of cortisol via the

HPA axis is under tight negative feedback con-

trol, with cortisol inhibiting its own secretion by

downregulating levels of CRH and ACTH.

Besides regulation via the HPA axis, there is

also considerable evidence that levels of ACTH

and cortisol can dissociate under various condi-

tions, suggesting additional extra-pituitary regula-

tory mechanisms. Here, sympathetic innervations

of the adrenal gland via the splanchnic nerve are

likely to be of special importance. This pathway is

assumed to particularly modulate cortisol secre-

tion by altering adrenal sensitivity to ACTH and is

likely to involve both intra-adrenal paracrine inter-

actions as well as direct splanchnic innervation of

the adrenal cortex (Bornstein, Engeland, Ehrhart-

Bornstein, & Herman, 2008).

Basal Secretion

The secretion of cortisol is subject to consider-

able circadian variation: Following a circadian

nadir during the early night, cortisol levels show

a strong increase during the second half of

sleep. Upon morning awakening, an additional

rise in cortisol levels for approximately

30–40 min post-awakening is seen (the “cortisol

awakening response,” CAR; Fries, Dettenborn, &

Kirschbaum, 2009) which results in circadian

peak levels being reached. Subsequently, cortisol

levels show a gradual decline over the remainder

of the day until they again reach nadir levels

during the first half of sleep.

Response to Physiological and Psychological

Stress

A prominent feature of cortisol secretion is its

marked increase in response to both physiologi-

cal as well as psychological stress. With regard to

the former, cortisol responses have been shown

following intense exercise or hard physical work.

For a significant cortisol response to occur under

these conditions, exercise has to be highly intense

or sustained with a maximum oxygen uptake

(VO2max) over 70%. The cortisol response to

exercise shows no habituation after repeated

exposure. In addition to exercise and intense

physical work, a range of other physical condi-

tions have been shown to result in cortisol

responses, e.g., pain and physical trauma, hypo-

glycemia, hypoxemia, increased insulin levels, or

consumption of a protein-rich meal.

It is now well established that cortisol secre-

tion also responds strongly to psychologically

challenging conditions. The magnitude of this

response is dependent on both, external factors

and characteristics of the individual. Situations

containing both uncontrollable and social-

evaluative elements tend to result in the largest

cortisol responses (Dickerson & Kemeny, 2004).

A wide range of psychological factors (e.g.,

appraisal of the situation, personality traits, cop-

ing and attributional style, perceived social

support, or adverse early life experiences) as

well as physiological predispositions (sex, age,

or genetic factors) have been shown to influence

the magnitude of the cortisol stress response

(Foley & Kirschbaum, 2010). In contrast to the

response to physiological challenge, the cortisol

response to psychological stress shows
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considerable habituation following repeated

exposure to the same stress-eliciting situation.

Measurement

Modern laboratory methods allow for rapid and

economic cortisol determination in different

matrices. Most frequently, cortisol levels are

measured in blood, saliva, or urine samples

which usually provide information on cortisol

production and levels over relatively short time

intervals (minutes to days). A recent addition to

this methodology is the measurement of cortisol

concentrations in hair which is assumed to pro-

vide an index of integrated cortisol secretion over

prolonged periods of up to several months.

Blood Plasma or Serum

The assessment of cortisol in blood (both plasma

and serum) reflects acutely circulating concentra-

tions and thus provides a valuable approach for

assessing momentary cortisol levels or dynamic

changes in cortisol secretion. Importantly, the

assessment of total cortisol in blood comprises

both bound and unbound cortisol and their separa-

tion can be time consuming and thus expensive.

Consequently, blood assessments are not best

suited for assessing the bioavailable fraction of

cortisol. In addition, blood sampling bears

a minor risk of infection and through its invasive

nature may itself trigger an acute cortisol stress

response.

Saliva

As with cortisol assessments in blood, salivary

measurements also reflect acutely circulating cor-

tisol levels. However, as only unbound cortisol

can passively diffuse into saliva, salivary cortisol

levels only represent the free, biologically active

fraction. Importantly, the level of salivary corti-

sol is unrelated to salivary flow rate and shows

only a minimal time lag of 1–2 min to plasma

cortisol levels. In addition, saliva sampling is an

unintrusive and generally well-accepted method

which may easily be carried out under ambula-

tory conditions. Salivary cortisol assessments

are thus increasingly used as the method of

choice to determine acute levels of biologically

active cortisol in human research (Kirschbaum &

Hellhammer, 1994).

A potential limitation relating to both blood

and salivary assessments of cortisol is that single

spot samples only reflect cortisol secretion during

the acute sampling situation. Since many situa-

tional variables are known to influence cortisol

secretion (see above), drawing conclusions

regarding overall functional cortisol status from

such “spot data” can be misleading.

Urine

A considerable amount of circulating cortisol is

metabolized and excreted into urine. The assess-

ment of urinary cortisol metabolites thus provides

a measure of cumulative cortisol secretion over

the time period during which urine samples were

collected. By using an extended collection period

of, e.g., 24 h, the respective results are less

influenced by momentary fluctuations in cortisol

levels but integrate overall secretory patterns

over the sampling period.

Hair

The examination of endogenous cortisol concen-

trations in human hair has recently been intro-

duced as a new measure of steroid hormone

determination. As it is assumed that cortisol is

incorporated into the hair shaft during hair

growth, the examination of cortisol levels in

a specific hair segment is believed to provide

a retrospective index of cumulative cortisol secre-

tion over the period during which the respective

hair segment has grown. Given a hair growth rate

of approximately 1 cm/month, the examination of

a 3 cm hair segment should allow the assessment

of cumulative cortisol levels over a 3 months

period. This largely extended window of exami-

nation combined with the possibility of

a retrospective assessment highlights the poten-

tial of hair cortisol analysis as an important future

research tool (Stalder & Kirschbaum, in press).

Cross-References

▶Corticosteroids

▶Corticotropin-Releasing Hormone (CRH)
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Definition

Cost-effectiveness is concerned with improving

the performance of a health care system by ensur-

ing the resources available to a health care system

are used in their most productive way. This can

only be achieved through careful consideration of

the full consequences and opportunity costs of

introducing a new health care program in the

context or setting in which it is to be introduced.

Appropriate evaluation methods must be
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employed to accommodate this information and

avoid simplifying assumptions that threaten the

evaluation’s validity.

Description

Economic evaluation has been defined as “ensur-

ing that the value of what is gained from an

activity outweighs the value of what has to be

sacrificed” (Wiliams 1983). Hence, economic

evaluation reflects the fundamental principles of

economics that (1) resources are scarce,

(2) choices are made between alternative uses of

resources, and (3) a particular deployment of

resources involves forgoing the benefits gener-

ated from alternative deployments of the same

resources. Hence, it requires consideration of

both outcome measurement and opportunity

cost. Cost-Effectiveness Analysis (CEA) is the

most common methodology of economic evalu-

ation in health care, aimed at informing decision-

makers faced with constrained resources. For

a particular level of health care resources, which

need not be the current level, the challenge is to

choose from among all possible health care pro-

grams the combination of programs that maxi-

mizes total health benefits produce.

The theoretical basis for CEA derives from

a decision-maker with a fixed budget choosing

between many possible programs based on

a comparison of the difference in effects

between a program under consideration and the

current way of serving the same patient popula-

tion (incremental effects), and the difference in

costs between the two programs (incremental

costs). Where incremental costs and incremental

effects have different signs, the solution is triv-

ial, for example, the new program costs more

(i.e., reduces resources available for other

unrelated programs) and produces less effects

than the current program. Similarly with nega-

tive incremental costs and positive incremental

effects, a “win-win,” no substantial reflection

is required. In most cases, however, a new

intervention involves incremental effects and

incremental costs with the same sign, for exam-

ple, the intervention is more effective but costs

more than the existing intervention. To provide

the greater effects of the new treatment, the num-

ber of other unrelated treatments must be reduced

to release resources to support the additional costs

of the new treatment. Here the decision-maker

looks to the economist for “inputs” to the deci-

sion-making process – in particular decision rules

for CEA.

The Decision Rules of CEA

The traditional analytical tool of CEA is the

incremental cost-effectiveness ratio (ICER),

the incremental cost of the new program divided

by the incremental effects of the new program.

Maximum health gain from available resources is

produced under the following decision rules:

The league table rule: Select programs in

ascending order of ICER (i.e., project with lowest

ICER first) until available resources are

exhausted.

The threshold ICER rule: Select programs

with ICER less than or equal to l, the shadow

price of the budget.

Because ICERs have not been estimated for all

programs currently delivered in health care sys-

tems, comprehensive league tables are not avail-

able and the league table rule cannot be followed.

The threshold rule has provided the basis for

economic evaluation guidelines in many jurisdic-

tions. In each case the use of CEA is linked to

addressing the problem of maximizing health

improvements from available resources.

This solution is based on assumptions of per-

fect divisibility and constant returns to scale in

all programs. Yet, such conditions do not hold

generally in health care decision-making. One

cannot divide up an investment to fit whatever

budgetary amount is available. A manager must

purchase an entire Magnetic Resonance Imaging

(MRI) machine, it is not divisible, it is all or

nothing. Apart from such physical constraints

on divisibility, some programs may not be divis-

ible because of political or ethical constraints.

It is ethically problematic to offer vaccination

to only 50% of children. Increasing investment

in a particular program may not produce
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proportionally equal increases in outcomes as

program coverage expands from highest need/

most severe patients to lesser need/severity

groups. So the additional outcomes produced

from investing resources in a program may dimin-

ish with the scale of the program. Even if the

program under evaluation does exhibit constant

returns to scale the opportunity, cost of the pro-

gram is likely to have non-constant returns in the

sense that increased resource requirements for the

new program mean the decision-maker has to

“dig deeper” into his existing budget to fund it.

After resources from the least productive current

program have been exhausted he must look to

other more productive programs meaning that

the marginal opportunity cost of the program

increases with size.

Because decision-makers are faced with

choices between programs of different sizes, and

the opportunity costs of programs depend crucially

on program size, the different programs are not

directly comparable. The ICER is the average cost

per Quality Adjusted Life Year (QALY) or the

inverse of the average rate of return on additional

investments required by a program. Comparisons

of ICERs across programs ignore problems intro-

duced by the different sizes of programs. They do

not compare like with like. Moreover, decision-

makers cannot purchase individual units of

QALYs. Each program produces a “package”

of QALYs, and the average price per QALY may

differ by program size. Consequently the ICER

threshold decision-rule is not sufficient to maxi-

mize health effects from available resources.

There is no theoretical justification for asserting

that the strategy with the lowest cost-effectiveness

ratio is the most desirable one.

To adopt the threshold ICER approach in the

absence of the theoretical assumptions requires

an unspecified supply of resources with constant

marginal opportunity cost. Anything further from

the reality of decision-making is hard to imagine.

Even if the assumptions are accepted for

the purposes of the theoretical model, the prob-

lem of determining a threshold remains. Under

the model, the threshold is given by the opportu-

nity cost of the marginal program funded from

available resources. This is determined by

constructing the ICER league table, but requires

information on the incremental costs and effects

of all possible programs. Hence, the threshold

value required to make decisions that produce

the maximization of health gains from available

resources cannot be determined even if the theo-

retical assumptions hold.

Extending Economic Evaluation to
Identify Efficiency Improvements

For an intervention to represent an efficient use of

resources the additional effects it generates must

exceed the effects forgone from the most produc-

tive alternative use of the same resources. Hence,

efficiency cannot be established only by refer-

ence to the resources required and outcomes

produced by a particular intervention. Informa-

tion on alternative uses of those resources is also

needed and so efficiency is context-specific. Even

where incremental costs and effects of an inter-

vention are identical in different settings, it does

not mean the efficiency of that intervention is the

same in all settings.

If economics is to inform decision-makers

about the efficiency of investments, traditional

approaches to CEA and the use of ICERs are

insufficient. Mathematical approaches to

constrained maximization, such as integer pro-

gramming (IP), solve the decision-maker’s prob-

lem and are the only universal approach to ranking

programs according to efficiency under a resource

constraint. The key requirement of the IP approach

is that the specification of the problem (i.e., objec-

tive function and constraints) must accurately

reflect the decision-maker’s problem setting.

The substantial data requirements of the IP

approach, specifically the incremental costs and

effects of all programs together with the

resources available for investment, may be diffi-

cult to satisfy. However, these requirements

reflect the complex nature of the decision-

maker’s problem.

An alternative practical approach is available

(Birch & Gafni 1992; Gafni & Birch 1993) which
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satisfies a modified objective of an unambiguous

increase in health improvements from available

resources (i.e., an objective of improving, as

opposed to maximizing, efficiency). This

requires that the health improvements of the pro-

posed program be compared with the health

improvements produced by that combination of

programs that have to be given up to generate

sufficient funds for the proposed program. Only

where the health improvements of the proposed

program exceed the health improvements of the

combination of programs to be given up does

the new technology represent an improvement

in the efficiency of resource utilization. The

approach does not rely on an arbitrarily deter-

mined threshold value to ascertain the efficiency

of the program, nor is it dependent on unrealistic

assumptions about perfect divisibility and con-

stant returns to scale. Instead, the source of

additional resource requirements is identified

and the implications of canceling programs to

generate these resources form part of the analysis.

Iterative application of this efficiency-improving

approach would eventually lead to efficiency

maximization as opportunities to further improve

efficiency are exhausted.

Concern with maximizing health improvements

from available resources may be just one of several

objectives that decision-makers face. For example,

political considerations associated with providing

equal access to services and providing greater

priority to health improvements of specific popula-

tion groups may be important goals. However, the

presence of multiple objectives and constraints

does not reduce the importance of adopting

a constrained maximization model as the basis for

analysis. It remains important that whatever goals

are identified, these must be pursued efficiently in

order to avoid wasting resources. The explicit iden-

tification of each objective and constraint enables

the full range of policy concerns to be incorporated

systematically into the analysis. Hence, the com-

plex objectives faced by decision-makers, far from

limiting the role of economic analysis, represent

precisely the challenges that the economic model

of constrained maximization is intended to

accommodate.
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Cost-Minimization Analysis

Alejandra Duenas

School of Management, IESEG, Paris, France

Synonyms

Cost analysis; Cost identification; Cost-

comparison analysis

Definition

This term refers to an economic evaluation tool.

Cost-minimization analysis is mostly applied

in the health sector and is a method used to mea-

sure and compare the costs of different medical

interventions. The principal limitations of this cost

evaluation method are that it can only be used to

compare treatments that provide the same benefits

or effectiveness (identical outcomes, e.g., thera-

peutic effects); moreover, costs need to be deter-

mined accurately. In this way, a decision maker

can choose the treatment with the lowest total cost.

The assessment of costs is performed by identify-

ing the study’s perspective, all the resources used,

and quantifying them into physical units. Themost

common perspectives are societal perspective

(includes all costs incurred by health care services,

social services, patients, and society in general)

and third-party payer perspective (includes the

costs incurred by an insurance company, a gov-

ernment, etc.). In order to quantify the resources

used, a physical unit is defined, such as the number

of hospital days, the time that a nurse spends with

a patient, number of doctors’ visits, etc. Once the

units are defined and quantified, they are translated

to costs by multiplying the unit costs by the num-

ber of units used.

The use of this tool is rather limited as it is

difficult to demonstrate that the efficacy of two

or more interventions is equivalent. A common

application of cost-minimization analysis is the

comparison of generic drugs in order to achieve

market approval. Some experts consider that

cost-minimization analysis is no longer useful

(Briggs & O’Brien, 2001) and, furthermore,

that other economic evaluation methods such as

cost-utility, cost-benefit, and cost-effectiveness

analyses are more comprehensive, given that

they allow for the comparison of interventions

with different effectiveness outcomes and the

incorporation of uncertainty.
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Couple-Focused Therapy
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Synonyms

Couple therapy; Marital therapy; Marriage

counseling
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Definition

Couple-focused therapy (CFT) is a psychological

therapy with the focus of attention on the rela-

tionship between two individuals rather than on

one individual. The aim of CFT is to enable

a better level of functioning in couples – married

or unmarried – who are experiencing distress in

their relationship. Couples may seek CFT for

a variety of reasons, such as distress in terms of

finances, sexuality, communication, infidelity, or

individual psychopathology as well as physical

health problems with an impact for the couple.

Consequently, CFT will differ according to the

respective relationship problems. Moreover, cou-

ple interventions may also vary based on the

phase of the relationship during which they

occur: Whereas primary prevention programs or

couple education (e.g., the Prevention and Rela-

tionship Enhancement Program, PREP, from

Howard Markman) might be offered for preven-

tion of future distress relatively early in the rela-

tionship, CFT is usually called for when severe

problems are present.

In general, the first step of CFT is to identify

the areas of dissatisfaction in the relationship, and

to implement a treatment plan to which both

partners are willing to agree. Based on this treat-

ment plan, therapy sessions will differ according

to the chosen model or the philosophy behind the

therapy. In the following, some of the best-known

approaches will be briefly characterized.

Behavior-Focused Therapy

Traditionally, behavior-focused therapy is based

on the idea that both partners (possibly involun-

tarily) tend to reward and punish specific behav-

iors during the development of their relationship.

Consequently, this behavior exchange is an

important treatment focus (e.g., by providing

encouragement of positive behavior) in behav-

ioral couple therapy.

Cognitive-Behavioral Therapy

With its roots in behavioral therapy, cognitive-

behavioral CFT has enriched the focus on behav-

ior with the perspective on couples’ beliefs

regarding the relationship. Therapists aim at

questioning and modulating presumptions about

the positive (or more often negative) motives of

each partner and thereby try to prevent negative

behavior.

Psychoanalytical Therapy

Psychoanalytical CFT attempts to discover

early developmental conflicts in relation to the

present interpersonal interactions within the

couple. In this approach, couples are thought to

be able to improve their relationship through

a better understanding of how early parent-

child interactions might influence later behavior

in adulthood.

Emotion-Focused Therapy

As indicated by the name, the main emphasis in

emotion-focused CFT is on the identification

and expression of emotional needs in the couple

relationship. In particular, the expressions of

underlying feelings are supposed to change the

perception of the partner and motivate behavior

change.

Integrative Therapy

In a number of more recent approaches,

researchers have combined a variety of treatment

strategies within a consistent theoretical

framework, resulting in integrated treatment

models (among others the Enhanced

Cognitive-Behavioral Couple Therapy by Epstein

and Baucom (2003), or the Integrative Behavioral

Couple Therapy by Jacobson and Christensen

(1998); also see Snyder (1999), Snyder, Castellani,

and Whisman (2006)).

CFT programs are broadly evaluated treat-

ment options with effect sizes in the range of

d ¼ 0.72 for communication and relationship

satisfaction, whereas in comparison typically no

changes in marital quality in untreated couples

are observed (Baucom, Hahlweg, & Kuschel,

2003). However, it should be noted that CFT is

no guarantee that the relationship will improve,

and there are couples who might benefit more

from ending their relationship than from continu-

ing it. This makes the overall evaluation of CFT

a challenging topic in behavioral medicine (cf.,

Christensen, Baucom, Vu, & Stanton, 2005).
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Covariance Components Model

▶Hierarchical Linear Modeling (HLM)

Co-workers
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2Boston University, Boston, MA, USA

Synonyms

Associate; Collaborator; Colleague

Definition

A co-worker is a person who a worker works with,

in their role as worker. Co-workers can share their

knowledge and expertise when others are faced

with problems or novel situations; this can be

especially useful when alternative solutions are

not readily accessible. The co-worker relationship

can also have effects on workplace dynamics,

individual stress level, and relationships. Positive

relationships between co-workers can be seen

as supportive and beneficial in dealing with day-

to-day problems and strains arising from

employment (Deery, Iverson, & Walsh, 2010),

and positive relationships can increase job satisfac-

tion, job involvement, and organizational commit-

ment (Dur & Sol, 2008). This supportive

relationship may be more likely to occur in

interactionally intense and high stress settings and

can help one copewith high job demands. The pace

and intensity for the work can be regulated through

collaboration between co-workers, and workplace

norms are often established through co-worker

interaction and collaboration (Deery et al., 2010).

Co-worker relationships can be influenced

by a variety of personality traits. Matching

co-workers into groups based on these personal-

ity traits can lead to strong group cohesion and

can create an effective team (Tett & Murphy,

2002). Additionally, supportive and positive co-

workers can promote an environment where new

ideas are easily and comfortably discussed,

which also has positive impacts on the group

(Joiner, 2007). Conversely, a mismatch of per-

sonality traits can have negative impacts on

group dynamics (Tett & Murphy, 2002).
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Synonyms

Acute phase proteins; Inflammatory markers

Definition

C-reactive protein (CRP) is an important

protein of the acute-phase response, which is a

nonspecific physiological and biochemical

response to infection, inflammation, and tissue

damage. Increases in CRP are found during infec-

tion, chronic inflammatory diseases, and follow-

ing a myocardial infarction. Strenuous exercise

and psychological stress can also induce

increases in CRP, albeit to a lesser extent com-

pared to the physiologically more traumatic

events described above. Therefore, levels of

CRP can be reflective of both acute and chronic

inflammation (Gabay & Kushner, 1999).

The CRP molecule consists of five calcium-

binding nonglycosylated protomers in a

pentameric symmetry. CRP is mainly produced

by hepatocytes, even though other sources have

also been reported. The production is stimulated

by cytokines, which are released under the

influence of the macrophages and monocytes at

the site of the inflammation. Interleukin (IL)-6

has been shown to be most important for CRP

production, but other cytokines, such as IL-1,

tumor necrosis factor-alpha, interferon gamma,

as well as glucocorticoids, can also play a role.

Interestingly, specific combinations of these fac-

tors can both enhance as well as inhibit CRP

production (Gabay & Kushner, 1999; Pepys &

Hirschfield, 2003).

The function of CRP is to restore normal

structure and function of the tissue that has been

affected. CRP recognizes and mediates the elim-

ination of pathogens through activation of the

complement system (Gabay & Kushner, 1999;

Pepys & Hirschfield, 2003). Even though the

aim of the initial increase in CRP is to combat

infection and acute inflammation, chronically

raised levels have been associated with negative

effects for health. Particular attention has been

paid to the association between high levels of

CRP and increased risk for atherosclerosis and

cardiac events; high levels of CRP have been

implicated in the pathogenesis, progression, and

complications of atherosclerotic plaques (Ridker,

2004).

CRP can be readily assessed in serum using

commercially available (high-sensitivity) assays.

As the clearance rate of CRP remains stable, the

increases in serologically determined CRP are

indicative of CRP production. Following the

stimulus, it takes on approximately 6 h until an

increase is detectable in the serum. The half-life

of CRP is less than 24 h.
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Synonyms

English: Regional enteritis

Latin: Enteritis regionalis Crohn; Enterocolitis

regionalis; Ileitis terminalis; Morbus Crohn (MC)

Definition

Crohn’s disease is a chronic inflammatory disor-

der which can affect the entire gastrointestinal

(GI) tract. It is most commonly located in the

terminal ileum and the proximal colon but may

involve any part of the GI tract. Its incidence in

middle Europe is around 1.5–8.5% and its prev-

alence around 0,036%. The inflammations gener-

ally appear in outlined sections, affect all laminae

of the intestinal wall, and cause abscesses and

fistulae. Key symptoms are persistent diarrhea,

abdominal pain, fever, weight loss, and rectal

bleeding. The course of the disease can be described

with recurrent relapses and symptom-free intervals,

both of which vary in length and strength.

Description

In genetically susceptible individuals impaired

and inappropriate immune responses to microbial

antigens of commensal microorganisms are

discussed for pathogenesis. Data on expression

suggest that macrophages and epithelial cells

could be the locus of the primary pathophysiolog-

ical defect and that T-cell activation might

be a secondary effect inducing chronification of

the inflammation, presumably as a backup mech-

anism to insufficient innate immunity. Genetic

predisposition, ethnicity, smoking behavior, nutri-

tion habits, and enhanced drug intake are discussed

as further risk or modulating factors. No causal

therapy is currently available for Crohn’s disease.

Though not curable, glucocorticoids,

aminosalicylates, antibiotics, immunomodula-

tory substances, enteral (specific diets) or paren-

teral feeding (under avoidance of the digestive

tract), and surgical procedures can alleviate

symptoms’ severity (Akobeng & Thomas, 2007;

Butterworth, Thomas, & Akobeng, 2008). Ninety

percent of the patients concerned have to undergo

surgery at least once in their lifetime, and 20% of

operated patients will undergo further surgery

within the next 5 years.

Due to a lack of well-designed randomized

controlled trials in the field of behavioral medi-

cine, only insufficient evidence is available so far

to make firm conclusions about the efficacy of

different psychotherapeutic treatment options

for induction of remission in Crohn’s disease.

Neither any specific personality traits nor any fam-

ily structures in correlation with the occurrence of

Crohn’s disease have hitherto been clearly identi-

fied. Although a causal relationship with critical

life events and/or stress has not been established so

far, Crohn’s disease creates an immense burden on

patients and is a critical strain on patients and

relatives. Consequently, psychological changes

(including higher values of depression, anxiety,

and/or emotional instability) are very often

observed. From the point of view of behavioral

medicine, a behavioral therapy is thus as reason-

able as for any other severe chronic disease for

which no cure exists. Besides psychotherapy

(behavioral, conflict-oriented, psychodynamic, or

supportive), relaxation techniques (progressive

muscle relaxation, autogenic training) as well as

stress management training can be useful in con-

junctionwith standardmedical interventions. Such

interventions do often not directly affect the course
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of the disease, but patients’ mental condition and

illness-related quality of life improve.

Generally, a positive course of the disease

mainly depends on the patients’ compliance.

Active coping strategies and a problem solution

orientation were identified as best predictors for

a shorter duration of inflammations and longer

relapse-free episodes. The following coping strat-

egies weremostly beneficial in the management of

the disease: “accurately adhere tomedical advice,”

“be trustful in medical practitioners,” “seek for

further information,” “actively cope with prob-

lems,” and “encourage yourself.” The probability

of actually receiving an adequate medicinal ther-

apy is enhanced with greater compliance. If the

relationship between the physician and patient is

disturbed or if the patient has no adequate coping

strategies, the additional use of psychological

interventions should be recommended with higher

priority. Especially with phobic reactions after

diarrhea, comorbidity with depression and/or anx-

iety, or other acute psychological conflicts,

a supportive psychological therapy should be ini-

tiated. Besides solving acute conflicts, general

aims of such interventions should lie in an

enhancement of the relaxation ability and

strengthening of individual coping strategies.
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Crossover Design

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,
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Synonyms

Repeated measures design

Definition

Subjects in a crossover design study are assigned

to receive two or more treatments in a particular

sequence. Imagine a study in which some sub-

jects receive Treatment A on a given day (the first

period) and a week later receive Treatment B (the

second period). Others subjects (usually close to

an equal number) would receive Treatment B first

and then, 1 week later, receive Treatment A. Such

a study would be described as having a two-

period, two-treatment, two-sequence crossover

design. Crossover designs can involve various

numbers of treatments, sequences, and periods.

In these designs, individual subjects are random-

ized to treatment sequences (as opposed to treat-

ment groups as occurs in parallel groups study

designs).

The primary advantage of the crossover

design is that each subject serves as his or her

own control, providing data in each treatment

arm of the study. The design also has some dis-

advantages, one of which can be difficulty in

interpreting the results. Since all subjects receive

more than one treatment there can be a carryover

effect from one or more early periods to subse-

quent periods, leading to a biased estimate of

the treatment effect(s) of interest.
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Cross-Sectional Study

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

A cross-sectional study describes a group of

subjects at one particular point in time (Campbell,

Machin, & Walters, 2007).

All study designs and methodologies have

advantages and disadvantages. The randomized

controlled trial, which is placed at the top of the

Hierarchy of Evidence by some researchers and

therefore is considered a very strong source of

evidence, has some disadvantages: They are

lengthy, expensive, and may be limited in how

well results from them can be generalized to the

treatment’s effect in the general population in

real-world clinical circumstances.

The cross-sectional study is usually compara-

tively quick and easy to conduct. Examples of its

implementation include the use of an interview

survey and conducting amass screening program.

Additional advantages are that many risk factors

can be studies at the same time, and that they are

suitable for studying rare diseases. Disadvantages

include the following:

• Only one disease outcome can be studied at

once.

• Temporal relationships can be difficult to

identify. Since the survey provides

a snapshot of information at one time, it is

not possible to address the issue of which

item of interest that is currently present may

have caused (influenced) another item that is

also currently present.

• The selection of control subjects can be

problematic.

• From a statistical perspective, only relative

risk can be obtained.

• Focusing on the subjects, lack of recall and

recall bias can be of concern.

• Data derived from these studies cannot mean-

ingfully be used to test the effectiveness of an

intervention, i.e., they are not good for answer-

ing research questions. Nonetheless, they may

be useful for generating hypotheses (asking

questions) that can subsequently be further

investigated in randomized controlled trials.

Cross-References

▶Absolute Risk

▶Hierarchy of Evidence

▶Randomized Controlled Trial

▶Relative Risk
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Definition

The recognition of culture and its components as

a complex and fluid process, rather than a static

construct, is critical to attempts to understand the

cultural influences on health and health behavior;

culture cannot be reduced to a single variable or

construct.

Twelve features are essential to an under-

standing of a culture: history, social status, points
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of interaction within and between social groups,

value orientations, verbal and nonverbal lan-

guage and communication processes, family life

processes, healing beliefs and practices, religion

and religious practices, art and other forms of

expression, dietary preferences and practices,

recreational forms, and manner and style of

dress (Hogan-Garcia, 2003). The subjective com-

ponents of culture, such as beliefs, values, and

explanatory cognitive frameworks, are commu-

nicated both verbally and nonverbally; the objec-

tive component of culture consists of rules

relating to individual and group behavior

(Hogan-Garcia, 2003). Culture is constructed by

and exists and operates at the levels of the indi-

vidual and the group and changes over time

(Nagel, 1994). Individuals who ascribe to

a particular culture share an identity and

a framework for understanding the world.

Too often, culture is erroneously assumed to

be synonymous with ethnicity. However, ethnic-

ity and culture represent quite different concepts.

Ethnicity is a function of both one’s self-

identification and the identification by others of

membership in a specific group based on specific

characteristics, such as biological characteristics,

nationality, language, and/or religion (Yinger,

1994); it is a function of both cultural history

and psychological identity (Melville, 1988).

Like culture, one’s ethnic identity may change

due to changes in one’s self-perception and the

social context in which one lives. Additionally,

individuals may claim membership in various

cultures and/or ethnicities simultaneously, and

may prioritize these memberships differently

depending on any variety of circumstances. As

an example, an individual may simultaneously

consider herself Polish, Russian, Christian,

nondenominational, female, and American.

The concept of ethnicity has also been used

confused in the literature with the concept of race.

Like ethnicity, the concept of race has been used

to explain perceived differences in appearance

and behavior across individuals and groups,

based on the erroneous assumption that each

race is associated with distinct, fixed physical

and behavioral characteristics. However, the

definition of race, the classification of individuals

by race, and the meaning or significance associ-

ated with a particular designation have varied

over time, place, and purpose of designation,

both in the United States and elsewhere (Loue,

2006). Additionally, shifting perceptions of self-

identity and self-worthmay also influence how an

individual self-designates at any particular time

and place. Unfortunately, epidemiological litera-

ture has frequently confused ethnicity and culture

and race by equating ethnicity with country of

origin and/or skin color and culture with ethnicity

or race, based upon the assumption that any

observed differences seen between groups are

the result of true and fixed genetic or cultural

differences between the groups (Karlsen, 2004).

Additionally, reference to a particular culture,

ethnicity, or race assumes and implies homoge-

neity within the classification being used. How-

ever, within every group, differences exist with

respect to socioeconomic status, religion, age,

understandings of health and illness, educational

and employment opportunities, social status and

power, and access to services. It is important

to recognize that although classifications based

on culture and ethnicity may be useful as a short-

hand, they are not unitary constructs. A full

understanding of the mechanisms that may

underlie health disparities requires a more in-

depth understanding that is possible only through

the examination of the relevant constitutive

elements.

The politics of HIV/AIDS illustrates the con-

fusion that often surrounds culture, ethnicity, and

race. The human immunodeficiency virus (HIV),

the causative agent of AIDS, is transmitted

through the exchange of various bodily fluids,

such as semen, vaginal fluid, breast milk, and

blood. Approximately 1 year after the identifica-

tion of the first observed cases of the disease, the

Centers for Disease Control and Prevention

(CDC) labeled Haitians a “risk group,” meaning

that anyone who was Haitian was believed to be

at increased risk of contracting and transmitting

the virus by virtue of their group membership,

rather than as a function of their individual

behaviors (Schiller, Crystal, & Lewellen, 1994).

Here, individuals’ ethnicity and race were pre-

sumed to be congruent with culture and “culture”
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was presumed to be a factor in disease transmis-

sion. Ironically, this categorization of all Haitians

as a risk group reflects US biomedical culture

with respect to its understanding at the time of

disease process and the meanings of culture, eth-

nicity, and race.

Description

Culture influences almost every aspect of illness,

including how an illness is identified, defined, and

made meaningful; the timing and onset of the ill-

ness; the symptomatology; the course and outcome

of the illness; how individuals, families, providers,

and others respond to an experience of the illness;

and how individuals seek, utilize, and respond

to treatment (Kleinman, 1988). It is beyond the

scope of this entry to review the role of culture in

each of these aspects across all diseases. Instead,

the role of culture as it relates to disease diagnosis,

symptomatology, and treatment is examined in the

context of several chronic diseases.

As an example, the prevalence of bipolar dis-

order appears to vary across cultures. Bipolar

disorder is a serious, chronic mental illness char-

acterized by manic and depressive episodes

(Type I) or hypomanic episodes and major

depressive recurrences (Type II). The disorder

is associated with impairments in the quality

of life, increased rates of suicide, and high finan-

cial costs. However, the prevalence of bipolar

disorder varies across countries. The consump-

tion of omega-3 fatty acids found in seafood

appears to serve a protective effect for individ-

uals who consume large quantities of seafood

over their lives, suggesting that nutritional habits

play a role in the development of the disease

(Noaghiul & Hibbeln, 2003).

Cultural aspects are also implicated in the

symptomatology and management of bipolar dis-

order. The manic phase of bipolar disorder is

characterized by an “excessive involvement in

activities,” that often assumes the form of sexual

indiscretions and buying sprees. However, how

this excessive involvement manifests may have

to be reformulated so as to be consistent with the

cultural context in which the individual lives.

Clinicians who are unfamiliar with the client’s

culture may erroneously interpret the client’s

behavior as symptomatic of bipolar disorder

when it is not, or may erroneously ascribe behav-

ior to cultural influences when the behavior

actually indicates the presence of bipolar disor-

der. Similar diagnostic errors have been noted in

the context of schizophrenia. The overdiagnosis

of schizophrenia among African Americans has

been attributed in part to providers’ lack of cul-

tural understanding and their consequent misin-

terpretation of cultural mistrust as paranoia and

miscommunications between the provider and

the patient. Too, clinicians unfamiliar with the

client’s culture may be more likely to prescribe

or to refrain from prescribing particular pharma-

cologic treatments based on misunderstandings

of the client’s behavior.

Culture also plays a role in the prevalence,

experience, and course of epilepsy. Epilepsy is

a brain disorder that is characterized by

a predisposition to generate seizures, with neuro-

biological, cognitive, psychological, and social

consequences. Research findings indicate that

the prevalence of the disorder is higher in devel-

oping countries compared to more developed

countries (Mac et al., 2007). In some cultures

and religious groups, such as some Asian Indian

and Muslim communities, consanguineous mar-

riages, that is, between blood relatives such as

first cousins, is customary. Parental consanguin-

ity had been found to be associated with an

increased risk of certain forms of epilepsy. It is

important to recognize, however, that not all

Asian Indian and Muslims enter into consanguin-

eous marriages and some individuals who are

neither Asian Indian nor Muslim may do so.

Individuals may search for an explanation for

their seizures, which are often unpredictable and

may be uncontrollable. Explanatory models of

epilepsy differ across cultures. Individuals from

Western developed nations are more likely to

ascribe to a biomedical model of the disease,

whereas individuals of other cultural back-

grounds may attribute the cause of epilepsy to

witchcraft, divine punishment, bad luck, or

supernatural forces (Allotey & Reidpath, 2007;

Mac et al., 2007). The existence of such vast
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differences in beliefs regarding the causation of

the illness between a patient and a provider may

seriously impede communication and adversely

affect their ability to work together to control the

seizures (Reynolds, 2000). The beliefs that indi-

viduals hold regarding their illness also have

implications for their willingness to adhere to

prescribed treatment, the extent to which they

utilize alternative treatments, and their daily

functioning. Individuals who believe that their

illness lasts only as long as their seizure lasts

may refuse to take medication on an ongoing

basis, resulting in an inability to control the sei-

zures. Alternative treatments, such as smoke

inhalation, herbal preparations, and dietary treat-

ments, may be sought; some of these may be

toxic, leading to additional illness. Daily func-

tioning may be limited, not because of the effects

of the epilepsy itself, but because individuals and

even their health care providers may believe that

individuals with epilepsy must restrict their activ-

ities, including the avoidance of sun exposure,

strenuous exercise, and the obligations demanded

by regular employment (Allotey & Reidpath,

2007; Mac et al., 2007). The belief that epilepsy

is a contagious disease, common in many coun-

tries, may cause people to avoid touching an

individual who is experiencing a seizure, even

though some forms of help might reduce the

likelihood of injury to the individual experienc-

ing the seizure (Mac et al., 2007).

Type 2 diabetes mellitus, which is increasing

in prevalence worldwide, results from an interac-

tion between genetic, environmental, and behav-

ioral factors. Numerous studies have reported

differences in the prevalence of type 2 diabetes

across various ethnic groups. For example, South

Asian migrants have been found to have a higher

prevalence of type 2 diabetes compared to West-

erners; African Americans have been reported to

have a higher prevalence compared to Whites

(Hussain, Claussen, Ramachandran, & Williams,

2007). These distinctions, which presume

a nonexistent homogeneity within the named

groups and heterogeneity across groups, can

only serve as a foundation for additional study.

One must search further for the underlying expla-

nations for these observed differences.

Obesity and physical inactivity have been

implicated as factors in the development of type

2 diabetes (Hussain et al., 2007). Accordingly,

cultural factors that encourage or promote over-

eating and a sedentary lifestyle and/or constrain

efforts to eat healthily and exercise more may

play a role in the development of the disease

and its progression. Diet and exercise must both

be managed by individuals within the context of

their everyday lives and their interactions with

others. Standards of modesty in dress may dimin-

ish individuals’ opportunities to engage in vigor-

ous exercise, attempts to participate in religious

fasting rituals may predispose individuals to

hypoglycemia, and the consumption of tradi-

tional foods, such as those prepared with butter

or that are fried, may thwart attempts at weight

reduction. Additionally, the standard for what

constitutes an ideal body or weight varies across

cultures. In some contexts, obesity may signify

privilege and affluence, an announcement to the

larger world that the individual is able to afford

the more costly “status” foods such as meat,

butter, and sweets. The ability to refrain from

physical exertion, such as that associated with

exercise, may also signal higher social and finan-

cial status. Individuals’ self-identities may be

intimately linked to their adherence to specified

behavioral norms; their participation in social,

religious, and/or other activities; and their rela-

tionships with others. Consequently, clinicians’

efforts to persuade their patients to modify behav-

iors may be perceived by the patient not as

a necessary change in lifestyle to prevent disease

and improve health, but rather as a potential loss

of one’s identity, status, and membership in

a particular group.

In some instances, individuals’ interpretations

of their symptoms may impede their receipt of

potentially helpful treatments. As an example,

the term “ataque de nervios,” literally an attack

of nerves, is utilized by many Puerto Ricans to

refer to their response to a specific traumatic

event, such as a death in the family or betrayal

by one’s spouse. (Ataque de nervios is often

referred to in the psychiatric literature as

a culture-bound syndrome.) That response may

include fainting, dizziness, shortness of breath,
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weakness, and/or chest pain. The individual may

experience feelings of sadness and depression,

nervousness and insecurity, or irritability and

anger. The experience of an ataque communi-

cates to others in a culturally and socially accept-

able manner one’s feeling that the world has gone

out of control.

An ataque may occur in the absence of any

pathology, but in some circumstances may be

indicative of an underlying anxiety, affective, or

panic disorder. Individuals suffering from ataques

may dismiss out of hand the possibility that such

experiences suggest an underlying disorder for

which they might seek treatment. However, the

converse is also true: Clinicians who are unfamil-

iar with the cultural meaning of ataques may mis-

interpret the patient’s experiences as indicative of

pathology when they represent instead a time-lim-

ited, culturally sanctioned response to trauma.

As an example of how cultural change can

impact the diagnosis, prevalence, and treatment

of a disease or disorder, consider how under-

standings of homosexuality have varied over the

last 40 years. Once considered a mental illness,

individuals who were diagnosed as homosexual

were subjected to therapeutic interventions to

transform their sexual orientations. Cultural

change both within the medical profession and

within the larger society in the United States

provided the impetus to declassify homosexuality

per se as a mental illness requiring treatment. The

prevalence of the “illness,” the “course of ill-

ness,” and the “prognosis” were thus dependent

on whether the underlying orientation was to be

considered an illness at all. Similarly, cultural

change at a societal level has transformed our

understanding of alcohol abuse from that of

a moral defect, to an individual medical problem,

to a public health issue; our perception of partner

violence as a legitimate response to a partner’s

failure to fulfill role obligations, to a medical

diagnosis of the battered partner as a masochist,

to a public health and criminal justice issue. Once

treated through prayer, alcohol abuse is now seen

as amenable to counseling, pharmacologic treat-

ments, and, under some circumstances, legal

intervention. Similarly, remedies for partner vio-

lence have broadened to include counseling for

both the batterer and the battered. Our perception

of disease necessarily impacts our prevalence

estimates, how the affected individual interprets

his or her experience, the course of the individ-

ual’s illness, and how we as individuals, clini-

cians, and a society respond to the individual in

the context of that experience.

Implications

Much emphasis has been placed on clinicians’

need to develop cultural competence in order to

better communicatewith and counsel their patients.

However, all too often, efforts to inculcate cultural

competence reduce culture to a laundry list of

characteristics attributed to a particular group,

characteristics that are presumed to be true of all

members of that named group and to exist across

time and place. Such efforts fail to recognize the

fluid nature of culture at the individual and group

levels, the complexity of culture, the heterogeneity

that exists within larger groups, and the similarities

that exist across groups.

A focus on the development of cultural humil-

ity, rather than cultural competence, is more

likely to lead to improved communication

between providers and their patients, between

researchers and their research participants, and

across diverse communities. In contrast to cul-

tural competence, which focuses on substantive

issues and may lead to both stereotyping and

a false sense of security derived from “knowing,”

cultural humility focuses on process as a key

element, requiring that the individual remain

open to continual learning, engage in continual

self-reflection and self-critique, and attempt to

equalize the power imbalances that are inherent

in the provider-patient or researcher-participant

relationship (Tervalon & Murray-Garcia, 1998).

Improved communication and understanding

across cultural differences may ultimately lead

to improved health for individuals and commu-

nities and a reduction in health disparities.

Cross-References

▶Acculturation

▶Chronic Disease Management
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▶Chronic Disease or Illness

▶Cultural Competence

▶Cultural Factors

▶Ethnic Identities and Health Care

▶Health Behavior Change

▶Health Behaviors

▶Health Beliefs

▶Health Communication

▶ Illness Behavior

▶Norms

▶ Self-identity

▶ Sociocultural Differences
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Cultural Awareness

▶Cultural Competence

Cultural Competence

Elva Arredondo
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Sciences, San Diego State University, San Diego,

CA, USA

Synonyms

Cultural awareness; Cultural sensitivity

Definition

Cultural competence is defined as a set of con-

gruent behaviors, attitudes, and policies that

come together in a system, agency, or among

professionals to facilitate effective work in

cross-cultural situations (Cross et al., 1989).

Linguistic competence is an important compo-

nent of cultural competency because language is

a key aspect of culture.

“Culture” is defined as an integrated pattern of

learned human behaviors (e.g., styles of commu-

nication, customs) and beliefs (e.g., views on

roles and relationships) shared among groups

(Robins, Fantone, Hermann, Alexander, &

Zweifler, 1998; Donini-Lenhoff & Hendrick,

2000). The word “competence” implies having

the capacity to function effectively with a cultural

group (Cross, Bazron, Dennis, & Isaacs, 1989).
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Description

A key reason for cultural competence in health

services administration and public health is to

deliver the highest quality of care to all patients,

regardless of race or ethnicity, cultural or religious

background, or English proficiency (Betancourt,

Green, & Carrillo, 2002). Another important rea-

son for delivering culturally competent care is to

reduce and eliminate health disparities in health

status of diverse people and to enhance the quality

of services and health outcomes. Racial and ethnic

minorities are more likely to die from many life-

threatening diseases compared to members of the

majority group. One likely contributor to the dis-

parities in health outcomes and mortality is biased

care stemming from conscious or unconscious

racial stereotypes (LaVeist, 2002).

Cross et al. (1989) proposed a Cultural Com-

petence Continuum Framework that ranges from

“cultural destructiveness” where health services

can create harm to “cultural proficiency” where

health care services are responsive to the health

beliefs, practices, and cultural and linguistic

needs of diverse cultural groups. Descriptions of

each of the levels in the continuum follow:

• Cultural destructiveness refers to attitudes, prac-

tices, and policies within an organization or

system that are harmful to a cultural group.

This level represents a lack of understanding

and unwillingness to learn about other cultures.

• Cultural incapacity involves the lack of capac-

ity to respond to the needs of a cultural group.

These practices may consist of disproportion-

ately allocating resources that may ultimately

benefit one group at the expense of another.

• Cultural blindness consists of considering all

people or groups the same, without acknowl-

edging cultural nuances. This can lead to

forced assimilation to institutional attitudes

that may blame members of cultural groups

for their circumstances.

• Cultural pre-competence involves a commit-

ment to social and civil justice. In this level, it

is recognized that continuous expansion of

cultural knowledge and resources to address

the needs of cultural groups are needed.

• Cultural competence consists of ensuring

that the needs of the cultural group are met

by the practitioners and health service organi-

zations. It involves being aware of and recog-

nizing group differences and having insight

into one’s cultural values. In this level, orga-

nizations and public health practitioners are

able to operate effectively in different cultural

contexts.

• Cultural proficiency is a more advanced

standard than cultural competence and incorpo-

rates all of the concepts of cultural competence,

but a higher level of awareness, knowledge, and

skills. Culturally proficient practitioners and

organizations strive to be innovative and crea-

tive in developing and implementing interven-

tions and evaluation tools.

The Cultural Competence Framework

involves five essential elements that help health

care organizations and public health practitioners

change from not understanding the importance of

cultural competence to practicing it. These com-

ponents include: (1) developing a regard for

diversity or demonstrating an awareness and

commitment to learning about cultural differ-

ences; (2) conducting cultural self-assessment or

encouraging organizations to take this process

into account; (3) understanding the dynamics

inherent when cultures interact; (4) accessing cul-

tural knowledge or demonstrating a commitment

to integrating lessons learned into the health care

delivery skills; and (5) adapting to diversity or

developing strategies that translate cultural com-

petency into system change and clinical practice.

Culturally competent care would involve

changing from a “one size fits all” model of care

to a model in which care is responsive to different

cultural communities. Organizations can aim to

achieve cultural competence by assuring diver-

sity among board members, staff, and providers,

enhancing data collection, providing effective

and translation services, and incorporating cul-

tural competence skill development and educa-

tion. An organization can identify their level of

cultural competence through the use of measures

that assess cultural attitudes, practices, structures,

and policies of programs. Acquiring these data
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can help determine areas of weakness to inform

the training needed to strengthen cultural and

linguistic competency.

Cross-References

▶Cultural and Ethnic Differences

▶Cultural Factors

▶Diversity
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Synonyms

Folk health beliefs; Myths

Definition

Culture: Culture is a complex system that includes

beliefs and values that are socially transmitted

within groups who have similar backgrounds and

experiences. Culture is often used to refer to indi-

viduals from the same racial and ethnic group, but

culture is distinct from one’s race or ethnicity.

Cultural beliefs and values create motivational

force, or provide the underlying rationale or impe-

tus to behave, think, and feel in a certain way.Most

empirical research has focused on understanding

the association between health behaviors and cul-

tural beliefs and values related to religion and

spirituality, temporal orientation, and collectivism

and individualism (Kagawa-Singer, Dadia, Yu, &

Surbone, 2010).

Religion and spirituality: Spirituality and reli-

gion are related but distinct factors that have been

shown to influence conceptualizations about

diseases. Spirituality is defined as having

a personal relationship with a higher power and

faith, and may be a process used to find meaning

in one’s life, while religion is defined as a set of

practices and beliefs (e.g., dogma, doctrines) that

are shared by a community or group. Religion can

be thought of as behavioral manifestations of

one’s spirituality (Taylor, 2001).

Temporal orientation: Temporal orientation

is defined as one’s cognitive focus of their

behaviors, thoughts, and affect in terms of past,

present, or future domains. Individuals may

think, feel, or act based on perceived conse-

quences that are immediate (present orientation),

will happen in the future (future orientation), or

has happened in the past (past orientation)

(Nuttin, 1985).

Individualism and collectivism: Individualism

and collectivism are beliefs and values related to

social processes and interactions. Individualism

is characterized by placing greater value on per-

sonal autonomy, responsibility, and freedom of

choice whereas collectivism is characterized by

values that include group responsibility and deci-

sion making and maintaining harmonious rela-

tionships with others (Triandis, McCusker, &

Hui, 1990).
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Description

Association Between Cultural Factors, Health

Behaviors, and Racial and Ethnic Background

By the year 2050, it is estimated that the racial

and ethnic composition of the USA will change

dramatically and groups that are currently minor-

ities will make up the majority of the US popula-

tion. In anticipation of this, and the poorer health

outcomes that these groups continue to experi-

ence, efforts are focusing on developing more

effective strategies for health promotion and dis-

ease prevention by addressing cultural beliefs and

values related to health behaviors. Cultural fac-

tors are now being addressed as part of health

behavior interventions based on studies which

have shown that these factors are associated

with health behaviors. Racial and ethnic group

differences in cultural beliefs and values also

provide support for addressing these factors as

part of health promotion and disease prevention

efforts. These findings are summarized in the

sections below (Smedley, Stith, Nelson, & Insti-

tute of Medicine (U.S.), 2003).

Temporal Orientation. As described above,

temporal orientation is defined as one’s cognitive

focus of their behaviors, thoughts, and affect in

terms of past, present, or future domains. Studies

have shown that future temporal orientation pro-

motes greater psychological well-being, avoid-

ance of risky health behaviors, and adherence to

preventive health behaviors and beliefs, whereas

present temporal orientation is associated with

reduced adherence. There are also racial differ-

ences in temporal orientation. For example,

Brown and Segal found that African Americans

reported greater levels of present temporal orien-

tation related to hypertension management com-

pared to whites. Individuals with higher levels of

present temporal orientation reported lower per-

ceptions of susceptibility to adverse effects of

uncontrolled disease, perceived fewer benefits

of hypertension medication, and reported greater

perceptions of burden from the negative aspects

of medication. Similar results were reported in

a qualitative study of perceptions of cervical

cancer screening in Hispanic women. Women in

this study reported that reasons for not obtaining

screening as recommended included beliefs that

less emphasis is placed on screening to prevent

future health outcomes because the future cannot

be changed or guaranteed. In a community-based

sample of African American women, present

time orientation was associated with never hav-

ing a mammogram, but women who had greater

levels of future temporal orientation were most

likely to participate in genetic counseling for

BRCA1 and BRCA2 mutations and receive test

results. Greater levels of future temporal orienta-

tion were also associated with uptake of genetic

counseling for BRCA1 and BRCA2 mutations in

samples that consisted mostly of white women

(Brown & Segal, 1996; Boyer, Williams,

Callister, & Marshall, 2000).

Religion and Spirituality. Religion and spiri-

tuality have been examined extensively as pre-

dictors of health behaviors and beliefs. For

instance, explanatory models for cancer among

African American and Hispanic women include

the belief that cancer is due to God’s will. Other

work has shown that religious and spiritual

beliefs influence decisions about seeking treat-

ment for breast cancer symptoms and other health

behaviors. Lannin and colleagues found that reli-

gious and spiritual beliefs, such as prayer about

cancer can lead to healing, were associated with

a greater delay in seeking treatment for breast

cancer symptoms. African American women

were significantly more likely than white

women to endorse these beliefs. Similar findings

have been reported for Hispanics; faith in God

was influential in determining the length of time

between symptom recognition and seeking care

in Hispanic men and women. Studies have also

shown that religion and spirituality are important

coping resources following breast cancer diagno-

sis in African American, Hispanic, and white

women; however, the importance of these needs

may differ depending on one’s racial or ethnic

background. For example, while 25% of white

cancer patients reported five or more spiritual

needs following their cancer diagnosis, signifi-

cantly more African American (41%) and His-

panic (61%) women reported five or more

spiritual needs. African American women were

significantly more likely than white women to use
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God as a source of support following diagnosis.

African American prostate cancer survivors also

reported significantly greater levels of religiosity

compared to white prostate cancer survivors.

African American men have also been shown to

be significantly more likely than white men to

report that faith contributes to good health and

faith in God played a role in health-seeking

behaviors among Hispanic men. Other work has

shown that while religion is very important to the

majority of adults diagnosed with disease and one

third of healthy adults pray for health conditions,

African American men and women were signifi-

cantly more likely than white men and women to

be willing to allocate time with health care pro-

viders to discuss spiritual issues rather than health

care concerns (Lannin et al., 1998; Moadel et al.,

1999; Kub et al., 2003).

Collectivism and Individualism. Individualism

and collectivism may also contribute to health

behaviors and beliefs, but less empirical data are

available on these associations. But studies have

examined the relationship between constructs

that are similar to individualism and collectivism.

Communalism, for example, is defined as having

greater recognition of the interdependence of

people, particularly family members and fami-

lism is defined as having a stronger identification

with and attachment to family members.

Prior studies have shown that communalism is

associated with collectivism and African Ameri-

cans and Hispanics have been shown to have

greater endorsement of collectivism (e.g.,

interdependence, group responsibility) and fami-

lism compared to whites. Other work has shown

that greater levels of social integration and the

size of one’s social network were associated with

adherence to breast and cervical cancer screening

among Mexican, Cuban, and Central American

women. Thompson and colleagues found that

African American women who declined to par-

ticipate in genetic counseling and testing for

inherited breast cancer risk reported significantly

greater concerns about the impact of testing

on family members compared to women who

participated in counseling and testing. Further,

in a national sample of African American,

white, and Hispanic adults, greater levels of

individualism were associated with an increased

likelihood of eating the recommended number of

servings of fruits (Boykin, Jagers, Ellison, &

Albury, 1997; Sabogal, Marin, & Perez-Stable,

1987).

Measurement of Cultural Factors

Although cultural beliefs and values are socially

transmitted and shared among individuals with

similar racial backgrounds and experiences, these

factors are most often measured as an individual

difference characteristic using self-report mea-

sures. Research is now being conducted to

develop instruments that measure cultural beliefs

and values within specific situational contexts.

Integration of Cultural Factors into Health

Promotion and Disease Prevention

Cultural tailoring is an approach that has been used

to promote adherence to a wide range of health

behaviors that include cancer screening, HIV risk

reduction, and informed decision making about

genetic testing for inherited disease risk. The pre-

mise of cultural tailoring is that information and

messages that are customized to one’s culturally

based beliefs and values will be more effective

than generic approaches because they address

issues and ways of thinking and coping that are

most salient to an individual. Culturally tailored

interventions have had mixed results. For instance,

Halbert and colleagues developed and evaluated

a culturally tailored genetic counseling (CTGC)

protocol for African American women as part of

a randomized trial. The CTGC protocol included

standardized probes to elicit discussion about cul-

tural factors that have been shown to influence

decisions about genetic counseling among African

American women (e.g., spiritual and religious

beliefs, communalism). For example, women

were asked what aspects of their spiritual and reli-

gious beliefs influence their decision to have

genetic testing to facilitate discussion about the

role of these factors in decision making about

genetic testing for BRCA1/2 mutations. Women

who received CTGC reported greater levels of sat-

isfaction compared to those who received standard

genetic counseling (SGC), but there were no differ-

ences in uptake of BRCA1/2 test results between
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women who were randomized to CTGC and SGC.

Further, women randomized to CTGC and SGCdid

not differ in terms of psychological outcomes such

as changes in risk perception and cancer worry

compared to decliners. In other research, Kreuter

and colleagues found that African American

women liked culturally relevant health education

materials that addressed fruit and vegetable intake

and mammography using four cultural constructs

(religiosity, racial pride, collectivism, and time ori-

entation) better than materials that were tailored to

behavioral constructs. However, women who

received both types of education materials (behav-

ioral and culturally relevant materials) were most

likely to obtain a mammogram and had greater

increases in fruit and vegetable consumption com-

pared to women who received culturally relevant

materials, those tailored to behavioral constructs

only, and women in the control condition (Kreuter

et al., 2005; Kalichman, Kelly, Hunter, Murphy, &

Tyler, 1993; Halbert, Kessler, Troxel, Stopfer, &

Domchek, 2010).

These findings raise questions about how to

develop interventions that are effective in terms

of addressing cultural beliefs and values and pro-

moting health behavior change. One issue may be

that previous culturally tailored interventions have

been based on conceptualizations of cultural fac-

tors that are not specific to different health promo-

tion and prevention behaviors. Studies have shown

that different cultural values are elicited depending

on situational characteristics and context; but

existing instruments that measure cultural factors

do not relate specifically to different health behav-

iors (e.g., medication adherence, avoidance of risk

factors, early detection) that define the spectrum of

health promotion and disease prevention and,

therefore, may be less sensitive for interventions

studies that aim to address these factors.

Conclusions

Cultural beliefs and values are important to

a wide range of health promotion and disease

prevention efforts. Empirical evidence is emerg-

ing on how to address these factors as part of

health behavior interventions.

Cross-References

▶Cultural and Ethnic Differences

▶Ethnicity
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Cystic Fibrosis
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Synonyms

CF

Definition

Cystic fibrosis (CF), a genetic recessive illness,

occurs in 1 of 3,500 live births each year in the

United States and currently affects approximately

30,000 people, predominantly Caucasians

(Cystic Fibrosis Foundation [CFF], 2008). In

1962, average life expectancy was 10 years of

age; however, the current life expectancy of

a person with CF is approximately 37 (CFF,

2009). More than 46% of people registered

with the CF Foundation are adults. Adults with

CF now participate in many developmentally-

appropriate aspects of life which were previously

rare for this population, including completing

high school (92%), working part- or full-time

(48%), and marrying or living with a partner

(38%; CFF, 2008). As people with CF are living

longer, there is a need for effective transition

from pediatric to adult health care.

CF is caused by a single genetic defect. There

are over 1,500 known mutation variations with

the most common defect being the Delta F508

mutation (Farrell et al., 2008). In 1989, this defect
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was identified on chromosome 7 (Riordan et al.,

1989).When working properly, the cystic fibrosis

transmembrane conductance regulator gene

produces a protein which transports chloride

and sodium across cells, particularly in submuco-

sal glands. In CF, this abnormal electrolyte

transport results in the production of thick, sticky

mucus, affecting the pulmonary, gastrointestinal,

pancreatic, and reproductive systems (Welsh &

Smith, 1995). Cycles of infection and inflamma-

tion result in significant lung damage. Approxi-

mately 90% of patients with CF experience

pancreatic insufficiency, resulting in difficulty

absorbing fats and proteins which leads to

undernutrition. Some patients develop CF-related

diabetes, liver damage, and bone disease.

About 98% of men are infertile due to the

absence, malformation, or blockage of the vas

deferens. Women have better reproductive

capabilities, though conception is often difficult

due to excessive cervical mucus.

Diagnostic criteria for CF include both

clinical features and laboratory results (Farrell

et al., 2008). Laboratory tests include newborn

screening (occurring in all 50 states since 2010),

quantification of sweat chloride, and genetic test-

ing. Median age of diagnosis is 6 months of age

(CFF, 2008), with approximately 70% of children

diagnosed before 1 year of age (Walters &Mehta,

2007). A very vigorous treatment regimen is

instituted at the time of diagnosis. Some 90% of

morbidity and mortality is due to progressive

lung disease. Lung function, as measured by per-

cent predicted of forced expiratory volume in one

second, slowly declines over time, at a rate of

approximately 1–2% each year (Rosenthal,

2007). Given the multiple systems affected by

CF, treatments typically include antibiotics

(oral, nebulized, and intravenous), enzyme

replacement therapy, airway clearance, nebulized

bronchodilators, nebulized mucolytic agents, and

aggressive nutritional therapies, ranging from

increasing caloric intake to enteral nutritional

feedings (Eiser, Zoritch, Hiller, Havermans, &

Billig, 1995; Orenstein, 1997). The medical reg-

imen is extremely complex and time consuming,

which results in significant challenges for

adherence.

The Cystic Fibrosis Foundation (CFF) was

established in 1955 (CFF, 2008); this organiza-

tion accredits the more than 115 care centers,

manages a patient registry, develops evidence-

based practice guidelines, and provides funding

for research. The CFF Therapeutics Pipeline

includes 33 interventions at various stages of

development, including medications to treat

symptoms, potentiators and correctors to address

the basic defect, and gene therapy to prevent

disease.
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Cytokine-Induced Depression

▶ Sickness Behavior

Cytokines

Briain O. Hartaigh

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Chemokines; Interleukins; Lymphokines;

Monokines

Definition

1. Low molecular weight proteins that stimulate

or inhibit the differentiation, proliferation, or

function of immune cells.

2. Small cell-signaling protein molecules that are

secreted by numerous cells of the body in

order to affect the behavior of other cells that

bear receptors for them.

3. Extensively involved in intercellular

communication.

Description

Cytokines are small cell-signaling protein mole-

cules weighing approximately 25 kDa. Based on

their presumed function, cell of secretion, and

target of action, cytokines were previously

referred to as lymphokines, interleukins (IL),

and chemokines. These terms were generally

used in an attempt to develop a standardized

nomenclature for molecules that were secreted

by and which acted on cells of the body. How-

ever, due to an ever-increasing number of cyto-

kines with diverse origins, structures, and effects

being discovered, these terms are now considered

to be obsolete. Although the IL designation is still

used, it is anticipated that a nomenclature based

on cytokine structures will eventually become

established.

Cytokines and their receptors are categorized

according to two major structural families:

• The hematopoietin family:

– Includes growth hormones

– Includes many IL implicated in both innate

and adaptive immunity

• The TNF family:
– Also functional in both innate and adaptive

immunity

– Includes manymembers that are membrane

bound

Both major structural families of cytokines are

thought to play an active role in local and sys-

temic effects that contribute toward innate and

adaptive immunity.

The effect of a particular cytokine on a given

cell depends on the cytokine, its extracellular

abundance, the presence and quantity of the com-

plementary receptor on the cell surface, and

downstream signals activated by receptor binding

(the last two factors may vary by cell type). When

a cytokine binds to a receptor, a signal is trans-

mitted into the cell which activates particular

genes and, in turn, alters the activity of the cell.

Once activated, these cells are capable of produc-

ing other cytokines. Each individual cytokine can

have several different functions depending on

which cell(s) it binds to.

Cytokines are strongly involved in regulating

immune function. For example, in lymphocyte

activation, both T and B cells critically depend

on receiving signals delivered by specific cyto-

kines that bind to receptors on their cell mem-

branes. Likewise, cytokines are influential in

promoting or inhibiting local and systemic

inflammation.

Considering cytokines are multifunctional, it

remains complex to simplify these molecules in

order to give a precise account. This is due to:

1. The redundant (sharing the same properties)

effect of cytokines

2. Multifunctional properties of cytokines

(pleiotropy)
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3. Several cells may be capable of producing the

same cytokine

4. The ability of cytokines to act synergistically

or antagonistically with each other

Therefore, it is easier to imagine that these

important protein molecules work in a network

to promote or inhibit the interaction of the

immune system with other physiological sys-

tems, by which they remain mutually dependent

on each other.
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D

Daily Diary

▶Diaries

Daily Hassles

▶Daily Stress

Daily Mood Variation

▶Diurnal Mood Variation

Daily Stress

C. Renn Upchurch Sweeney

VA Salt Lake City Healthcare System,

Salt Lake City, UT, USA

Synonyms

Daily hassles; Everyday problems

Definition

Daily stress is defined as mundane hassles,

strains, or annoyances associated with routine

daily activities and transactions of everyday life.

Daily stress is relatively minor, but has the

potential to disrupt the flow of everyday life and

add to overall levels of stress.

Daily stress can be both anticipated and

unanticipated. Anticipated daily stressors include,

for example, driving in rush hour traffic on the way

home from work, paying bills, working long

hours, job performance evaluations, or taking

children to after-school activities. Unanticipated

stressors may include arguments with spouse,

car trouble, getting stuck in long lines at the

grocery store, getting sick, losing one’s keys, or

inconveniences due to weather.

Description

Daily stressors are not inherently stressful events,

but they are events that people might appraise as

stressful. The experience of feeling stressed

depends on what events one notices and how

one appraises or interprets these events, which

is referred to as the “primary appraisal.” Events

that are stressful for one person may be routine

for another. For example, one may see an

upcoming job interview as an exciting

opportunity. Others may view it as terrifying.

Theoretically, the person then engages in

a “secondary appraisal” to determine the ade-

quacy of personal and social resources for dealing

with the stressor.

Daily stress is different frommajor life stressors

such as getting married, death of a loved one, or
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divorce. Unlike life events that call for people to

make adjustments to their lives, daily hassles are

part of everyday life. Daily stress is more frequent

and continuous form of stress than less frequent

events that constitute major life stressors. Because

of its frequency it may be a more important deter-

minant of stress than major life stressors.

Daily stress and minor hassles have been found

to be important forms of stress. Research indicates

that routine hassles may have significant harmful

effects onmental and physical health (i.e., declines

in physical health such as headaches or backaches

or worsening of symptoms in those already suffer-

ing from illness). Minor hassles can produce stress

and aggravate physical and psychological health in

several ways. First, the effect of minor stressors

can be cumulative. Each hassle may be relatively

unimportant in itself, but after a day filled with

minor hassles, the effects add up. The cumulative

impact of small stressors may wear down an indi-

vidual until the person eventually feels

overwhelmed, drained, grumpy, or stressed out.

The aggregate effects of everyday hassles have

the potential to compromise well-being or predis-

pose an individual to become ill. Second, daily

stress can contribute to the stress produced by

major life stressors and influence the relationship

betweenmajor life events and illness. That is, daily

stress can contribute to the stress produced by

major life events. If a major life event is experi-

enced at a time when minor life events are also

high in number, the stress may be greater than it

would otherwise be. Alternatively, major life

events, either positive or negative, can also affect

distress by increasing the number of daily hassles

they create.
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Dangerous Drinking

▶Binge Drinking

Data

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Numerical information; Numerical representa-

tion of (biological, psychological, behavioral)

information

Definition

Data is a plural construct indicating more than

one piece of numerical information. The singular

form of the term is datum. Statistical analysis

(certainly of the type useful in the discipline of

behavioral medicine) almost always uses more

than one piece of numerical information, and

the term datum does not occur again in any

other methodology entry in this encyclopedia.

Description

Accordingly, plural words are used in conjunc-

tion with the word data: “the data are, the data

were, these data, the data show, etc.” If you are

uncertain as to how to construct a phrase includ-

ing the word data, replace the word data in your

mind with the word results. While the terms data

and results are not truly synonymous, the word

results is also a plural construct. This strategy will
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therefore likely help you express a phrase includ-

ing the word data correctly.

Data can generally be classified into one of the

following scales of measurement: nominal, ordi-

nal, and ratio. Nominal scales involve names of

characteristics. Common examples from behav-

ioral medicine include sex (male and female sub-

jects in a research study) and race or ethnicity. An

ordinal scale is defined as one in which an order-

ing of values can be assigned. Age of study sub-

jects categorized as less than 25 years of age,

25–30 years of age, and 31 years of age and

older is one example. Data measured on a ratio

scale can be manipulated in certain ways not

possible with the previous scales. For example,

someone weighing 220 pounds (lbs) can be said

to weigh twice as much as another subject

weighing 110 lbs. The same applies for height

and age. The feature of the ratio scale that makes

such comparisons possible is that the value of

zero on the scale represents a true zero – a weight

of zero and a height of zero (no matter what the

unit of measurement) means that there is no

weight or height, respectively.

You may have noticed what appears to be an

initial contradiction in the previous paragraph:

Age is discussed in both the ordinal scale and

the ratio scale discussions. The reason for this

apparent paradox is that data can be measured

(recorded) on one scale but reported on another.

Imagine that 100 subjects participate in a

research study, and each of their ages is recorded

in years and months. Then, for various reasons,

the subjects are each placed into one of three

ordinal categories: those aged less than 25 years

of age, 25–30 years of age, and 31 years of age

and older. This is perfectly acceptable, but any

statistical analysis performed would have to take

into account the scale on which the data are

reported: Different analyses are appropriate for

different kinds of data.

It is also of interest to note that, while it

may be convenient to report the subjects’ ages

in this ordinal fashion, a certain degree of preci-

sion in the information is lost. For example, two

subjects aged 26 and 29 years, respectively,

would both be placed in the middle category.

Therefore, although they provide different raw

data (their age in years and months) they contrib-

ute equally to the total number of subjects in that

category.

Cross-References

▶Efficacy

▶ Sample Size Estimation

Database Development and
Management

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The goal of experimental methodology and oper-

ational execution in behavioral medicine

research, like all research, is to provide optimum

quality data for subsequent statistical analysis

and interpretation. These data need to be stored

and managed. Databases facilitate such storage

and management. Data management is therefore

an important intermediary between data acquisi-

tion and data analysis.

Description

Analysis of data collected in behavioral medicine

clinical trials is typically conducted using files of

data contained in a database. It is of critical

importance that the data collected from all

sources are accurately captured in the database.

A brief list of such data includes: subject identi-

fiers (rather than their names); age, sex, height,

and weight; questionnaire data concerning

a multitude of topics; and physiological measure-

ments made before, during, and possibly after the

treatment period(s).

A data management plan for a clinical trial is

written along with the study protocol and possi-

bly a statistical analysis plan before the study
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commences (statistical details can also be

included in the study protocol). The data man-

agement plan identifies the documentation that

will be produced as a result of all of the data

collected during the conduct of the trial. This

plan covers items such as:

• The form(s) on which raw (source) data will

be recorded.

• Entering data.

• Cleaning the data.

• Creating data reports.

• Transferring data.

• Quality assurance processes.

The quality assurance (QA) component is

vital. While differing definitions of quality activ-

ities can be found, Prokscha (2007) defined qual-

ity assurance (QA) as a process involving the

prevention, detection, and correction of errors or

problems, and quality control (QC) as a check of

the process. The data stored in the database need

to be complete and accurate. Processes that check

data and correct them where necessary (i.e., make

a change to the database) need to be formalized,

and all corrections documented in an audit trail

such that a later audit can reveal exactly how the

final database was created. That is, following

initial data entry, the audit trail will record

“who, what, when, why” information for all

changes subsequently made.

Having collected optimal quality data, first-rate

data management is also critical. Many data that

are collected can now be fed directly from the

measuring instrument to computer databases,

thereby avoiding the potential of human data

entry error. However, this is not universally true.

Therefore, careful strategies have been developed

to scrutinize data as they are entered. The double-

entry method requires that each data set is entered

twice (usually by different operators) and that

these entries are compared by a computer for any

discrepancies. This method operates on the pre-

mise that two identical errors are probabilistically

very unlikely, and that every time the two entries

match the data are correct. In contrast, dissimilar

entries are identified, the source data located, and

the correct data point entry confirmed.

To facilitate the eventual statistical analysis of

the enormous amount of data acquired during a

clinical trial, recording and maintaining them

is extremely important. Database development,

implementation, and maintenance therefore

require attention. The goals of a database are to

store data in a manner that facilitates prompt

retrieval while not diminishing their security or

integrity.

There are several types of database models.

Clinical research typically utilizes one of two

types, the flat file database or the relational data-

base. Each has its advantages and disadvantages,

and these will be considered by data managers

before they decide which type to employ. The

flat file database model is simple but restrictive,

and it becomes less easy to use as the amount of

data stored increases. This model can also lead

to data redundancy (the same information, e.g.,

a subject’s birth date, being entered multiple

times) and consequently to potential errors.

This model works well for relatively small

databases.

Relational databases are more flexible, but

they can be complex, and careful initial work is

needed. This work involves initial logical model-

ing of the database. The defining feature of

a relational database is that data are stored in

tables, and these tables can be related to each

other. This reduces data redundancy. Subject

identifiers in one table, for example, can be

related to their heights in another table, their

baseline blood pressure in another table, and so

on, thereby eliminating the need to store identi-

fiers with each individual set of measurements.

Since these databases can contain huge amounts

of tables, use of one of several commercially

available relational database management sys-

tems is typical.

Cross-References

▶ Study Protocol
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Death

▶Mortality

Death Anxiety

Chad Barrett

Department of Psychology, University of

Colorado Denver, Denver, CO, USA

Synonyms

Fear of Death; Thanatophobia

Definition

Death anxiety refers the fear of and anxiety

related to the anticipation, and awareness, of

dying, death, and nonexistence. It typically

includes emotional, cognitive, and motivational

components that vary according to a person’s

stage of development and sociocultural life expe-

riences (Lehto & Stein, 2009). Death anxiety is

associated with fundamental brain structures that

regulate fight-or-flight responses and record emo-

tionally charged explicit and implicit memories

(Panksepp, 2004). Cognitive dimensions of death

anxiety can include an awareness of the salience

of death and a variety of beliefs, attitudes,

images, and thoughts concerning death, dying,

and what happens after death (Lehto & Stein,

2009). Death anxiety can be experienced con-

sciously or unconsciously; it can motivate indi-

viduals to ameliorate their death anxiety through

distraction (Greenberg, Pyszczynski, Solomon,

Simon, & Breus, 1994), attempts to enhance

self-esteem (Bassett, 2007), or by pursuing posi-

tive life changes (Tedeschi & Calhoun, 2004).

Individuals experiences of death anxiety can be

influenced by their developmental stage. Young

adults are mostly concerned about dying too

soon, and adult parents are mostly concerned

about the effect of their possible death on other

family members. Elderly adults are often more

concerned with becoming a burden on others,

dying alone, or dying among strangers

(Kastenbaum, 2000). Sociocultural influences

can also shape the cognitive, experiential, and

emotional components of death anxiety (K€ubler-

Ross, 2002; Lehto & Stein, 2009).

Description

Most people report some fear of death, but only

a few people report high levels of death anxiety

(Kastenbaum, 2000). According to Noyes et al.

(2000), only 3.8% of respondents indicated that

they were much more nervous than most people

about death or dying, and 9.8% indicated they

were somewhat more nervous than most people.

Stressful experiences can often increase a person’s

level of death anxiety, (e.g., life-threatening

encounters, tragedies, disasters, health problems,

illness, or death of a friend or familymember, etc.)

(Kastenbaum). A meta-analysis of research on

death attitudes among older adults indicated that

health problems were associated with elevated

levels of death anxiety (Fortner & Neimeyer,

1999). In a later review of the literature on death

attitudes, Neimeyer, Wittkowski, and Moser

(2004) noted that the relationship between death

anxiety and health problems is sometimes equiv-

ocal. While many studies found positive associa-

tions between health problems and death anxiety,

others found no significant relationship. Neimeyer

et al. discussed more sophisticated studies and

that such conflicting findings may be the result of

moderator variables such as social support, coping

styles, and religious beliefs. Increased social sup-

port, approach- and acceptance-based coping

strategies, intrinsic religiosity, and beliefs in

a positive afterlife are typically associated with

less death anxiety.
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Synonyms

Sudden cardiac death

Definition

Death within 1 h of the onset of acute symptoms.

Description

Sudden cardiac death (SCD) is an important

public health problem, with an annual incidence

estimated between 180,000 and 250,000 cases in

the United States. The working definition of SCD

is death within 1 h of the onset of symptoms, in

the absence of preceding evidence of severe

pump failure. In prior decades, the majority of

SCD cases have been estimated to occur due to

rapid cardiac arrhythmia, specifically ventricular

tachycardia (VT) and ventricular fibrillation

(VF). More recent data indicate that VT/VF is

the presenting rhythm in SCD about 30–40% of

the time. SCD may also occur due to life-

threatening slow heart rhythms (bradycardia) or

due to other causes such as massive pulmonary

embolism or intracranial hemorrhage (Hinkle &

Thaler, 1982; Lloyd-Jones et al., 2010).

In prospective cohort studies, women have

a lower incidence of sudden death than men.

Coronary artery disease (CAD) is the most com-

mon finding in SCD and is discovered in as many

as 80% of SCD cases. However, among the large

population of patients with coronary artery dis-

ease, the absolute risk of SCD is still low. In

addition, a substantial proportion of SCDs occur

in the absence of known prior heart disease.
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Clinical risk factors for SCD have been devel-

oped, and the most reliable of which is reduced

left ventricular ejection fraction by cardiac imag-

ing such as echocardiogram. However, the

prevailing clinical indicators of risk are still lim-

ited in their specificity, and identification of indi-

viduals at high risk remains a major challenge

(Chugh et al., 2008).

Two major mechanisms have been implicated

in SCD in the setting of CAD. First, acute plaque

rupture may lead to coronary artery occlusion,

inadequate blood flow to cardiac muscle (ische-

mia), and subsequent VT and VF. Another poten-

tial mechanism related to CAD results from the

presence of myocardial scar from a prior myocar-

dial infarction. With this myocardial substrate,

heterogeneity in depolarization and conduction

can allow for the development of reentry, in

which a tachycardia circuit develops and which

manifests as VT that can eventually degenerate to

VF. Other underlying cardiac abnormalities can

also predispose to SCD. For instance, cardiomy-

opathies due to causes other than CAD (e.g.,

alcohol, long-standing hypertension, sarcoidosis)

are also associated with SCD. In addition, pri-

mary electrical abnormalities, such as inherited

ion channel disorders, are relatively rare but

potent causes of sustained ventricular arrhythmia

in the absence of structural heart disease

(Virmani, Burke, & Farb, 2001).

The major treatment against SCD is a preven-

tive therapy, the implantable cardioverter-

defibrillator. Randomized controlled trials of

primary prevention ICD therapy have demon-

strated survival benefit in patients with left

ventricular ejection fraction <0.36 and with

symptoms of congestive heart failure (Bardy

et al., 2005; Moss et al., 2002).

A number of studies have noted an association

between psychosocial factors, in particular

depression, and SCD. For instance, Empana

et al. examined data from enrollees of a health

maintenance organization inWashington state, in

a case control study involving 2,228 out-of-

hospital cardiac arrests. Cases of out-of-hospital

cardiac arrest (n ¼ 2,228) among patients aged

40–79 years were identified from emergency

medical service incident reports, and their

ambulatory medical records were examined for

the existence of depression. Compared with

nondepressed subjects, the adjusted odds ratio

of cardiac arrest was increased in less severely

depressed subjects (OR 1.30, 95% CI 1.04–1.63)

and further increased in severely depressed (OR

1.77, 95% CI 1.28–2.45) (Empana et al., 2006).

In a cohort analysis involving 915 individuals

aged 70 years or older in northern Finland,

Luukinen et al. found that depression was asso-

ciated with increased risk of sudden death (HR

2.74, 95%CI 1.37–5.50), whereas the risk of non-

sudden death was not significantly increased.

(Luukinen, Laippala, & Huikuri, 2003) In the

Nurses’ Health Study of 63,000 female nurses

without known cardiovascular disease at study

outset, cohort analyses indicated a significant

association between depression and SCD in mul-

tivariable models that included hypertension, dia-

betes, and hypercholesterolemia (HR 2.33, 95%

CI 1.47–3.70). The relationship of depression at

study outset to subsequent SCD appeared to be

related to a specific association with antidepres-

sant use (Whang et al., 2009). A separate cohort

analysis of the Nurses’ Health Study included

72,359 women with no history of cardiovascular

disease or cancer in 1988 and used the Crown-

Crisp Index to assess phobic anxiety. During

12 years of follow-up, women who scored 4 or

greater on the CCI were at higher risk of SCD (HR

1.59, 95% CI 0.97–2.60). After adjustment for

possible intermediaries (hypertension, diabetes,

and elevated cholesterol), a trend toward increased

risk persisted for SCD (P ¼ 0.06) (Albert, Chae,

Rexrode, Manson, & Kawachi, 2005).
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▶ Job Demand/Control/Strain

Decision Latitude
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Decision Making
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▶Defensiveness

Defensive Denial

▶Defensiveness

Defensiveness

Carolyn Korbel1 and Sonia Matwin2
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Synonyms

Avoidant coping; Defensive coping; Defensive

denial; Repression; Repressive coping
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Definition

Defensiveness is defined as a coping strategy that

is characterized by a general orientation away

from threatening self-relevant information and

a denial or minimization of negative affects

such as distress, anxiety, or anger.

Description

Defensiveness is characterized by a general

orientation away from threatening self-relevant

information and a denial or minimization of

negative affects such as distress, anxiety, or

anger (Weinberger, Schwartz, & Davidson,

1979). Self-relevant information that is perceived

as being inconsistent with personal goals and

beliefs is likely to trigger defensive coping reac-

tions (Croyle, Sun, & Hart, 1997). Defensiveness

appears to occur normatively in response to self-

relevant health risk information, but also to vary

across individuals as a more enduring orientation

to coping with distress. There is much conceptual

overlap between defensiveness, repressive cop-

ing, avoidant coping, and denial in the literature,

in that each share a core coping process of min-

imizing, denying, or repressing distress, negative

affect, or distressing information to serve emo-

tion regulation goals (Myers, 2010).

Defensiveness has been most frequently

assessed through the use of measures of

self-reported defensiveness (Weinberger et al.,

1979), such as the Marlowe-Crowne Social

Desirability Scale (MCSD; Crowne & Marlowe,

1960). Those who score high on social desirabil-

ity are thought to minimize, deny, or repress

negative emotions such as anxiety and anger,

reflecting a defensive or self-deceptive

orientation to the self that involves avoidance

of distress-arousing thoughts. Measures of

self-reported trait anxiety are also frequently

used in conjunction with the MCSD to identify

those who minimize or deny negative affects and

who score high on defensiveness to capture a true

defensive or, interchangeably, repressive coping

group (Myers, 2010; Weinberger et al., 1979).

Those who have a defensive or repressive coping

style are less likely to report negative affect,

distress, somatic symptoms, and chronic

stress across a variety of tasks, experimental

conditions, and self-report measures. Although

defensive/repressive copers deny distress in

response to stressful experimental conditions,

physiological indicators of distress are often

observed.

Defensiveness occurs rather frequently in the

population. It has been estimated that 10–20% of

the general population, 30–50% of those with

particular chronic illnesses, and up to 50% of

the elderly use defensive or repressive coping

strategies (see Myers, 2010 for a review). In the

context of behavioral medicine, defensiveness

appears to prompt cognitive, behavioral,

and physiological variations, which may have

important implications for health. Specifically,

the current literature suggests that:

1. Defensiveness is associated with information

processing variations that occur normatively

in response to self-relevant health threat

information.

2. Defensiveness may have direct effects on

physiological functioning.

3. Defensiveness is associated with greater

morbidity and mortality in a number of

chronic illnesses and disease states.

Defensive Cognitive Processing

Defensiveness influences the way that informa-

tion is processed when threatening self-relevant

information is perceived. Defensive cognitive

processing variations appear to occur norma-

tively in response to perceiving personally threat-

ening health risk information. Defensive denial

processes tend to appear early in the health-threat

appraisal process and tend to diminish over time.

They are less extreme when individuals are aware

of direct actions to eliminate the threat, and

are less common when positive states and

experiences (e.g., positive mood, optimism,

self-affirmation) are bolstered prior to threat

perception, or when active coping alternatives

are available and reasonable to execute.

Defensive cognitive processing variations such

as (a) minimization of the seriousness of health

threats, (b) self-serving prevalence estimates,
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(c) tendencies to denigrate the accuracy or valid-

ity of an undesirable test result, and (d) biased

processing of health risk information occur

frequently in response to perceived health-threat

information. These normative defensive pro-

cesses may play an important role in regulating

emotional distress in the short term so that

rational health-protective actions can be

identified, enacted, and maintained (Croyle

et al., 1997; Wiebe & Korbel, 2003).

Physiological Effects of Defensiveness

An emerging literature has identified links

between a generalized defensive or repressive

coping style and physiological variations in

responding which may have direct impacts on

health (see Myers, 2010 for a review). It has

been hypothesized that the effort required to

repress, minimize, or deny negative thoughts

and emotions characteristic of defensive coping

may result in heightened autonomic reactivity

and may impact cardiovascular arousal. Defen-

siveness has been associated with increased

cardiovascular reactivity to stress via increased

sympathetic demand when defensive processes

are initiated and maintained. Homeostatic

changes in baseline cardiovascular functioning

are thought to occur over time in response to

increased sympathetic reactivity. Cardiovascular

disease risk may be increased in defensives

through a physiological mechanism of increased

stress reactivity, possibly triggering changes in

vascular functions or structure that may alter

resting blood pressure levels.

Increased Prevalence of Morbidity and

Mortality among Defensive Copers

There is an extensive body of literature that links

trait-like defensive and repressive coping with

poor physical health (see Myers et al., 2007 for

a comprehensive review). Repressive/defensive

coping appears to both contribute to poor health

and disease progression, and to also be used more

frequently among those with chronic illnesses.

There is a fairly extensive literature linking

repressive coping with increased risk for mortal-

ity in coronary heart disease (CHD) and myocar-

dial infarction (MI). Repressive coping is

associated with a twofold increased risk of

death, MI, and other cardiac events. In addition,

heightened levels of defensiveness are associated

with hypertension, high blood pressure, as well as

high lipid and glucose levels. For example, high

scores on the MCSD have been associated with

elevated blood pressure and heart rate reactivity.

Additional support for the association between

defensiveness and elevated blood pressure in the

general population was found in Jorgensen,

Johnson, Kolodziej, and Schreer (1996)

meta-analysis. Further, a meta-analysis by

Mund and Mitte (2011) suggested that repressive

copers are at greater risk of developing cancer

and coronary heart disease.

Cross-References

▶Cancer Risk Perceptions

▶Cognitive Distortions

▶Coping

▶Defensive Coping

▶Denial

▶Health Behaviors

▶Repressive Coping
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Degenerative Diseases: Disc or Spine

Daniel Gorrin

Department of Physical Therapy, University of

Delaware, Newark, DE, USA

Definition

The intervertebral disc is a structure located

between adjacent vertebral bodies that functions

primarily as a shock absorber. The disc is com-

prised of a fibrocartilaginous outer layer called

the annulus fibrosus and a gelatinous inner

layer called the nucleus pulposus (made up of

collagen fibrils embedded within a water/

mucopolysaccharide mix). The disc is connected

to the cartilaginous end plates located on the

cranial and caudal aspects of the vertebral bodies.

The end plates assist in providing the disc with

nutrients.

Degenerative disc disease is a potential cause

of back pain marked by an atraumatic, gradual

onset of symptoms. Due to its primary function as

a shock absorber, the disc is subject to significant

“wear and tear” during the course of a lifetime.

As the patient increases in age, the disc may

undergo a degenerative process in which water

is lost from the nucleus pulposus and replaced

with fibrocartilage. Systemic, cellular, and

biochemical changes related to aging may also

contribute to degeneration of the disc. Pain

resulting from degenerative disc disease is

thought to be caused by a combination of irrita-

tion of the disc’s nociceptive fibers and inflam-

matory products found within the damaged disc.

The degenerative process can also affect the

outer layer of the disc, the annulus fibrosis, which

could increase the risk of a herniation of the

nucleus pulposus. Tears in the annulus or degen-

eration of the annulus can limit the structure’s

ability to contain the gel-like nucleus. Release

of the nucleus can cause impingement and irrita-

tion of the surrounding spinal nerve roots or even

the spinal cord itself. This condition (commonly

referred to as a “bulging” or “herniated” disc) can

result in localized pain at the site of the herniation

or pain in the areas supplied by the nerve

(radiculopathy).

Patients who experience degenerative disc

disease or a disc herniation are likely to regain

full function with non-operative treatment. Phys-

ical therapy interventions including mobilization,

manipulation, traction, core stabilization exer-

cises, electrical stimulation, and biofeedback are

used in treatment of these conditions. Appropri-

ate pharmacological intervention, nerve root

injections, and epidural injections can also help

provide pain relief. Operative treatment may be

indicated if the patient presents with severe

neurological deficits or receives no benefit from

conservative treatment.
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Degenerative Diseases: Joint

Beth Schroeder

University of Delaware, Newark, DE, USA

Synonyms

Chronic inflammatory polyarthritis; RA

Definition

Rheumatoid arthritis (RA) is a chronic inflamma-

tory condition that affects the synovium of joints

in the body. While the exact cause of RA is

unknown, it is considered to be an autoimmune

condition, in which the body attacks its own

healthy cells. In a normal, healthy joint, the syno-

vial membrane provides synovial fluid that

functions to reduce friction and lubricate the

joint surfaces and to provide nutrients to the car-

tilage.With RA, the synovial membrane becomes

inflamed and thickens, forming a pannus.

A pannus is an accumulation of tissue that ulti-

mately causes damage to structures in the joint

capsule, such as the cartilage, subchondral bone,

and even ligaments.

RA presents with periods of both exacerbation

and remission. The typical signs and symptoms

of RA include pain, morning stiffness, swelling,

and decreased mobility of the affected joints.

Normally, multiple joints are affected in

a symmetric pattern, with both sides of the body

being affected. The small joints of the hands and

feet are the most common joints to be affected,

as well as the cervical spine. As the condition

progresses, laxity in the ligaments supporting

the joint may develop, causing joint deformities

or dislocations.

RA’s symptoms are not only musculoskeletal,

but the condition can also affect the cardiovascu-

lar, renal, and pulmonary systems that may also

present in this condition, including fatigue, loss

of appetite, and decreased endurance. In some

patients, firm skin nodules may form in areas

such as the elbows or fingers. It usually presents

between the ages of 20–50 years old, and females

are more affected.

Although there is no cure for RA, there are

pharmacotherapy treatment options that target

the pain and inflammation with hopes of slowing

the progressive of the disease. The use of

medications includes analgesics, nonsteroidal

anti-inflammatory drugs (NSAIDs), corticoste-

roids, disease-modifying antirheumatic drugs

(DMARDS), and biologic response modifiers

(BMRs). Physical therapy is also a critical com-

ponent in the management of RA. During periods

of an active flare, joint protection and rest are the

most important. Exercise, though, should still be

a component of treatment, organized into short

bouts with frequent rest periods to limit fatigue.

In order to prevent deformations and maintain

adequate range of motion, it is very important

that patients consistently change positions of the

affected joints. If swelling is not present, it is also

recommended that light stretching be done.

Because the manifestations of RA are irrevers-

ible, management and treatment of RA is

a lifelong process. It is essential for patients to

work closely with their health care providers in

order to establish an individualized treatment

plan in order to maintain as much functional

independence as possible.
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Degrees of Freedom

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Degrees of freedom may be defined as the

number of squares of deviations from the mean

minus the number of independent linear restric-

tions placed upon the quantities involves. For n

numbers there are n squares of deviations from

the mean, of which only (n � 1) are independent.

That is, when (n � 1) are specified, the nth is also

specified.

Description

This is the most esoteric definition in the

Methodology category of entries, and please do

not be concerned if it sounds a little hard to

digest. The following scenario will make it

much clearer.

Suppose you are asked a question: “Choose

any five numbers that add up to 100.” How much

choice do you actually have? A few moments’

thought will reveal that you only have four

choices. You can choose any four numbers you

wish, but having done so, you have no choice

about the fifth. Whatever the sum of the four

numbers you have chosen, only one number will

take you from there to 100, and hence you have

no choice.

Now consider this issue in a slightly different

way, but one that is precisely equivalent:

“Choose any five numbers that have a mean of

20.” This is an equivalent task since any five

numbers that have a mean of 20 will add up to

100. Therefore, once again, there are only four

choices: These four choices precisely determine

the value that must be chosen as the fifth. Hence,

in a group of scores with a fixed mean, there is

one less degree of freedom than the total number

of scores. This explanation ties in to the informa-

tion provided in the entry titled “▶Variance,” in

which the calculation of variance from a term

called “the sum of squares” is described: Vari-

ance is obtained by dividing the sum of squares

by the degrees of freedom.

A word of further explanation is in order here.

While the term (n � 1) is used by the majority of

statisticians, it is possible that you might on occa-

sion see the term n used as the denominator

instead of (n � 1) when calculating variance.

The mathematical reasoning behind the state-

ment that (n � 1) is the better choice is beyond

the scope of this encyclopedia’s discussions.

Nonetheless, a simple explanation makes the

point.

Whenever a single research study is

conducted, a sample of study participants is cho-

sen from the population of all individuals who

could theoretically have participated as subjects.

The data collected from the subjects who did

participate facilitate the precise calculation of

the variance in the characteristic of interest to

the researchers (reduction in blood pressure,

reduction in an assessment of depression, etc.).

However, this precisely calculated value is not of

primary interest. What is of most interest is an

estimate of the variance that would be seen in the

general population of individuals who may be

exposed to the intervention of interest if the

study reveals that the intervention is both safe

and also of therapeutic benefit. That is, the goal

is to use statistical methodology to estimate in an

optimum manner how well the results of a single

experimental study will generalize to the general

population of patients should the intervention

become widely used. The best estimate of the

population variance is generated by the use of

(n � 1) as the degrees of freedom, that is, as the

denominator when the sum of squares is divided

by the degrees of freedom.

Cross-References
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Biographical Information

Joost Dekker was born in Doetinchem, the

Netherlands, on June 23, 1951. He received

a BSc in chemistry (Utrecht, 1973, cum laude)

and MSc in psychology (Utrecht, 1980). He

obtained his PhD in 1988 (Utrecht, cum laude).

He is a licensed health psychologist. He was

senior researcher at theWHO Collaborating Cen-

ter on Quality of Life in Relation to Health Care,

Amsterdam (1987–1988), and senior researcher

and subsequently head of the research department

at the Netherlands Institute of Primary Health

Care, Utrecht (1988–2001). He was also director

of the Institute of Health and Welfare Studies,

Amsterdam (2001–2007).

Dekker is currently Professor of Allied Health

Care at the Department of Psychiatry and the

Department of Rehabilitation Medicine, VU

University Medical Center, Amsterdam, the

Netherlands (1997–present). He is chair of the

research track Soma & Psyche in the Mental

Health research program, EMGO Institute for

Health and Care Research, and leader of the

Quality of Life research program, Cancer Center

Amsterdam. He is “dosent” of Psychological

Aspects of Rehabilitation at the Faculty of Sports

and Health Sciences, University of Jyv€askyl€a,
Finland.

Dekker’s research concerns behavioral factors

in somatic disease, in the clinical epidemiological

tradition. He focuses on musculoskeletal disor-

ders, neurological disorders, and – recently –

cancer. He has obtained grants from numerous

agencies, including the Ministry of Health,

Netherlands Organization for Health Research

and Development, and NGOs. He is (co)author

of more than 225 international peer-reviewed

scientific publications, more than 80 national

peer-reviewed scientific publications, and more

than 90 scientific publications in books, reports,

and other journals. He served as editor in chief

(2007–2011) and associate editor (1993–2006) of

the International Journal of Behavioral Medicine.

He performs editorial services for a wide range of

scientific journals and has supervised 21 success-

fully defended PhD theses.

Dekker is president elect of the International

Society of Behavioral Medicine (2010–2012)

and will serve as president from 2012 to 2014.

Other positions in ISBM include member of the

Board (2007–present), member of the Governing

Council (1994–2006), chair of the Strategic

Planning Committee (2004–2006), chair of the

Nominations Committee (2006), and co-chair

(1996–1998) and chair (1998–2002) of the

Education and Training Committee. He is

involved in other international and national

boards and committees. Examples include the

Society of Behavioral Medicine, the Cochrane

Collaboration, Netherlands Health Council,

Netherlands Health Research Council,

Netherlands Behavioral Medicine Federation,

and Royal Netherlands Society of Physiotherapy.

He has contributed to the organization of

numerous international and national conferences.

Major Accomplishments

Dekker developed the theory on behavioral and

neuromuscular factors in activity limitations in
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osteoarthritis. The theory provides an integrated

model of how behavioral factors (negative affect

and avoidance of activities) and neuromuscular

factors (muscle weakness, poor proprioception,

and laxity of joints) interact, resulting in activity

limitations in this clinical condition. Empirical

support for the theory has been obtained

in cross-sectional and longitudinal research

(Dekker, Tola, Aufdemkampe, & Winckers,

1993; van der Esch, Steultjens, Knol, Dinant, &

Dekker, 2006; van der Esch et al., 2007;

Steultjens, Dekker, & Bijlsma, 2002).This theory

was used to develop therapeutic approaches

aimed at improved performance of activities in

osteoarthritis. Examples include “behavioral

graded activity” and “stability training.” These

therapeutic approaches have been and are being

evaluated in randomized clinical trials, which are

providing evidence in support of these

approaches (Pisters, Veenhof, Schellevis, de

Bakker, & Dekker, 2010; Veenhof et al., 2006).

He contributes to the integration of psychol-

ogy and rehabilitation (including rehabilitation

medicine, physiotherapy, and occupational ther-

apy). This integrated approach results in novel

theories and innovative treatments. The previ-

ously mentioned research on activity limitations

in osteoarthritis illustrates the integration of psy-

chology and rehabilitation. Other examples

include the development of therapeutic

approaches for neurological patients, specifically

stroke patients with apraxia (Donkervoort,

Dekker, Stehman-Saris, & Deelman, 2001;

Donkervoort, Dekker, & Deelman, 2006;

van Heugten et al., 1998) and patients with

dementia (Graff et al., 2006).

Dekker also contributes to the scientific foun-

dation of rehabilitation medicine, physiotherapy,

and occupational therapy. This work concerns the

application of the International Classification of

Functioning in these disciplines (Dekker, 1995),

summarizing the evidence in support of exercise

therapy in a wide range of disorders (Baar,

Assendelft, Dekker, Oostendorp, & Bijlsma,

1999; Smidt et al., 2005), assessing prognostic

factors for quality of life (Braamse et al., 2011;

van der Waal, Terwee, van der Windt, Bouter, &

Dekker, 2005), summarizing the evidence in

support of occupational therapy in numerous dis-

orders (Steultjens, Dekker, Bouter, Leemrijse, &

van den Ende, 2005), assessing the impact of

comorbidity on pain and activity limitations

(van Dijk et al., 2010), and contributing to the

development of measurement instruments and

clinimetrics (Dekker, Dallmeijer, & Lankhorst,

2005).

He strongly supports the implementation of

his research into clinical practice. This has

resulted in the foundation of an outpatient clinic

for advanced rehabilitation in osteoarthritis, the

development and implementation of a national

consensus on the treatment of osteoarthritis

(van den Ende et al., 2010), and the implementa-

tion of screening and treatment for psychological

distress in patients with multiple sclerosis and

cancer.

In the role of editor in chief, Dekker

contributed to the definition of the profile of the

International Journal of Behavioral Medicine

(Dekker, 2007). IJBM has been defined as an

interdisciplinary journal, publishing research on

factors relevant to health and illness. The scope of

IJBM extends from biobehavioral mechanisms,

clinical studies on diagnosis, treatment, and reha-

bilitation to research on public health, including

health promotion and prevention. IJBM is an

international journal: manuscripts originate

from all over the world, addressing issues related

to both local and global health.
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Synonyms

Cognitive impairment; Cortical dementia;

Dementing illness

Definition

Dementia is a disorder characterized by

a progressive decline in intellectual function or

behavior severe enough to cause impairment in

social and occupational functioning.

Description

The term dementia is derived from the Latin

words de (“without”) and mens (“the mind”).

The most widely used criterion for diagnosing

dementia is the DSM-IV, which defines dementia

as a disorder characterized by progressive decline

in intellectual function or behavior severe enough

to cause impairment in social and occupational

functioning. Memory loss is the hallmark feature

as well as impairment in one or more cognitive

abilities, including language, reasoning, execu-

tive function, praxis, and visuospatial skills.

The DSM-V, which is expected to be

published in 2012, has adopted the term

“Neurocognitive Disorders” and further

subdivided it into “Major” and “Minor” to

replace the DSM-IV classification of “Delirium,

Dementia, and Amnestic and Other Cognitive

Disorders.”

There are four dementia syndromes that account

for approximately 90% of cases. They are

Alzheimer’s disease, vascular dementia, dementia

with Lewy bodies, and frontotemporal dementia.

Alzheimer’s disease: Alzheimer’s disease

(AD) is the most common dementia accounting

for 50% of all cases. The major pathology is an

abnormal extracellular accumulation of beta-

amyloid peptide and intracellular accumulation

of tau protein. Beta-amyloid is believed to be the

main component of senile plaques (SPs) and tau

is involved in the development of neurofibrillary

tangles (NFT). Neuropathological examination

of AD brains reveals that most cases of AD

have a combination of NFT and SP. The NFTs

initially appear in the hippocampus and entorhi-

nal cortex and then extend to the neocortex. SPs

tend to be seen more in the association cortex.

Memory changes have been correlated with hip-

pocampal and entorhinal pathology whereas

more global cognitive decline is seen with neo-

cortical involvement. AD onset is typically insid-

ious, often taking years before the correct

diagnosis is made. The first clinical criteria

based on consensus were published in l983,

referred to as the NINCDS-ADRDA. The

advancement in MR imaging, PET imaging,

CSF assays, and other biomarkers have shown

that the older criteria are no longer well suited

to diagnose AD and newer guidelines for all-

cause dementia and AD dementia, which is fur-

ther subdivided into amnestic and non-amnestic

presentations, have recently been published

(Dubois et al., 2007).

Cardinal features of the disease are progres-

sive decline in mental status functions, including

memory loss, and one or more cognitive impair-

ments involving language, executive, visuospa-

tial/perceptual dysfunction, apraxia, and agnosia.

The cognitive deficits seen in AD are progressive

and interfere with activities of daily living

(ADL). The average time course for AD is

between 8 and 12 years after diagnosis, but it

can last as long as 20. It is now accepted that

there is a prodromal phase in which individuals

exhibit mild cognitive impairment, also referred

to as MCI, before reaching the threshold for early

dementia (Peterson, 2000).
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There are three stages of AD. In mild AD,

individuals typically present with problems

recalling recent events with relative sparing of

older memories. Other frequent cognitive prob-

lems include difficulty in solving problems and

carrying out complex multi-step tasks, making

sound decisions, planning difficulties, and prob-

lems in holding information in mind. Changes in

personality are also common, with irritability and

apathy among the most frequent complaints

voiced by caregivers. Individuals in the early

stages of AD may also exhibit empty speech,

problems finding words, and have difficulty

expressing their ideas. In the midstage or moder-

ate AD, individuals become more confused and

their memory loss is more pervasive. They may

have difficulty retrieving older memories such as

their address, school they attended, or names of

relatives. Assistance with basic ADLs such as

grooming, toileting, and other self-care activities

may be necessary. Personality changes are more

pervasive and it is not unusual for caregivers to

report aggression and paranoia. In the late or

severe stage of AD, afflicted individuals have

lost the ability to communicate beyond occa-

sional words or phrases and require full time

assistance for all self-care activities. At this

stage, motor symptoms are common as well as

loss of bowel, bladder, and swallowing abilities.

Most AD patients die of complications of chronic

illness (pneumonia).

Vascular dementia: It is estimated that nearly

two thirds of individuals who experience a stroke

will have some degree of cognitive impairment,

with roughly a third exhibiting frank dementia

(Selnes & Vinters, 2006). Cognitive impairment

resulting from vascular factors has been termed,

“vascular cognitive impairment” or VCI. Various

components of the “metabolic syndrome,” a term

that refers to a cluster of cardiovascular risk fac-

tors, including diabetes, hypertension, hyperlip-

idemia, hypertriglycemia, and impaired glucose

tolerance, have been linked to age-related cogni-

tive decline. Postmortem studies have revealed

that VCI can also coexist with AD pathology, and

those with both pathologies show a greater degree

of cognitive impairment (REF). Since many of

the vascular risk factors can be modified

following changes in one’s lifestyle (diet, exer-

cise, not smoking, etc.) and medication, it may be

possible to improve or even decrease the inci-

dence of VCI with the appropriate intervention

(Gorelick et al., 2011).

Dementia with Lewy bodies: Dementia with

Lewy bodies (DLB), also known as Lewy body

dementia, Lewy body disease, and cortical Lewy

body disease, is the secondmost common demen-

tia after Alzheimer’s disease. DLB can present as

a movement disorder resembling Parkinson’s dis-

ease with cognitive changes or with memory and

dysexecutive changes suggestive of Alzheimer’s

disease with visual hallucinations and/or delu-

sions. Other presenting features of DLB include

fluctuating levels of attention, characterized by

drowsiness, starring off, lethargy, a history of

falling, sleep-related disturbances, and auto-

nomic dysregulation involving body temperature,

blood pressure, urinary difficulties, constipation,

and swallowing difficulties. Risk factors are age

(>60 years), gender (male), and family history.

Frontal temporal dementia: Frontal temporal

dementia (FTD) is a category of conditions

involving atrophy and neuronal loss of the frontal

and temporal lobes, resulting in prominent lan-

guage impairment and behavioral decline. It is

the most prevalent dementia among younger indi-

viduals. It is estimated that between 20% and

50% of individuals with dementia under

65 years of age have FTD (REF). Three FTD

syndromes have been proposed: behavioral vari-

ant, semantic dementia, and progressive

nonfluent aphasia. In the behavioral variant, neu-

ropsychiatric features, characterized by emo-

tional dysregulation, are prominent early in the

disease. Social inappropriateness, lack of insight,

apathy, disinhibition, and diminished activity are

frequent as well as more extreme behaviors

including poor hygiene, hyperorality, shoplifting,

and other impulse control problems. This variant

is often misdiagnosed as depression due to the

apathetic behavioral style. Frank psychosis is

unusual but seen most often among individuals

with Alzheimer’s disease (Cardarelli, Kertesz, &

Knebl, 2010; Neary et al., 1998). In semantic

dementia, patients present with fluent speech

that is devoid of meaning and may contain
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semantic paraphasias. The central feature is lan-

guage output characterized by the use of words

that approximate the intended word, such as

“thing to eat with” for knife or “clothes” for

skirt. In addition, this variant is also associated

with associative agnosia, or the inability to rec-

ognize and assign meaning to objects and facial

recognition deficits, including well-known

figures such as celebrities (Cardarelli et al.,

2010; Neary et al., 1998). The third variant, pro-

gressive nonfluent aphasia, is characterized by

speech that is agrammatical, nonfluent, stuttering

or halting, and effortful. Word retrieval difficul-

ties or frank anomia are common with phonemic

paraphasias such as saying “dat” for cat or

“drother” for mother. Other impairments include

difficulties with comprehension, reading, and

repetition. Median survival for FTD is compara-

ble to AD, approximately 9 years. Since there is

no treatment for FTD, intervention is at the level

of establishing behavioral management strategies

for issues related to behavioral conduct and psy-

chological counseling for caregivers and family

members (Cardarelli et al., 2010; Neary et al.,

1998).

Other Dementias

Treatable Dementia

There are a number of treatable dementias. The

most common are those resulting from metabolic

disorders such as a vitamin B-12 deficiency, nor-

mal pressure hydrocephalus, chronic substance

abuse, subdural hematoma following trauma

and hypothyroidism. For this reason, it is impor-

tant to first rule out the treatable dementias with

the help of a careful medical work-up, blood

tests, and neuroimaging.

Rapidly Progressive Dementia (RPD)

There is a group of dementing conditions that

develop subacutely and involve rapid decline of

cognitive, behavioral, and motor function.

A variety of etiologies can lead to RPD including

neurodegenerative, toxic-metabolic, neoplastic,

infectious, and inflammatory conditions

(Geschwind, Shu, Harman, Sejvar, & Miller,

2008; Rosenbloom & Alireza, 2011).

The most widely studied RPD subgroup is the

prion disease Creutzfeldt-Jakob disease or CJD.

The sporadic form of CJD (sCJD) typically pre-

sents with mental status alterations characterized

by dementia and/or psychiatric changes accom-

panied by cerebellar and extrapyramidal symp-

toms. sCJD onset is usually between 50 and

70 years and is equally prevalent in males and

females, with a short median survival of 5

months. Of note, psychiatric complaints and

behavioral symptoms such as depression, malaise

andmarked anxiety can precede the dementia and

movement disorder. The EEG in the later stages

of the disease has a distinctive diagnostic pattern

of periodic sharp waves. The other form, referred

to as variant CJD (vCJD), is rarer and can affect

either young or older adults. Mean age of onset is

29 years and typically presents as a psychiatric

disturbance lasting 6 or more months before

other symptoms begin. Although the classic

EEG pattern described above for sCJD is

not typically present, the diagnostic feature of

vCJD is the pulvinar sign on MRI (Geschwind

et al., 2008).

Assessment of Dementia

The diagnosis of dementia should be ascertained

through a combination of careful history taking,

an interview with the patient and an informant,

and neuropsychological testing performed by

a qualified professional. The type of cognitive

battery used to assess dementia will depend on

several factors, including the time allotted for

assessment, the willingness of the patient to par-

ticipate in the testing process, and clinician

availability.

Assessment of dementia requires an under-

standing of the normative aging process, brain

anatomy and neural circuitry, and neuropathol-

ogy. The mental status evaluation should focus

on three components: cognition, personality/

mood, and behavioral function. The type of

examination can vary from bedside screening to

a comprehensive evaluation.

The most widely known measure is the Mini-

Mental State Examination (MMSE), a short

screening instrument developed in the l970s to

assess cognition in the elderly. It is untimed,
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consists of 11 questions and a total possible

score of 30 points. Originally designed for

psychogeriatric patients (Rosenbloom & Alireza,

2011), this measure has been used to assess men-

tal status in a wide variety of neurologic and

general medical disorders as a dementia screen,

not as a diagnostic tool. Its purpose is threefold:

to screen for cognitive impairment, to assess

severity of impairment, and to monitor change

over time with repeated assessments.

There are many advantages of the MMSE,

some of which include the ease of administration,

the availability of international translations, the

use of cutoff scores that make inter-study com-

parisons easier, and the availability of norms for

age and education. However, there are several

drawbacks to the MMSE (Nieuwenhuis-Mark,

2010). One criticism of this screening instrument

is that it relies heavily on intact verbal skills,

a problem for those with limited language ability

or with a low educational level. Also there is

a lack of consensus as to which cutoff score is

best to use and whether the norms have been

collected on representative samples. Although

the MMSE has wide international use and has

been translated into many different languages,

there are questions as to whether the translations

are really comparable to the original test due to

the fact some of the items may not be relevant in

other cultures (e.g., reciting “no, ifs, ands, and

buts”). The most serious criticism is that the

MMSE was developed as a cognitive screen,

but it is widely used as a diagnostic tool and has

been shown to be insensitive in discriminating

between age-related cognitive change, mild

cognitive impairment, and early dementia

(Mitchell, 2009).

Ideally, bedside examinations and screening

measures should be supplemented with more

comprehensive testing using standardized neuro-

psychological measures with known reliability

and sensitivity for detecting cognitive impair-

ment. A qualified neuropsychologist will select

measures designed to assess specific cognitive

abilities including general intelligence, language

abilities (e.g., verbal fluency, word retrieval,

comprehension), conceptual reasoning and

abstraction, perception, spatial cognition

(visuoconstructive graphomotor and assembling

abilities), attention and memory (working mem-

ory, verbal and nonverbal immediate and delayed

recall), motor speed and the executive functions

(e.g., skills involved in planning, organization,

set shifting, goal setting, and problem solving).

Additional questionnaires are frequently

included to assess a patient’s emotional status,

in particular symptoms of anxiety and depres-

sion. A major goal of the neuropsychological

evaluation is to identify a specific pattern of cog-

nitive change associated with a particular demen-

tia. Another goal is to provide a baseline from

which to compare future evaluations. A third goal

is to identify cognitive strengths and weaknesses

that can be used to address treatment and man-

agement issues.

Prevention of Dementia

There is compelling evidence from basic and

clinical research that aerobic exercise may be

neuroprotective. Transgenic mouse models, epi-

demiologic, biomarker, and prospective clinical

studies have linked exercise with improved cog-

nition and provided evidence that physical activ-

ity directly modulates known risk factors

associated with dementia, including obesity, vas-

cular disease, hypertension, diabetes, inflamma-

tion, and cardiovascular disease. The mechanism

by which increased physical activity improves

cognition is not known. It has been proposed

that physical exercise may reduce beta-amyloid

deposits in the brain, increase synaptogenesis

and plasticity, boost endorphins and growth

factors, or increase brain perfusion (Savica &

Peterson, 2011).

Education and intellectual stimulation have

also been credited with having a neuroprotective

role against dementia and cognitive decline

(Stern, 2002). Numerous observational studies

have shown a strong and positive association

between higher intellectual activities and reduced

cognitive decline. A lower educational level is

associated with a 30% increased risk of having

AD. It is possible that higher education is a proxy

for higher SES which confers an advantage in

terms of overall health, lifestyle, and reduced

stress.
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More recent studies have provided prelimi-

nary evidence showing that cognitive training,

i.e., mental exercises to improve memory, rea-

soning, and processing, may improve cognition

and instrumental activities of daily living. Pre-

liminary evidence has shown in animals that

increased mental activity is linked to increased

brain volume (Willis et al., 2006).

Diet: Although it has long been held that diet is

linked to cognition, the evidence remains contro-

versial. Most attention has centered on the

Mediterranean diet, one which is high in vegeta-

bles and non-saturated fat, and linked to a lower

risk of cognitive decline. It is argued the diet is

high in antioxidants and its relationship to reduc-

ing oxidative stress is the key factor responsible

for improved cognition (Savica& Peterson, 2011).

Social Networks: There are several studies

suggesting that social connectivity, as defined

by participation in social activities and

maintaining interpersonal relationships, may be

protective against cognitive decline. Conversely,

social disengagement, loneliness, and not living

with a partner have been found to be linked to

AD, although this association did not apply to

those who were divorced or widowed (Seeman,

Lusignolo, Albert, & Berkman, 2001). A valid

criticism of these studies is that it is difficult to

know whether reduced social connectivity is

a risk factor or an actual symptom of AD, given

that social withdrawal is a feature of early

dementia.
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Demographics
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Synonyms

Subject characteristics

Definition

Demography can be defined as the statistical

science focusing upon the distribution, density,

vital statistics, and various other defining charac-

teristics of human populations. Demographics

therefore include characteristics such as sex,

age, race/ethnicity, height, weight, and socioeco-

nomic class.

When reporting a research study, it is neces-

sary to provide a summary of the relevant demo-

graphic characteristics of the subjects who

participated in the study. Ultimately, the goal of

a clinical study is not to provide precise informa-

tion for that particular subject sample but to

collect information that generalizes to the popu-

lation from whom that particular sample was

chosen. Therefore, a given subject sample needs

to reflect that population adequately for such

generalization to be meaningful.

Not all demographic information is always of

relevance. In some studies, perhaps a clinical trial

of a new drug, it may not be necessary to report

the socioeconomic status of the study participat-

ing in the study. If there is no biologically

plausible reason to think that individuals

from different socioeconomic strata would

respond differently to the drug, it is not necessary

to report this information. In contrast, sex and

age may be considered to be of considerable

relevance if there are biologically plausible rea-

sons to think that these factors may influence drug

responses.
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Denial
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Department of Psychology, University of
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Synonyms

Coping strategies; Defense mechanism

Definition

The psychological concept of denial refers to

a cognitive and emotional coping strategy involv-

ing the negation of a fact or reality. In the context

of health psychology, denial refers to the nega-

tion of a health problem, effecting either oneself

or someone else. Individuals experiencing denial

refuse to believe facts that are difficult to face,

such as being diagnosed with a terminal or

chronic illness. Denial is a common and normal

process; it can be either protective or harmful in

managing a health problem, depending on the

extent of the denial and how it impacts individ-

uals’ decision making. For instance, denial has

been identified as a useful and necessary first step

in the process of coping with a terminal or life-

threatening illness to allow individuals to adjust
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to the situation. However, denial can become

a problem when it persists and prevents individ-

uals from actively coping with the truth and/or

receiving necessary care and treatment for their

illnesses. Family members or friends of an indi-

vidual diagnosed with an illness may also engage

in denial; they may cope with the experience of

learning their loved one is ill by rejecting the

idea. If their denial persists as well, they may

advise their loved one to not seek treatment or

reject the truth regarding what is happening to

their loved one.

Description

Denial as a psychological process has a long his-

tory, originating with Sigmund Freud’s theory of

defense mechanisms. Freud conceptualized

defense mechanisms as strategizes utilized by

individuals to protect themselves from difficult

memories by distorting them or making them

inaccessible to consciousness; denial was one

such strategy. Over time, theorists have identified

different types of denial that an individual may

experience or engage.

Defensive Denial

Defensive (or pathogenic) denial is a specific

form of denial in which individuals use defensive

processes to manage their emotional responses

and allow for appropriate decisions regarding

health threats. This is a dynamic process that

accommodates new information and can be dis-

tinguished from other forms of denial that ignore

reality. Defensive denial minimizes threats but is

responsive to reality and information regarding

the situation. It may lead to the minimization of

health threats, protective social comparisons that

minimize the individuals’ risks, or questioning

the validity of health threat information. It is

unclear how defensive denial impacts behavior,

although it has been suggested that it may

decrease negative affect and thus allow individ-

uals to engage in protective health behaviors

(Wiebe & Korbel, 2003). However, if a person

experiencing pathogenic denial is not exposed to

information regarding the seriousness of the

situation, he/she may not recognize the truth of

his/her situation (Janis, 1983).

Malignant Denial

Malignant (or pathological) denial is

a maladaptive form of denial that prevents indi-

viduals from receiving necessary treatment for

their conditions. What makes this form of denial

malignant is the impact it has on health-care

decisions: individuals will ignore doctors and

refuse treatment. For instance, individuals suffer-

ing from psychological conditions, such as sub-

stance abuse and eating disorders, often deny

they have a problem and refuse help or treatment.

Individuals with infectious diseases who are

experiencing malignant denial may engage in

behaviors that put others at risk of becoming

infected as well (Kalichman, 2009). Thus, this

form of denial is a serious concern as it can

negatively impact both an individual’s own and

others’ health.

Denial versus Avoidance

Denial must be distinguished from avoidance.

Avoidance refers to individuals’ refraining from

reminders of the truth, although they are cogni-

tively aware of the facts, whereas denial suggests

that individuals have refused to accept the facts.

Thus, an avoidant individual may recognize he/

she is ill but refrain from going to the doctor for

treatment, while an individual in denial would

refuse to see the doctor because he/she would

not acknowledge he/she had an illness. Although

these concepts are often confused and the terms

used interchangeably, they are conceptually

distinct.
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Synonyms

Drug abuse; Substance abuse; Substance use

disorders

Definition

Problematic use of drugs altering behavior and

psychological function is categorized in terms of

patterns and consequences of use. The common

worldwide codification of these disorders is

found in International Statistical Classification

of Diseases and Related Health Problems 10

(ICD-10), which refers to these disorders asMen-

tal and behavioral disorders due to psychoactive
substance use. The generic ICD-10 definition is:

“a wide variety of disorders that differ in severity

and clinical form but that are all attributable to
the use of one or more psychoactive substances,

which may or may not have been medically pre-

scribed.” The American Psychiatric Association

codification of these disorders is found in the

Diagnostic and Statistical Manual – Fourth Edi-

tion (DSM-IV), which uses the diagnostic label of

Substance-Related Disorders. The generic

DSM-IV definition is: “The Substance-Related

Disorders include disorders related to the taking
of a drug of abuse (including alcohol), to the side

effects of a medication, and to toxin exposure.”
While “dependence” historically has had

a precise scientific definition, common use is

often confused with “abuse,” “addiction,” and

other terms.

Description

Determinants of Dependence

Problematic use of drugs altering behavior and

psychological function (“psychoactive drugs”) is

determined by circumstances of use, route of

administration, dose, and drug or medication.

Direct biological and behavioral effects of

a chemical or drug determine the likelihood of

drug taking. The “abuse liability” or “abuse

potential” is determined with standardized

preclinical/animal laboratory procedures. In

these experiments, the test drug is made available

through an intravenous line, as a liquid for oral

consumption, or on occasion as vapor or smoke.

The animal has the opportunity to press a lever or

engage in some other response producing drug

delivery. The rate of responding and frequency of

drug delivery are compared to the vehicle, or

solution without drug (placebo). If the drug is

“self-administered” at higher rates than vehicle,

it is deemed to have “rewarding” or reinforcing

effects that will sustain drug seeking and

drug taking.

Within a series of similar drugs (e.g., stimu-

lants, anxiolytics) the relative reinforcing

effect can be established as a hierarchy from

least to most reinforcing. In turn, this is charac-

terized as relative abuse liability. Generally,

though not always, the animal self-administration

patterns predict the likelihood of human

self-administration. In these experiments, food

and water may be concurrently or sequentially

available for comparison to drug intake or to

determine the effect of drug on other behaviors.

Numerous comparisons can be made, and other

paradigms implemented, to further characterize

the properties and behavioral consequences of

drug self-administration. In animals, the core
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biological effects of the agents are examined and

in humans a variety of self-report descriptive

measures, such as “liking,” “willingness to take

again,” and “unpleasant effects” are also deter-

mined. Arguably, it is the balance of immediate

pleasurable to unpleasant effects that determine

possible persistent use. Untoward effects that fol-

low excessive use, for example, “hangovers” are

not necessarily deterrents to resumption of drink-

ing alcohol. Ultimately, when use persists and

dependence emerges, a variety of untoward out-

comes occur. Continued use in patterns that

produce hazardous and debilitating outcomes

(biological, behavioral, social) are key features

in determination of dependence.

Within drug self-administration studies,

whether with nonhuman animals or humans,

dose-ranging studies are conducted with, for

example, “low,” “medium,” and “high” doses,

again with comparison to placebo. The result is

often, though not always an inverted U-shaped

curve with lower doses consumed less than inter-

mediate doses, while very high unit doses may

generate less drug taking (due to increasing

adverse effects or satiating doses achieved with

less output). In some instances, for example, sed-

atives, the medication itself may impair ability to

continue self-administration. Other experimental

strategies determine whether changes in intake

are due to incapacitating effects of the drug, titra-

tion to seek optimal effect, adverse effects at

a particular dose, or other factors. While

the interactions may be complex, dose is an

important factor in self-administration and

establishing drug dependence.

The route of administration (intravenous,

inhalation, insulfflation, oral) may alter the

likelihood of drug dependence. More rapid

onset is typically observed with intravenous and

inhalation routes and it is generally thought that

this may increase the probability of persistent

use. However, individual preferences or dislikes

may intervene; for example, many people are

unwilling to use injection paraphernalia. Still,

while IV heroin use produces a singular and

pronounced effect, orally ingested opioids for

nontherapeutic purposes can also produce pro-

found dependence. Most agents with moderate

to high abuse potential can be expected to be

associated with dependence in some people,

regardless of route, when used outside of

therapeutic regimens.

Other factors important to use and ultimately

dependence may include drug availability and

social circumstances. Social factors are com-

monly important in initial use even though later

use may be solitary. The relative ease of

obtaining a drug makes initial exposure and

frequent use more likely for those individuals

who are responsive to the effects. Still, most

individuals exposed to drugs do not proceed to

a level of use that can be categorized as depen-

dence. Knowing who will, or will not proceed to

dependence, that is, who is vulnerable to effects

of a particular drug and likely to engage in

persistent use is a matter of considerable interest.

Behavioral/Psychological and Physical

Dependence

The various diagnostic and scientific schemata

may differentiate or emphasize two aspects of

dependence that are commonly inseparable:

behavioral or psychological dependence and

physical dependence. As drug action and deter-

minants of persistent use have been more

effectively delineated, these distinctions may be

less useful but are separable in some

circumstances.

Drug dependence typically refers to persistent

use despite problems across the spectrum of

personal and social activities as well as

biological/medical and psychological harm. In

current terminology, dependence refers to

patterns of behavior that precede, are concurrent

with, and follow use. Drug seeking

(soliciting/purchasing drugs from others) can be

elaborate and time consuming. The behavior of

drug taking, legal or illegal, is typically

characterized by ritualized events.

These behaviors may be socially accepted as

well as being behaviorally and psychologically

relatively benign, for example, persistent

coffee/caffeinated beverage consumption at

moderate doses. Caffeine, most commonly

through coffee or carbonated beverage consump-

tion, is thought to be the most widely used drug in
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the world. In this example, two prominent

ritualized patterns exist. One entails the legal

purchase of beans or ground coffee, special

home apparatus for grinding and preparing coffee

along with the spectrum of containers fromwhich

it is consumed. A second pattern that has evolved

in recent decades stems from the long-standing

practice of coffee with meals or in coffee shops.

Now, the elaborate rituals are well represented by

Starbucks, Caribou, and other chains as well as

myriad local purveyors. The user determines size

(volume), dose (singles, doubles, triples), dairy

product additions ranging from skimmed milk to

heavy cream, additional additives be they spices

or liqueur flavorings. The use, dose, drug-taking

style, may differ from person to person and time

to time for the particular person. Persistent

caffeine use has clear biological and psycholog-

ical effects and cessation of use leads to an array

of symptoms.

Heroin use likewise entails procedures and

rituals: mixing, drawing drug into a syringe,

tying off an extremity to gain access to a vein

and injection. Use by smoking or insufflation is

also accompanied by a systematized approach to

self-administration. These events may be solitary

or in groups. The consequences of drug adminis-

tration are then experienced. Heroin or other per-

sistent opioid use for nontherapeutic purposes

often follows a course of increasing dosing as

tolerance emerges to the euphoriant effects,

increase in associated illegal contacts during

drug seeking, increasing cost, and deterioration

of social circumstances. Tolerance is not

consistent across all effects. Thus, diminished

euphoriant effect leading to higher dosing with

opioids is not matched by tolerance to respiratory

depressant effects and death may ensue. In the

case of potent stimulants, cardiovascular

excitation/dysfunction or seizures occur as

doses increase despite reduction in perceived

euphoriant effects. These patterns of use in the

face of untoward consequences are emblematic

of dependence.

The behaviors immediately following drug

use are dependent on the characteristics of the

agent. Sedating drugs produce feelings of

euphoria or pleasure, varying levels of lethargy

and somnolence to virtual unconsciousness, and

at the extreme, death, usually from respiratory

depression. Stimulant-type drugs generate pat-

terns of energized behavior ranging from active

euphoria and self-confidence to highly stereo-

typic behaviors, hallucinations, and psychosis,

and at the extreme, death due to cardiovascular

accident or collapse.

Dependence may also refer to a biological

state, historically referred to in pharmacology as

“addiction” or more recently as “physical

dependence,” in which a distinctive profile and

sequence of symptoms emerges when use is

discontinued. The constellation of symptoms

observed on abrupt discontinuation in the

presence of physical dependence is referred to

as a “withdrawal syndrome” (composed of with-

drawal signs and symptoms). The consistency of

such patterns is most evident for drugs with

sedative-like properties such as opiates

(e.g., heroin), benzodiazepines (e.g., diazepam),

barbiturates (e.g., pentobarbital), and alcohol.

These symptoms are typically the reverse of

those associated with high-dose drug use; for

example, with opioids, behavioral activation,

increases in respiration, and increased gastroin-

testinal activity over baseline emerge. Direct

physical symptoms dissipate over days but

behavioral and biological symptoms that have

been conditioned by repeated pairings of drug

self-administration and previously neutral

environmental stimuli may persist for months.

They may be elicited by environmental circum-

stances in which drug use or withdrawal symp-

toms previously occurred. In the case of

stimulants, behavioral malaise, impairment in

performance, diminution of blood pressure, and

other symptoms are common. For the licit drug

caffeine, the most pronounced withdrawal

symptoms are headache, inattention and associ-

ated performance deficits, and fatigue. The

constellation of symptoms is often

a determinant of reemergent drug seeking and

drug taking, or in treatment jargon, “relapse.”

As noted, in special circumstances, the

components of dependence may be separable.

This is informative with respect to the contribu-

tion of environmental circumstances, behavioral
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consequences, and biological underpinnings.

These separable determinants can be examined

in the laboratory, for example, by comparing the

behavior of animals that have learned to

self-administer drugs to those that have passively

received the drugs. Comparable instances exist in

humans. Remarkable resilience and persistence

of behavior emerges for individuals using psy-

choactive drugs to excess, be the drug stimulant

or sedative like. However, patients receiving high

doses of intravenous opioids in hospital settings

for pain, invariably have a pattern of biological

adaptations characteristic of dependence that dic-

tate physiological sequelae to abrupt cessation of

dosing will occur. Thus, for example, the consti-

pation associated with high-dose opioid use is

followed by increased gastrointestinal motility.

Still, it is extraordinarily uncommon on recovery

and discharge from the hospital for these patients

to engage in the patterns of drug seeking and drug

taking that are evident in individuals whose use

was established through illicit acquisition and

seeking euphoriant effects. Similarly, patients

treated with methadone or buprenorphine for

previous heroin dependence, are, on one hand

physically dependent and tolerant to many opioid

effects at a stable dose, but unlikely to seek and

use illicit opioids. In other circumstances, for

example, treatment of attention deficit-

hyperactivity disorder, drugs with some

dependence liability are used effectively for

treatment and diminish the likelihood of illicit

drug use and abuse; thus treating one disorder

diminishes a range of problems, including pro-

pensity to illicit drug use. These examples point

to the importance of a range of environmental and

behavioral factors contributing to substance use

disorders.

Acquisition, Maintenance, and Elimination

of Drug Dependence

In the laboratory, nonhuman subjects

(e.g., rodents, primates) generally self-adminis-

ter, or will work to obtain, the same agents that

are taken by humans in both laboratory and

natural settings. Conversely, discovery of a drug

used for euphoriant purposes in human

populations, can generally be translated into

animal paradigms with evidence of

self-administration. There are some exceptions

and special cases; for example, nonhuman organ-

isms rarely self-administer hallucinogens, but for

a variety of pharmacological and social reasons,

these are not self-administered by humans in the

same way as, for example, heroin. Persistent

harmful heroin, cocaine, alcohol, or other drug

use is clearly distinctively different from either

therapeutic drug use or even “controlled” licit or

illicit drug use.

Acquisition of drug taking is essentially

a social and cultural phenomenon. For legal

psychoactive drugs (e.g., alcohol), society sets

relatively clear rules and norms generally with

a view to harm reduction and control. Most

people conform to the accepted social and legal

constraints while some go on to dependence. For

illegal drug use, the social group sets the norms.

Both entail socially driven exposure.

Stable use of legal drugs may differ consider-

ably within and across drugs. Caffeinated

beverages may be consumed consistently

throughout the day with late day cessation to

permit undisrupted sleep. Historically,

nicotine/cigarettes were consumed in virtually

all social and nonsocial environments during the

“maintenance phase.” Here the change in social

norms over many decades has resulted in limited

venues for use, dramatic increases in prices, and

remarkable reductions in use across the popula-

tion in some countries, while unfettered use is

permitted and maintained in other countries,

thus pointing to the importance of social deter-

minants in use and maintenance. Illegality of

a drug sets maximum constraints on some aspects

of use that must be circumvented but also estab-

lishes a separate market beyond regulatory

control. Even with the alternative social

constraints, not all individuals who use, be it

stimulants (e.g., cocaine), opioids (e.g., heroin),

or marijuana, go on to dependence.

Some of the factors that contribute to

increased reinforcing effectiveness when a drug

is self-administered (immediacy of effect,

genetic makeup) have been considered. Yet the

factors leading to transition from casual, stable,

or infrequent use of a drug, legal or illegal, to
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persistent, compulsive-like use by any given indi-

vidual is not well understood.

Elimination of drug use and termination of

self-administration and dependence can be

studied in the animal laboratory and some find-

ings are translatable to the human case. In the

human natural environment, elimination or ces-

sation may result from a variety of self-imposed

regimens or externally applied circumstances.

Severe dependence typically requires a course

of specific treatment for the substance use disor-

der(s). For drugs that produce profound with-

drawal syndromes, for example, alcohol, the

first phase may require intensive medical man-

agement. However, this is distinct from the typi-

cally required course of treatment involving

cognitive behavior therapy, substantial social

and behavioral adjustments, and possibly main-

tenance medications.

Cross-References

▶Addictive Behaviors

▶Cognitive Behavior Therapy

▶ Substance Abuse: Treatment
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Synonyms

Depression assessment; Depression diagnosis

Definition

The measurement of depression is a process

conducted by clinicians and researchers for the

purpose of (1) identifying people who may

require treatment for depression, (2) identifying

people who meet specific diagnostic criteria for
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depression, and (3) quantifying the severity of

depressive symptomatology.

Description

Depression is defined by a cluster of behaviors

and symptoms that have both mental and physical

manifestations and affect a wide range of func-

tionality. Specific criteria for depression include

experiencing persistent depressedmood or loss of

interest or pleasure in most things along with at

least four out of the following additional markers:

sleep disturbance, feelings of worthlessness or

guilt, appetite or weight changes, concentration

problems, decreased energy, psychomotor retar-

dation or agitation, and suicidality. Depression is

ideally diagnosed through a face-to-face inter-

view with a trained mental health professional

based on the current versions of the Diagnostic

and Statistical Manual of Mental Disorders

(DSM) or the International Classification of

Disease (ICD) criteria. It is also important to

note that symptoms that do not meet criteria can

be impairing and thus may be important to mea-

sure as well. As such, depression can bemeasured

both categorically (i.e., meeting diagnostic

criteria or not) and continuously (i.e., symptom

severity). Depression measurement can be bro-

ken down into three distinct functions: screening,

diagnosis, and quantification of symptoms.

Instrument choice should be made according to

these functions, in addition to what population is

being assessed, what specific hypotheses are

being tested, and if there is a desire to compare

the results to other research findings.

Screening instruments are designed to capture

anyone who could potentially meet diagnostic

criteria for depression and should be referred for

further evaluation. They can additionally be used

to estimate the prevalence of possible depression

in a given setting. They typically do not require

a lot of time, have empirically supported cutoff

criteria, and can be self-administered or adminis-

tered by a nonclinician. As screening instruments

are unable to diagnosis depression on their own,

further assessment by a clinician is needed to

establish a diagnosis.

Diagnosis of depression is typically done

through a face-to-face interview with a trained

clinician. Sometimes, as is typical in medical

settings, this occurs only with those patients

who have been screened as possibly depressed

with the final diagnosis confirmed by a clinician.

In research settings, the gold standard for depres-

sion diagnosis is a standardized diagnostic inter-

view, such as the Structured Clinical Interview

(SCID) or the Composite International Diagnos-

tic Interview (CIDI). Structured diagnostic inter-

views can take over an hour depending on the

patient and are typically administered by a clini-

cian who has also been shown to reliably distin-

guish cases from among multiple participants. It

is important to note that diagnostic interviews are

meant to categorize individuals as diagnosed or

not but will not capture people who fall just

below the criteria, yet are still impaired.

Symptom rating scales offer a continuous

assessment of depression severity. They are typ-

ically brief, can be self-administered or adminis-

tered by a nonclinician, and may include a cutoff

for screening purposes. They are particularly use-

ful in monitoring changes in depression symp-

toms over time, and thus can be used in both

clinical and research settings to evaluate treat-

ment effects. Although many symptom rating

scales have established clinical significance or

severity cutoff values, they are unable to diag-

nose depression on their own; thus, assessment by

a clinician or a structured diagnostic interview is

needed for diagnosis.

There are multiple things to consider when

making a depression measurement choice. First,

depression and depressive symptoms can

co-occur with or result from a variety of physical

conditions such as hypothyroidism, cancer,

diabetes, HIV/AIDS, heart disease, medication

side effects, substance withdrawal, and other

illnesses. Therefore, evaluating for additional

medical issues can be important in the assessment

of depression. Second, practical considerations

should be taken into account, including the

length, whether it assesses specific aspects of

depression (i.e., measurement of suicidality and

somatic symptoms separately), reading level,

response formats, need for training to administer,
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and whether it can be used to assess treatment

response and severity of depression along with

being able to diagnose. Finally, the Depression

Task Force for the DSM-V is considering chang-

ing the criteria for depression to include

a specification of the severity of depression,

using the Patient Health Questionnaire (PHQ-9)

or the Clinical Global Impressions (CGI) scale.

This forthcoming change in criteria may influ-

ence the choice to include the PHQ-9 or CGI in

the measurement of depression before measures

are adapted to the new criteria.

Depression: Measurement, Table 1 Twenty-two most commonly used and validated measures of depression

Measure No. of items Assessment type Administration

Clinical

cutoff?

Depression

specific?

Time frame

assessed

BDI; BDI-PC 7, 13, 21 Screening; symptom

rating

Self Yes Yes Today

CES-D 10, 20 Screening; symptom

rating

Self Yes Yes Past week

CGI 3 Symptom rating Clinician No No Varies

CIDI Variable Diagnostic Interviewer No Yes Past year

CIS-R Variable Diagnostic Interviewer No No Varies

DADS/DUKE-

AD

7 Screening Self Yes No Past week

DEPS 10 Symptom rating Self Yes Yes Past month

GHQ-12 12 Symptom rating Self No No Past few

weeks

HADS 14 Diagnostic Self Yes No Currently

HAM-D/HDRS 17–29 Symptom rating Clinician No Yes Varies

HSCL 13, 25 Screening; symptom

rating

Self Yes No Past week

QIDS/IDS 16, 30 Diagnostic; symptom

rating

Clinician; self No Yes Past week

K6/K10 6, 10 Symptom rating Self; interviewer Yes No Past month

MADRS 10 Symptom rating Clinician No Yes Varies

MDI 10 Diagnostic; symptom

rating

Self Yes Yes Past

2 weeks

MINI Variable Diagnostic Clinician No No Lifetime

PHQ/PRIME-

MD

2, 9 Screening; diagnostic Self; clinician Yes Yes Past

month/

2 weeks

SCID Variable Diagnostic Clinician No No Lifetime

SCL-90-R; BSI 53, 90 Symptom rating Self Yes No Past week

SDDS-PC 5 Screening; diagnostic Self; clinician No Past month

SQ 1 Screening Self No Yes Past year

ZSDS 20 Screening; symptom

rating

Self Yes Yes Recently

CES-D Center for Epidemiologic Studies Depression Scale, CGI Clinical Global Impression, CIDI Composite Interna-

tional Diagnostic Interview, CIS-R Revised Clinical Interview Schedule, DADS/DUKE-AD Duke Anxiety Depression

Scale, DEPS The Depression Scale, GHQ-12 General Health Questionnaire, HADS Hospital Anxiety and Depression

Scale, HAM-D/HDRS Hamilton Depression Rating Scale, HSCL Hopkins Symptom Checklist, QIDS (IDS) [Quick]

Inventory of Depressive Symptoms, K6/K10 Kessler Psychological Distress Scale, MADRS Montgomery-Asberg

Depression Rating Scale, MDI Major Depression Inventory, MINI Mini-International Neuropsychiatric Interview,

PHQ Patient Health Questionnaire, PRIME-MD Primary Care Evaluation of Mental Disorders, SCID Structured

Clinical Interview for DSM Disorders, research version, SCL-90-R Symptom Check List Revised, BSI Brief Symptom

Inventory, SDDS-PC Symptom Driven Diagnostic System-Primary Care, SQ Single Question, ZSDS Zung Self-Rating

Depression Scale

Note: Some measures come in more than one version with varying lengths and differences in administration
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Below we have provided Table 1 with the

twenty-two most commonly used and validated

measures of depression. For each measure, we

indicate the number of items, type of measure

(i.e., screening, diagnostic, and/or symptom rat-

ing scale), who can administer the measure (i.e.,

clinician, interviewer, self), whether it has any

established cutoffs for severity or clinical signif-

icance, whether the scale or one of the subscales

assesses depression specifically – as opposed to

general psychological distress or mental illness,

and the timeframe the assessment covers.
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Synonyms

Diagnostic features of depression

Definition

Major depressive disorder (MDD) criteria

requires five or more diagnostic features, with

either (1) depressed mood or (2) anhedonia

being present during the same 2 week period

and a change in previous daily functioning.

Diagnostic features include (1) depressed

mood (feeling sad or empty); (2) markedly dimin-

ished interest or pleasure in almost all activities

(anhedonia); (3) weight loss or weight gain (at

least 5% body weight change in a month),

increased or decreased appetite; (4) insomnia or

hypersomnia; (5) feelings of restlessness or feel-

ing slowed down (psychomotor agitation or retar-

dation); (6) fatigue, loss of energy; (7) feelings of

worthlessness, excessive or inappropriate guilt;

(8) diminished ability to think or concentrate,

indecisiveness; and (9) recurring thoughts of

death and/or suicide.

Dysthymic disorder or a chronic depressive

disorder requires depressed mood, for more

days than not, over a period of 2 years, and two

or more of the diagnostic features previously

mentioned. During the 2-year period, symptoms

of depressed mood and the minimum of two

diagnostic features are to have never remitted

for more than 2 months at a time.

Diagnostic features include (1) poor appetite

or overeating, (2) insomnia or hypersomnia,

(3) low energy or fatigue, (4) low self-esteem,

(5) poor concentration or difficulty making deci-

sions, and (6) feelings of hopelessness.

• Depression symptoms must cause clinically

significant distress or interfere with daily func-

tioning (i.e., social, occupational) or daily tasks.

• Depression symptoms are not due to a general

medical condition or due to the direct physio-

logical effects of a substance.

• Depression symptoms are not better accounted

for by bereavement.

Description

Symptoms of depression can be categorized by

a marked change in a person’s (1) physical well-

being, evidenced by changes in sleep and eating

Depression: Symptoms 567 D

D

http://dx.doi.org/10.1007/978-1-4419-1005-9_1121
http://dx.doi.org/10.1007/978-1-4419-1005-9_100465


behaviors; (2) emotional well-being, such as feel-

ings of sadness and/or hopelessness; and

(3) thoughts. For example, negative thought pat-

terns. Hallmark symptoms of depression are loss

of interest in activities (anhedonia) and

a depressed mood (melancholia), as at least one

of these symptoms are necessary for MDD diag-

nostic criteria. Depression symptoms can have

catatonic features, melancholic features, atypical

features, and postpartum onset.

Depression symptoms may present differently

among children and adolescents. Some children

may present with mood irritability or a failure to

make expected weight gains. Diagnostic duration

of symptoms for children and adolescents is typ-

ically at least 1 year.

Depression diagnosis is two times more likely

among women than men. Women’s increased

likelihood for depression is found in the general

population, across cultural groups and across

demographic groups (Bromet et al., 2011).

Although studies have not concluded that depres-

sion symptoms differ by gender (Kessler,

McGonagle, Swartz, Blazer, & Nelson, 1993),

some studies suggest men exhibit more external-

izing symptoms of depression (angry outbursts,

irritability, withdrawal, blunted affect, etc.) while

comparatively, women have more melancholic

symptoms of depression (sadness, guilt, etc.)

(Hatzenbuehler, Hilt, &Nolen-Hoeksema, 2010).

Depressive symptoms are quite common in

several biomedical health conditions and have

been shown to predict worse prognosis in

heart disease (Bush, 2002; Frasure-Smith &

Lesperance, 2006), even if at low levels. Because

depression is a heterogeneous construct with

multidimensional characteristics, the cardiovas-

cular literature has begun to identify depression

symptom clusters that are associated with worse

coronary heart disease outcome. For example,

some authors have found somatic depressive

symptoms to be associated with cardiac disease

severity (de Jonge et al., 2006; Watkins et al.,

2003). A recent study comparing cognitive affec-

tive symptoms to somatic affective depressive

symptoms found that somatic affective symp-

toms predicted worse cardiovascular outcome

while cognitive affective symptoms did not

(Martens, Hoen, Mittelhaeuser, de Jonge, &

Denollet, 2009). Somatic affective symptoms

include sadness, dissatisfaction, pessimism, sui-

cidal ideas, crying, work difficulty, insomnia,

fatigability, loss of appetite, somatic preoccupa-

tion, and loss of libido.

References and Readings

American Psychiatric Association. (1994). Diagnostic
and statistical manual of mental disorders (4th ed.).

Washington, DC: Author.

Bromet, E., Andrade, L., Hwang, I., Sampson, N.,

Alonso, J., de Girolamo, G., et al. (2011). Cross-

national epidemiology of DSM-IV major depressive

episode. BMC Medicine, 9(1), 90.
Bush, D. E. (2002). Cardiac disease and depression in the

elderly. Cardiology in Review, 19(11), 10–15.
de Jonge, P., Ormel, J., van den Brink, R. H. S., van

Melle, J. P., Spijkerman, T. A., Kuijper, A., et al.

(2006). Symptom dimensions of depression following

myocardial infarction and their relationship with

somatic health status and cardiovascular prognosis.

The American Journal of Psychiatry, 163(1), 138–144.
Frasure-Smith, N., & Lesperance, F. (2006). Depression

and coronary artery disease. Herz, 31(Suppl. 3), 64–68.
Goldberg, D., Kendler, K. S., Sirovatka, P. J., & Regier,

D. A. (2010). Diagnostic issues in depression and
generalized anxiety disorder: Refining the research
agenda for DSM-5. Arlington, VA: American Psychi-

atric Association.

Hales, R. E., Yudofsky, S. C., & Gabbard, G. O. (2008).

The American psychiatric publishing textbook of
psychiatry (5th ed.). Arlington, VA: American

Psychiatric.

Hatzenbuehler, M. L., Hilt, L. M., & Nolen-Hoeksema, S.

(2010). Gender, sexual orientation, and vulnerability

to depression. In J. C. Chrisler & D. R. McCreary

(Eds.), Handbook of gender research in psychology
(pp. 133–151). New York: Springer.

Kessler, R. C., McGonagle, K. A., Swartz, M., Blazer,

D. G., & Nelson, C. B. (1993). Sex and depression in

the National Comorbidity Survey I: Lifetime preva-

lence, chronicity and recurrence. Journal of Affective
Disorders, 29(2–3), 85–96.

Martens, E. J., Hoen, P. W., Mittelhaeuser, M.,

de Jonge, P., & Denollet, J. (2009). Symptom dimen-

sions of post-myocardial infarction depression, disease

severity and cardiac prognosis. Psychological Medi-
cine, 40(05), 807.

Watkins, L. L., Schneiderman, N., Blumenthal, J. A.,

Sheps, D. S., Catellier, D., Taylor, C. B., et al.

(2003). Cognitive and somatic symptoms of depres-

sion are associated with medical comorbidity in

patients after acute myocardial infarction. American
Heart Journal, 146(1), 48–54.

D 568 Depression: Symptoms



Depression: Treatment

Tatsuo Akechi

Department of Psychiatry and Cognitive-

Behavioral Medicine, Graduate School of

Medical Sciences, Nagoya City University,

Nagoya, Aichi, Japan

Synonyms

Management of depression; Pharmacotherapy for

depression; Psychotherapy for depression

Definition

Effective treatment methods of patients with

depressive disorders

Description

There are several types of treatment for depres-

sion, and these are mainly somatotherapy and psy-

chotherapy. Somatotherapy for depression usually

includes pharmacotherapy and electroconvulsive

therapy (ECT). In addition, other types of

somatotherapy including transcranial magnetic

stimulation (TMS) can be available now in several

countries such as USA (Gelenberg, 2010).

With regard to pharmacotherapy, there are

several different types of drugs, so-called antide-

pressants. Antidepressants include selective

serotonin reuptake inhibitors (SSRI), serotonin

noradrenaline reuptake inhibitors (SNRI), tricy-

clic antidepressants (TCA), tetracyclic antide-

pressants, monoamine oxidase inhibitors

(MAOIs), and other types of antidepressant

drugs (Gelenberg, 2010; Hales & Yudofsky,

2003; Sadock & Sadock, 2003). The effective-

ness of these antidepressants is generally compa-

rable between classes and within classes of

medications. On the other hand, side effect

profiles clearly differ among the different classes

of antidepressants. Pharmacotherapy is most

widely used for treatment of depression.

Especially pharmacotherapy is recommended as

an initial treatment choice for patients with mild

to moderate major depressive disorder as defined

by DSM-IV-TR. The choice of each antidepres-

sant is usually determined by anticipated side

effects and safety for the individual patient. In

general, the SSRIs and other newer antidepres-

sants are better tolerated and safer than either

TCAs or the MAOIs, although many patients still

benefit from older drugs including TCAs. During

pharmacotherapy, patients should be carefully and

regularly monitored to evaluate side effects. Over-

all, approximately two-thirds of the patients with

major depression respond to an adequate trial of

antidepressant medication. However, far few

achieve full remission of symptoms.

ECT is recommended as a treatment of choice

for patients with severe major depressive disorder

and those with psychotic features. Other cases

such as a suicidal patient with an urgent need for

response can also be appropriate for ECT treat-

ment. ECT has the highest response and remission

rates among any antidepressant treatment. ECT is

generally provided 2–3 times per week and total of

6–12 treatments. ECT is a safe treatment, and it is

suggested that risks of morbidity and mortality do

not exceed those associated with anesthesia alone.

Side effects of ECT include short-time confusion,

memory impairment, headache, muscle aches,

and so on. ECT is the use of electrically induced

repetitive firings of the neurons in the CNS. The

mechanisms of action of ECT are complex and not

completely understood.

TMS was approved for use in patients with

major depressive disorder in USA. TMS uses

a magnetic field to stimulate or inhibit cortical

neurons. Because the area of cortex stimulated is

related to placement of the coil on the skull, the

coil is most often placed over the left dorsolateral

prefrontal cortex for treatment of depression.

There are few findings regarding long-term fol-

low-up data of TMS treatment effect. So more

longer-term data and further refinement of TMS

are needed.

Regarding psychotherapy, cognitive-behavioral

therapy (CBT) and interpersonal psychotherapy

(IPT) aremost well-known and proven psychother-

apeutic approaches for patients with depressive
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disorders (Gelenberg, 2010). CBT combines cog-

nitive psychotherapy with behavioral therapy,

including behavioral activation, and its goal is to

reduce depressive symptoms by challenging and

reversing irrational beliefs and distorted attitudes

and encouraging patients to change their maladap-

tive preconceptions and behaviors in real life. On

the other hand, IPT focus on interpersonal factors

that may interact with the development of depres-

sive disorders. The goal of IPT is to intervene by

identifying the trigger of depression, facilitating

mourning in the case of bereavement, promoting

recognition of related affects, resolving role

disputes and role transitions, and building social

skills to improve relationships and to acquire

needed social supports. Although these psycho-

therapies are recommended as an initial treatment

choice for patients with mild to moderate major

depressive disorder, these should be used in com-

bination with pharmacotherapy for severe major

depressive disorder.

Treatments of depression generally include

several different steps, and these are acute phase

treatment, continuous phase treatment, and main-

tenance phase treatment. Primary aims of the

acute phase treatment are to improve symptoms

of depression and achieve a full return to the

patient’s functioning. Continuous phase treat-

ments are mainly provided to reduce the risk of

relapse for a patient who has been successfully

treated. Regarding patients who have had multi-

ple major depressive episodes or who have

chronic features, maintenance phase treatment

should be considered in order to reduce the risk

of a recurrent depressive episode.

Cross-References

▶Antidepressant Medications

▶Cognitive Behavioral Therapy (CBT)

▶ Psychoeducation

▶ Social Support
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Synonyms

Autism spectrum disorders; Intellectual disability

Definition

Developmental disabilities (DD) is an umbrella

term for a group of interrelated, chronic,

nonprogressive, neurological, or brain-based dis-

orders which are defined as “severe, life-long

disabilities attributable to mental and/or physical

impairments, manifested before age 22, that

result in substantial limitations in three or more

areas of major life activities: capacity for inde-

pendent living, economic self-sufficiency, learn-

ing, mobility, receptive and expressive language,

self-care, self-direction” (Administration on

Developmental Disabilities, 2007). In the case

of young children, DD is likely to result in sig-

nificant limitations. Low IQ scores are typically

associated with DD, and individuals with intel-

lectual disabilities comprise the largest group

considered to have DD (Larson et al., 2000), but

other conditions may impose functional limita-

tions on individuals whose intelligence is at or
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above average. Sensory impairments are

included only as occurring in combination with

impairment in intellectual and adaptive function-

ing. The current conceptualization includes diag-

nostic classifications of intellectual disability

(formerly mental retardation), autism spectrum

disorders (ASD), cerebral palsy (CP), and spe-

cific syndromes whose behavioral phenotype

includes limitations in intellectual and adaptive

functioning (e.g., fragile X, trisomies, Prader-

Willi, Smith-Magenis) but does not specify an

etiology or medical diagnosis.

Description

Epidemiology

Researchers from the CDC estimate the preva-

lence of DD by tracking five conditions: intellec-

tual disability (ID), autism spectrum disorders

(ASD), cerebral palsy (CP), hearing loss, and

vision impairment. The essential features of

ASD are impaired reciprocal social interactions,

delayed or unusual communication styles, and

restricted or repetitive behavior patterns. ID is

defined as a condition marked by an IQ < 70

with concurrent limitations in adaptive function-

ing, previously referred to as mental retarda-

tion. Cerebral palsy is defined as a group of

nonprogressive, but often changing, motor impair-

ment syndromes secondary to brain lesions/anom-

alies arising at any time during brain development

or as a result of neonatal insult.

Developmental disabilities affect approxi-

mately 17% of children younger than 18 years

of age in the USA (Bhasin, Brocksen, Avchen, &

Van Naarden, 2006). In 2006–2008 nearly 10

million children aged 3–17 had a developmental

disability on the basis of parent report (Boyle et

al., 2011). The most recent CDC prevalence esti-

mates of ASD are 1 in 88 children (Baio, 2012).

Population-based estimates of functional limita-

tions and health services utilization among chil-

dren with DD were 4–32 times higher than for

children without DD (Boulet, Boyle, & Schieve,

2009), while the cost to society of ASD alone is

estimated to be $35–$90 billion annually (Ganz,

2007). The CDC estimates that the average

lifetime cost associated with intellectual disabil-

ity (IQ < 70) is approximately $1,014,000 per

person (in 2003 dollars).

Etiology

The likelihood of identifying an underlying eti-

ology increases with the degree of disability.

Prenatal causes include genetic abnormalities

including chromosomal abnormalities (e.g.,

trisomies, X-linked, microdeletions, and

subtelomeric rearrangements), single gene disor-

ders (e.g., X-linked recessive conditions), and

multifactorial/polygenic conditions (e.g., spina

bifida); congenital infections (e.g., rubella, syph-

ilis); alcohol and other drug or teratogen expo-

sure; and maternal disorders. Perinatal causes

include placental complications, preeclampsia/

eclampsia, birth trauma/anoxia, complications
of prematurity (e.g., IVH), infections (e.g., bac-

terial meningitis), and metabolic abnormalities.

Postnatal causes include infections, trauma, envi-
ronmental pollutants/neurotoxins, malnutrition,

and inborn errors of metabolism (e.g., PKU).

Genetic disorders now account for approxi-

mately 55% of moderate to severe ID (IQ < 50)

and 10–15% of mild ID (IQ 50–70), and these

percentages continue to increase with the use

of new molecular techniques. More than 1,000

genetic disorders leading to developmental

disabilities have been identified, many with

active research programs (Tartaglia, Hansen, &

Hagerman, 2007). Fragile X syndrome (FXS), the

most common form of inherited ID, is caused by

a mutation in a single gene (FMRP1) on the

X chromosome, resulting from expansions of

cytosine-guanine-guanine (CGG) repeats, which

interferes with the normal transcription of

a single protein (FMRP). Other disorders, such

as Smith-Magenis or velocardiofacial syndrome

(also known as 22q11.2 deletion syndrome), are

microdeletion syndromes. Prader-Willi and

Angelman syndromes are both the result of dele-

tions on the same chromosome (15), but the

expression is related to inheritance from either

the father (Prader-Willi) or mother (Angelman).

Still other disorders are characterized by the addi-

tion or absence of an entire chromosome (e.g.,

Down syndrome or trisomy 21; Klinefelter or
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47, XXY; Turner or 45, X), leading to

overexpression or imbalance of many genes and

subsequent abnormalities.

Diagnosis

The American Academy of Pediatrics has

recommended that developmental surveillance

be incorporated into every well-child visit and

that any concerns should be promptly addressed

with standardized developmental screening tests

(AAP, 2006). In addition, screening tests should

be administered regularly at the 9-, 18-, and

24-month visits, including ASD specific mea-

sures. There is no universally accepted screening

tool appropriate for all populations and all ages.

However, accurate, cost-effective, and parent-

friendly questionnaires are available for ages

1 month to 5 1/2 years in multiple languages

(e.g., Ages and Stages Questionnaires, third Ed.,

Brookes Publishing). In addition, tools such as

the M-CHAT and a follow-up interview used to

screen for ASD are available, at no cost (www.

firstsigns.com), covering a range of ages (e.g.,

16–48 months) and in many languages. Once

identified as being at risk, diagnostic develop-

mental and medical evaluations should be pur-

sued, typically involving pediatric subspecialists

and using valid and reliable measures of cogni-

tion, adaptive behavior, communication, social,

and neuropsychological functioning.

Intervention/Current Best Practices

Prevention has focused on educational initiatives

to eliminate or minimize risk factors such as

smoking and alcohol use during pregnancy or

lead and mercury exposure as well as medical

initiatives such prenatal screening and treatment

for infectious disease (e.g., syphilis, CMV),

genetic screening and counseling for carriers of

genetic disorders, and the use of vaccines to pre-

vent maternal or child infections (e.g., rubella,

meningitis) (Brosco, Mattingly, & Sanders,

2006). In addition, early identification and treat-

ment (e.g., newborn screening for genetic and

metabolic disorders and fetal alcohol syndrome)

have been successful in limiting the impact of

severe developmental disabilities (Powell et al.,

2010; Bertrand, 2009) and pilot programs using

a variety of assays using urine or blood are under

way (e.g., cytomegalovirus). Even late treatment

has been successful in partially reversing the

severe cognitive impact associated with meta-

bolic disorders such as untreated PKU (Grosse,

2010).

Emerging areas of knowledge that influence

practice include targeted pharmacological and

evidence-based treatments for specific disorders

such as fragile X and ASD, as well as a growing

body of clinical guidelines specific to conditions

in the pediatric age range. Evidence-based com-

prehensive treatment programs for young chil-

dren with ASD emphasize behavioral- and/or

development-based models. For example, the

UCLA Young Autism Project, the Princeton

Child Development Institute, and the Douglass

Developmental Disabilities Center utilize tradi-

tional behavioral interventions(e.g., discrete trial

training). The Learning Experiences and Alterna-

tive Program for Preschoolers and their Parents

(LEAP) and the Walden Early Childhood Pro-

gram utilize behavioral interventions in natural-

istic settings and incidental teaching. Division

TEACCH incorporates both behavioral and

developmental approaches, while the Denver

Early Start Model has a developmental orienta-

tion. In addition, care consideration guidelines

are currently being developed for fragile X and

other disorders having unique behavioral pheno-

types (e.g., velocardiofacial, Smith-Magenis),

and as understanding of the underlying mecha-

nisms advances, targeted treatment studies are

under way that may eventually reverse the

neurodevelopmental abnormalities (e.g., medica-

tions that regulate the activity of the mGluR5

pathway in fragile X). At this time, best

practice includes the need for intensive, multidis-

ciplinary treatment programs for individuals

with developmental disabilities and their families

that focus on strengths and include medical,

behavioral, educational, and therapeutic

interventions.
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Dexamethasone Suppression Test

Brigitte M. Kudielka

Department of Medical Psychology &

Psychological Diagnostics, University of

Regensburg, Regensburg, Germany

Synonyms

Dex suppression test; Dex test; DST; HPA axis

negative feedback testing
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Definition

Dexamethasone is a synthetic glucocorticoid

and acts as a ligand of glucocorticoid receptors.

The principle of the dexamethasone suppression

test (DST) is based on this binding capability.

Via receptor binding, dexamethasone exerts

a negative feedback function on the hypothala-

mus-pituitary-adrenal (HPA) axis (de Kloet,

Vreugdenhil, Oitzl, & Joels, 1998). The HPA

axis is a hierarchical hormonal system

encompassing the hypothalamus, the pituitary

gland, and the adrenal cortex with their respec-

tive hormones CRH (corticotropin releasing

hormone), ACTH (adrenocorticotropin hor-

mone), and cortisol. Beside its role in stress

regulation, the HPA axis is vital for supporting

normal physiological functioning. Its function-

ing is controlled by several negative feedback

loops. Generally, the DST is applied as

a standard diagnostic tool to assess feedback

sensitivity of the HPA axis in clinical settings

(e.g., in major depression, posttraumatic stress

disorder, etc.) as well as in psychoneuroendocri-

nological research (e.g., in stress research)

(Bellingrath, Weigl, & Kudielka, 2008; Yehuda

et al., 1993).

The dexamethasone suppression test normally

consists of the oral intake of a single dose of

dexamethasone (see below) which then leads to

the suppression of ACTH at the level of the

pituitary and subsequently to a reduced cortisol

secretion from the adrenal cortex. Of course,

dexamethasone can also be applied intrave-

nously. In contrast to endogenous glucocorticoids

like cortisol, dexamethasone primarily acts at

the level of the pituitary (due to the blood-brain

barrier). Selected doses of dexamethasone vary

depending on the aim of the diagnostic test, the

tested population, or the given research question.

A typical dose to identify individuals with

increased cortisol suppression after dexametha-

sone intake (indicating increased negative feed-

back sensitivity) is the application of 0.5 mg of

dexamethasone. Oral intake normally takes place

at 11 pm and cortisol measurements are repeat-

edly performed during the following morning or

day to account for the normal circadian rhythm of

cortisol (and ACTH) with highest levels in the

morning and decreasing levels over the remain-

der of the day (except for stress-related

superimposed hormone surges). After ingestion

of a standard dose of 1 mg of dexamethasone, an

almost complete suppression of the cortisol

secretion in healthy individuals can be expected.

That means, cortisol levels are typically

suppressed to concentrations less than 5 mg/dl
until the following afternoon after the intake of

1 mg dexamethasone the night before. However,

in the normal population up to 10% non-

suppressors can be identified. Fortunately, there

are virtually no side effects reported for a single

dexamethasone intake of 1–2 mg of dexametha-

sone. In different patient groups, either no corti-

sol suppression (e.g., in Cushing’s disease) or

cortisol super-suppression (e.g., in some patients

suffering from posttraumatic stress disorder) can

be observed. For the diagnosis of Cushing’s

disease, dexamethasone doses of up to 8 mg are

applied. However, it is of note here that other

tests need to complement a definite diagnosis of

Cushing’s disease.

In recent years, a much lower dexamethasone

dosage of 0.25 mg was suggested (mainly for

research purposes) to increase the sensitivity of

the DST, called low-dose DST (Cole, Kim,

Kalman, & Spencer, 2000; Yehuda, et al.,

1993). This version of the test is advantageous if

subtle differences are to be detected in HPA axis

negative feedback sensitivity in apparently

healthy individuals (Bellingrath et al., 2008).

After intake of 0.25 mg of dexamethasone,

endogenous cortisol concentrations of about

5 mg/dl can normally be expected.

One should be aware of the fact that an

unequivocal interpretation of DST results should

additionally account for the following two issues:

Since the exact amount of circulating dexameth-

asone is dependent on metabolic functioning,

bioavailability of dexamethasone should be con-

trolled for, especially in certain patient groups

with known metabolic dysfunctions. Further-

more, in order to rule out altered reactivity of

the adrenal cortex to ACTH signals, one should

want to additionally check the extent of ACTH

suppression.
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Finally, the DST can also be combined with

other pharmacological provocation tests like the

CRH stimulation tests (Heuser, Yassouridis, &

Holsboer, 1994). Over the last decades, the

combined Dex-CRH test applying a

premedication of 1.5 mg dexamethasone the

night before followed by a CRH application

(e.g., 100 mg or 1 mg/kg body weight) the follow-
ing afternoon proved its usefulness especially for

the assessment of HPA axis feedback regulation

in psychiatric disorders.
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Diabesity in Children

Francine Kaufman

Medtronic, Northridge, CA, USA

Synonyms

Childhood obesity; Obesity

Definition

The association of obesity and diabetes has been

recently referred to as diabesity.

Description

In 2000, then Surgeon General David Satcher

announced that the epidemic of obesity in the

United States was increasingly affecting children

and adolescents (Satcher, 2001). At the time of

the surgeon general’s announcement, approxi-

mately 16% of youth were categorized as being

obese, defined as a bodymass index (BMI) greater

than the 95th percentile for age and gender. Over-

all, that same childhood obesity rate persists in the

USA today; however, minority children have sig-

nificantly higher rates. Data from the HEALTHY

study in middle school–aged children showed that

approximately 50% of sixth grade students in

middle schools with a predominate minority pop-

ulation were overweight or obese (BMI � 85th

percentile for age and gender) (HEALTHY,

HEALTHY Study Group, 2010).

Concomitant with the rise in childhood obe-

sity is a corresponding increase in the incidence

of the metabolic syndrome and type 2 diabetes in

pediatric subjects. Before the 1990s, it was rare

for most pediatric centers to have patients with
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type 2 diabetes. By 1994, type 2 diabetes patients

represented up to 16% of new cases of diabetes in

children in urban areas, and by 1999, depending

on geographic location, the range of percentage

of new cases of type 2 was between 8% and 45%

(HEALTHY, HEALTHY Study Group, 2010).

The SEARCH study showed that after age

10 years, of all American Indian children who

have diabetes, two thirds have type 2; of all

Hispanic and African American children with

diabetes, approximately a third have type 2; and

only 8% of non-Hispanic White children affected

with the disease have type 2 (SEARCH, 2006).

Therefore, type 2 diabetes occurs mainly in eth-

nic minorities in the United States, as has been

described in children in a number of countries

throughout the world.

A period of prediabetes, defined as either ele-

vated fasting glucose levels, impaired glucose

tolerance, and/or elevated A1C (5.7– < 6.4%),

occurs before the development of frank type 2

diabetes. Type 2 diabetes in children and youth, as

in adults, is caused by the combination of insulin

resistance and relative B cell secretary failure.

Plasma insulin concentrations appear normal or

elevated, but there is a loss of first-phase insulin

secretion that cannot compensate for underlying

insulin resistance. There are a number of genetic

and environmental risk factors for insulin resis-

tance and limited B cell reserve, including

ethnicity, obesity, sedentary behavior, family his-

tory of type 2 diabetes, puberty, high and low

birth weight, and female gender. Family educa-

tion level, SES, maternal diabetes or excessive

weight gain, failure to breast feed, and exposure

to an obesogenic environment are additional risk

factors.

Type 2 diabetes in pediatric subjects has

a variable presentation, although many children

present with symptoms caused by elevated glu-

cose. There is an associated increase in A1C

�6.4% which can be used to make the diagnosis.

Few pediatric subjects with type 2 diabetes can be

treated with diet and exercise alone; therefore,

pharmacologic therapy is most often required.

Depending on initial glucose levels and the

degree of symptoms caused by hyperglycemia,

practitioners usually prescribe metformin for

those subjects who are mildly affected, or sub-

jects begin insulin therapy if they have more

significant hyperglycemia. Relatively few pedi-

atric subjects use other or combination therapy.

Unfortunately, while they are undergoing the

present pharmacologic regimens, many patients

appear unable to achieve glycemic targets over

the long term. Specific treatment algorithms for

pediatric patients with type 2 diabetes that are

aimed at achieving glycemic targets have not

been investigated in youth. The ongoing Treat-

ment Options for type 2 Diabetes in Adolescents

and Youth (TODAY) trial, sponsored by the

National Institutes of Health, has investigated

best treatments for type 2 diabetes in pediatric

subjects and will provide evidence for improving

the outcome of pediatric type 2 diabetes.

The term diabesity was coined to raise aware-

ness about the adverse health effects of obesity.

Today, obesity and diabetes has become a health-

care crisis of epidemic proportions. It is a given

that individuals and families must change their

behavior if we are to reverse the present trends.

But they cannot do it on their own. Reversing the

trends will require the coordinated efforts from

local, state, and national governments; public and

private industries; community and religious orga-

nizations; schools; and the health-care system.

Information must be provided, social norms

must change, and, most importantly, an environ-

ment that supports healthy lifestyles must be cre-

ated. Only then will the childhood diabesity

epidemic be reversed.
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Diabetes

Luigi Meneghini

Diabetes Research Institute, University of

Miami, Miami, FL, USA

Synonyms

Hyperglycemia

Definition

Diabetes (mellitus) is defined as elevated blood

glucose levels (hyperglycemia), which over time

can lead to chronic microvascular complications

such as diabetic retinopathy, nephropathy, and

neuropathy. Diabetes is caused by deficiency in

insulin production (type 1 diabetes), which in

many cases can be accompanied by increased

insulin demand, also known as insulin resistance

(type 2 diabetes). Type 2 is the most common

form of diabetes accounting for 85–90% of all

cases. Diabetes can be diagnosed by way of

a fasting plasma glucose (�126 mg/dl), an ele-

vated HbA1c (�6.5%) or an oral glucose toler-

ance test (2-h postchallenge plasma

glucose �200 mg/dl). Alternatively, someone

presenting with symptoms of hyperglycemia,

such as excessive thirst or urination, blurring of

vision, or weight loss, combined with a random

plasma glucose of �200 mg/dl, can also be diag-

nosed with diabetes.

Control of hyperglycemia is essential to

reduce the risk of chronic microvascular

complications associated with diabetes. This can

be done through adopting healthy lifestyle and

dietary habits, the use of oral medications to

lower blood glucose, and/or the use of insulin

replacement therapy. Diabetes is often a familial

disease with genetic and environmental

predisposing factors. First-degree relatives of

individuals with diabetes have an approximate

fivefold to tenfold increase in the risk of devel-

oping diabetes compared to the general

population.

While diabetes mellitus (“sweet siphon”)

refers to the more common form of diabetes, char-

acterized by hyperglycemia, diabetes insipidus

(“bland or tasteless siphon”) refers to an inability

to retain free water due to deficiencies in the

production or action of antidiuretic hormone

(vasopressin).
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Diabetes Education
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Synonyms

Patient education; Self-management education

Definition

Diabetes education is the process of enabling

patients with diabetes to gain knowledge, prob-

lem-solving skills, empowerment, and ability

to manage their condition through the applica-

tion of appropriate treatments and lifestyle

intervention.
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Description

Diabetes is a chronic condition whose manage-

ment and control is highly dependent on both

appropriate treatment prescriptions and patient

implementation of those recommendations.

Proper diabetes management requires a high

degree of involvement on the part of the patient

if it is to be successful. Education for patients

with diabetes requires transfer of knowledge, as

well as problem-solving skills, that incorporates

the needs, goals, and experiences of patients

with diabetes, with the ultimate objective of

supporting “informed decision making, self-care

behaviors, problem solving, and active collabo-

ration with the health-care team.” The implemen-

tation of appropriate treatment prescriptions and

self-management behaviors needs to ultimately

lead to improved clinical outcomes, health, and

quality of life.

Diabetes self-management standards have

been modified over the years to incorporate evi-

dence-based recommendations. Guiding princi-

ples for these standards, which need to be

adhered to by any entity seeking accreditation

for their educational activities, dictate that diabe-

tes education should improve clinical outcomes

and quality of life, incorporate empowerment

models, and individualize the educational

approach to include behavioral and psychological

strategies that are culturally and age appropriate.

Group education, ongoing reassessment and edu-

cation, and behavioral goal setting are critical

elements to successful patient education pro-

grams. The American Diabetes Association has

published specific standards for diabetes self-

management education (DSME) that address

several areas. DSME programs need a clear orga-

nizational structure, mission statement, and goals

that are overseen by an advisory group, which

include representatives from health profes-

sionals, patients, community, and other stake-

holders. The DSME programs need to determine

the specific educational needs of their target

populations and identify appropriate resources

to meet those needs; they must designate

a professional coordinator to manage the pro-

gram. Professional and experienced educators

(nurse, dietitian, pharmacist, etc.) develop and

implement educational interventions based on

a curriculum that relies on current evidence and

practice guidelines. Patients need to receive

a documented individual assessment and educa-

tion plan, with a personalized follow-up plan for

ongoing education and support. Measurement of

patient-defined goals forms the basis for patient

reassessment and ongoing support and education.

The DSME also needs to measure and document

the effectiveness of the education process and

use this opportunity for continuous quality

improvement.
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Diabetes Foot Care
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Synonyms

Diabetic foot care

Definition

Routine care of the feet for individuals who have

diabetes, including inspection, skin and nail care,

and prevention of injury.
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Description

Diabetes may cause nerve damage that affects

feeling in the feet. Diabetes may also reduce

blood flow to the feet, making it harder to heal

injuries or to resist infection.

Most people with diabetes can prevent serious

foot problems by taking some simple actions.

Routine foot care should include an annual foot

exam by a healthcare provider, or more often if

foot problems are present. The exam includes

evaluation for injuries or breaks in the skin, nail

problems, pain, sensitivity, or changes in foot

shape or skin color. In some cases, healthcare

providers may recommend specially fitted shoes.

Individuals with diabetes should inspect their

feet every day, looking for red spots, cuts, swell-

ing, or blisters. They should wash feet daily and

apply moisturizing lotion to tops and bottoms of

feet, but not between toes. Toenails should be

trimmed straight across and filed if they can be

easily seen and reached, otherwise a foot care

specialist should trim nails. Shoes and socks

should be worn at all times to prevent injury to

the feet. Other self-care measures to prevent foot

problems include keeping blood glucose levels

controlled, not smoking, and avoiding sitting and

crossing legs for prolonged periods. Increased

activity may promote foot health along with

other overall benefits to the cardiovascular system.

Cross-References
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David G. Marrero

Diabetes Translational Research Center, Indiana

University School of Medicine, Indianapolis,

IN, USA

Synonyms

Type 2 diabetes prevention

Definition

There are several factors that increase a person’s

risk for developing type 2 diabetes mellitus.

These include increased age, a family history of

diabetes, race (persons of color having greater

risk), obesity, body fat distribution, physical

inactivity, and evidence of a metabolic defect as

measured by either elevated fasting glucose,

impaired glucose tolerance, or elevated

glycosylated hemoglobin A1c. Because many of

these risk factors are modifiable, notably obesity

and activity patterns, it should be possible to

reduce risk by interventions designed to help

high risk persons reduce weight and increase

their levels of physical activity. There is increas-

ing evidence that this is indeed the case. In 1997,

the Chinese first reported that lifestyle interven-

tion in persons with impaired glucose tolerance

(IGT) resulted in a significant reduction in the

incidence of diabetes, with a 40% reduction

occurring over a 6-year period (Pan et al., 1997).

In 2001, the Finns reported that lifestyle interven-

tion in persons with IGT resulted in a 58% reduc-

tion in 3-year diabetes incidence (Tuomilehto

et al., 2001), and in 2002, the American Diabetes

Prevention Program (DPP) study reported an

identical 3-year reduction in diabetes incidence

(Knowler et al., 2002). This entry focuses on

the DPP.

Description

The DPP was a three-group randomized clinical

trial that was conducted in 27 centers across the

United States. The 3,234 subjects were all

25 years of age or older, had IGT, and a body

mass index (BMI) of at least 24 kg/m2. All ethnic

groups were represented with 45% of the cohort

being African American, Hispanic American,

American Indian, or Asian/Pacific Islander. In

addition, 68% of the cohort was women, 31%

between the ages of 25–44, 49% between 45

and 59, and 20% 60 and above. Subjects were

randomly assigned to a medication condition

(using metformin), a medication placebo control

condition, or a lifestyle intervention. The lifestyle
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intervention was an intensive program with very

specific goals: a minimum of 7% loss of body

weight and maintenance of this weight loss

through the course of the trial and a minimum

of 150 min per week of physical activity with

brisk walking being the standard.

The lifestyle intervention was a 16-session core

curriculum implemented over 24weeks to account

for holidays and regionally defined special events.

Each session was taught by a lifestyle coach who

worked with the subject one on one. In addition,

subjects had access to a dietitian, a behaviorist,

and exercise physiologist if they so elected. Fre-

quent contact with the lifestyle coach and support

staff was the norm with most subjects following

a weekly meeting schedule (The Diabetes Preven-

tion Program (DPP) Research Group, 2002).

The intervention provided education and

training in diet and exercise methods and behav-

ior modification skills. Emphasis was placed on

the use of self-monitoring techniques to assess

dietary intake and diet composition, active prob-

lem solving to reduce the impact of personal and

social cues to eat in ways counterproductive to

achieving weight goals, and building self esteem,

empowerment, and social support to reinforce

lifestyle modifications. The intervention was

individualized to address social and cultural fac-

tors that impact eating behavior, and a long-term

maintenance program was introduced following

the core curriculum.

The intervention was successful in reducing

the risk for developing type 2 diabetes by 58%.

Subjects in the lifestyle condition lost an average

of 7 kg following the core curriculum and

maintained a negative weight loss with an aver-

age loss of approximately 4 kg and 36 months

postcore. In addition, 74% of the subjects in the

lifestyle condition achieved the minimum study

goal of 150 min of physical activity per week

with the mean activity level at the end of the

core curriculum being 224 min per week. Impor-

tantly, the intervention was effective for all par-

ticipants, regardless of race, age, or gender.

As noted above, this is the same percentage of

risk reduction obtained by the Finns. It is exceed-

ingly rare in the annals of human clinical trials

that two independent studies conducted on

separate continents would report identical find-

ings. A reasonable assumption is that the Finnish

and American trials used identical lifestyle inter-

ventions (both were delivered to individual partic-

ipants rather than in group sessions). However,

they were quite different with the American trial

being substantially more intensive. In the Finnish

trial, each participant in the lifestyle intervention

group had seven sessions with a nutritionist during

the first year of the study and one session every

3 months thereafter (Tuomilehto et al., 2001).

It is tempting to conclude that the American

approach to lifestyle intervention was less effi-

cient than that used by the Finns, but there are

differences between the Finnish and American

participants worth noting. The mean body mass

index (BMI; kg/m2) in the Finnish sample was

about 31, and in the American sample it was

about 34, suggesting that the Americans were

9–10 kg heavier, on average, than the Finns.

The DPP cohort was heterogeneous in terms of

age and race/ethnicity whereas the Finns studied

a fairly homogenous population. In addition,

because of local environmental and cultural dif-

ferences between Finland and the USA, it is

likely there were fewer opportunities for physical

activity for American participants than for Finns.

The prevention of type 2 diabetes is clearly

a behavioral issue that involves implementing

interventions designed to modify eating and

physical activity behaviors. Future efforts need

to consider how to translate efficacy studies such

as those reviewed here into the broader public

health. Such efforts need to involve behavioral

scientists in the design of these interventions.
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Definition

Diabetes psychosocial factors are those factors

associated with the psychological and social

well-being of people with diabetes, as well as

how those factors are related to diabetes-related

self-management behaviors and glycemic

control.

Description

The daily self-care of patients with diabetes

mellitus type 1 or 2 is crucial for achieving

blood glucose targets. Self-management is the

foundation of diabetes treatment. A good under-

standing of the changes and challenges faced by

people with diabetes is therefore essential in

guiding these patients. We should remember

that despite medication and improvements in

administration systems, over one third of patients

have long-term poorly controlled diabetes and

thus a greatly increased risk of micro- and

macro-vascular complications (Harris, 2000;

Writing Team for the Diabetes Control and

Complications Trial/Epidemiology of Diabetes

Interventions and Complications Research

Group, 2002). Psychological and social factors

play an important role in the self-management

of diabetes. This involves more than just knowl-

edge of the patient. Research on self-care of dia-

betes patients shows that especially perceptions,

attitudes, emotions, and social support are impor-

tant in the process of behavior change.

Adaptation and Self-management

Diabetes is a chronic disease that puts specific

demands on the daily life of patients. The most

important task is keeping blood glucose values

within normal limits in different situations. This

requires the patient to be always aware of the

effects of diet, physical activity, and glucose-

lowering medication. Patients using insulin are

advised to monitor their blood glucose levels

frequently, to anticipate changing circumstances,

and if necessary, to correct the glucose concen-

tration in a timely manner. Fluctuations in blood

glucose levels are often unavoidable. Low blood

glucose (hypoglycemia) may seriously disrupt

daily functioning and thus lead to frustration

and anxiety in patients as well as in their family

members.

Many patients with type 2 diabetes have, in

addition to impaired glucose regulation, meta-

bolic problems requiring a change of lifestyle

and drug treatment. An increasing number of

patients with type 2 diabetes need to take several

oral medications each day, and many of them also

need daily insulin injections. For many, this treat-

ment appears a difficult task, which translates

into poor treatment adherence. Diabetes is truly

regarded as one of the most psychologically dam-

aging chronic diseases with a high risk of

“burnout.”

After Diagnosis

The adjustment process starts with the diagnosis.

In type 1 diabetes, the majority of cases are diag-

nosed early in childhood and impact the entire

family. Understandably, the diagnosis causes

strong feelings of fear and uncertainty. Most chil-

dren and their parents appear to adjust quite well

to the new situation after some time (Anderson,
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2003). Successful adaptation depends on the

family situation and the quality of care provided.

Generally, during adolescence, a worsening of

diabetes is seen. Increasing insulin resistance

plays a role, but also the tendency of adolescents

to diminish their attention to their diabetes and to

take more risks. Conflicts may arise in the family,

which in turn contribute to poorer adjustment of

blood glucose of youths. However, young people

with diabetes tend to rate their psychosocial

well-being equal to that of their healthy peers

(de Wit et al., 2007).

Diabetes mellitus type 2 is, in most cases,

diagnosed in adulthood although in recent years

the mean age at diagnosis has decreased.

Research shows that when type 2 diabetes is

diagnosed at an early stage, this causes little or

no emotional reaction (Adriaanse & Snoek,

2006). This is presumably because a medical

treatment is usually not an issue and initially

“only” lifestyle changes of patients are requested.

Longitudinal research has shown that the signif-

icance of diabetes and the psychological impact

of this disease changes over time (Thoolen,

de Ridder, Bensing, Gorter, & Rutten, 2006). It

is therefore important not only to pay attention to

adaptation problems soon after diagnosis, but

also in the subsequent treatment process. In

patients with type 1 or type 2 diabetes, possible

health complications may occur that seriously

complicate daily functioning and adversely affect

quality of life.

Social Support

Social support is a complex construct, but gener-

ally is found to have positive effects on diabetes

management. Research has demonstrated

positive effects on adherence and control for

both structural support (e.g., family, friends,

co-workers, density of support networks) and

functional support (e.g., diabetes-specific help,

communication style, cohesiveness). Especially

in adolescents, the importance of a supportive

family has been shown. Open, empathic commu-

nication within families and continued parental

involvement in diabetes care is important

for achieving good adherence and glycemic

outcomes (Anderson, 2003). Evaluation of

interventions designed to enhance support, such

as social skills training, and improved under-

standing about diabetes for families, has revealed

positive effects on adherence and control. Several

trials have demonstrated that group instruction to

impart diabetes knowledge and coping skills pro-

duces better results than individualized instruc-

tion. Support provided through self-help groups

or through a mentor (a well-adjusted patient) has

been promoted but not researched in the context

of diabetes.

Quality of Life

Diabetes, with daily requirements for self-

monitoring and management in order to avoid

the short-term consequences of hypoglycemia

and the long-term complications associated with

hyperglycemia, has a substantial impact on daily

life. The demands of daily self-care can easily

interfere with normal routines and friendships,

thereby compromising emotional and social

well-being. Attaining strict glycemic control as

well as good quality of life (QoL) is a challenge

for people with diabetes, their families, and

health-care providers. This has led to consider-

able interest in diabetes-specific quality of life,

assessed through a wide range of concerns

including morale, well-being, depression, and

role functioning. Studies looking into the rela-

tionship between diabetes control and QoL find

low correlations, if any, although there is

evidence to suggest that patients suffering from

diabetes-related complications (neuropathy, reti-

nopathy, nephropathy) on average report lower

levels of QoL compared to patients without sec-

ondary complications (Snoek, 2000). In children,

the relationship between glycemic control and

QoL is complex and inconsistent across studies

as well (Bryden et al., 2001; Hoey et al., 2001; de

Wit et al., 2007).

Psychiatric Comorbidity

Diabetes has long been associated with the

psychological constitution of patients. Their

mental state was considered to be the cause of

the disease or as a factor in diabetes regulation.
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Indeed, a meta-analysis does show that depres-

sion increases the risk of developing type 2

diabetes by 30%, taking known risk factors into

account (Knol et al., 2006). There is evidence that

patients with poorly controlled type 1 diabetes, as

measured by levels of glycosylated hemoglobin

(HbA1c), can be distinguished psychologically

as a group from patients with well-controlled

diabetes on measures of depression and eating

disorders. In patients with type 2 diabetes,

there is also evidence of a relationship between

depression and poorer glycemic control. There is

increasing evidence that psychiatric comorbidity

is more frequent in adults as well as adolescents

with diabetes than in the general population

(Anderson, Freedland, Clouse, & Lustman,

2001; Bryden et al., 2001), with adverse conse-

quences for diabetes control. Below three major

mental disorders that can complicate the treat-

ment of diabetes are discussed.

Eating Disorders

Food and postponement of food are inextricably

linked to a disturbance of blood glucose control

in people with diabetes. Time to think about what

you eat and when, can result in feelings of frus-

tration and “binge eating,” especially if the diet is

restrictive. This may explain the increased prev-

alence of “binge eating disorder” in female

patients with type 2 diabetes (Kenardy et al.,

2001). In girls with type 1 diabetes, the preva-

lence of bulimia nervosa is elevated (Colton,

Olmsted, Daneman, Rydall, & Rodin, 2004).

Eating disorders almost always go along with an

elevated HbA1c, frequent fluctuations in blood

glucoses, and a greatly increased risk of early

development of microvascular complications.

Underdosing of insulin as a way to lose weight

is not uncommon, particularly among adolescent

girls. Among girls with type 1 diabetes, 10%

admit to skipping some insulin injections,

and 7.5% report injecting less insulin than is

required in order to lose weight (Neumark-

Sztainer et al., 2002). The treatment of severe

eating disorders in diabetes is complex and

requires a close collaboration between diabetes

clinicians and professionals of clinics specialized

in eating disorders.

Anxiety

Extreme anxiety may affect diabetes control,

primarily by the disturbing effect of stress hor-

mones, but also by avoidance behavior. One must

be careful in giving alarming information like

risk of diabetes-related health complications

(“fear appeals”) if one wants to encourage

patients to improve self-management. Most dia-

betes patients are already concerned about the

potential complications of their illness, and fur-

ther increasing this fear probably does more harm

than good. Two fears specific to patients with

diabetes require special attention, namely, fear

of injections and self-monitoring of blood glu-

cose and fear of hypoglycemia. Although the

prevalence of extreme anxiety for the injection

of insulin and for self-monitoring of blood glu-

cose is low among diabetic patients using insulin

(0.3–1.0%), this fear may be accompanied by

great distress and poor diabetes regulation. More-

over, 40% of patients with a phobic fear of injec-

tions also have a phobia of pricking the finger to

obtain a blood sample. Data on the effects

of psychological treatment for self-testing or

injection fear are scarce. Both phobias are often

associated with other psychiatric disorders,

which makes these patients particularly vulnera-

ble (Mollema, Snoek, Ader, Heine, & van der

Ploeg, 2001).

Hypoglycemia remains the major side effect

of intensive insulin therapy. Exact data are

lacking, but a large proportion of patients using

insulin have frequent worries about hypoglyce-

mia. More uncommon is a phobic fear of hypo-

glycemia which can arise once a patient

experienced a severe hypoglycemia with loss

of consciousness. Patients with a compulsive or

panic disorder can be extremely afraid of hypo-

glycemia without ever having had a real risk.

A complicating factor is that anxious patients

often do not know whether the symptoms of

sweating, dizziness, and heart palpitations they

are experiencing are due to dropping blood glu-

cose levels or a panic attack. It is understandable

that phobic patients may pursue “safe” blood

glucose levels, which translates into a higher

HbA1c. Patients with milder forms of fear benefit

from hypoglycemia prevention training, which
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aims to improve their symptom perception and

better recognition of risk factors for hypoglyce-

mia (Cox et al., 2001). Phobic patients and part-

ners can benefit from cognitive behavioral

therapy where they can learn to examine how

realistic their views on hypoglycemia are and

replace irrational thoughts with more adaptive

cognitions.

Depression

Mood disorders are twice as common in patients

with diabetes compared to the general popula-

tion. The prevalence of moderate to severe

depression among both type 1 and type 2 diabetes

patients is estimated at 10–20% (Anderson et al.,

2001). For adolescents with type 1 diabetes, the

risk of depression is 2–3 times higher compared

to their healthy peers (Hood et al., 2006). The

relationship between diabetes and depression is

not entirely clear. Probably biochemical and psy-

chosocial factors play a role. Patients with

depressive symptoms have poorer glycemic con-

trol and more complications and are more often

hospitalized. Early recognition and treatment of

depression in people with diabetes will probably

result in major health benefits. Both psychologi-

cal and pharmacological treatments of depression

in diabetes patients are proven to be effective

(Katon et al., 2004).

Sexual Problems

It is estimated that approximately 50% of men

with a diabetes duration greater than 5 years have

some degree of erectile dysfunction, with adverse

effects on their perceived quality of life. It seems

that these sexual problems are not often discussed

with health-care professionals (De Berardis et al.,

2002). Neuropathy and metabolic disorders

are considered as the main causes of erectile

dysfunction, but acute fluctuations in blood glu-

cose and psychological factors may play a role as

well. Drug treatment of erectile dysfunction,

sometimes in combination with psychotherapy

or marriage counseling, may be effective.

Less is known about sexual dysfunction in

women with diabetes, but recent research

among women with type 1 diabetes showed that

they have more problems with sexual arousal and

lubrication compared to healthy women. Sexual

problems in female patients are often associated

with depressive symptoms, making it difficult to

determine cause and effect.

Conclusion

Successful management of diabetes requires con-

siderable motivation and adaptability of the

patient. Because people with diabetes are at

increased risk for psychological problems that

may complicate self-management behaviors,

attention to the psychosocial functioning of

patients is important in all phases of treatment.

The fact that depression and other psychosocial

problems are often not recognized and discussed

calls for systematic monitoring of psychological

well-being of diabetic patients as part of the reg-

ular appointments. Research into the effects in

youth and adults with diabetes has shown that

such an approach is feasible and that the well-

being of patients and their satisfaction with care

increase (Pouwer, Snoek, van der Ploeg, Ader, &

Heine, 2001; deWit et al., 2008). Nurses can play

an important role in such approach. Additional

psychological assessment and intervention can be

provided as needed. Diabetes is a largely self-

managed disease. Consequently, if the patient is

unwilling or unable to self-manage his or her

diabetes on a day-to-day basis, outcomes will be

poor, regardless of how advanced the treatment

technology is. Cognitive, emotional, behavioral,

and social factors have a vital role in diabetes

management, particularly because research has

shown depression and other psychological

problems are prevalent and negatively impact

on well-being and metabolic outcomes. There

is more to diabetes than glucose control; a

biopsychosocial approach is required for optimal

results. Motivational counseling and behavior

change programs in type 2 diabetes have been

shown to be effective in improving adherence

and warrant further dissemination in primary

and secondary care. In type 1 diabetes, adoles-

cents are at increased risk of coping difficulties

and poor diabetes outcomes, and warrant special

attention. For all age groups, monitoring of
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patients’ emotional well-being as an integral part

of routine diabetes care is recommended. Discus-

sion of quality-of-life issues in the context of

clinical diabetes care in itself promotes increased

adherence and patient satisfaction, and has

proven to increase recognition of signs of emo-

tional problems and “diabetes burnout.” Integrat-

ing psychology in diabetes management can help

to effectively tailor care to the patient’s individ-

ual needs and improve outcomes.

Cross-References
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▶ Self-monitoring
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Synonyms

Nerve damage

Definition

Diabetic neuropathy is nerve damage resulting

from high blood sugar levels (hyperglycemia)

and poor metabolic health in individuals with

diabetes mellitus. Diabetic neuropathy can affect

any number of organs or organ systems. Although

it can develop after the initial diagnosis is made,

it is commonly used as a symptom to diagnose

diabetes in a patient. A significant percentage of

patients have clinical evidence of nerve damage

at the time of diagnosis, which suggests that even

prediabetes can cause early diabetic neuropathy.

In general, the more poorly controlled the diabe-

tes, the more severe the diabetic neuropathy.

Studies have shown that nerve conduction

through the body slows significantly with each

percent rise in glycosylated hemoglobin (HbA1c)

values. The most commonly encountered

forms of diabetic neuropathy include distal sym-

metric polyneuropathy, autonomic neuropathy,

polyradiculopathy, and mononeuropathy.

Distal symmetric polyneuropathy is the most

common type and is often synonymous with

diabetic neuropathy. It is characterized by the

symmetrical damage of sensory nerves that

initially affects the lower extremities. The natural

history of symmetric polyneuropathy illustrates

the principle that the longest axons are affected

first. Consequently, patients initially report

symptoms in their toes and feet, which eventually

progress to the classic bilateral “stocking and

glove” numbness. Individuals with peripheral

neuropathy can experience debilitating pain,

tingling, and numbness in their hands and feet.

Because many patients ultimately lose all sensa-

tion in their feet, they must be fitted with

nonabrasive shoes and are taught to check their

hands and feet daily for abrasions and injuries

that can progress into limb and life-threatening

ulcers.

Autonomic neuropathy includes a wide spec-

trum of symptoms that can affect multiple organ

systems such as the cardiovascular, gastrointesti-

nal, genitourinary, and even the neuroendocrine

system. Its diagnosis can be difficult because of

multiple organ involvement and insidious onset.

Symptoms of cardiac neuropathy include exer-

cise intolerance, resting tachycardia, and silent

myocardial infarction. Neuropathic disease of

the upper gastrointestinal tract can cause dyspha-

gia, retrosternal pain, and “heartburn.” More

concerning is delayed stomach emptying which

can cause nausea, vomiting, early satiety,

prolonged fullness after eating and anorexia.

When autonomic disease affects the lower gas-

trointestinal tract, patients present with severe

constipation, diarrhea, and even bowel
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incontinence. Neuropathy affecting the genitouri-

nary system can cause bladder dysfunction, erec-

tile dysfunction, and painful intercourse due to

decreased vaginal lubrication. Less commonly,

neuropathy can even cause hypoglycemia

unawareness where patients become unable to

perceive dangerously low blood sugar levels.

Diabetic polyradiculopathies refer to several

types of asymmetric proximal nerve disease in

the diabetic patient, the most common being dia-

betic amyotrophy and diabetic thoracic polyradi-

culopathy. Diabetic amyotrophy is the more

common of the two and involves an acute onset

of pain followed by weakness involving one

proximal leg, with concurrent autonomic failure

and weight loss. If the disease affects the contra-

lateral leg, symptoms can occur immediately or

much later after the initial episode. No treatments

have been shown to be effective for diabetic

amyotrophy. Thoracic polyradiculopathy,

another type of diabetic polyradiculopathy,

describes an injury of the high lumbar or tho-

racic-level nerve roots. These patients present

with severe abdominal pain and have frequently

undergone multiple studies to identify the cause

of their symptoms.

Lastly, there are two types of diabetic

mononeuropathy: cranial and peripheral. Cranial

lesions commonly affect nerves surrounding

the eye and typically result in unilateral eye

symptoms including pain, drooping eyelid, and

double vision. The most common peripheral

lesions in diabetic patients are median nerve

mononeuropathy at the wrist and common pero-

neal mononeuropathy near the ankle, both of

which can result in pain, drooping, weakness,

and decreased range of motion.

Improving the symptoms of diabetic neuropa-

thy can be difficult; most efforts are made to

prevent the onset and worsening of existing

diabetic neuropathy. Treatment of diabetic neu-

ropathy emphasizes tight blood sugar control,

managing pain symptoms through pharmacother-

apy (i.e., analgesics, certain antidepressants,

steroids) and/or psychosocial interventions

(e.g., meditation, relaxation training), and

practicing diligent foot care (i.e., washing feet,

inspecting for cuts, bruises, or blisters).

Successful diabetes management is associated

with several behavioral and lifestyle factors,

which have been shown to improve with psycho-

social interventions such as motivational

interviewing, health coaching, and cognitive

behavioral therapy. Well-controlled diabetes is

often the result of adherence to a healthy diet

and exercise regimen, keeping track of carbohy-

drate intake, frequent and routine checks of blood

sugar levels, taking required amounts of insulin,

and discontinuing negative behaviors such as

smoking or excessive drinking. Modification of

these behaviors in children and adults has

resulted in improvements in diabetes manage-

ment, which can prevent or slow the development

of diabetic neuropathy.
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Definition

A diabetologist is a physician with expertise in

diabetes care. The physician is often board certi-

fied in pediatric or adult endocrinology with

special interest or extra training in diabetes care

or research. However, diabetology is not

a recognized medical specialty and has no formal

training programs. Thus, any physician whose

practice and/or research efforts are concentrated

mainly in diabetes care may be considered

a diabetologist/diabetes specialist.
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Synonyms

DIS

Definition

The National Institute of Mental Health Diagnos-

tic Interview Schedule was discussed in the

Archives of General Psychiatry by Robbins,

Helzer, Croughan, and Ratcliff (1981). The inter-

view schedule allowed lay interviewers or

clinicians to make psychiatric diagnoses

according to DSM-III criteria, Feighner criteria,

and Research Diagnostic Criteria. It was being

used in a set of epidemiological studies sponsored

by the National Institute of Mental Health Center

for Epidemiological Studies. Its accuracy has

been evaluated in a test-retest design comparing

independent administrations by psychiatrists and

lay interviewers to 216 subjects (inpatients, out-

patients, ex-patients, and nonpatients).

The National Institute of Mental Health

Diagnostic Interview Schedule for Children,

Version 4 (NIMH DISC IV or “DISC”) is a

highly structured diagnostic interview used

to assess psychiatric diagnoses of children and

adolescents. The DISC was designed to

be administered by interviewers with no formal

clinical training following the rules and conven-

tions outlined in the DISC training manual.

The DISC questions elicit the diagnostic

criteria specified in the Diagnostic and Statistical
Manual of Mental Disorders – Fourth Edition

(DSM-IV) and the WHO International Classifica-

tion of Diseases, Version 10 (ICD-10).

The Generic or “12 month” DISC was used

in NHANES. Seven of the 34 diagnostic assess-

ments were included in NHANES over the 6-year
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period that the DISC was administered: general-

ized anxiety disorder, panic disorder, eating dis-

order, elimination disorders, major depression/

dysthymic disorder, attention deficit disorder/

hyperactivity (ADD/ADHD), and conduct disor-

der. In each module, questions are asked about

specific symptoms during the past year, and then

follow-up questions in cases of positive endorse-

ment. Two of the DISC modules in NHANES,

eating disorder and major depression/dysthymic

disorder, were comprised of two parallel inter-

views. A youth-informant interview (DISC-Y)

administered in-person to children asked questions

about themselves, and a parent-informant inter-

view (DISC-P) administered by telephone to

a parent or caretaker asked questions about their

child. Only the DISC-Y was administered for gen-

eralized anxiety disorder and panic disorder, and

only the DISC-P was administered for elimination

disorder, ADD/ADHD, and conduct disorder.

Depending on the module, responses and diagnos-

tic scores derived from the interviews can be com-

bined or examined separately.
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Synonyms

Daily diary; Event sampling

Definition

Diaries are self-report instruments often used in

behavioral medicine research to examine psycho-

logical processes (i.e., affect, social interaction,

marital and family interactions, stress, physical

symptoms, mental health, well being) within the

natural context of everyday life. Diaries require

study participants to keep track of cognitions,

emotions, or behaviors in a log for a particular

period of time and are designed to “capture life as

it is lived” (Bolger, Davis, & Rafaeli, 2003).

Examples of diaries include paper and pencil

diaries, augmented paper diaries (ancillary

devices are programmed to prompt participants

to respond at a particular time), and electronic

diaries (i.e., palm pilots, PDAs). Diaries can be

collected repeatedly over a number of days, once

daily (daily diary), or even sampled several times

during the day.

Advantages

One advantage of diary methods is that informa-

tion is gathered in the context of the participant’s

everyday life, which may illicit behavior that is

more representative than that observed in the

laboratory setting. Secondly, diary methods

reduce the likelihood of retrospection. That is,

the time between an experience and the

recounting of the experience by the participant

is minimized. By asking the participants to record

information when an event occurs or shortly

thereafter, diaries also reduce biases related to

recall (the greater the time between events and

its recollection, the greater the potential for

Diaries 589 D

D

http://dx.doi.org/10.1007/978-1-4419-1005-9_1091
http://dx.doi.org/10.1007/978-1-4419-1005-9_641
http://dx.doi.org/10.1007/978-1-4419-1005-9_124
http://dx.doi.org/10.1007/978-1-4419-1005-9_124
http://dx.doi.org/10.1007/978-1-4419-1005-9_1163
http://dx.doi.org/10.1007/978-1-4419-1005-9_100430
http://dx.doi.org/10.1007/978-1-4419-1005-9_100584


distortion), recency effects (more recent events

are more likely to influence judgments) and

salience (moments of peak intensity or personal

relevance influence judgments more than less

salient experiences). Finally, diary studies elimi-

nate the difficulty of summarizing multiple

events.

Disadvantages

Despite the many advantages of diary methods,

several disadvantages also exist. For example,

diaries require experimenters to conduct training

sessions to ensure that participants understand the

diary protocol, which can be time consuming for

the experimenter. Secondly, diaries can be oner-

ous for participants. The burden of repeated

queries and responses places substantial demands

on the participant and requires a greater level of

participant commitment compared to other types

of research studies. Thirdly, the act of completing

the diary may affect participants’ responses or

alter participants’ understanding of a particular

construct. For example, a more complex under-

standing of the surveyed topic may develop or the

experience of the diary study may change partic-

ipants’ conceptualization of the topic to fit with

those measured in the diary. Finally, participants

may develop a habitual response style when mak-

ing repeated diary entries, which may have neg-

ative consequences. For example, participants

may skim over sections of a diary questionnaire

that rarely apply to them, but inadvertently omit

responses to these questions at relevant times.
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Synonyms

Blood pressure

Definition

Diastolic blood pressure is the force exerted by

the artery walls during ventricular relaxation. It is

the lowest pressure measured and normal range

is considered to be <80 mmHg (Tortora &

Grabowski, 1996).

Cross-References
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▶Blood Pressure, Measurement of

▶ Systolic Blood Pressure (SBP)
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Diathesis-Stress Model
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Synonyms

Risk factors

Definition

Diathesis refers to a predisposition or vulnerabil-

ity for the development of a pathological state.

Diathesis-stress models argue that certain patho-

logical states or diseases emerge from the com-

bination of a predisposition with stressful events

(Zuckerman, 1999). Most models specify that

neither the diathesis nor stress alone is sufficient

to produce the disorder. Instead, stress activates

the diathesis, which then leads to the disorder.

More broadly, diathesis-stress models are similar

to the idea of risk-factors for stress-related

diseases.

Description

History

Early diathesis-stress models primarily focused

on psychiatric disorders such as schizophrenia,

depression, and anxiety disorders, born out of the

observation that these disorders tend to be

inherited and yet also show a significant relation-

ship to life stress (Zuckerman, 1999). These early

diathesis-stress models identified fixed biological

and/or hereditary factors as predispositions, and

often argued for singular directionality, i.e., that

the stress acted upon the diathesis. Later, the idea

of diathesis was expanded to include physiologi-

cal, behavioural and psychological diatheses,

some of which may be acquired (Zuckerman).

Broadening the scope of diatheses to include

“non-biological” factors also resulted in

a change in the presumed directionality, such

that diatheses may influence the experience of

stress.

Diatheses

Zuckerman (1999) has argued that diatheses are

traits, and as such they not only should be present

before the onset of the disorder but also should

not change as the result of the disorder. Diatheses

may be conceptualized as dichotomous, i.e., pre-

sent or not. However, many diathesis-stress

models suggest that the degree of diathesis pre-

sent sets a threshold of vulnerability to stress. The

greater the level of diathesis present, the less

stress required to activate it and create the path-

ological state (Zuckerman). Some diathesis-

stress theories, such as Fowles (1992) theory of

schizophrenia, argue that stress may not be nec-

essary for the disorder to develop. If the level of

diathesis is high enough, the threshold is met and,

even in the absence of stress, the disorder will

develop (Zuckerman, 1999).

The Role of Stress

One important issue for diathesis-stress models is

the potential confounding of stress with the diath-

esis. For example, if a personality trait, such as

neuroticism, is identified as a diathesis for

a disorder, such as anxiety, then the issue

becomes whether the diathesis is reacting to

stress or is the cause of stress. Therefore, many

diathesis-stress models define stress in terms of

external events rather than defining stress as sub-

jectively reported reactions to events (Monroe &

Simons, 1991). Further, identifying genetic, bio-

logical, and/or physiological diatheses, rather

than psychological ones, also serves to avoid the

problem of confounding (Zuckerman, 1999).

Also, diathesis-stress models often assume that

the stress must occur in close temporal proximity

to the onset of the disorder (Zuckerman, 1999).

Some stress-diathesis models suggest that not

only do diatheses differ by disorder but also by

the type of stress necessary to activate a specific

diathesis. For example, for major depressive dis-

order, stressors that involve loss of one’s social

structure (e.g., job loss, divorce, death of a loved
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one) have been identified as those that combine

with diatheses to produce the disorder (Monroe &

Simons, 1991).

Specifying Diathesis-Stress Models

Conceptualizations of diatheses and stressors that

are binary (present or not) lead to relatively simple

models. If both the diathesis and stress are present,

the disorder will occur, but if one or both are

absent, the disorder should not occur. However,

most research on diathesis-stress models suggests

that neither diatheses nor stress are dichotomous.

Some models have suggested that diatheses are

categorical, such as evidence suggesting that alle-

lic variation in the 5-HTT-linked polymorphic

region (5-HTTLPR) of the serotonin-transporter

gene serves as a diathesis for anxiety-related dis-

orders (Lesch et al., 1996). However, these models

do not consider the polygenic nature of most

disorders and they are likely artificially categoriz-

ing dimensional variability in gene expression

(Zuckerman, 1999). Further, stress is often scaled

in terms of the severity of individual stressors (i.e.,

traumatic stress producing posttraumatic stress

disorder; PTSD) or in the total number of stressors

(i.e., more instances of loss associated with higher

rates of depression). Continuous diatheses and

stressors lead to more complex models. Models

may specify additive effects, such that more stress

is required to bring about the disorder in someone

with less of the diathesis than in someone with

a greater degree of the diathesis. Interactive

models may suggest that if the diathesis is absent,

no amount of stress may bring about the disorder,

but once present, the diathesis can vary in its

loading, thus requiring different amounts of stress

to bring about the disorder. Thus, important ques-

tions to consider when developing diathesis stress

models involve the nature of the diathesis (cate-

gorical, continuous, continuous only if present),

the diathesis threshold necessary for the disorder

to emerge, the type (e.g., loss, fear) and nature

(categorical or continuous) of the stress necessary

to activate the diathesis, the nature of the effects of

each (additive, interactive), and whether the diath-

esis and stress are independent of one another or

correlated.

Current State of Stress-Diathesis Models

Recently, the basic diathesis-stress model has

been expanded to include predispositions that

protect individuals from developing stress-

related disorders, or resilience (Belsky & Pluess,

2009). Instead of focusing on why some people

fall victim to disorders in the face of stress,

resilience research focuses on why some people

seem resistant to a disorder, even in the face

of extreme stress. However, resilience is not

the opposite of diathesis, but instead, individuals

may differ in their overall plasticity to both

negative (i.e., stress) and positive (i.e., support-

ive) environmental influences (Belsky &

Pluess, 2009).

Cross-References

▶Resilience

▶Risk Factors

▶ Stress

References and Readings

Belsky, J., & Pluess, M. (2009). Beyond diathesis stress:

Differential susceptibility to environmental influences.

Psychological Bulletin, 135(6), 885–908.
Fowles, D. C. (1992). Schizophrenia – diathesis

stress revisited. Annual Review of Psychology, 43,
303–336.

Lesch, K. P., Bengel, D., Heils, A., Sabol, S. Z.,

Greenberg, B. D., Petri, S., et al. (1996). Association

of anxiety-related traits with a polymorphism in the

serotonin transporter gene regulatory region. Science,
274, 1527–1531.

Monroe, S. M., & Simons, A. D. (1991). Diathesis-stress

theories in the context of life stress research: Implica-

tions for the depressive disorders. Psychological Bul-
letin, 110, 406–425.

Zuckerman, M. (1999). Vulnerability to psychopathology:
A biosocial model. Washington, DC: American Psy-

chological Association.

Diet and Cancer

▶Cancer and Diet

D 592 Diet and Cancer

http://dx.doi.org/10.1007/978-1-4419-1005-9_835
http://dx.doi.org/10.1007/978-1-4419-1005-9_101495
http://dx.doi.org/10.1007/978-1-4419-1005-9_285
http://dx.doi.org/10.1007/978-1-4419-1005-9_382


Dietary Fatty Acids

▶Essential Fatty Acids

Dietary Lipids Absorption

▶ Fat Absorption

Dietary Requirements

▶Nutrition

Dietary Supplement

▶Nutritional Supplements

Differential Psychology

▶ Individual Differences

Diffuse Optical Imaging (DOI)

▶Brain, Imaging

▶Neuroimaging

Diffusion

▶Dissemination

Dimeric Glycoprotein

▶ Fibrinogen

Dimsdale, Joel E.

Joel E. Dimsdale

Department of Psychiatry, University of

California San Diego, La Jolla, CA, USA

Biographical Information

Joel Dimsdale was born in Sioux City, Iowa, in

1947, and obtained his BA degree in biology

from Carleton College. He then attended

Stanford University, where he obtained an MA

degree in Sociology and an MD degree. He

obtained his psychiatric training at Massachusetts

General Hospital and then completed

a fellowship in psychobiology at the New

England Regional Primate Center. He was on

the faculty of Harvard Medical School from

1976 until 1985, when he moved to University

of California, San Diego (UCSD).

Dimsdale is distinguished professor emeritus

and Research Professor in the department of

psychiatry at UCSD. His clinical subspecialty is

consultation psychiatry. He is an active investi-

gator, a former career awardee of the American

Heart Association, and is past-president of the

Academy of Behavioral Medicine Research, the

American Psychosomatic Society, and the

Society of Behavioral Medicine. He is on numer-

ous editorial boards, is editor-in-chief emeritus of

Dimsdale, Joel E. 593 D

D

http://dx.doi.org/10.1007/978-1-4419-1005-9_1190
http://dx.doi.org/10.1007/978-1-4419-1005-9_1260
http://dx.doi.org/10.1007/978-1-4419-1005-9_127
http://dx.doi.org/10.1007/978-1-4419-1005-9_1465
http://dx.doi.org/10.1007/978-1-4419-1005-9_968
http://dx.doi.org/10.1007/978-1-4419-1005-9_1101
http://dx.doi.org/10.1007/978-1-4419-1005-9_1154
http://dx.doi.org/10.1007/978-1-4419-1005-9_642
http://dx.doi.org/10.1007/978-1-4419-1005-9_1262


Psychosomatic Medicine, and is a previous guest
editor of Circulation. He has been a consultant to

the President’s Commission on Mental Health,
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Synonyms

Activity limitations; Impairment; Participation

restrictions

Definition

The World Health Organization views disability

not as a property of an individual person but as an

interaction between features of a person’s body

and their social and physical environment.

Disability can exist at the level of impairments

(to body structures and functions), activity

limitations, and/or participation restrictions.

Impairments are defined as a significant deviation

or loss in body functions or structures. Activity

limitations are difficulties a person has in

performing activities; an activity is the execution

of a task or action. Participation restrictions are

problems a person experiences in involvement in

life situations; participation is involvement in life

situations.

Governments also define disability within

antidiscrimination legislation and to provide

access to government support and services. For

example, in the United Kingdom, the Equality

Act (2010) considers a person to have

a disability if they have a physical or mental

impairment that has a substantial and long-term

adverse effect on their ability to perform normal

day-to-day activities.

Description

The World Health Organization estimates that,

worldwide, 650 million people live with disabil-

ities of various types. It is expected that this figure

will continue to rise as the world’s population

ages and the prevalence of chronic illness

increases. The management of disability is

complex and typically involves multidisciplinary

teams and input from multiple services.

As a consequence, the management of disability

will benefit from the use of theoretical

frameworks that are able to accommodate such

multidisciplinary ways of working.

Conceptualizing Disability

The World Health Organization’s International

Classification of Functioning, Disability and

Health (ICF) provides such an integrative frame-

work (WHO, 2001). A summary schematic of the

ICF is shown in Fig. 1.

The WHO designed the ICF as a classification

system for health and health-related states.

However, the ICF can also operate as a complex

model of health and disability. The ICF identifies

three health components, namely, body structures

and functions, activities and participation, and their

corollaries of impairment, activity limitations, and

participation restrictions (see the “Definition” tab

for a description of each component).

The ICF has several features of particular

relevance to behavioral medicine (Dixon &

Johnston, 2010).

First, the relationships between the compo-

nents are reciprocal. This means that impairments

can cause activity limitations but also that activ-

ity limitations can cause impairments. For exam-

ple, osteoarthritis is a health condition in which

the structure of the hip joint is impaired; this

impairment is experienced as joint stiffness and

pain (impairments). A person with osteoarthritis

of the hip might, as a result of such impairments,
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experience difficulties getting up and down stairs

and walking (activity limitations), and these

activity limitations might restrict their ability to

use buses or trains, which might reduce their

ability to visit the cinema in town (participation

restrictions). However, reduced walking might

also cause further impairments in the structure

and function of the hip joint, as muscle strength

weakens with reduced use. Thus, within the ICF,

reductions in impairment can be achieved

through interventions that target activity limita-

tions and vice versa. This makes the ICF suitable

for use by multidisciplinary teams typically

required for the effective management of the

consequences of chronic illness. For example,

medical doctors can intervene surgically or phar-

macologically; allied health professionals can

intervene with a range of therapies, for example,

physiotherapy and speech and language therapy;

social services can intervene with adjustments to

the home environment, for example, provision of

ramp access to the home, an electric wheelchair,

and other assistive devices.

Second, the role of the environment and

personal factors in disability is recognized by the

contextual factors component of the ICF. These

contextual factors enable other disciplines to

contribute to our understanding of disability.

The ICF provides a detailed description of the

environmental factors, which include assistive

products and technologies, the natural and

man-made environment, social services, systems,

and policies. These environmental factors enable

diverse disciplines, such as architecture and town

planning, to contribute to achieving reductions in

disability. The personal factors component is less

well described by the ICF; however, personal

factors have been operationalized in the form of

individual cognitions and emotions. Inclusion of

the personal factors component and the observa-

tion that activity limitations and participation

restrictions are behavior(s) enables psychology

to inform our understanding of disability.

Psychology can be defined as the scientific study

of behavior, and as such, models of behavior and

behavior change can be used to understand the

factors that influence disability. Further, the inclu-

sion of behavioral models of disability delivers the

evidence base on how to intervene to change

behavior (Bandura, 1969; Michie et al., 2009),

which enables reductions in disability to be

achieved, again without the need to reduce chronic

impairments.

A behavioral approach to disability conceptu-

alizes disability as behavior, which is influenced

by the same psychological processes that affect

any other type of behavior. As a consequence, an

individual with a health condition will be

motivated to engage in an activity or participate

in a social situation because it achieves the things

they like, because they believe other people

would like them to do so, and because they

believe they are able to do so. The behavioral

approach can be used to explain, in part, the

so-called disability paradox. The disability para-

dox is the observation that two people, living in

Health Condition
(disorder or disease)

Contextual Factors
• Environmental Factors
• Personal factors

Activities

Activity Limitations

Body Structures and
Functions

Impairments

Participation

Participation
Restrictions

Disability,
Fig. 1 Summary

schematic of the ICF
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identical social and environmental situations,

experience different levels of disability, i.e.,

people with severe impairments might report

lower than expected levels of disability, whereas

an individual with mild impairment might

experience higher than expected levels of

disability. This observed discordance between

impairments and activity limitations and

participation restrictions may, in part, be

explained by differences in cognitions, emotions,

or coping strategies. The behavioral approach, in

particular, should not be used to “blame” people

with disabilities for those disabilities. The

behavioral approach does not support the idea

that disability arises because an individual lacks

the motivation to overcome their impairments

and limitations. Rather, the behavioral model

emphasizes that every person is influenced by

biological, personal, social, and environmental

factors, and those influences are unique to each

individual. Indeed, using behavioral models to

conceptualize the personal factors component of

the ICF supports the aim of the WHO to account

for activity and activity limitations in the same

terms for all individuals. Within this integrative

framework, it is only the relative importance of

each factor that differs between people, not the

nature of the factors per se. For example, com-

pared to the significant role of impairment, the

role of motivational factors is likely to be a much

weaker determinant of whether or not a person

who has just had a stroke leaves their home to

walk into town to visit the cinema. However, over

the course of their recovery, the role of impair-

ment factors might reduce and the role of moti-

vational factors might increase, so that 6 months

after their stroke, the individual might not walk

into town to visit the cinema simply because there

are no movies they want (are motivated) to see.

Measuring Disability

Clinical practice and research requires methods

of measurement of disability so that the severity

of a health condition can be assessed and the

effectiveness of interventions evaluated. The

ICF provides detailed descriptions of the body

structures and functions and activities that should

be assessed for any given health condition.

However, the ICF does not indicate how those

structures, functions, or activities should be

assessed. In general, disability is measured by

assessing the ability of an individual to perform

particular activities relevant to their health con-

ditions. For example, a person who has experi-

enced a stroke might be assessed for their ability

to perform activities of daily living, such as the

ability to dress, to use the stairs, and to transfer

from bed to chair, whereas a person with

a diagnosis of dementia might be asked to com-

plete measures of cognitive function.

In general, two methods of measurement are

available: self-report and observation. Self-report

requires the individual to describe the limitations

and difficulties they experience. Self-report mea-

sures typically use standard questionnaires, for

example, activities of daily living can be mea-

sured by a wide variety of instruments, including

the Barthel Index, the Sickness Impact Profile

(and its UK equivalent the Functional Limitations

Profile), and the Katz ADL scale. Self-report

measures have the advantage of being suitable

for use in a variety of settings, including the

person’s own home, they are inexpensive, and

can assess a wide range of activities over a long

time course. In addition, proxy reports are some-

times used; proxy reporters are usually the pri-

mary caregiver. However, both self- and proxy

reports have the disadvantage of being open to

reporting errors.

Observational measures require a trained

observer to record whether an individual is able

(or not) to successfully perform relevant and

defined activities. Observational measures are

regarded as being more accurate than self-report

measures but have several disadvantages. They

are restrictive, in that they typically assess only

those activities performed in the limited setting of

the hospital or in the limited period available for

a home visit, and as such, they too might under or

over estimate disability.

Self-report and observational measures can be

supplemented by objective electronic measures,

for example, pedometers provide step counts, and

accelerometers measure activity in general. How-

ever, such devices might have restrictive utility

for particular groups, for example, elderly people
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might walk with a gait that fails to register accu-

rately on pedometers. In addition, with the excep-

tion of a step count, these devices do not

discriminate between particular behaviors, for

example, they are not able to distinguish between

the wide variety of activities of daily living mea-

sured by self-report instruments, and at best they

can discriminate between walking, standing, sit-

ting, and lying.

Information about theWHO-ICF can be found

at: http://www.who.int/classifications/icf/en/ this

site provides a detailed description of the ICF

and contains a great beginner’s guide to

the ICF http://www.who.int/classifications/icf/

training/icfbeginnersguide.pdf

The importance of regarding behavior as

a primary health outcome is made very effec-

tively by Professor Robert Kaplan (Kaplan 1990).
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Disability Assessment

▶Health Assessment Questionnaire

Disability-Adjusted Life Years
(DALYs)

Marijke De Couck

Free University of Brussels (VUB),

Jette, Belgium

Definition

The disability-adjusted life year (DALY) has

emerged in the international health policy lexicon

as a measure of overall “disease burden.” It is an

expansion on a previous measure, namely, years

of life lost (YLL), which did not take into account

the impact of disability. DALYs for a disease or

health condition are calculated as the sum of the

years of life lost (YLL) due to premature mortal-

ity in the population and the years lost due to

disability (YLD) for incident cases of the health

condition: DALY ¼ YLL + YLD (World Health

Organization [WHO], 2010). The YLL corre-

spond to the number of deaths multiplied by the

standard life expectancy at the age at which

death occurs. The basic formula for YLL is the

following for a given cause, age, and sex:

YLL ¼ N� L

where:

• N ¼ number of deaths

• L¼ standard life expectancy at age of death in

years
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L reflects the difference between the standard

life expectancy at that age and age of death.

Because YLL measure the incident stream of

“lost years of life” due to deaths, an incidence

perspective is also taken for the calculation of

YLD. To estimate YLD for a particular cause in

a particular time period, the number of incident

cases in that period is multiplied by the average

duration of the disease and a weight factor that

reflects the severity of the disease on a scale from

0 (perfect health) to 1 (dead). The basic formula

for YLD is the following:

YLD ¼ I� DW� L

where:

• I ¼ number of incident cases

• DW ¼ disability weight

• L ¼ average duration of the disease until

remission or death (years)

One DALY can be thought of as one lost

year of “healthy” life. The sum of these DALYs

across the population, or the burden of disease,

can be thought of as a measurement of the gap

between current health status and an ideal health

situation where the entire population lives to an

advanced age, free of disease and disability

(WHO, 2010).

Several countries and organizations are using

DALYs to identify health priorities and cost-

effective interventions and to allocate resources

for health (TheWorld Bank, 1993). Several treat-

ments or medications can be compared by this

measure, which has been done in a few studies

(Renaud, Basenya, de Borman, Greindl, &

Meyer-Rath, 2009). DALY also measures psy-

chological factors (e.g., emotional, behavioral,

cognitive, and social functions), which are con-

sidered in the weighted disability. DALY can be

used to compare several kinds of interventions,

like psychological versus pharmacological, as

has been done by several studies (Heuzenroeder

et al., 2004).

However, there are a few disadvantages of the

DALY. It is a metric which is used to provide

a single number to capture all of the health costs

caused by a disease. One DALY could represent

1 year of life lost (due to early death), 1.67 years

spent with blindness, 5.24 years with significant

malaria episodes, 41.67 years spent with intesti-

nal obstruction due to ascariasis (a parasite), or

many possible combinations of these and other

symptoms (Lopez, Mathers, Ezzati, Jamison, &

Murray, 2006). Thus, the same amount of

DALYs, though numerically identical, could

represent very different disabilities over time,

which may not be comparable.
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Synonyms

Emotional disclosure

Definition

Disclosure has been defined as sharing of

personal information with others through verbal

communication or written expression of what

individuals verbally reveal about themselves to

others (including thoughts, feelings, and

experiences).

Description

Disclosure can be a complex process. It is often

difficult to know what, how much, when, and to

whom to disclose. Many factors influence the

decision to disclose information, including per-

sonality traits such as anxiety, impulsivity, and

extraversion (see Costa &McCrae, 1992), as well

as social norms, one’s affect, goals, and previous

experiences with disclosure, the behavior of the

confidant, and one’s relationship with the confi-

dant. People often choose not to disclose for fear

of negative consequences (e.g., embarrassing or

hurting one’s confidant, punishment, reduction in

autonomy, rejection, harassment, discrimina-

tion). Although disclosure can result in negative

outcomes, research suggests that disclosure can

be beneficial in a variety of ways. Disclosure

provides people with an opportunity to express

their thoughts and feelings, to elicit social sup-

port, gain new coping strategies, and build inti-

macy in their personal relationships. Disclosure

may also allow people to find meaning in

traumatic experiences, and may promote per-

sonal growth and self-acceptance.

Disclosure has been investigated in a variety

of contexts. Researchers have investigated dis-

closure of a “concealable stigmatized identity,”

such as mental illness, experiences of abuse

or assault, epilepsy, or an HIV-positive diagnosis.

In each of these cases, people have personal

information that is socially devalued but is not

apparent to others. Disclosure has been examined

among people who have a chronic illness that is

not readily apparent, such as cancer or diabetes.

Researchers have also studied disclosure of

health information to family, friends, and health

care providers (e.g., parents disclosing HIV status

to children, adolescents sharing diabetes manage-

ment information with parents). Research within

each of these domains has examined how people

make decisions to disclose, how confidants react

to disclosure, and how people are affected by

their disclosure decisions.

Much of the disclosure literature has focused

on the effects of written disclosure on health out-

comes. These studies use a laboratory writing

technique which typically involves random

assignment to one of two (or more) groups: an

experimental group that discloses emotional

material, and a control group that does not. Both

groups are asked to write about assignments for

3–5 days, for 15–30 min each day. Those

assigned to the control conditions are asked to

write about superficial topics. Those in the exper-

imental group are asked to write about their

thoughts and feelings about an important emo-

tional issue that has affected them and their life.

Writing for both groups is usually done in the

laboratory, with no feedback given. This body

of research suggests that disclosure of emotional

events can have immediate effects on skin con-

ductance, heart rate, and blood pressure. In addi-

tion, written disclosure about emotional issues

can have long-term effects on both immune func-

tioning and health outcomes. Disclosure may

influence health in several ways. First, research

suggests that nondisclosure is a form of inhibition

that requires physiological work, reflected in

autonomic and central nervous system arousal.

Disclosing may reduce inhibition, thus reducing

D 600 Disclosure

http://dx.doi.org/10.1007/978-1-4419-1005-9_100545


autonomic and central nervous system arousal

and facilitating better health outcomes. Disclo-

sure may also lead to changes in cognitive pro-

cesses, such as decreases in rumination or

increases in mastery, self-acceptance, and self-

concept, which in turn have benefits for health.

Finally, disclosure may lead to better health by

increasing social support. When individuals dis-

close, they may gain information from others

about effective coping strategies or they may

obtain emotional support, both of which could

contribute to better health outcomes.

Recent research has examined a different form

of disclosure – the link between adolescent dis-

closure to parents and adolescent health out-

comes. Prior research identified parental

monitoring as an important predictor of a variety

of adolescent behaviors including risky sexual

behavior, substance abuse, and poor adherence.

Additional investigation, however, revealed that

measures of parental monitoring were assessing

how much knowledge parents had, rather than

the way in which they obtained that knowledge.

Adolescent disclosure may be the primary source

of parents’ knowledge about adolescents’ activi-

ties. Research indicates that among adolescent

disclosure, parent solicitation, and parent

behavioral control, disclosure is the best predic-

tor of delinquent behavior. Research is now

exploring the role that adolescent disclosure to

parents plays in explaining adolescent health

outcomes, such as adherence to the type 1 diabe-

tes regimen.
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Discrimination

▶ Stigma

Discrimination and Health

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

This term refers to deliberate inequalities in

access to and in care for health conditions or to

the unequal exposure to health risks as a function

of people’s ethnic or demographic background

(age, gender, beliefs, skin color, etc.). This prob-

lem exists in both developed and developing

countries. Furthermore, discrimination and

health can even be seen on a more global level –

the inequality in health care between rich and

poor countries and the consequent disease burden

carried by poor countries, where global economic

and political forces sustain this. Numerous

studies show differences between low and high

socioeconomic status (SES) groups on health
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conditions, and there is accumulating evidence

linking actual and perceived discrimination with

poor health conditions (Ahmed, Mohammed, &

Williams, 2007; Williams & Mohammed, 2009).

Importantly, physicians may even provide less

medical advice to people who are less similar to

them, i.e., of lower SES (Tschann, Adamson,

Coates, & Gullion, 1988). This is doubly harmful

since low SES people already have poorer health

risks, and receiving less medical advice may add

to their health risks. Both biological and psycho-

social pathways may link discrimination to poor

health (Ahmed et al., 2007). Biologically, low SES

people may be exposed to poorer environments

(poor sanitation, pollution), whose adverse health

effects are clear – infectious diseases, pulmonary

problems, and possibly cancers.

However, the mere exposure to environmental

stressors (e.g., crowding, social violence) may

add onto these biological agents, in contributing

to either unhealthy behaviors (e.g., heavy alcohol

consumption), or to psychophysiological pro-

cesses such as stress-induced inflammation

(Maes et al., 1998) or stress-induced DNA dam-

age (Gidron, Russ, Tissarchondou, & Warner,

2006), eventually resulting in poorer health.

Clear discrimination leading to health problems

could be seen when urban or even country insti-

tutions marginalize certain parts of society (based

on ethnicity or SES) by pressing them to reside in

poorer and more health-risky areas of cities

(Ahmed et al., 2007). One major challenge to

research and of course to curb this severe problem

is the assessment of discrimination. Its assess-

ment can be done by analysis of legislative

records (institutional discrimination), employ-

ment uptake as a function of ethnicity (control-

ling for education), and at an individual level.

The latter includes various scales such as the

perceived discrimination scale (Williams, Yu,

Jackson, & Anderson, 1997), which assesses

10 daily aspects of discrimination (e.g., being

treated as less intelligent or in a less courteous

manner than others). This domain is a very

important example where behavioral and social

sciences interact with biomedical sciences for

understanding and beginning to ameliorate such

severe health problems at a macro level.
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Disease Acuity

▶Disease Severity

Disease Burden

Yori Gidron

Faculty of Medicine and Pharmacy

Free University of Brussels (VUB),

Jette, Belgium

Definition

The term “disease burden” is a term of major

importance in medicine and behavioral medicine.
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It refers to the intensity or severity of a disease

and to its possible impact on daily life. Thus, it

could be at times referring to both illness severity

and impact, resulting in confusion between con-

cepts. Concerning disease severity, this reflects

the amount of pathology in a given illness. For

example, disease burden in cancer may be

indexed by level of a tumor marker – e.g.,

CA125 in ovarian cancer, or CEA in colon can-

cer. Additionally, tumor stage could reflect dis-

ease burden as well. In coronary artery disease

(CAD), this can be indexed by the number of

arteries occluded over 50%, or the percentage of

occlusion in a given artery (e.g., 40%, 99%). In

infectious diseases, disease burden could reflect

the amount of viral load in HIV patients.

Concerning a disease’s impact, disease burden

can be measured by its effects on longevity or

on quality of life (QOL). An illness with a high

disease burden would thus impair one’s psycho-

logical, physical, or social functioning aspects of

QOL. For example, a patient with severe CAD

could have debilitating chest pain which reduces

his or her mobility, thus impairs work, elicits

anxiety and depressive reactions, and reduces

his or her social contacts with friends, family,

and work colleagues.

In behavior medicine, researchers often take

into account disease burden as a covariate, when

testing the relation between a psychological fac-

tor and recovery or prognosis, independent of

disease burden. For example, Denollet et al.

(1996) showed that the Type-D personality

(high distress and social inhibition) predicted

mortality in coronary heart disease, independent

of disease burden indexed by number of diseased

vessels and left ventricular functioning. In a study

on patients’ recovery from coronary bypass sur-

gery, Scheier et al. (1989) found that patients’

trait optimism predicted recovery, independent

of disease burden indexed by extent of surgery

and number of occluded vessels. Hundreds of

studies examine disease burden by assessing its

impact on QOL and general well-being. A few

standardized disease burden indices exist includ-

ing the Charlson Index and the index of coexis-

tent disease (Greenfield, Aronow, Elashoff, &

Watanabe, 1988). The former only considers the

number and severity of comorbid diseases, while

the latter additionally considers patients’ func-

tional status in 12 categories (e.g., feeding, men-

tal status, vision, respiration). Another unique

disease burden index is the Smith index, which

considers in a formula with weights a patient’s

emergency room visits during 6 months, blood

urea nitrogen value, arterial pO2, total white

blood cell count, and presence of anemia. These

indices can enable researchers in behavior

medicine to assess disease burden in

a standardized manner across patient conditions,

and then examine the role of psychosocial factors

in prognosis, independent of disease burden

estimates. Finally, one may also estimate the

impact of such disease burden indices on psycho-

logical functioning.
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Disease Management
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Synonyms

Chronic care; Integrated health care; Managed

care
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Definition

Disease management is a patient centered, inte-

grative health care intervention approach for

managing the signs and symptoms of chronic

diseases in defined populations of individuals.

The main aims of disease management interven-

tions are to optimize care, improve quality of life,

and reduce costs associated with treating chronic

conditions by coordinating patient care using a

multidisciplinary approach.

Description

Disease management came about as a response to

a changing health landscape wherein the preva-

lence and complexity of chronic conditions is on

the rise requiring treatment regimens to adjust.

With traditional approaches, patient information

is spread across practitioners and specialists who

are responsible for disparate aspects of patient care

and respond in reactive ways to acute conditions.

In contrast, disease management approaches plan

for the long-term management of chronic condi-

tions by reducing fragmentation and improving the

continuity and coordination of the patient care

process. This strategy is predicated on the under-

standing that improvements inmedical therapy and

self management can reduce the signs and symp-

toms of disease and improve treatment outcomes.

Disease management interventions are based

in both primary care and private sector opera-

tions. While each of these shares the common

goal of improving the health of the patient

(e.g., increase functional ability, improve health

status, reduce hospitalization time, and increase

care compliance with treatment plans) and

decreasing associated costs, different approaches

are taken. Primary care interventions are inte-

grated into the health care delivery system and

focus mainly on communication with patients

and between professionals (e.g., physicians, phar-

macists, nurses, nurse practitioners, physical ther-

apists). Private sector interventions are adjunct to

the health care system (e.g., employers and

insurers) and mainly focus on cost containment.

Three common key agents of change emerge

in disease management literature: the patient, the

health care team, and the environment. The

patient is viewed as an active agent in his or

her own care. It is up to the individual to seek

information and be motivated to carry out the

treatment plan. As such, self-management

(▶Self-management) interventions are hypothe-

sized to affect outcomes (e.g., health status and

health care use) by producing behavior change.

There are many modifiable lifestyle factors that

can be adopted by the patient to prevent or min-

imize the effects of disease (e.g., adherence to

treatment regimens, physical activity, proper

nutrition, medical screening, limited sun expo-

sure, and substance avoidance). For example,

epidemiological studies reveal that people who

are more physically active have a lower risk of

certain cancers than those who are sedentary.

Evidence of self management interventions

consistently demonstrates self-efficacy, and

knowledge and skills are important mediators to

target behavior change interventions.

The role of the health care team in disease

management is to monitor conditions and to cre-

ate a treatment plan, either alone or with the

patient and health care team. A key challenge

for the health care professional is to keep abreast

of advancing knowledge and expertise necessary

to care for patients. Education, decision-making

support, time, and resources are targets for dis-

ease management intervention that should result

in changed attitudes or behavioral intention,

which is hypothesized to lead to professional

behavior change. Ultimately, professionals who

have increased expertise, knowledge, and support

should provide higher quality treatment thus

improving health outcomes.

Interventions that target the health care envi-

ronment often focus on organizational design and

relational coordination. Effective relational coor-

dination interventions often involve the assembly

of a coordinated (coordination within, across, and

between care teams and community resources)

multidisciplinary patient care team. Effective

organizational design interventions often address

task allocation, information transfer, appoint-

ment scheduling, and case management. These

strategies are based on the belief that seamless

care delivery (e.g., structural, financial, and
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functional) and collaboration among diverse care

providers (e.g., nurses, nurse practitioners, dieti-

cians, social workers, physicians, physician assis-

tants, and public health workers) will improve

health and fiscal outcomes.

Although there is some evidence to support

various disease management strategies, definitive

conclusions about the overall effectiveness on

patient outcomes and cost reduction cannot yet

be made and will require further exploration.

Cross-References

▶Adherence

▶Aerobic Exercise

▶Behavior Change

▶Behavior Modification

▶ Self-management
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Disease Manifestation

▶Disease Onset

Disease Onset

Steven Gambert

Department of Medicine, School of Medicine,

University of Maryland, Baltimore, MD, USA

Synonyms

Disease manifestation

Definition

A disease is a medical condition that is consid-

ered to be abnormal, impairs bodily functions,

and is associated with specific signs and symp-

toms. The disease onset is the first time that there

has been noted to be a “change” in one’s usual

health status with the identified signs and/or

symptoms being able to be directly attributable

to a specific disease process.

Description

Diseases may be identified as having an acute,

subacute, or chronic onset with symptoms devel-

oping over a wide variety of time from minutes to

months. Certain diseases will be easier to identify

as to their exact time of origin, or disease onset.

An example would be the onset of nausea and

vomiting from a food-borne toxin that has been

ingested. Other diseases are much harder to char-

acterize as to their onset. Alzheimer’s disease, for

example, is rarely identified until it has reached

clinical significance at which time most individ-

uals and their close contacts on more careful

analysis can identify early warning signs that

appeared years earlier and likely marked the

onset of the disease.While symptomsmay present

in a classic manner, such as chest pain accompa-

nying the onset of a myocardial infarction, at

times, the presentation is atypical/nonspecific,

making the diagnosis as to disease onset challeng-

ing. In the elderly, for example, it is not uncom-

mon for a myocardial infarction to present with no

chest pain but rather shortness of breath being the

initial symptom at disease onset.

There are many examples of diseases that have

variable disease onset. One such example is

coronary artery disease. Individuals who present

with coronary artery disease prior to age 50 are

more likely to have a genetic predisposition;

individuals affected later in life may have

additional risk factors including dietary

influences and coexisting diseases such as

hypertension. Another example of a disease

with a variable disease onset is Alzheimer’s

disease. Individuals affected prior to age 65 are
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said to have a presenile dementia of the

Alzheimer’s type and are more likely to have

a genetic predisposition for this earlier onset.

Individuals affected after age 65 are said to have

senile dementia of the Alzheimer’s type (SDAT)

(Bertram & Tanzi, 2008).

Cross-References

▶Acute Disease

▶Alzheimer’s Disease
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Disease Severity
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Department of Medicine, School of Medicine,

University of Maryland, Baltimore, MD, USA

Synonyms

Disease acuity; Disease severity index

Definition

Disease severity is a term used to characterize the

impact that a disease process has on the utilization

of resources, comorbidities, and mortality. It is

often used by funding agencies to determine what

is an appropriate payment for hospitalization or

nursing home payments based on Diagnosis-

Related Groups or RUGS (Resource Utilization

Groups). There are several “severity indexes” that

may be used to quantify the severity of illness such

as the GlascowComa Scale for assessing the sever-

ity of cognitive dysfunction or the Mini-Mental

Examination that quantifies the degree of dementia.

Disease Severity Index

▶Disease Severity

Disinhibition

▶Behavioral Inhibition

▶ Impulsivity

Disparities

▶Health Disparities

Dispersion

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Scatter; Variability

Definition

The spread, or dispersion, of a group of numbers

around a central value is an important character-

istic of a data set. It can be calculated in various

ways. The range, the simplest measure of disper-

sion, is the arithmetic difference between

the largest (maximum) value and the smallest

(minimum) value. However, while it can be

useful in initial “visual inspections” of a data

set, this measure of dispersion is only a rough

guide to the amount of variation present. Because

it only takes into account two values from a data

set, it utilizes a (potentially very) small part of the

information available.
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Imagine a data set containing 100 numbers.

When calculating the range, only two of these

numbers would be used. In other words, 98% of

the available information would not be used in

deriving this measure of dispersion. Consider a

hypothetical data set of 100 numbers where the

minimum value is 20, the maximum value is 80,

and all of the 98 other numbers lie between 55 and

75. Now consider a second hypothetical data set of

100 numbers where the minimum value is again

20, the maximum value is again 80, but the other

98 numbers are spread out between 25 and 55.

While the range would be identical in both cases

(i.e., 60), it is intuitive that the overall natures of

the two sets of numbers are quite different.

Two more sophisticated measures of disper-

sion for a data set are its variance and its standard

deviation. These measures are intimately related

to each other and take account of all values in

the data set.

Cross-References

▶ Standard Deviation

▶Variance

Disposition

▶ Personality

Dispositional Optimism

Lauren Zagorski

Department of Psychology, The University of

Iowa, Iowa City, IA, USA

Synonyms

Optimism

Definition

Dispositional optimism is a stable personality

trait characterized by general positive

expectations that influence motivated action.

When confronted with obstacles in achieving

a desired future state, those who are optimistic

anticipate positive outcomes from their actions.

According to this self-regulatory model, opti-

mism plays a role in negative feedback loops

that guide goal-directed behavior. Consequently,

optimistic individuals display a cross-situational

tendency to enhance efforts toward their goals

instead of disengaging and withdrawing efforts.

It is also theorized that optimism is implicated in

the propensity to attribute the cause of negative

events as external and unstable. This explanatory

style then influences future expectancies and

behavior.

Various investigations of dispositional

optimism have revealed a positive relationship

with problem-focused and engagement coping

strategies. This is the proposed pathway for opti-

mism’s potential benefits for well-being and

adjustment to stressors. Dispositional optimism

has been linked to positive psychological and

physical outcomes among patients with chronic

illnesses including cardiovascular disease, AIDS,

and cancer.

Cross-References
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▶Optimism and Pessimism: Measurement
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Dispositional Pessimism

▶Optimism, Pessimism, and Health

▶ Pessimism

Dissemination

Wynne E. Norton

Department of Health Behavior, School of Public

Health, University of Alabama at Birmingham,

Birmingham, AL, USA

Synonyms

Diffusion; Implementation

Definition

Dissemination refers to “the targeted distribution

of information and intervention materials to

a specific public health or clinical practice audi-

ence,” whereas implementation refers to “the use

of strategies to adopt and integrate evidence-

based health interventions and change practice

patterns within specific settings” (National Insti-

tutes of Health [NIH], 2010).

Broadly speaking, dissemination and imple-

mentation science (D&I) is focused on bridging

the research-to-practice gap in health care and

public health. The overall objectives of D&I

research are to understand barriers toward the

effective use of evidence-based health interven-

tions, programs, practices, and treatments in

health care and public health and, importantly,

to create and test strategies to move such health

innovations into everyday settings more quickly,

effectively, and broadly.

D&I science is highly interdisciplinary, draw-

ing on expertise from systems science, psychol-

ogy, sociology, health services research,

organizational behavior, and clinical research,

among other fields. The field has witnessed con-

siderable growth, expansion, and interest among

researchers, policymakers, and practitioners in

the United States and international settings in

the past decade. This has included the emergence

of speciality journals (e.g., Implementation

Science), conferences (e.g., National Institutes

of Health Conference on the Science of Dissem-

ination and Implementation), review panels,

funding announcements, and training programs

(e.g., Implementation Research Institute).
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Dissemination and Implementation

▶Research to Practice Translation
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Distant Intercessory Prayer

Kevin S. Masters

Department of Psychology, University

of Colorado, Denver, CO, USA

Definition

Distant intercessory prayer is simply defined as

prayer said on behalf of someone else when that

person is not present. This is different from

intercessory prayer in which prayer is also said

on behalf of someone else but the person being

prayed for is present during the prayer.

Description

Intercessory prayer is the age-old practice of

praying for someone else. The first empirical

study on this topic was conducted by Sir Francis

Galton and published in 1872. Galton demon-

strated that individuals who were often prayed

for, in this case, members of the royal family,

did not live longer than others. In the context of

modern behavioral medicine, intercessory prayer

still usually consists of prayer for improvement in

health status or healing. One could serve as one’s

own intercessor (as when praying for oneself) or

could be the recipient of prayers from others,

i.e., intercessors. Prayers said by oneself or by

others in the presence of the recipient of the

prayer could theoretically be effective in

improving health through a number of

mechanisms including not only the actual prayer

itself (i.e., divine intervention or some type of

beneficial energy) but also via social support or

other naturalistic psychological mechanisms.

Distant intercessory prayer, however, occurs

when the intercessor is not physically present

with the recipient of the prayer. In this way,

a more stringent test of the effects of prayer per

se can be tested. Further, some studies in this area

used blinding strategies wherein patients did not

know whether they were in the prayer or

no-prayer group, and other studies went even

further and included patients who did not even

know they were included in a prayer research

project.

Empirical research on the effects of distant

intercessory prayer has been carried out with

patients experiencing many different disorders

including various forms of cardiac disease,

leukemia, mental health problems, renal failure,

rheumatoid arthritis, infertility, sepsis, and

alcohol abuse. Reviews and meta-analyses were

conducted by Masters and colleagues (Masters &

Spielmans, 2007; Masters, Spielmans, &

Goodson, 2006) and the more recently published

Cochrane Collaboration Review (Roberts,

Ahmed, Hall, & Davison, 2011). Each of these

analyses found no credible evidence that distant

intercessory prayer was associated with

a beneficial overall effect. The authors of the

Cochrane report carefully pointed out that their

review of the empirical data in no way addresses

metaphysical questions regarding the existence

of God or any deity. Similarly, Masters (2005)

argued that distant intercessory prayer studies

lack a strong theological basis and also produce

noninterpretable findings because, critically, they

are not able to control the amount of prayer deliv-

ered to or for the no-prayer control group. That is,

when a group of researchers assigns individuals

to a no-prayer control group, it only means that

the researchers or their chosen intercessors will

not pray for those individuals. This, however,

does nothing to stop family, close friends,

health-care professionals, or others from praying

for them. There has never been a reason postu-

lated that suggests the prayers of intercessors in

a prayer study would be more effective than those

of others in the patients’ experiential world.

Many other questions remain unaddressed in

these studies including qualifications of interces-

sors, theoretical understanding of both significant

and nonsignificant findings, within group varia-

tions in outcomes, and any firm theory or even

coherent hypothesis to offer an explanation for

the expected effects. One study (Benson

et al., 2006) even suggested that individuals

undergoing coronary artery bypass grafting

who knew they were receiving intercessory

prayer had a higher incidence of complications.
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Finally, in some studies, when significant find-

ings were found, they (a) were not on the vari-

ables that were the object of prayer and (b)

occurred in the absence of controls for multiple

comparisons.

It bears repeating, however, that the argu-

ment here is not against the conduct of inter-

cessory prayer, distant or present, by those who

believe in such practices. Rather, it is an argu-

ment that empirical studies have not demon-

strated an overall superiority for groups in

prayed for versus not prayed for groups and

that, because of the inherent methodological

limitations of such research, these studies are

actually unable to test their central idea/hypoth-

esis and thus will never render a definitive data-

base upon which to ascertain the health effects

of intercessory prayer.

Cross-References
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Distraction (Coping Strategy)

Lara Traeger

Behavioral Medicine Service, Massachusetts

General Hospital/Harvard Medical School,

Boston, MA, USA

Synonyms

Behavioral disengagement; Diversion; Mental

disengagement

Definition

Distraction refers to a classification of coping

strategies that are employed to divert attention

away from a stressor and toward other thoughts

or behaviors that are unrelated to the stressor. In

both adult and pediatric populations, distraction

(for example, focusing on an external object or

imagining a peaceful place) may be used to deal

with pain and discomfort during medical proce-

dures. Other examples of distraction include

daydreaming or engaging in substitute activities

to keep one’s mind from ongoing stressors related

to a chronic illness. There are many ways to

group coping strategies together. For instance,

distraction has been considered a type of emo-

tion-focused coping (Lazarus and Folkman,

1984), which involves minimizing the emotional

distress related to a stressor. Distraction has also

been categorized as passive coping, a type of

coping that has been associated with helpless-

ness, avoidance, and poorer psychological out-

comes in the long term. Examples of distraction

that reflect a sense of helplessness or avoidance

are statements such as “I try to think about any-

thing else but my illness because I’ve quit trying

to deal with it” and “I can’t think about my illness

so I’ve been watching television or movies to

escape.”
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Diuretic

Nicole Brandt1 and Rachel Flurie2

1School of Pharmacy, University of Maryland,

Baltimore, MD, USA
2University of Maryland, Baltimore, MD, USA

Synonyms

Fluid pill; Water pill

Definition

A diuretic is a drug that increases the rate of urine

flow. As a drug class, the major aim of diuretics is

to decrease extracellular fluid volume, and their

major site of action is the kidneys. Secondarily,

diuretics increase extracellular sodium excretion.

Different classes of diuretics work by different

mechanisms in the kidneys, and they alter cation

and anion levels in the body as well as renal

hemodynamics.

The main classes of diuretics include carbonic

anhydrase inhibitors, loop diuretics, thiazide

diuretics, potassium-sparing diuretics, and

osmotic diuretics. Carbonic anhydrase inhibitors

(e.g., acetazolamide, dichlorphenamide, and

methazolamide) work at the proximal convoluted

tubule of the nephron, where carbonic anhydrase

plays a role in sodium bicarbonate reabsorption.

By inhibiting sodium bicarbonate reabsorption,

these drugs cause sodium bicarbonate and water

excretion. Carbonic anhydrase inhibitors are used

clinically to treat severe acute glaucoma because

their effect of decreasing bicarbonate

reabsorption leads to decreased bicarbonate

secretion in the eye and lowers intraocular

pressure.

Loop diuretics (e.g., furosemide, bumetanide,

ethacrynic acid, and torsemide) work at the thick

ascending loop of henle and inhibit the sodium-

potassium-chloride symport, thereby increasing

excretion of ions and water. Clinically they are

used to quickly get rid of edema in heart failure,

ascites, and pulmonary edema.

Thiazides (e.g., hydrochlorothiazide, thiazide,

chlorthalidone, indapamide, and metolazone)

work at the distal convoluted tubule and inhibit

the sodium-chloride symport. They are used

mainly in hypertension because they lower

blood pressure and to a lesser extent to reduce

edema.

Potassium-sparing diuretics act by two differ-

ent mechanisms. Spironolactone and eplerenone

antagonize aldosterone in the collecting tubules

while amiloride and triamterene block the epithe-

lial sodium channels in the collecting tubules.
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They all increase sodium excretion and decrease

potassium and hydrogen excretion. These drugs

may be used in combination with loop or thiazide

diuretics to counterbalance the potassium

wasting of those drug classes. The ones that affect

aldosterone are also used in heart failure.

Osmotic diuretics (glycerine, isosorbide, man-

nitol, and urea) cause excess water excretion

from intracellular compartments thereby increas-

ing urine volume and renal blood flow. They are

used to maintain high urine flow in certain clini-

cal situations (e.g., severe hemolysis or rhabdo-

myolysis) and can be used to reduce intraocular

or intracranial pressure.

There are multiple types of diuretics whose

clinical indications can vary depending on the

patient’s comorbidities. It is imperative with this

class ofmedications to weigh the impact not just on

efficacy but also how these medications can impact

their quality of life due to issues with urinary

frequency and possibly incontinence.
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Diurnal Mood Variation
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Psychiatry, Western Psychiatric Institute and
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Synonyms

Daily mood variation; Diurnal rhythms in mood;

Mood variability

Definition

The term diurnal mood variation is most com-

monly used in the context of the symptomatology

of mood disorders, referring to noticeable diurnal

(daily) changes in overall mood state experienced

by some individuals suffering from depression.

Historically, the specific patterns of these diurnal

mood changes were thought to characterize var-

ious subtypes of depression, although empirical

evidence for this has been mixed. Diurnal mood

variation has been most closely linked to melan-

cholic depression (also known as endogenous or

somatic depression), which was thought to be

characterized by a pattern of feeling worst (most

depressed) upon awakening in the morning, than

feeling progressively better as the day continues

into the afternoon and evening. The opposite

(atypical) pattern – feeling best in the morning,

then worsening over the course of the day – was

considered to be less common, and thought to

characterize atypical (or nonendogenous) depres-

sion. Diurnal patterns in mood have also been

noted in healthy individuals, and a circadian

rhythm component to mood is now well

established, although the specific term “diurnal

mood variation” is less commonly used in this

context.

Description

In the context of depression, diurnal mood varia-

tion is typically assessed by asking the patient to

retrospectively describe the pattern, either during

the course of a clinical interview or as an item on

a questionnaire (e.g., Hamilton Rating Scale for

Depression). Efforts to assess diurnal mood var-

iation prospectively, both within and across days,

suggest that the presence and direction (morning

worse vs. evening worse) of diurnal mood varia-

tion are highly unstable over time, and vary inde-

pendently of overall depressive symptoms

(Gordijn, Beersma, Bouhus, Reinink, &

Van den Hoofdakker, 1994). The instability of

diurnal mood variation, as well as poor agree-

ment between assessment approaches, suggests

that caution is warranted when interpreting
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diurnal mood variation as an indicator of depres-

sion subtype (e.g., melancholic vs. atypical). This

caution was underscored by a study of 37 patients

with major depression that found no relationship

between pattern of diurnal mood variation and

either typical (i.e., weight loss and insomnia) or

atypical (i.e., weight gain and hypersomnia)

depressive symptoms (Leibenluft, Noonan, &

Wehr, 1992). Likewise, a much larger dataset of

3,744 outpatients with major depression from the

STAR*D study also suggested a need to revise the

conventional wisdom regarding links between

specific patterns of diurnal mood variation and

depression subtypes (Morris et al., 2007). Specif-

ically, nearly a quarter of patients reported diurnal

mood variation, but the majority of these patients

(48.6%) reported evening worsening in mood,

with only 31.9% or 19.5% reporting morning or

afternoon worsening in mood, respectively. Mor-

ris and colleagues also reported that any diurnal

mood variation, rather than morning worsening,

per se, increased the likelihood of having melan-

cholic symptoms of depression.

Diurnal mood variation is thought to have

clinical relevance as a predictor of treatment

response, although the empirical evidence for

this is mixed. Early studies have suggested that

morning worse morning mood predicted favor-

able treatment responses to total sleep depriva-

tion and tricyclic antidepressants. In contrast,

more recent studies indicated that greater mood

variability, rather than any specific pattern of

diurnal mood variation, is associated with

improved response to total sleep deprivation

treatment (Gordijn et al., 1994), and that diurnal

mood variation does not predict treatment

response to selective serotonin reuptake inhibi-

tors (SSRIs) (Morris et al., 2007).

Although the classic conception of diurnal

mood variation has thus far proven to have argu-

able utility, more sophisticated investigations of

diurnal patterns in mood may still provide impor-

tant insights into the pathophysiology of depres-

sion. These studies are distinguished from past

research by using prospective designs along with

more frequent within-day assessments to provide

greater temporal resolution of mood variability.

A number of studies have been influenced by

advances in affective science, and thus used sep-

arate scales to assess positive and negative affect

rather than using a unidimensional moodmeasure

(Watson, 2000). These studies have generally

reported that positive affect shows a 24-h rhyth-

mic pattern, while negative affect lacks system-

atic daily variation. Positive affect is lowest in the

early morning hours, rises throughout the day, to

peak in the late afternoon and early evening, and

declines during the night. Accumulating evi-

dence indicates that the 24-h patterns in positive

affect are due in part to endogenous circadian

rhythms and not simply a reflection of affective

responses to sociocultural rhythms in the envi-

ronment (Boivin et al., 1997; Murray, Allen, &

Trinder, 2002).

Diurnal rhythms in mood may be altered in

depression, most commonly manifesting as

a blunted peak in positive affect. In a study by

Peeters, Berkhof, Delespaul, Routtenberg, and

Nicolson (2006) depressed individuals reported

lower peaks of positive affect, and these peaks

occured later in the day, compared to healthy

non-depressed individuals. The depressed group

also reported decreased negative affect through-

out the day, with greater moment-to-moment var-

iability. (Negative affect in the healthy group did

not follow a systematic pattern, consistent with

previous reports.) In interpreting these results, the

authors hearkened back to the classic definition of

diurnal mood variation, noting that retrospective

mood evaluation, via a unidimensional mood

construct, likely hinged on an internal calculus

of the varying combinations of positive and neg-

ative affect occurring throughout the day. A more

recent study by Murray and colleagues (Murray,

2007) suggested that changes in the diurnal

rhythms of positive affect are not only apparent

in categorical comparisons of depressed and

healthy individuals, but can also serve to charac-

terize the severity of depression. Compared to

a group with mild depression, the group with

more severe depression had a less discernable

rhythm in positive affect with a notably blunted

peak, along greater overall negative affect

throughout the day. Cumulative evidence indi-

cates that altered circadian function may be pre-

sent in depression.
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Diversity

C. Andres Bedoya

Behavioral Medicine Service Department of

Psychiatry, Massachusetts General Hospital,

Harvard Medical School, Boston, MA, USA

Synonyms

Cultural competence; Heterogeneity;

Multiculturalism

Definition

Diversity involves a difference between an indi-

vidual or group in comparison to an established

“norm” (Kato & Mann, 1996). This may be

influenced by context and based on a number of

factors including, but not limited to, ethnicity,

race, culture, gender, age, sexual orientation, reli-

gion/spirituality, health status, disability, veteran

status, or socioeconomic status (Jackson, 2006).

Such factors are not mutually exclusive and may

occur in any myriad of combinations.

Description

The field of behavioral medicine has made

significant advances over the past three decades,

providing a strong body of interdisciplinary evi-

dence and theory to support the efficacy of apply-

ing research and practice for the promotion of

health and prevention of illness (Belar &

Deardorff, 2009; Smith & Suls, 2004). Similar

to the medical field as a whole, however, these

advances have historically focused on the expe-

rience of middle-class Euro-American white

males and been based on a traditional Western
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view of health (Kazarian & Evans, 2001; Smith,

Kendall & Keefe, 2002).

Yet demographic diversity within the United

States continues to increase in a number of areas

(Jackson, 2006). For example, the Census Bureau

noted that in 2008, ethnic and racial minorities

consisted of approximately one-third of the pop-

ulation. Census projections indicate that by mid-

century, these minority groups will continue to

increase in number and represent slightly more

than a majority of the population as a whole.

Latinos, in particular, are projected to account

for one in three of all Americans. Over this

period, the average age is also expected to

increase, resulting in a greater proportion of

Americans who are older. Similarly, other

diverse groups are projected to continue to

grow, including the number of people who iden-

tify as members of sexual minority groups.

Diversity is a salient issue as it has a number of

implications regarding the prevalence of illness

and health-related disparities (Agency for

Healthcare Research and Quality, 2009; Smith

& Shuls, 2004). For example, compared to

whites, African Americans experience significant

health disparities in areas such as number of new

cases of AIDS, diabetes-related lower extremity

amputations, and lack of prenatal care within the

first trimester of pregnancy. African Americans,

Asian Americans, and Hispanics over the age 50

are significantly less likely to receive preventa-

tive screenings such as a colonoscopy or

proctoscopy. Similarly, Hispanic and African

Americans with depression are less likely than

whites to receive mental health care.

An increasingly diverse demographic land-

scape will require that behavioral medicine

adapt in order to appropriately address the needs

of diverse groups (Belar & Deardorff, 2009).

Through development of cultural competence

skills, the field can better understand patients’

sociocultural contexts, as well as recognize and

appropriately respond to key cultural features. To

this end, cultural competence involves develop-

ment within three domains: self-awareness of

one’s own attitudes and beliefs; knowledge of

the population of interest; and tools that can be

applied with diverse groups (Jackson, 2006).

Similarly, cultural competence can be

extended to involve a context competence

(Smith & Suls, 2004). From this point of view,

diversity must be addressed within all aspects of

behavioral medicine – clinical practice, research,

education, and policy.

This provides the opportunity to explore the

ways that sociodemographic characteristics are

linked to health, illness, and related behaviors

(Smith, Kendall & Keefe, 2002). The call to

address diversity within behavioral medicine pro-

vides the opportunity to establish generalization

of prior findings, as well as explore within-group

differences that are related to health-related

behavior and health outcomes. Such competence

will require added interdisciplinary collabora-

tion, for example, with multicultural psychology,

and involve other levels of systems such as mem-

bers of a community or organization.
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Synonyms

Marital dissolution; Separation

Definition

Divorce is the legal dissolution of a marriage. It is

simultaneously a legal and psychological process

(Margulies & Luchow, 1992). Not all people are

equally distressed by divorce, and a variety factors

contribute to level of distress endured. The degree

of distress that stems from the divorce process and

from divorced marital status predicts mental and

physical health in both the short and long term.

Remarriage can reduce the health risks of divorce.

Possible mechanisms underlying the relationship

between divorce and health (e.g., psychophysio-

logical mechanisms, immune functioning) have

been explored.

Description

It has long been understood that marriage, or a

stable, long-term intimate relationship, increases

life expectancy, decreases morbidity, and

enhances quality of life (Burman & Margolin,

1992). In fact, it has been noted that the evidence

linking social relationships to health and

mortality is as strong as that linking cigarette

smoking, blood pressure, and obesity to health

(Umberson, Williams, Powers, Liu, & Needham,

2006). However, it is also understood that

not all marriages protect equally, and a poor

relationship may be more health damaging than

no relationship at all.

A number of studies have also found that

being divorced is more health-damaging than

being married (e.g. Hughes & Waite, 2009;

Kiecolt-Glaser, Kennedy, Malkoff, & Fisher,

1988). In an early study on the effects of marriage

versus divorce on immunity status among

a sample of 32 married versus 32 divorced men,

it was found that separated/divorced men were

more distressed and lonelier and reported

significantly more recent illness than did married

men; the former also had significantly poorer

values on two functional indices of immunity

(antibody titers to two herpes viruses) while not

differing significantly on quantitative indices

(percentages of helper and suppressor cells and

their ratio).

In understanding the complexity of the marital

status/marital quality and health relationship, it is

important to understand the differences between

those who are divorced, those who remain mar-

ried and those who remarry in terms of morbidity

and mortality. In the same study of immunolog-

ical functioning, it was found that among married

men, poorer marital quality was associated with

greater distress and poorer immunological

functioning. Among separated/divorced subjects,

those who had separated within the past year and

who had initiated the separation were less

distressed, reported better health, and had better

immunological functioning than did noninitiators

(Kiecolt-Glaser et al., 1988). Taken together,

the results suggest that while being married can

be advantageous in staying healthy (having
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increased immunity against disease), the effects

of marriage on health depend on the quality of

that marriage. And, given a poor marriage, it is

better to be the one initiating divorce than the one

who is not the initiator when it comes to immune

functioning. Other researchers have attempted

clarify the psychophysiological mechanisms

underlying the relationship between divorce and

health. One study looked at divorce-related psy-

chological adjustment and blood pressure in

a sample of recently separated or divorced adults

(n ¼ 70). Individuals who reported higher

degrees of divorce-related emotional distress

demonstrated elevated resting blood pressure at

study entry. The same study found that men who

reported greater emotional difficulty associated

with the divorce experience showed greater car-

diovascular reactivity when thinking about the

divorce (Sbarra et al. 2009).

A lot of the early research on health and

marriage compared those who were married

with those who were unmarried on health

outcomes. Fewer studies have examined the

effect of changes in marital status on either

emotional or physical well-being. Two large

sample studies, one of 8,809 people in the United

States (Hughes & Waite, 2009) and one of over

5,000 people in Great Britain (Bennett, 2006),

looked at transitions into and out of marriage.

Results from both studies found a clear positive

effect of marriage. It was also found that a change

in marital status predicted health worsening

(Bennett, 2006; Hughes & Waite, 2009) with a

difference between those who were divorced and

those who were widowed. Interestingly, for the

newly divorced, health problems increased at the

point of the divorce, while for the newly

widowed, problems increased later in time,

perhaps because of a cumulative stress effect

(Bennett, 2006). Finally, results revealed strong

and consistent effects of marriage on later health

in that among those who have ever been divorced

or widowed, the remarried generally show better

health than those who have not remarried

(Hughes & Waite, 2009).

Others have assessed whether findings that

divorce is deleterious to health would hold-up to

longer-term analyses. In a study focused on the

immediate and the more long-term (10 years

later) effects of divorce on women’s health

(n ¼ 244), it was found that in the years imme-

diately following their divorce, women reported

significantly higher levels of psychological

distress than married women; no differences in

physical illness were found between groups

(Lorenz, Wickrama, Conger, & Elder, 2006).

A decade later, the divorced women reported

significantly higher levels of illness, even after

controlling for age, remarriage, education,

income, and prior health. The authors concluded

that as a stressor, divorce has a more acute effect

on psychological health, while physical illness

risk accumulates incrementally in response to

the relatively stable dimensions of chronic stress

over time. That is, the divorce process has

more of an acute effect on the psychological

health of women while being divorced is

a chronic stressor, and illness can be understood

as a cumulative response to the concomitant

chronically stressful conditions (e.g., financial

hardship, lack of social support).

In looking at the effects of marriage, marriage

transition, and divorce, there are a number of

confounding issues including gender effects, age

effects, and time married effects that are beyond

the scope of this entry. It is clear that divorce

affects men and women differently and the

young versus the old differently. However, the

issue of the relative impact of marriage, divorce,

and marriage transitions on the health of men

versus women is not a clear one. While some

studies have found differences between men and

women (e.g., Dupre & Meadows, 2007), others

have found no such differences (e.g., Williams,

2003) in health impact. In trying to reconcile

these discrepant findings, some have looked at

the possibility of different mechanisms underly-

ing the effects for men versus women. A number

of studies have associated the mortality disadvan-

tage of divorce on women to the financial losses

resulting from divorce, as opposed to the divorce

itself (Lillard & Waite, 1995; Prigerson,

Maciejewski, & Rosenheck, 1999; Wickrama,

Conger, & Lorenz, 1995). In contrast, men seem

to benefit from the sense of a “settled life” that

marriage provides; they are less likely to engage
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in risky health behaviors and experience gain

from the household tasks taken over by women

in marriage (Lillard & Waite, 1995).

In further trying to elucidate the underlying

mechanisms in the relationship between divorce

and health, some researchers have looked at

divorce and illness prevention behaviors.

However, rather than finding that it is a lack of

illness prevention among the unmarried that leads

to worse health outcomes, the opposite appears to

be the case. A number of studies have in fact

found that marriage decreases healthy behaviors

such as weight control (Lee et al., 2005) and

fitness levels (Ortega et al., 2011). These findings

are consistent among the married versus the

nonmarried and across the divorced versus

remarried, with remarriage showing the same

negative health trends as the continuously

married men and women.

Thus, it remains to be determined why

marriage is protective and divorce is harmful in

terms of health outcomes overall. Other than

general health effects, a number of studies have

investigated more discrete health outcomes

that result from marriage, divorce, and transi-

tions. For example, there have been consistent

findings that distressed marriages lead to more

specific poor health outcomes such as coronary

disease (Eaker, Sullivan, Kelly-Hayes,

D’Agostino, & Benjamin, 2007; Zhang &

Hayward, 2006), slow wound healing (Kiecolt-

Glaser et al., 2005), and cardiac events

(Orth-Gomer et al., 2000) compared to happier

marriages. It has also been found that marital

status determines specific health outcomes. For

example, remarriage after divorce significantly

reduces risk of COPD incidence, even after

adjusting for smoking habit (Noda et al., 2009),

and coronary heart disease mortality among

divorced, widowed, and never married men and

women is greater than among the married

(Lindgarde, Furu, & Ljung, 1987; Weiss, 1973;

Zhang & Hayward, 2006).

It remains a truism that being married or in

another long-term intimate relationship is better

for one’s health than being single, widowed, or

divorced for both general health and a number of

specific health conditions. However, the reasons

for these findings are not well understood. It is

clearly not that married people take better care of

themselves physically; in fact, the opposite seems

to be the case. It is possible that the stress of

divorce accounts for these differences but then

again so does the stress of remaining in an

unhappy relationship. For women, this stress

seems to be primarily financial, while for men,

this stress appears more task-oriented. It is also

better to be remarried than to remain divorced or

widowed, although the transitions into and out of

marriage themselves seem to be harmful. Clearly,

more information is needed to understand the

complicated relationships between marital status

and health, marital history and health, and marital

quality and health.
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Synonyms

Fraternal twins; Nonidentical twins

Definition

Dizygotic (DZ) twins are pairs of siblings

resulting from the same pregnancy. They develop

from two separate eggs that have each been

fertilized by a different sperm. These siblings

share, on average, 50% of their genes, as do

ordinary full siblings. In contrast to monozygotic

(MZ) twins, who are always same-sex pairs,

DZ twins can be same-sex pairs or opposite-sex

pairs.

The employment of opposite-sex pairs in twin

studies allows assessments of whether genetic

and shared environmental familial influences

on behavior are different for males and females.

If there are sex differences, the correlation for

opposite-sex pairs will typically be lower than

that for same-sex pairs.
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DNA
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Synonyms

Genetic material

Definition

The acronym DNA is now so well known in

popular as well as scientific literature that it

often appears with no accompanying definition:

The words deoxyribonucleic acid are rarely

heard, but they are what the acronym represents.

DNA is a very large molecule or macromolecule,

with each word of its full name being descriptive

of its nature. Ribose is one form of sugar (along

with glucose, fructose, sucrose, and others). The

prefix “deoxy-” specifies a ribose that has lost one

of its oxygen atoms at a specific site in the mol-

ecule. Nucleic acids are a group of complex com-

pounds derived from carbohydrates, purines and

pyrimidines, and phosphoric acid.

Nucleic acids are found in all living cells, and

also in viruses, which themselves are not actually

“alive” until they hijack another cell’s genetic

material and make it work to their advantage.

Nobel Laureate Sir Peter Medawar has captured

this occurrence very well by calling a virus

“a piece of nucleic acid surrounded by bad

news” (cited by Bryson, 2004).

DNA molecules contain many copies of four

bases: adenine (A), guanine (G), thymine (T), and

cytosine (C). Each of these bases can be regarded

as a molecule in its own right, being comprised of

carbon, hydrogen, oxygen, and nitrogen atoms.

Adenine and guanine are purines, chemical struc-

tures composed of two carbon rings, and thymine

and cytosine are pyrimidines, which are com-

posed of one ring of carbon atoms.

Purines and pyrimidines join together (or

bond) with a deoxyribose molecule that also con-

tains a phosphate group. The combination of A,

G, T, and C with a deoxyribose molecule leads to

the formation of four different nucleotides, two

purine nucleotides (A and G) and two pyrimidine

nucleotides (T and C). Hundreds of thousands of

individual nucleotides can link together to form

a polynucleotide strand. Each DNA molecule is

comprised of two strands of nucleotides that are

attached together. This molecular structure and

the ensuing three-dimensional molecular geome-

try of DNA lead to its characteristic double helix

nature. Once formed, single strands of DNA are

matched with and then attached to another strand

in a nonrandom manner governed by these rules:

An adenine base can only be matched with and

attached to a thymine base, and a guanine base

can only be matched with and attached to

a cytosine base, leading to A-T and G-C pairings.

The term “complementary bases” reflects that

each of the four nucleotide bases has a comple-

mentary base to which it becomes attached.

A critical consequence of this arrangement is

that once the sequence of nucleotides in one

strand is known, the sequence of nucleotides in

the other strand is known.

Replication, the process by which DNA pro-

duces an exact copy of itself, is facilitated

by this phenomenon. The two polynucleotide

chains that comprise a DNA molecule split

apart from each other, and each then becomes

attached to a newly formed chain, that is, an

exact replicate of its original partner. This cre-

ates two identical DNA molecules, which can

then continue to create replicates in an expo-

nential manner.
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The Relevance of Genetics for Behavioral

Medicine

While this encyclopedia is not focused on molec-

ular genetics, genetic inheritance is of consider-

able importance in behavioral medicine, and

therefore the information conveyed by this entry

and other related genetic entries is deserving

of inclusion. In some cases, inheriting certain

alleles can be the sole and readily identifiable

cause of a disease. A case in point is phenylke-

tonuria (PKU), which is inherited in an autosomal

recessive manner. Those who inherit the

disease do not have the ability to create an

enzyme called phenylalanine hydroxylase,

which metabolizes the amino acid phenylalanine,

a component of many foods. Accumulating

levels of phenylalanine are harmful to the central

nervous system. Fortunately, a very strict diet

low in phenylalanine provides successful

treatment.

In contrast, for complex diseases of interest in

behavioral medicine, a multi-gene etiology is

typical, and it has proved very difficult to isolate

and identify individual genes/alleles that are

responsible for sizeable amounts of variation in

the dispersion of a disease. What has become

apparent, however, is that environmental (behav-

ioral) influences are of great importance in many

such complex disorders. Consider the case of

alcoholism, since it well exemplifies the interest-

ing phenomenon of disposition rather than prede-

termination. Clinical data suggest that, when

inherited, the genes that underlie alcoholism lia-

bility confer a vulnerability to alcoholism expres-

sion rather than the certainty of it. Genetic

inheritance of alcoholism liability can thus be

highly sensitive to environmental modulation

(McGue, 2005).

The role of behavioral influences is impor-

tant both in disease etiology and disease treat-

ment. Given a certain genetic inheritance,

some environments can tend to increase the

likelihood of a disease’s expression, while

others tend to decrease it. This also means

that behavioral interventions can be very suc-

cessful at preventing or ameliorating behavior-

ally influenced conditions of clinical concern.

Thus, behavioral medicine is concerned with

both genetic predisposition to complex disease

states and environmental influences that inter-

act with them.
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Synonyms

End-of-life care preferences

Definition

Do Not Resuscitate Order: DNR
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Description

Do Not Resuscitate Order: DNR

A do not resuscitate (DNR) order is a directive

that cardiopulmonary resuscitation (CPR) should

not be initiated if an individual’s heart stops or

if the individual stops breathing. State law

determines who may issue a DNR order such as

whether a health-care practitioner other than

a physician is authorized to do so. Health-care

facilities will have established protocols for

resuscitating patients when there is no DNR

order, in accordance with state law. Competent

patients or their authorized decision maker or

proxy should be consulted about any proposed

DNR order. The authority of a decision maker

or proxy to consent to a DNR order can be

affected depending on (a) whether that person is

an agent under an advance directive, representa-

tive under a durable health care power of

attorney, surrogate under state law, or guardian

appointed by a court and (b) the scope of any such

authorizing document. State law also determines

if or how a physician may or may not have

the authority to enter a DNR order without

a direction by a competent patient or authorized

decision maker or proxy, based on a

determination that CPR would be medically

futile in a particular case. Hospitals may have

special procedures, consistent with established

policy and state law, on the circumstances

under which a DNR order may be suspended

during surgery.
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Synonyms

Medical dialogue; Medical interaction

Description

The patient–physician relationship and its

expression through the medical dialogue have

been described or alluded to in the history of

medicine since the time of the Greeks. Neverthe-

less, historians of modern medicine have tracked

an undeniable decline in the centrality of com-

munication to the care process. In his study of the

history of doctors and patients, Shorter (1985)

attributes the denigration of communication

through the twentieth century to the ascendancy

of the molecular and chemistry-oriented sciences

as the predominant medical paradigm. This

change was fundamental in directing medical

inquiry away from the person of the patient to

the biochemical makeup and pathophysiology of

the patient. It was not coincidental that it was

during this period of scientific advance that the

practice of interviewing patients from a written

outline designed around a series of yes–no

hypothesis-testing questions largely replaced

unstructured medical histories. Conversation

was largely curtailed by these changes; patients

were restricted to answering the questions asked

and the medical dialogue was recast as a medical

interview with the exchange directed by the

scientist-physician.

Professional dominance of physicians over

patients, and scientific objectivity over the patient
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perspective, was noted (and lamented) by influ-

ential authors in the medical and social sciences

(Freidson, 1970; Szasz & Hollender, 1956), but

the issue did not attract the attention of medical

educators and policymakers until communication

was convincingly linked to patient outcomes. It is

in this light that the critical role of technical

advances in the 1960s that made audio recording

of the medical visit logistically possible may be

seen and that the methods that allowed investiga-

tion of the relationships between the medical

dialogue and outcomes may be appreciated.

The objectives of this essay are threefold:

(1) to present evidence establishing the impor-

tance of medical visit communication to a variety

of valued outcomes, (2) to provide insight into

howmedical communication is assessed by using

a popular coding method, and (3) to briefly con-

sider future directions for improving medical

communication in light of current national

initiatives in health-care policy and reform.

Why Medical Communication Is Important

Within 20 years of the groundbreaking study

by Barbara Korsch and colleagues (1968)

documenting pediatric visit communication was

described and related to patient satisfaction and

adherence with medical recommendations,

a convincing body of literature had emerged

linking medical communication to patient out-

comes. As reflected in a meta-analysis of medical

communication and its correlates, covering the

period from 1964 to 1988, relationships between

specific elements of medical visit communication

and patient outcomes were apparent in regard to

patient recall of medical information, patient sat-

isfaction, adherence, and patient assessment of

technical care quality (Hall, Roter, & Katz,

1988). These relationships, however, varied

depending on which aspect of communication

was measured. For instance, when the doctor

offered more information, asked fewer questions

overall, but more questions about compliance in

particular, and was more positive and less nega-

tive (both verbally and nonverbally), the patient

was significantly more adherent. Satisfaction was

also found to be higher when the doctor offered

more information, actively enlisted patient

involvement in care, was more positive (verbally

and nonverbally), engaged in more social conver-

sation, and when there was more visit talk over-

all. Communication predictors of patient recall of

information included more information, positive

talk and partnership building, but less question

asking. Thus, some elements of physician com-

munication like information giving and positive

talk were significantly correlated with all out-

comes, while elements such as question asking,

partnership building, and overall talk were only

related to particular outcomes.

Although not as commonly studied as satisfac-

tion and adherence, there is a small but extremely

important body of work that has linked doctor-

patient communication to other measures of

outcome, including indicators of patient health

status. Included among these measures are phys-

iologic indicators such as levels of glycosylated

hemoglobin (HbA1c) in the blood of diabetic

patients and blood pressure in hypertensive

patients. In addition, such measures as functional

status (the patient’s sense of his or her ability to

perform usual daily routines) and a patient’s

overall sense of well-being and emotional coping

have been linked to elements of the medical

dialogue (Griffin et al., 2004).

Finally, there are a few studies that have

explored how physicians are affected by factors

associated with the way in which they relate to

patients and perform their work. Among these

outcomes are physician satisfaction and the

likelihood of becoming involved in medical mal-

practice litigation. An appreciation for these

outcomes is underscored by the relatively high

levels of physician stress and burnout, particu-

larly in specialties associated with rising mal-

practice rates, and the medical workforce

shortages made worse by increasing numbers of

physicians taking early retirement. It should not

come as a surprise that many of the predictors of

patient satisfaction also affect physician satisfac-

tion as the communication of emotion is highly

reciprocal. The positive regard associated with

patient satisfaction with care and judgments of

good performance, interpersonal rapport, and

personal warmth and affection are all likely to

inspire physician satisfaction and similar feelings
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of liking. The opposite is true as well; critical

judgments and perceptions of rejection or disre-

gard also inspire similarly negative emotions.

Not only are patient and physician satisfaction

and liking related to one another, but when

these measures of a positive interpersonal and

professional relationship are absent, patient

compliance is lowered, therapeutic effect is

diminished, and physician risk for malpractice

litigation is heightened (see Roter & Hall, 2006

for a review of this literature).

How Communication Is Assessed

A review of the methods used to analyze the

medical communication in the 61 studies

included in the meta-analysis described earlier

found that 28 different coding systems were

used (Roter, Hall, & Katz, 1988). Only three

systems, Bales’ Interaction Process Analysis,

the Verbal Response Mode (VRM), and the

Roter Interaction Analysis System (RIAS), were

used in multiple studies, and these were applied

in only a handful of studies (ranging from five to

seven studies each). The Bales’ system and the

VRM taxonomy were originally devised as

a general-purpose system for coding speech acts

but applied within the medical context, while the

RIAS was developed specifically to reflect com-

munication dynamics of the medical dialogue.

Many of the systems coded information exchange

in some form, while others focused on particular

kinds of expression like empathy or concern.

A subsequent review of communication assess-

ment instruments, covering the period

1986–1996, identified 44 unique instruments,

but only four of these were used in multiple

studies (Boon & Stewart, 1998).

While investigators continue to develop and

apply new coding approaches, the RIAS has

clearly gained prominence in the research litera-

ture with more than 250 published studies using

the system as of 2011. Studies have been

conducted in 23 countries in a variety of medical

care contexts and provider types and specialties

with translations to Spanish, French, German,

Italian, Swedish, Norwegian, Danish, Dutch,

Swiss-German, Portuguese, Japanese, Korean,

Chinese, Arabic, Hebrew, and Swahili. (See

https://riasworks.com for a bibliography of

RIAS studies.) Because of its widespread use,

a brief description of the RIAS and examples of

coding categories will be presented.

Derived loosely from social exchange theories

related to interpersonal influence and problem

solving, the system takes a perspective of the

medical encounter as a “meeting between

experts,” grounded in an egalitarian model of

patient-provider partnership that accounts for

the contributions of each speaker (Roter & Hall,

2006). The basic system is comprised of 40 mutu-

ally exclusive and exhaustive codes applied to all

dialogue statements expressed by each speaker in

the encounter. This is usually the patient and

physician, but may also include one or more

family members or friends accompanying the

patient to the visit or multiple providers including

consultant or attending physicians, nurses, or

technicians. The codes are applied to the smallest

unit of expression to which a meaningful code

can be assigned, generally a complete thought,

simple sentence, phrase, or clause in a compound

statement but sometimes a single word. In addi-

tion to verbal exchange, RIAS coders globally

assess the emotional tone of the visit at the close

of a session for each speaker in terms of overall

levels of irritation, anxiety, dominance, interest,

and friendliness. The global ratings have been

found to capture vocal qualities independent of

literal verbal content and can thereby be consid-

ered as an indicator of nonverbal communication

(Hall, Roter, & Rand, 1981).

A useful framework for organizing and

grounding RIAS-coded communication in the

clinical encounter is the four-function model of

medical interviewing that includes data gather-

ing, patient education and counseling, responding

to emotions, and partnership and activation.

Specific codes and dialogue examples in each of

these areas are presented in Table 1.

Future Directions for Improving Medical

Communication

The appearance of patient-centered medical care

on the national health-care agenda reflects a sea

change in the value attributed to communication

by policymakers, medical educators, and the
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Doctor-Patient Communication: Why and How Communication Contributes to the Quality of Medical Care,
Table 1 Communication functions of the medical visit as reflected in RIAS codes and dialogue examples

Functional

grouping Communication behavior Example of provider dialogue Example of patient dialogue

Data

gathering

skills

Open-ended question (categories:

medical condition, therapeutic

regimen, lifestyle and self-care,

psychosocial topics, other)

What can you tell me about the

pain? How are the meds working

for you? What are you doing to

keep yourself healthy? What’s

happening with your son?

How dangerous is my blood

pressure? How do the meds

work? What can I do to keep

myself healthy? Do you have any

suggestions for getting my son to

go along with the family

program?

Closed-ended question

(categories: medical condition,

therapeutic regimen, lifestyle and

self-care, psychosocial topics)

Does it hurt now? Do you take

your meds every day? Are you

still smoking? Is your wife back?

Is my blood pressure too high

now? Is that white pill the

diuretic? Do you think the patch

that can help me stop smoking?

Patient

education

and

counseling

skills

Information about medical

condition and symptoms

A normal blood pressure for

someone with diabetes would be

less than 130/80

Last time I took it my blood

pressure was 130/80

Information about therapeutic

regimen, procedures and tests

The medication may make you

drowsy. You need to take it for

10 days

The medication made me drowsy

I took the test and am waiting for

the result

Lifestyle/self-care information Getting plenty of exercise is

always a good idea. I can give

you some tips on quitting

I get plenty of exercise. I have

been trying to quit

Psychosocial exchange about

problems of daily living, issues

about social relations, feelings,

emotions

It’s important to get out and do

something daily. The community

center is good for company

It’s tough to quit when your wife

smokes

Counseling statements regarding

medical condition/therapeutic

regimen

The medication will not be

effective if you don’t take it as

prescribed; I want you to set up

a routine to take your pills the

same time every day

Not applicable

Counseling statements regarding

psychosocial and lifestyle issues

It is very important for you to get

out of the house everyday! Being

social is good medicine

Not applicable

Relationship

skills

Positive talk (categories:

agreements, jokes/laughter,

approvals)

You look fantastic, you are doing

great

The new medicine works great

More blood! You’re a vampire!

Negative talk (categories:

disagreements, criticisms)

No, it doesn’t look to me like you

were careful about your salt. The

local stores are just not very good

about making fresh vegetables

available

That new drug you gave me was

useless

How can you eat healthy when

even the hospital cafeteria serves

junk food?

Social talk (nonmedical chit-

chat)

How about them O’s last night? I follow the Ravens – I’ve given

up on the Orioles.

Emotional talk (categories:

concern, reassurance/optimism,

empathy, legitimation,

partnership)

I’m worried about that. I’m sure it

will get better. We’ll get through

this

I am really worried. I’m going to

make it work!

I can see how upset you get when

you see me in this state

I want to work with you until we

get it right

(continued)
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public. The influential Institute of Medicine

report on Health Care Quality identified patient-

centered care as key to any significant future

improvements in health-care quality, alongside

core medical care quality requisites of safety,

timeliness, effectiveness, efficiency, and equity

(Institute of Medicine [IOM], 2001). In a similar

vein, patient-centered communication was recog-

nized as a significant vehicle for the prevention of

medical errors and malpractice litigation (Kohn,

Corrigan & Donaldson, 1999). The scientific evi-

dence reflected in these important reports not

only has implication for the routine practice of

medicine, but it has also influenced national

health policy. The Surgeon General has targeted

an increase in the proportion of persons who report

that their health-care providers have satisfactory

communication skills among the key objectives

for the nation (Surgeon General Report, Healthy

People 2010, Health Objective 11.6). This goal is

integrated into objectives in screening, diagnosis,

treatment, prevention, and hospice care applicable

to chronic diseases and cancer. Most recently,

patient-centered care has been included among

the quality benchmarks for Accountable Care

Organizations as part of the Patient Protection

and Affordable Care Act, Public Law 111–148

(Levinson, Lesser, & Epstein, 2010).

Responding to these same pressures, the

American Association of Medical Colleges

(AAMC) and the Accreditation Council for

Graduate Medical Education (ACGME) have

required documentation of communication skills

training as part of the accreditation criteria for

undergraduate and graduate level medical train-

ing programs. Consequently, virtually all US

medical schools now require that some portion

of their curriculum be dedicated to this area.

Despite this progress, medical education chal-

lenges remain as the intensity and format vary

widely and training is often concentrated in the

first 2 years of training before medical students

begin to see patients (Levinson et al., 2010).

Requirements for medical certification have also

been expanded to include demonstration of profi-

ciency in communication skills as part of theUnited

States Medical Licensing Exam (USMLE). The

clinical skills portion of the exam assesses candi-

dates’ performance using standardized patients

(actors trained to portray patients) presenting

cases that a physician is likely to encounter in

clinics, doctors’ offices, emergency departments,

and hospital settings (http://www.usmle.org/

index.html). Furthermore, recent changes by

the American Board of Medical Specialties

(ABMS) now require communication skills for

recertification every 5 years (Levinson et al.).

This essay began by suggesting that medicine

had lost its focus on the person of the patient in

embracing the scientific advances of the twenti-

eth century, but there is reason for optimism in

anticipating that the scientific, educational, and

policy advances of the twenty-first century will

return the patient to the center of care. Recogni-

tion of communication’s centrality to the heart

and art of medicine as well as its science is well

Doctor-Patient Communication: Why and How Communication Contributes to the Quality of Medical Care,
Table 1 (continued)

Functional

grouping Communication behavior Example of provider dialogue Example of patient dialogue

Partnering

skills

Facilitation (categories: asking

for patient opinion, asking for

understanding, paraphrase and

interpretation, back-channel)

What do you think it is? What

would help? Do you follow me?

Let memake sure I’ve got it right.

I heard you say you the meds

didn’t work for you

Do you follow what I’m saying?

Let memake sure I’ve got it right.

I heard you say you that the meds

take time to work and I have to

just keep taking it and be patient

Uh-huh, right, go on, hmm Uh-huh, right, go on, hmm

Orientation (categories:

transitions, directions)

Ok, well, let’s see Alright, now

I’d like to do a physical now. Get

up on the table. Now we’ll check

your back

I’ll get started on filling this form

out while you’re gone
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reflected in the words of an early advocate of

biopsychosocial medicine, George Engel, “It is

not just that science is a human activity, it is also

that the interpersonal engagement required in the

clinical realm rests on complementary and basic

human needs, especially the need to know

and understand and the need to feel known and

understood” (Engel, 1988, p. 136).
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Dominant Inheritance

Laura Rodriguez-Murillo1 and Rany M. Salem2

1Department of Psychiatry, Columbia University

Medical Center, New York, NY, USA
2Broad Institute, Cambridge, MA, USA

Definition

A trait with dominant inheritance is expressed

in the presence of the dominant allele, both in

individuals who are homozygous for the locus of

interest (DD, the same alleles) and in those who

are heterozygous (Dd, differing alleles).

Humans have two versions of all autosomal

genes, called alleles, one from each parent.
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Dominant inheritance refers to the situation when

an allele of a gene is expressed (dominant allele)

over the alternate gene allele, which is masked

(recessive allele). An example of a disease with

dominant inheritance is Huntington’s disease,

where affected individuals carry at least one

defective allele, leading to production of the

defective protein and resulting in disease

(Walker, 2007). To illustrate, the children of an

affected heterozygous parent have a 50% chance

of inheriting the disease allele and of being

affected (see pedigree, Fig. 1). Children of

a homozygous affected parent have a 100%

chance of inheriting the allele and developing

disease.
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Dopamine
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Definition

Dopamine is a catecholamine neurotransmitter

produced in dopamine neurons of the brain.

Description

Dopamine is a catecholamine produced in dopa-

mine neurons of the brain.

Anatomy

Approximately, 75% of all of the dopamine cells

of the brain originate in the midbrain. From the

midbrain, three main pathways project to

mesocorticolimbic structures, where dopamine

acts as a neurotransmitter (for review, see

Zahm, 2006).

The mesocorticolimbic or A10 pathway:

Dopamine neurons originate from the ventral
tegmental area and project primarily to the ven-

tral striatum, amygdala, hippocampus, and fron-

tal cortex.

Dd

Dd dd Dd dd

dd

Dominant Inheritance, Fig. 1 Dominant inheritance

diagram. Highlighted individuals are affected by the

disease given by the dominant D allele
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The nigrostriatal, mesostriatal, or A9 path-
way: Dopamine neurons originate from the

substantia nigra pars compacta and project pri-

marily to the dorsal striatum.

The retrorubral or A8 pathway: Dopamine

neurons originate from the retrorubral field pro-

ject primarily to the dorsal and ventral striatum,

hippocampus, and parts of the extended amygdala.

Another dopaminergic pathway originates

from the hypothalamus and projects to the ante-

rior lobe of the pituitary (tuberoinfundibular

pathway or A12 and A14 pathways), where dopa-
mine acts as a neurohormone.

Transmission

Dopamine is stored in synaptic vesicles and

is released upon neuronal depolarization. Once

released, it acts on dopamine receptors.

Dopamine receptors are metabotropic (G-pro-

tein-coupled) receptors. They are divided in two

classes: D1-like (D1, D5 receptors) and D2-like

(D2, D3, and D4), which respectively stimulate

or inhibit adenylyl cyclase and consequent for-

mation of cAMP. Most released dopamine is

cleared from the synapse by reuptake into the

dopamine neurons, via dopamine transporters.

Function

While dopamine released from the tuberoin-

fundibular pathway inhibits prolactin release,

dopamine released in mesocorticolimbic and

motor structures serves to modulate movement,

emotions, and reward.

In particular, the mesostriatal pathway is

mostly involved in movement control: This is

most notable in the neurodegeneration of dopa-

mine neurons of this pathway, which is associ-

ated with ▶ Parkinson’s disease.

Dopamine from the mesocorticolimbic and

mesostriatal pathways plays an important role in

reward. In particular, the activity of dopamine

cells increases in response to unexpected reward-

ing events, or the cues that predict them (Schultz,

2002).

Dopamine is also one of the major players

mediating the rewarding effects in ▶ drug abuse

and drug dependence (Marinelli, Rudick, Hu, &

White, 2006; Volkow, Fowler, Wang, &

Goldstein, 2002). Addictive drugs have the com-

mon action of increasing dopamine levels in the

striatal complex (Di Chiara & Imperato, 1988;

Imperato et al., 1992). This effect is mediated by

different mechanisms, such as blocking the reup-

take of dopamine at the level of the dopamine

transporter, reversing the transporter from reup-

take to release, or increasing the activity of dopa-

mine neurons. In addition, animal studies show

that subjects with heightened dopaminergic

transmission are more prone to self-administer

drugs of abuse compared with subjects

expressing reduced dopaminergic transmission.

Furthermore, treatments that decrease dopami-

nergic transmission generally produce

a decrease in drug responding and relapse,

whereas treatments that increase it have opposite

effects (Marinelli et al., 2006). Similarly, human

studies show a positive correlation between dopa-

mine levels and behavioral responses to

psychostimulant drugs (Leyton et al., 2002;

Oswald et al., 2005). While this suggests that

increased dopaminergic tone is a facilitator of

drug abuse, there is also evidence for decreased
dopaminergic tone to play a role (Melis et al.,

2005). Thus, withdrawal from long-term use of

addictive drugs can lead to a hypo-dopaminergic

state that could promote the search for drug, to

counteract the decrease in dopaminergic tone.

These views are not incompatible; thus, it has

been proposed that drug craving and relapse in

the could result from two separate phenomena:

“chronic craving,” which is an attempt to allevi-

ate a state of hypo-dopaminergia and “instant

craving,” which is instead caused by

a temporary increase in dopaminergic tone that

triggers relapse (Childress & O’Brien, 2000;

Franken et al., 2005; Pilla et al., 1999).

Antipsychotic drugs that block dopaminergic

transmission are effective in treating some

aspects of schizophrenia (mostly delusions and

hallucinations), suggesting that hyperdopa-

minergia may underlie these conditions; how-

ever, the matter is controversial because it is

still unclear if patients with schizophrenia have

impaired dopaminergic transmission (Howes &

Kapur, 2009; Moncrieff, 2009; van Os & Kapur,

2009).
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Dorsalgia

▶Back Pain

Dorsomedial Nucleus

▶Hypothalamus

Dose: Intensity, Response

Nicole Brandt

School of Pharmacy, University of Maryland,

Baltimore, MD, USA

Definition

The underlying mechanism of dose intensity and

response deals with drug-receptor interactions.

Drugs can bind to a receptor and enhance the

effect of that receptor (agonist), inhibit the effect

of that receptor (antagonist), or enhance the effect

of that receptor at less than the maximum

response (partial agonist). Clinically, the goal of

a drug dose, or dose regimen, is to provide

a patient with maximal benefit and minimal
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toxicity. To accomplish this, one must know

about a drug dose’s pharmacological potency

and maximal efficacy. Potency is defined as the

dose of drug required to produce 50% of the

drug’s maximal effect. The more potent a drug

is, the lower the dose needed to produce a desired

clinical response. Drug potency depends on the

affinity of receptors to bind the drug and how

effectively the drug-receptor interaction leads to

a clinical response. Drug potency is the main

factor considered when deciding a dose to

administer.

A dose’s response relates to how effective

a drug is at a particular dose in relation to clinical

response. How effective a dose is and what type

of response it can have in a patient varies based

on the route of administration, the absorption, the

distribution in the body, and the clearance from

the blood or site of action. When deciding on

a drug and dose, not only does the dose’s efficacy

response have to be taken into account, but the

dose’s toxic response also has to be considered.

Each drug has a therapeutic window and the goal

is to give a dose of drug that is above the bottom

line of that window (clinical efficacy) but not

over the top line of that window (clinical toxic-

ity). In short, the overall aim is to give the

smallest dose possible that has the greatest effi-

cacy and least toxicity.

In addition to the characteristics of the drug

(pharmacokinetics), the intensity and response

are also based on the characteristics of the patient.

The intensity of effect of a drug dose can be

increased or decreased if the patient is

hyperreactive or hyporeactive (compared to the

majority of patients) to the drug. How reactive

a patient is to a drug depends on multiple factors

such as genetics, age, gender, body size,

comorbidities, and concomitant medications

(i.e., drug-drug interactions). There is also the

issue of tolerance that may develop with some

medication classes (e.g., narcotics). Basically,

continued administration leads to decreased

dose intensity, and when this happens, the patient

is said to have built up a tolerance to the drug at

that specific dose. All of these variables need to

be taken into consideration when deciding on

a drug dosing regimen.
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Double-Blind Study

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

A double-blind research study is one in which

neither the subject nor the researcher knows

which treatment a subject is receiving.

Employing the double-blind methodology is

a hallmark of pharmaceutical clinical trials. In

some trials, an investigational drug is compared

with a placebo. Both drug products must there-

fore look, smell, and taste the same so that sub-

jects cannot deduce from one of these

characteristics which treatment they are receiv-

ing. These drug products must also be

manufactured, and similarly shipped to the sites

running the trials, in a manner that does not allow

the physician investigators to know which treat-

ment subjects are being administered. The same

applies for a trial in which two active drugs are

being compared. While the double-blind process

takes considerable work, it is certainly possible to

implement it successfully.

This methodology can be much more difficult

to implement in studies of behavioral medicine

interventions.
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Drug, Adverse Effects/Complications

Nicole Brandt

School of Pharmacy, University of Maryland,

Baltimore, MD, USA

Synonyms

Adverse drug events; Adverse drug reactions

Definition

Adverse drug events (ADE) are noxious events

that occur during the use of a medication, but

there is not always a causal link (ICH, 1994).

An ADE can be a direct injury from the medica-

tion, like an adverse drug effect such as a fall.

It can also be some form of harm due to the way in

which the medication is used, such as

discontinuing the medication abruptly, causing

an adverse drug withdrawal event such as confu-

sion or increased blood pressure (VA, 2006).

Adverse drug reactions (ADR) are

“unintended, harmful responses to a usual dose

of a medication during normal administration,

with a direct causal relationship” (Nebeker,

et al., 2004). Adverse effects or reactions differ

from side effects in that medication side effects

can be beneficial or harmful, while adverse drug

effects are always adverse or negative. Allergic

reactions are a type of adverse effect that is

elicited by the immune system, for example,

hives or shortness of breath. It is important to

monitor for and document drug adverse effects

in order to provide the best possible care and to

prevent subsequent harm (VA, 2006).
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Dyslipidemia

Ronald Goldberg

Diabetes Research Institute, University of Miami

Miller School of Medicine, Miami, FL, USA

Synonyms

High cholesterol; Hypercholesterolemia;

Hypertriglyceridemia

Definition

The term dyslipidemia refers to an abnormality of

circulating lipoproteins, which are the protein-

lipid complexes that transport the major blood

lipids, cholesterol, and triglyceride through the

circulation. The standard test for circulating

lipids and lipoproteins consists of the measure-

ment of the total serum cholesterol, its low-

density (LDL-C) and high-density lipoprotein

cholesterol (HDL-C) subfractions, and the fasting

triglyceride level. Dyslipidemia is then defined as

a higher than acceptable total cholesterol, LDL-C

or triglyceride level, or a low HDL-C value, or

various combinations of these. The clinical

importance of these abnormalities relates to the

association of elevated cholesterol, LDL-C, and

in many instances of hypertriglyceridemia with

an increased risk of cardiovascular disease

(CVD). Conversely, HDL-C is inversely associ-

ated with the risk of CVD. Although not readily

measured with standard testing, there are other

circulating atherogenic lipoproteins, such as

intermediate density lipoprotein and lipoprotein

(a), that are believed to increase risk for CVD.

Very high triglyceride values (>1,000 mg/dl) are

also associated with an increased risk of

pancreatitis.

Etiology

The etiology of dyslipidemia is complex. Primary

forms of dyslipidemia may be due to monogenic

or as yet mostly poorly defined polygenic abnor-

malities of lipoprotein metabolism. Clinically,

these manifest as predominant (and sometimes

severe) hypertriglyceridemia, moderate to severe

elevations in LDL-C, or combinations of these

two abnormalities. Hypertriglyceridemia is com-

monly associated with low HDL-C levels as well

as smaller than normal LDL particles which may

have increased atherogenicity. In addition, iso-

lated HDL deficiencies may primarily be due to

genetic disturbances of HDL metabolism. More

commonly, dyslipidemia is due to effects of sec-

ondary factors acting on the particular genetic

substrate of the individual to produce a range of

lipid abnormalities. Common secondary causes

of hypertriglyceridemia, small LDL particles,

and low HDL-C include abdominal obesity, insu-

lin resistance, and type 2 diabetes, while the most

common reason for an elevated LDL-C is the

high fat diet that is typical of Western societies.

Clinical Evaluation and Intervention

The clinical evaluation of dyslipidemia has been

guided by the recommendations of the National

Cholesterol Education Program (NCEP) which

published its initial Adult Treatment Panel

(ATP I) recommendations in 1987 for diagnosis

and treatment of lipid disorders, and these were

revised in 1994 (ATP II) and 2001 (ATP III) with

an update in 2004. ATP IV will be published in

due course. The current guidelines recommend

that attention to LDL-C should be the first
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priority because of its close association with

CVD event rates, except in patients with severe

hypertriglyceridemia (>500 mg/dl), where

urgent triglyceride lowering to prevent pancrea-

titis should be the initial treatment.

The question of what constitutes an LDL-C

level requiring treatment has undergone consid-

erable evolution as clinical trial data showing

benefit from statin drugs in different population

subgroups have been reported. In essence, the

population is divided into low-risk, moderate-

risk, and high-risk subgroups. Cut points for die-

tary intervention or pharmacologic intervention

have been defined for each group according to

severity of CVD risk and in 30 mg/dl increments

of LDL-C; however, because these cut points and

the targets of treatment are somewhat arbitrarily

defined and are also a subject of debate, these

values are given as a range. Thus, for low-risk

subjects (with no more than one major CVD risk

factor), the cut point for therapeutic lifestyle

changes, focusing largely on lowering choles-

terol, and saturated fat intake is recommended at

130–160 mg/dl, while drug therapy is

recommended at 160–190 mg/dl, aiming for an

LDL-C of 130–160 mg/dl – the average for the

general population.

For those with at least two major risk factors,

but without diabetes or evident CVD, the cut

points for pharmacologic and lifestyle change

are 130–160 and 100–130 mg/dl respectively,

and the goal is <100–130 mg/dl (an LDL-C of

�100 mg/dl is considered optimal for the general

population). For highest-risk subjects, a single cut

point for combined lifestyle and drug therapy is set

at 70–100 mg/dl, with a target of �70 mg/dl.

Statin drugs are the first choice, with add-on

agents such as ezetimibe and bile sequestrants

available in the event that statin therapy is inade-

quate or not tolerable. Because LDL-C reflects

only the cholesterol content of LDL and may not

adequately reflect the full range and impact of

atherogenic lipoproteins before and on treatment,

the use of alternative or secondary measures such

as non-HDL-C (calculated by total cholesterol

minus HDL-C) or apolipoprotein B (the protein

component of all atherogenic lipoproteins) has

been proposed.

Elevation in triglyceride levels is less directly

related to CVD risk, and it is likely that there is

considerable heterogeneity in this relationship

across the population. Subjects with triglyceride

values >150 mg/dl are said to have borderline

hypertriglyceridemia, and those with values

>200 mg/dl have hypertriglyceridemia which

should be considered for treatment. In this popu-

lation, non-HDL-C or apolipoprotein B measure-

ments may have special advantages because

hypertriglyceridemia alters the LDL-C value.

The initial approach is therapeutic lifestyle

change in which overweight is an important tar-

get. Medications such as fibrate drugs, high doses

of omega 3 fatty acids, or niacin may be added if

lifestyle therapy is considered inadequate,

although evidence for CVD benefit with these

medications is weaker than that for statin drugs.

Lastly, low HDL-C, defined as <40 mg/dl in

men and <50 mg/dl in women, is considered to

be an independent CVD risk factor. Weight

reduction and increased physical activity may

modestly raise HDL-C and are prudent

approaches to management of low HDL-C. How-

ever, drug therapy with HDL-raising drugs such

as fibrates or niacin remains a challenge because

of the lack of a full understanding of the relation-

ship between HDL and CVD, side effects of

medications, and the paucity of data that this

approach clearly adds to the benefit of statin

therapy. Considerable efforts are being made to

improve our understanding and the management

of dyslipidemia.

Cross-References

▶Cardiovascular Disease

▶Cholesterol

▶Diabetes

▶ Insulin Resistance (IR) Syndrome

▶Lipid Abnormalities

References and Readings

Lorenzo, C., Williams, K., Hunt, K., & Haffner, S. M.

(2007). The national cholesterol education program-

adult treatment panel III, international diabetes

D 636 Dyslipidemia

http://dx.doi.org/10.1007/978-1-4419-1005-9_4
http://dx.doi.org/10.1007/978-1-4419-1005-9_93
http://dx.doi.org/10.1007/978-1-4419-1005-9_740
http://dx.doi.org/10.1007/978-1-4419-1005-9_756
http://dx.doi.org/10.1007/978-1-4419-1005-9_1273


federation, and world health organization definitions

of the metabolic syndrome as predictors of incident

cardiovascular disease and diabetes. Diabetes Care,
30, 8–13.

Scott, M., Grundy, S., Cleeman, J., Bairey Merz, C. N.,

Brewer, H. B., Clark, L. T., Hunninghake, D.,

Pasternak, R., Smith, S., Stone, N., & Coordinating

Committee of the National Cholesterol Education Pro-

gram. (2004). Implications of recent clinical trials for

the national cholesterol education program adult treat-

ment panel III guidelines. Journal of the American
College of Cardiology, 44, 720–732.

Dyspnea

Valerie Sabol

School of Nursing, Duke University, Durham,

NC, USA

Definition

Dyspnea, or shortness of breath, is a frequently

reported symptom of unpleasant and/or uncom-

fortable respiratory sensations with many poten-

tial underlying etiologies (e.g., pulmonary

disease, primarymanifestation of cardiac disease,

neuromuscular disease, obesity, anxiety). The

American Thoracic Society (1999) defines dys-

pnea as a “subjective experience of breathing

discomfort that is comprised of qualitatively dis-

tinct sensations that vary in intensity; the experi-

ence derives from interactions among multiple

physiological, psychological, social, and envi-

ronmental factors, and may induce secondary

physiological and behavioral responses.”

Although older adults with chronic pulmonary

and/or cardiac disease may have a blunted

response to dyspnea, perhaps as a result of adap-

tation over time, it is still an important clinical

history finding (e.g., acute exacerbation of

a chronic disease process).

There are variations in the clinical reporting of

dyspnea; words used by individuals to describe

their breathing discomfort may provide insight

into the underlying pathophysiology of their dis-

ease. For example, words used to describe diffi-

culty inspiring is associated with upper airway

obstruction (e.g., aspiration), and words used to

describe difficulty with expiratory flow is associ-

ated with obstruction of the smaller bronchioles

(e.g., asthma). The inability to breathe while in

a recombinant position is known as orthopnea,

and complaints of sudden onset of coughing or

difficult breathing after sleeping in a recombinant

position (typically after 1–2 h) is known as par-

oxysmal nocturnal dyspnea (PND), and is typi-

cally associated with heart failure. Dyspnea on

exertion (DOE) is common in obstructive and

restrictive pulmonary diseases. Dyspnea that is

described as painful may have an underlying

inflammatory or trauma-related etiology. Signs

of air hunger include mouth breathing, use of

accessory muscles, and/or inability to finish

a sentence without pausing to breathe. Some

individuals, however, are able to adjust their

physical activities to limit or prevent dyspnea

and more objective testing may be warranted.

Depending on the most likely underlying etiol-

ogy, there are several diagnostic studies that could

be used to evaluate dyspnea. For example, exer-

cise testing (e.g., 6-min walk test), spirometry, and

other pulmonary function tests (PFTs), pulse

oximetry, arterial blood gas sampling, blood

chemistries (e.g., b-type natriuretic peptide, ane-

mia, renal function), and chest radiography may

provide information to aid in a differential diag-

nosis and help target treatment strategies. Treat-

ment strategies include self-help strategies (e.g.,

accurate self-assessment and regulation of breath-

ing), smoking cessation, avoidance of infection,

and environmental stressors (e.g., weather

extremes, poor air quality, pollutants), pulmonary

rehabilitation, and chronic disease management.

Cross-References

▶Anxiety and Heart Disease

References and Readings

American Thoracic Society. (1999). Dyspnea. Mecha-

nisms, assessment, and management: a consensus

statement. American Journal of Respiratory Critical
Care Medicine, 159(1), 321–340.

Dyspnea 637 D

D

http://dx.doi.org/10.1007/978-1-4419-1005-9_1248


Marx, J., Hockberger, R., & Walls, R. (2009). Rosen’s
emergency medicine: Concepts and clinical practice
(7th ed.). Philadelphia: Mosby-Elsevier.

Dysrhythmia

▶Arrhythmia

Dysthymia
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Synonyms

Chronic depression; Chronic depressive disorder;

Dysthymic disorder

Definition

Dysthymia is a form of chronic depression, char-

acterized by persistent (“most of the days, for

more days than not”) depressed mood lasting for

at least 2 years. It is a diagnostic category within

the mood disorders in the current versions of the

Diagnostic and Statistical Manual of Mental Dis-

orders (DSM-IV) and the International Classifi-

cation of Diseases (ICD-10). In addition to

a depressed mood, two or more of the following

symptoms must have been present most of the

time (i.e., the person must not have been symp-

tom-free for more than 2 months at a time):

1. Poor appetite or overeating

2. Insomnia or hypersomnia

3. Low energy or fatigue

4. Low self-esteem

5. Poor concentration or difficulty making

decisions

6. Feelings of hopelessness

In children and adolescents, a dysthymia

diagnosis requires at least 1 year of depressed

or irritable mood, and two of the above symp-

toms. Exclusion criteria are manic, hypomanic

or mixed episodes, presence of a major depres-

sive episode during the first 2 years, and

psychosis.

Description

Dysthymia is a mood disorder of low symptom

intensity. Nevertheless, it is associated with

markedly decreased quality of life, and functional

impairments are significant. While generally able

to cope with everyday life, affected persons

struggle with workplace or school demands,

social and intimate relationships. Lack of energy,

feelings of worthlessness, general negativity and

pessimism are common and foster the stigma of

“character weakness” and interfere with help-

seeking.

The comorbidity with other mental as well as

physical disorders is high. Because of under-

recognition and under-treatment, persons with

dysthymia are high-users of the health-care sys-

tem, which results in substantial direct (health-

care consumption) and indirect (absenteeism,

loss of productivity) costs.

Persons with dysthymia have an increased

lifetime risk of developing a major depressive

episode. When dysthymia worsens into a major

depressive episode, this is termed “double

depression.” Clinically, this form of depression

is distinct from others as it is marked by extreme

hopelessness and a poor prognosis.

Epidemiology and Risk Factors

Reports of the lifetime prevalence of dysthymia

range from 0.1% to 6%, with higher rates in

higher income countries and among females.

Persons with comorbid chronic medical disor-

ders, anxiety disorders, a history of substance

abuse, and personality disorders are at increased

risk for dysthymia and other forms of chronic

depression. A special risk group comprises per-

sons who experience depressive symptoms early

in life (before the age of 21).
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Treatment

The most effective treatment for dysthymia con-

sists of a combination of antidepressant medica-

tion and psychotherapy. Randomized controlled

trials have shown that both the treatment duration

and the intensity need to be higher for dysthymia

than for major depressive episodes in order to

achieve similar response rates. This is possibly

due to the high rates of comorbidities as well as

the chronic nature of dysthymia, which often

results in yearlong struggles with everyday social

and occupational life, which are not easily

overturned (Dunner, 2001). Many factors influ-

ence the choice of treatment: comorbid illnesses,

previous experience with similar medication or

psychotherapies, interactions with other medica-

tions, side-effect profile, short- and long-term

effects, and, most importantly, patient tolerability

and individual preferences for type of treatment.

Several guidelines and treatment algorithms are

available to guide the initial treatment choices as

well as the dosage augmentation or switches in

therapy when symptom improvement is

insufficient.

Since residual or subthreshold depressive

symptoms carry a strong risk of depressive symp-

tom relapse, the treatment goal is complete remis-

sion from all symptoms.

Importantly, any treatment should be followed

by a maintenance phase, which can last as long as

a patient’s lifetime, in order to prevent the recur-

rence of depressive symptoms.Maintenance ther-

apy can involve the long-term treatment with

efficacious antidepressant medication, regular

professional depression symptom monitoring,

and patient education about medication side

effects, the importance of medication adherence,

and the connection between psychosocial

stressors and symptom recurrence.
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Synonyms

Eating habits; Eating practices

Definition

Eating behavior is a broad term that encompasses

food choice and motives, feeding practices,

dieting, and eating-related problems such as

obesity, eating disorders, and feeding disorders.

Within the context of behavioral medicine, eating

behavior research focuses on the etiology,

prevention, and treatment of obesity and eating

disorders, as well as the promotion of healthy

eating patterns that help manage and prevent

medical conditions such as diabetes, hyperten-

sion, and certain cancers.

Description

Eating behavior is complex; humans make

hundreds of food decisions each day that are

influenced by a variety of personal, social, cul-

tural, environmental, and economic factors.

What people eat and how much they eat has a

considerable influence on their health. An

ecological model that considers the impact of

individual factors, social environments, physical

environments, and macro-level environments on

food choices is useful in understanding the

multitude of determinants of eating behavior.

Intraindividual factors influencing eating behavior

and food choice include physiological processes

(e.g., hunger, satiety, innate preference for sweet

foods, brain mechanisms) and psychological pro-

cesses (e.g., learned food preferences, knowledge,

motivations, attitudes, values, personality traits,

cognitive processes, self-regulation). The social

environment has also been shown to have

a substantial effect on eating behavior. Eating

behavior is shaped indirectly through observing

others and internalization of food rules, as well

as directly (i.e., one eats more in the presence of

others than when alone). The physical environ-

ment, including availability of foods, the context

in which foods are provided, and the external cues,

such as proximity to food, salience of food, pack-

aging, plate/serving size, and variety of food

assortments, have all been shown to affect the

type and amount of food eaten. Finally, macro-

level environments, including economic systems,

food and agricultural policies, food production and

distribution, food marketing, and cultural norms

and values, may have a more indirect yet powerful

impact on food choices and eating behavior. The

research on determinants of eating behavior has

largely emphasized intraindividual variables,

whereas there is considerably less known about

the environmental influences and the interaction
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between these. In particular, there is a need to

conduct multilevel research, among diverse

subgroups, using bettermeasures, in order to better

understand the mechanisms involved in eating

behavior (Larson & Story, 2009).
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Eating Disorders: Anorexia and
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Department of Pediatrics, University of Miami,
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Definition

Prevalence

Anorexia nervosa afflicts an estimated 0.9% of

females, with 0.5% of men reporting having

anorexia at some time in their lives (Hudson,

Hiripi, Pope, & Kessler, 2007). Bulimia nervosa

is estimated to occur in 1.5% of females and in

0.5% of men (Hudson et al., 2007). Approxi-

mately 3.5% of women and 2% of men reported

having binge-eating disorder (BED) at some

point in their lives (Hudson et al., 2007). BED

affects about 8% of people who are obese. Eating

disorders typically (86%) are reported by the age

of 20, with the majority of those affected (43%)

with anorexia reporting onset between the ages of

16 and 20. Thirty percent of those afflicted report

duration from 1 to 5 years, and 31% report dura-

tion from 6 to 10 years. The full recovery rate of

women with bulimia has been reported to be

significantly higher than that of women with

anorexia, with 74% of those with bulimia achiev-

ing full recovery, whereas only 33% of those

with anorexia achieved full recovery (Herzog

et al., 2009). Approximately one third of both

women with anorexia and with bulimia relapse

after full recovery (Herzog et al., 2009).

Adolescent and young women account for

90% of cases (women between the ages of 12

and 25) of eating disorders (American Psychiatric

Association [APA], 2000). In anorexia, there is

a female to male ratio of about 11 to 1. Bulimia

has a female to male ratio of about 30 to 1.

Anorexia nervosa may arise in children as

young as 8 years of age, whereas bulimia rarely

appears before the age of 12. Increasing numbers

of older women and men have these disorders

with up to 5–10% of all cases of eating disorders

occurring in males (Academy of Pediatrics

Committee on Adolescence [AAP], 2003). Teen

boys have shown an increasing trend in dieting,

use of diet products, and their use of exercise for

weight control, with Hispanic boys being the

most likely to practice weight control, followed

by black and then white boys. Binge-eating

disorder is more prevalent than both anorexia

nervosa and bulimia nervosa, but the treatment

outcome for individuals with BED is also more

favorable (Fairburn, Cooper, Doll, Norman, &

O’Connor, 2000).

There is relatively little data on the role of

ethnicity or racial background in eating disorders.

Some data show that ethnic minority women who
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seek treatment for anorexia have lower admis-

sion weights than white women, suggesting that

anorexia may go undetected or untreated longer in

minority women. Typically a disorder of white

affluent women, disordered eating appears to

be increasing among nonwhite groups, including

Hispanics and American Indians (Croll, Neumark-

Sztainer, Story, & Ireland, 2002).

Etiology

There is no one single cause but rather a complex

interaction between biological issues, such as

genetics and metabolism; psychological issues,

such as control; coping skills; personality factors;

family issues; and social issues, such as a culture

that promotes thinness and media that transmits

this message.

Comorbidities

People with eating disorders suffer higher rates

of other mental disorders including depression,

anxiety, obsessive-compulsive disorder, and sub-

stance abuse (Hudson et al., 2007). There is an

increased frequency of mood disorders in indi-

viduals with anorexia and bulimia nervosa, which

may develop at the same time, or the mood

disorder may precede the eating disorder (APA,

2000). Obsessive-compulsive features are prom-

inent in individuals with anorexia nervosa,

whereas increased frequency of more general

anxiety symptoms is more common in those

with bulimia (APA, 2000).
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Ecologic Bias

▶Ecological Fallacy
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Department of Biostatistics, The University
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Synonyms

Ecologic bias

Definition

Ecological fallacy is improperly inferring an

association (or lack of association) at an individ-

ual-level based on a group-level relationship.

Ecologic studies use measures taken at the

level of a group (such as a country, school, or

hospital) rather than at the individual (such

as patient) level. Ecologic studies are widespread

in behavioral medicine literature due their low

cost and convenience since ecologic data can

often be obtained through census records or

existing surveys and records. Two typical behav-

ioral medicine ecologic examples are a study

investigating the association between alcohol

availability and violence (Gorman, Zhu, &

Horel, 2005) in which data were collected at the

census tract level and a study investigating the

association between needle exchange programs

and HIV seroprevalence among injecting drug

users (Hurley, Jolley, Kaldor, 1997) in which

data were collected at the city level.

When risk factors and outcomes are measured

at an aggregate level, the relationship between the

group-level variables may be different than

the relationship between variables measured at

the individual level. An often-cited example used

to illustrate the issue involved a nineteenth century

study which found higher suicide rates within

Prussian provinces that had higher proportions of

Protestant residents (Durkheim, 1951). The con-

clusion that Protestant individuals (rather than

Catholic individuals) were more likely to commit

suicide cannot be inferred based on the observed

association among the provinces (Morgenstern,

1982; Robinson, 2009). One possible scenario is

that Catholic residents within the largely Protes-

tant provinces had the high suicide rates, resulting

in a positive association between percent Protes-

tant and suicide rate. Extrapolation of aggregate

results to individuals is a mistake in logic which

can lead to a potentially misleading conclusion.

Because of the many limitations of ecologic

studies, including ecological fallacy, they are

often used as exploratory or hypothesis-

generating studies rather than as confirmatory.

Cross-References

▶Aggregate Data

▶Hypothesis Testing

References and Readings

Durkheim, E. (1951). Suicide: A study in sociology
(Spaulding & Simpson, Trans.). Glencoe, IL: Free

Press. (Original Work Published 1897).
Gorman, D., Zhu, L., & Horel, S. (2005). Drug “hot-

spots”, alcohol availability and violence. Drug
and Alcohol Review, 24(6), 507–513.

Hurley, S. F., Jolley, D. J., & Kaldor, J. M. (1997).

Effectiveness of needle-exchange programmes for

prevention of HIV infection. The Lancet, 349(9068),
1797–1800.

Morgenstern, H. (1982). Uses of ecologic analysis in

epidemiologic research. American Journal of Public
Health, 72(12), 1336.

Robinson, W. S. (2009). Ecological correlations and

the behavior of individuals. International Journal of
Epidemiology, 38(2), 337.

Ecological Framework

▶Ecological Models: Application to Physical

Activity

E 644 Ecologic Bias

http://dx.doi.org/10.1007/978-1-4419-1005-9_1017
http://dx.doi.org/10.1007/978-1-4419-1005-9_100528
http://dx.doi.org/10.1007/978-1-4419-1005-9_1557
http://dx.doi.org/10.1007/978-1-4419-1005-9_1032
http://dx.doi.org/10.1007/978-1-4419-1005-9_1125
http://dx.doi.org/10.1007/978-1-4419-1005-9_1125


Ecological Models: Application to
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Synonyms

Behavioral ecological model; Ecological

framework; Social ecological framework; Social

ecological model

Definition

Ecological models are a series of models/frame-

works that emphasize multiple levels of influences

on behaviors. These influences usually include

intrapersonal, interpersonal, organizational, com-

munity, physical environment, and policy (Sallis,

Owen, & Fisher, 2008). Numerous ecological

models have been created to explain specific

behavior or to guide behavioral interventions.

Although different ecological models may involve

different terminology, they share two basic princi-

ples: (1) multiple levels of influence on behaviors

and (2) interactions across levels of influence. In

the context of behavioral change interventions, two

additional principles apply as follows: (1) effective-

ness of multilevel interventions and (2) emphasis

on behavior-specific ecological model (Sallis et al.,

2008).

Description

History of Ecological Models

The evolution of ecological models highlights

a process of proliferation, diversification, and

specification. At the early stage, the conceptual

basis of ecological models was the general idea

that the environment influenced behaviors.

Skinner conceptualized most behaviors as a

product of interactions between individuals and

the environment (i.e., “operant behaviors”)

(Skinner, 1953). Barker was a founder of

environmental psychology (a.k.a. “ecological

psychology”) and emphasized “behavior

settings,” where behaviors take place (Barker,

1968). Later on, Bronfenbrenner developed

Ecological Systems Theory and defined

the “microsystem,” “mesosystem,” and

“macrosystem” as different levels of environ-

mental influences (Bronfenbrenner, 1979).

The more recent models were created specifically

for health behaviors. McLeroy at al.’s Ecological

Model of Health Behavior emphasized five

sources of influences on health behaviors, includ-

ing intrapersonal, interpersonal, institutional,

community, and policy factors (McLeroy,

Bibeau, Steckler, &Glanz, 1988). Stokols’ Social

Ecological Model for Health Promotion offered

theoretical guidance for behavioral interventions

(Stokols, Allen, & Bellingham, 1996; Stokols,

Grzywacz, McMahan, & Phillips, 2003). Hovell

et al.’s Behavioral Ecological Model (Hovell,

Wahlgren, & Adams, 2009; Hovell, Wahlgren,

& Gehrman, 2002) incorporated Skinner’s

Operant Learning Theory (Skinner, 1969) and

emphasized multiple contingencies of reinforce-

ment for behavior. Some models were created for

a specific health behavior, such as Glanz and

colleagues’ Model of Community Food Environ-

ments (Glanz, Sallis, Saelens, & Frank, 2005),

Sallis and colleagues’ Ecological Model of Four

Domains of Active Living (Sallis et al., 2006),

and Fisher and colleagues’ Resources and Skills

for Self-Management Model (Fisher et al., 2005).

Ecological Models and Physical Activity

The development of ecological models parallels

the conceptual evolution of the field of physical

activity. Decades ago, “exercise” (i.e., planned

physical activity for fitness purpose) was the

main focus of physical activity research and

most behavioral interventions applied cognition-

based theories and targeted individual-level

correlates (Sallis et al., 2006). The limitations

of these interventions included small number

of target individuals who benefited from

interventions, small-to-moderate effect sizes
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(Dishman & Buckworth, 1996; Dishman, Olden-

burg, O’Neal, & Shephard, 1998), and lack of

maintenance of behavioral change (Marcus

et al., 2000).

More recently, the concept of “active living”

emerged to expand previous understanding of

physical activity by emphasizing different

domains of physical activity, including occupa-

tional, leisure-time, household activities, and

active transportation (Pratt, Macera, Sallis,

O’Donnell, & Frank, 2004). Disciplines outside

public health, such as urban planning, transporta-

tion, and leisure science, became involved in

physical activity research because the multiple

levels of influence and domains of activity

highlighted needs for expanded expertise.

As a result of multidisciplinary collaboration,

ecological models have been widely accepted

and applied in the field of physical activity.

Sallis et al. (2006) summarized empirical

findings and conceptual associations from

multidisciplinary research and developed

Ecological Model of Four Domains of Active

Living (Sallis et al.). In this model, factors

influencing physical activity are multilevel and

domain specific (Sallis, Adams, & Ding, 2011).

Based on the model, physical activity is

influenced by intrapersonal factors (e.g., demo-

graphic and psychosocial variables), interper-

sonal factors (e.g., social support and social

modeling), perceived environment (e.g., safety,

convenience, aesthetics), behavioral settings

(e.g., home equipment, walking and biking

facilities, parks), and policy environment that

directly influences the built environment

(e.g., zoning codes, park policies, transportation

policies) (Sallis et al., 2006). Most environmental

influence is domain specific, for example, bike

lanes provide settings for bicycling (especially

for transportation purpose), while parks provide

settings for leisure-time physical activity.

Similarly, transportation policies and parking

regulations are more likely to influence transpor-

tation physical activity, while policies regarding

parks and recreation facilities are more likely

to influence leisure-time physical activity

(Sallis & Glanz, 2009; Sallis et al., 2011).

Strengths and Limitations of Ecological

Models in Physical Activity Research

A major strength of ecological models is the

comprehensiveness. Unlike most cognition-

based models that include mostly psychosocial

variables, ecological models place an individ-

ual’s behavior in a larger context and take into

account multiple levels of influence external and

internal to the individual. This approach offers

a wide range of opportunities for interventions.

Furthermore, ecological models emphasize the

effects of the built environment and policies on

physical activity and prioritize environment and

policy changes to promote active life-styles.

Once these changes have been implemented,

they are likely to affect a large population and

promote sustainable behavioral change.

Current ecological models have weaknesses.

First, most models lack specificity and do not

include behavior-specific or setting-specific

factors; therefore, they cannot provide clear

research hypotheses or intervention strategies

(Sallis et al., 2008). Second, ecological models

do not provide information about mechanisms of

how specific factors affect behaviors and

how different influences interact across levels.

Third, although multilevel interventions have

been recommended as an effective approach

for producing behavioral change, such interven-

tions are extremely difficult to implement and

evaluate. Because it is not feasible to randomly

assign individuals to neighborhoods, randomized

controlled trials cannot normally be conducted

to determine the effectiveness of a specific

environment or policy intervention (Sallis &

Glanz, 2009).
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Ecological Momentary Assessment

C. Renn Upchurch Sweeney

VA Salt Lake City Healthcare System,

Salt Lake City, UT, USA

Definition

Ecological momentary assessment (EMA) refers

to a collection of methods often used in behav-

ioral medicine research by which a research par-

ticipant repeatedly reports on symptoms, affect,

behavior, and cognitions close in time to experi-

ence and in the participants’ natural environment

(Stone Shiffman, 1994). Technologies such as

written diaries, electronic diaries, telephones,

and physiological sensors are often utilized in

EMA studies. EMA studies can be utilized to

study a variety of topics such as depression,

social support, relationships, diet, work activity

and satisfaction, psychotherapy, drug use,

allergies, psychological stress, medications,

self-esteem, and asthma.

Description

EMA is not a single research method. Instead it

encompasses a range of methods that differ in

their particular design, assessment schedule, con-

tent, and technology. However, all EMA studies

have four aspects in common. They all assess

research subjects in their natural environments,
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in their current or recent states, at selected times,

and repeatedly over time (Shiffman, Stone,

Hufford, 2008). First, in all EMA approaches,

data are collected in real-world environments as

subjects go about their normal lives. EMA recog-

nizes that many behaviors and experiences are

affected by the context in which they are studied.

For an assessed experience or behavior to be

representative, it has to be sampled in the context

in which it naturally occurs. Therefore, with

EMA, psychological processes are not studied

in a laboratory environment, but in the natural

setting of the subject. EMA allows for improved

ecological validity (generalization to the sub-

jects’ real lives and real-world experience)

because data are collected in the subject’s natu-

ral setting.

Second, all EMA assessments focus on a sub-

ject’s current state. For example, EMA self-

report items ask about current feelings (or very

recent ones), rather than asking for recall or sum-

mary over long periods. This aims to reduce

biases associated with retrospection. That is,

errors or inaccuracies in recalling information

are not just random, but are often systematically

biased and can change the data in systematic

ways. For example, people are more likely to

retrieve positively charged information when

they are in a good mood, thus introducing biased

reporting. Because EMA assesses behaviors, atti-

tudes, emotions, and other characteristics at the

moment they occur, it reduces cognitive biases

that are often a part of retrospective recall reports.

Third, the moments that are assessed with

EMA are strategically selected for assessment.

This avoids pitfalls associated with allowing par-

ticipants to choose when they will provide data.

Strategic selection of assessment points can be

based on particular features of interest (i.e., occa-

sions when subjects smoked), by random sam-

pling, or by other sampling schemes.

Finally, subjects complete multiple assess-

ments over time. These multiple assessments pro-

vide the researcher with a rich picture of how

subjects’ experiences and behaviors vary over

time and across various situational contexts in

the participants’ normal environment. EMA stud-

ies range in the frequency of assessments. Some

studies may implement a very frequent schedule

of assessment (i.e., assessing subjects every

30 min over a period of days). In other studies,

subjects are assessed less frequently (e.g., daily)

over periods as long as a year.

Although there are many advantages of EMA

such as increasing ecological validity, avoiding

retrospective recall, avoiding global summariza-

tions, and being able to study dynamic processes

that unfold over time, there are also drawbacks to

EMA studies. For example, EMA methods are

onerous for participants and require a tremendous

level of compliance (Shiffman Stone, 1998).

Depending on the design of the study, subjects

can be required to stop what they are doing and

complete an assessment multiple times a day.

EMA studies also place demands on the investi-

gator (Shiffman & Stone). For example, auto-

mated methods for prompting or data capture

can be expensive. Additionally, the volume of

data collected can make data management

challenging.

References and Readings

Engle, S. G., Wonderlich, S. A., Crosby, R. D. (2005).

Ecological momentary assessment. In J. Mitchell C. B.

Peterson (Eds.), Assessment of eating disorders
(pp. 203–220). New York: Guilford.

Hufford, M. R., Shiffman, S., Paty, J., Stone, A. (2001).

Ecological momentary assessment: Real-world, real-

time measurement of patient experience. In

J. Fahrenberg M. Myrteck (Eds.), Progress in ambula-
tory assessment: Computer-assisted psychological and
psychophysiological methods in monitoring field stud-
ies (pp. 69–92). Ashland, OH: Hogrefe Huber.

Shiffman, S., Stone, A. A. (1998). Ecological momentary

assessment: A new tool for behavioral medicine

research. In D. Krantz A. Baum (Eds.), Technology
and methods in behavioral medicine (pp. 117–131).

Mahwah, NJ: Lawrence Erlbaum.

Shiffman, S., Stone, A. A., Hufford, M. R. (2008). Eco-

logical momentary assessment. Annual Review of
Clinical Psychology, 4, 1–32.

Stone, A. A., Shiffman, S. (1994). Ecological momentary

assessment in behavioral medicine. Annuals of Behav-
ioral Medicine, 16, 199–202.

Stone, A. A., Shiffman, S. S., DeVries, M. W. (1999).

Ecological momentary assessment. In D. Kahneman,

E. Diener, N. Schwarz (Eds.),Wellbeing: The founda-
tions of hedonistic psychology (pp. 6–39). New York:

Russell Sage.

E 648 Ecological Momentary Assessment



Ecology

▶Ecosystems, Stable and Sustainable

Ecosocial Theory

▶ Social Epidemiology

Ecosystems, Stable and Sustainable

Colin D. Butler1 and Colin L. Soskolne2

1Centre for Epidemiology and Population Health,

Australian National University, Canberra, ACT,

Australia
2Department of Public Health Services, School of

Public Health, University of Alberta, Edmonton,

AB, Canada

Synonyms

Ecology; Sustainability; Units of nature

Definition

Ecosystems: Basic units of nature within which

living organisms continually interact with non-

life forms, whose boundaries are arbitrary, and

which exist in “dynamic equilibrium.”

Ecosystem services: A way of thinking about the

benefits provided to humans and other species

by nature; examples range from obvious (oxy-

gen, food, water) to subtle (regulation of the

carbon cycle) and psychological (aesthetic

beauty). Sometimes called “nature’s services.”

Biodiversity: Abundance of biological variety.

EcoHealth: A term that indicates linkages

between human and ecological well-being.

Sustainability: A debate exists concerning the

definition of “sustainability” (or its earlier for-

mulation “permanence”). One pole is anthro-

pocentric (humans first), the other is biocentric

(life in its basic form first). A formulation that

many would consider anthropocentric is:

“capacity to meet long-term human needs

enduring over many generations.” In this defi-

nition, human coexistence with a sufficient

quantity and quality of nature is only implicit.

The definition risks interpretation as meaning

that nature can be replaced with human-made

substitutes. A biocentric definition is: “a pro-

cess of living within the limits of available

physical, natural, and social resources in ways

that allow the living systems in which humans

are embedded to thrive in perpetuity.” This is

explicit about the need for ecosystems to thrive

but is vulnerable to the criticism that human

well-being may be exchanged in order to pre-

serve nature, whether for itself or for the benefit

of future generations.

Description

The original definition of an “ecosystem” dates

only to 1935 (Tansley, 1935). It linked nature

with physics, describing “basic units of nature”

within which living organisms continually inter-

act with non-life (the abiotic), including the cli-

mate system. The “system” part of the term is

linked with ideas of holism, synthesis, emer-

gence, self-organization, cybernetics (from the

Greek for steersman, or governor), and, more

recently, complexity theory (Fauth, 1997). More

recently, Lovelock has extended the ideas of

Tansley and Vernadsky by conceptualizing the

Earth system as a self-regulating organism float-

ing in space. This insight recognizes that

a continual interaction between life and non-life

maintains planetary balance (homeostasis).

Tansley coined the term “ecosystem” to con-

trast alternatives such as “complex organism”

and “biotic community.” He suggested that eco-

systems belong to a category of physical systems

in a catalogue from “the universe to an atom.” He

recognized that the boundaries between these

components, including differently configured

ecosystems, are arbitrary but argued that such

reductionism (i.e., thinking non-systemically)

was essential for their analysis. Tansley also

Ecosystems, Stable and Sustainable 649 E

E

http://dx.doi.org/10.1007/978-1-4419-1005-9_1394
http://dx.doi.org/10.1007/978-1-4419-1005-9_494
http://dx.doi.org/10.1007/978-1-4419-1005-9_100531
http://dx.doi.org/10.1007/978-1-4419-1005-9_101750
http://dx.doi.org/10.1007/978-1-4419-1005-9_101825


recognized that ecosystems are in “dynamic equi-

librium,” an idea he traced to the Scottish philos-

opher Hume and the Roman philosopher

Lucretius. Implicitly, this recognizes that ecosys-

tems are never stable but are constantly evolving

and changing, including sometimes between

alternative new states. A related concept is bio-

diversity, a contraction of “biological diversity,”

a term now about 30 years old.

Ecosystem Services and Human Well-Being

Ecosystems are of more than philosophical and

scientific interest. Ecosystems and their services

have probably been recognized as essential

(though not necessarily conceptualized in these

terms) by indigenous populations since the time

that concepts of any kind evolved (Berkes,

Kislalioglu, Folke, & Gadgil, 1998). However,

as humans became more urbanized and reliant

on technology, the complete dependence of

humans on nature’s services has become more

disguised and less direct. Indeed, since the indus-

trial revolution some 175 years ago, civilization’s

selected path has led to whole cultures becoming

disconnected from the ecosystems that funda-

mentally sustain them, leaning increasingly on

technology as a substitute for the services for-

merly derived from nature.

A widely used classification of ecosystem

services was developed in the 2001–2005

Millennium Ecosystem Assessment, which con-

ceptualized four forms of ecosystem goods and

services: provisioning, regulating, culturally

enriching, and supporting (see Table 1) (Millen-

nium Ecosystem Assessment, 2003). Some ecol-

ogists have criticized the idea of “services” as

excessively anthropocentric. From an extreme

biocentric (deep ecology) position, the intrinsic

value of an algal bloom, jellyfish swarm, or

school of cod may be considered proportional to

its biomass; however, such arguments seem like

sophistry to those concerned with sustainable

human well-being. The framers of the Millen-

nium Ecosystem Assessment classification

argued that an anthropocentric perspective was

a necessary strategy with which to better engage

policy makers, most of whom were thought to

prioritize monetary over other kinds of value.

Ecosystems influence the entire human enter-

prise and incorporate, for example, wilderness,

cornfields, oceans, and palm oil plantations. The

vast human population (now over seven billion)

could not be fed solely by hunting and gathering

of wild species. For at least ten millennia, it has

been increasingly dependent on domesticated

plants and animals, grown ever more intensively

through agriculture. Even ecosystems that appear

wild, with no apparent significant human modifi-

cation, such as remote mountains, deserts,

rainforests, and tundra, have been altered through

invasive species, the environmental atmospheric

transportation of pollutants (e.g., organochlo-

rines), and via anthropogenic climate change.

Indeed, humans have been called the single

greatest patch disturbers of all species on the

planet (Soskolne et al., 2008).

Extensively transformed ecosystems, such as

farms, are today essential for human well-being

in order to provide goods in huge quantities,

including food, fiber, biofuel, timber, and medic-

inal agents. But wild and minimally transformed

ecosystems are also vital. While both categories

of ecosystems provide all four categories of eco-

system service (see Table 2), it would be hubristic

if humanity were to imagine that it could success-

fully transform the whole planet into a farm or

garden. Wild places have intrinsic (“existence”)

value, but perhaps of even more importance, they

provide enormous ecosystem regulating services

which benefit humanity on a scale that modified

ecosystems cannot approach. They also hold

a vast reservoir of poorly catalogued species,

some of which will be discovered to hold impor-

tant pharmaceutical and other uses (Chivian &

Bernstein, 2008). In general, wild ecosystems are

shrinking, with their cultural and regulating ser-

vices being exchanged for greater provisioning

services.

Current economic models ignore (externalize)

the costs of harming or maintaining ecosystem

services. This practice intensifies several forms

of inequity, including polarization between rich

and poor and between current and future genera-

tions. Those who purchase goods and services

tend to underpay, while others, especially the

poor, bear the burden of risk and remediation,
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such as hazardous exposures and waste disposal

costs. Indeed, accumulating impacts increasingly

approach thresholds which threaten the collapse

of crucial ecosystems, harming both present and

future generations. Internalization of such costs

would motivate consumer behavior more condu-

cive to sustainability (Daly, 1996). A powerful

reason for the transformation of wild ecosystems

to one which provides intense provisioning ser-

vices is that greater monetary profits can be made

and that more people can be employed. But this

transformation is always at a cost: not only to the

species which are altered or lost but also, in many

cases, to indigenous populations who lack suffi-

cient political and economic power to resist.

Human Health

All ecosystem services are essential, directly or

indirectly, for health, a concept captured by the

term “ecohealth” (Wilcox, Aguirre, & Horwitz,

2011). Some ecosystem properties, including

biodiversity, influence the distribution of impor-

tant human infectious diseases, including

malaria, onchocerciasis, Lyme disease, Chagas

disease, and sleeping sickness (Keesing et al.,

2010).

Ecosystems, Stable and Sustainable, Table 1 The Millennium Ecosystem Assessment classified ecosystem

“services” into four kinds. The selected examples represent only a tiny fragment of a very rich and complex set.

Many ecosystems provide multiple ecosystem services; for example, a forest may provide food, fiber, water regulation,

water purification, and cultural services. Most employment is provided by provisioning services, including through the

transformation of wilderness to farms and plantations

Ecosystem service Examples of benefit Ecosystem examples

Provisioning Food (calories, nutrients), fresh water, fiber,

medicinals

Rice fields, aquaculture ponds, bamboo groves,

cattle feedlots, wild plants, and wild animals

Regulating Soil erosion reduction, coastal storm protection,

atmospheric carbon stabilization, some cases of

infectious disease limitation (e.g., malaria,

Lyme disease)

Forests (including on slopes), coastal wetlands,

mangroves, extinction of the passenger pigeon

contributed to a cascade of ecological changes

that enhanced habitat for ticks that transmit

Lyme disease

Culturally enriching Inspiration, aesthetic beauty, spiritual

refreshment, religious observation, ancestral

links, ceremonial materials, tourism income

Sacred groves, charismatic landscapes and

species e.g. coral reefs, tiger reserves, old

growth forests, bird of paradise feathers

Supporting Soil fertility, nutrient cycling, pollination,

insect control; many indirect benefits for other

services

Many species enhance soil fertility, pollinate,

and disperse seeds; bats and birds help control

insects; bacteria and fungi recycle nutrients

Ecosystems, Stable and Sustainable, Table 2 Ecosystems can be grouped between two extremes, minimally and

extensively transformed; no ecosystem is entirely “natural.” Both kinds perform valuable ecosystem services. In general,

wild ecosystems are shrinking, with their cultural and regulating services being exchanged for greater provisioning

services. To flourish, humanity requires all four kinds of service in abundance

Ecosystem

service Extensively transformed ecosystem Wild or minimally transformed ecosystem

Provisioning Farms, plantations, greenhouse vegetables, farmed

fish

Game, bushmeat, ocean fish, timber, a reservoir of

species with potential human benefit

Regulating Trees planted to reduce soil erosion, carbon sink

from a long lived tree plantation, artificial

wetlands

As opposite, but benefits vastly larger in scale; e.g.,

carbon sink of Amazon forest, scavenging services

by wild birds and mammals

Culturally

enriching

Bonsai tree, flower garden, zoological garden,

artificial wetland; some people find cultivated

areas very attractive

Knowledge of the existence of wild areas and

species, wilderness hiking, contact with wild birds

and mammals adapted to urban ecosystems

Supporting Earthworms in a garden, planted legumes that fix

nitrogen, complementary plantings that reduce

pesticide use

Species that pollinate and disseminate seeds, animals

that improve soil water absorption, algal varieties

that enhance water purification
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Although there are claims that ecosystems that

are less transformed by human action provide an

infectious disease-regulating “service,” such that

intact ecosystems lower infectious diseases, the

picture is more complex (Butler, 2008). For

example, there are many cases in which ecosys-

tem transformation has improved health, such

as the clearing of swamps, which reduces mos-

quito habitat and may thus lower malaria trans-

mission. Somewhat relatedly, “paddies paradox”

describes how health can improve even where

increased irrigation leads to more potential mos-

quito habitat in malarial areas. Increased malaria

is not inevitable; for example, some of the

increased wealth generated by irrigated agricul-

ture can be used to promote technologies and

behaviors which are health protective, such as

treated bed nets, insecticides, and health services.

Areas of high biodiversity may also harbor infec-

tious agents, such as Ebola and HIV, in reservoir

species including bats and some nonhuman

primates.

Disease introduction can have profound

effects on ecosystems, and indirect human health

effects. In the late nineteenth century, the

epizoonosis (a disease that infects only

nonhuman animals) rinderpest entered eastern

Africa via imported cattle, causing catastrophic

harm to the ecology and human well-being.

Immunologically naive oxen (domesticated and

wild) died in huge numbers. The loss of oxen

reduced plowing and thus agricultural productiv-

ity. Infection in wild animal species also reduced

meat available for hunting. Exacerbated by peri-

odic droughts, as many as one third of the Ethio-

pian population and two thirds of the Maasai

people of East Africa died in this period, a time

known to the Maasai as the Emutai (“to wipe

out”) (Gillson, 2006).

Psychological Health and Ecosystem Cultural

Services

Ecosystems are also an important source of “cul-

tural services,” essential for good psychological

health and thus for individual and community

well-being. Ecosystems that help provide this

vary from sacred groves (Ramakrishnan, Saxena,

& Chandrashekara, 1998) that maintain species

with spiritual or symbolic value to viable

populations of charismatic species within national

parks and tracts of roadless wilderness. Many cul-

tural symbols, decorations, and ceremonies rely on

materials from nature, including sacred plants,

fungi, and animals or seasonal displays, such as

animal migration.

There is increasing evidence that exposure to

gardens and wild areas is beneficial for behavior

and good mental health (Louv, 2008). This effect

may be particularly strong among those with high

biophilia (sensitivity to nature) (Wilson, 1984).

Supporting Ecosystem Services

The fourth category of service described by

the Millennium Ecosystem Assessment is

“supporting” ecosystem services. This category

may be the least obvious, but brief reflection shows

that they are fundamental because they underpin

all the other forms of ecosystem services. Exam-

ples include pollination, seed dispersal, and the

recycling of nutrients and the formation and aera-

tion of soil by earthworms, ants, and termites.

In Western Australia, the brush-tailed bettong

Betolgia pwicillata (an endangered species) has

been shown to improve the absorptive capacity of

moisture in soil through its habit of digging for

fungi. Many birds, bats, and other mammals assist

in seed dispersal, forest maintenance, and insect

control. White nose syndrome, a devastating fun-

gal disease affecting several bat species in the

USA will lead to increased insect populations,

forcing increased reliance on pesticides and fossil

fuels to maintain agricultural productivity. This

illustrates the interdependency of life, including

of our own species.

Prospects

Globally, the progression toward an increase in

ecosystems which provide provisioning ecosys-

tem services, such as the exchange of biodiverse

forest ecosystems for monocultural plantations

that provide food or biofuels, seems unstoppable

(Danielsen et al., 2008). Fundamentally, this

transformation has been driven by the enormous

expansion of human populations since the indus-

trial revolution supported by fossil fuels and agri-

culture. But there are now numerous warnings

E 652 Ecosystems, Stable and Sustainable



that these processes are unsustainable and that

this path places not only health and well-being,

but civilization itself at increasing risk of grave

harm (Soskolne et al., 2008). This risk occurs

through multiple pathways, particularly the accu-

mulation of greenhouse gases which worsen cli-

mate impacts and which threaten diverse and

adverse feedbacks that could lead to the crossing

of system thresholds with extreme danger

(Lovelock, 2009).

Solutions

There is widespread denial about the extent,

trend, and consequences of the relentless trans-

formation of ecosystems. Many highly

transformed ecosystems also risk degradation

due to overuse, overgrazing, and contamination

by chemicals, invasive species, and even

landmines. Human well-being will inexorably

decline if these trends are permitted to continue.

Indeed, in some countries, constitutional law is

changing in ways that will provide better ecosys-

tem protection (Soskolne et al., 2008).

The tragedy of the commons can be overcome

(Buck, 1985). But this will not happen without

a vast amount of effort, exceeding that of the

Space Race or even World War II. As Aldo

Leopold wrote (using land as a synonym for

ecosystems):

We abuse land because we regard it as

a commodity belonging to us. When we see land

as a community to which we belong, we may begin

to use it with love and respect. There is no other

way for land to survive the impact of mechanized

man, nor for us to reap from it the aesthetic harvest

it is capable, under science, of contributing to cul-

ture (Leopold, 1949).

The question of why, collectively, humanity

seems incapable of changing its economic and

consumer models to ones that are more sustain-

able is beyond the scope of this entry. Suffice it to

say that denial is made possible because humans

are remarkably adaptive; many seem to live in

hope of a technological solution to the crises that

await under current trends. Ultimately, con-

sciousness of humanity’s inseparable dependence

on nature’s services is required if a functioning

civilization is to be maintained.

Cross-References

▶Ecosocial Theory

▶General Population

▶Health Economics

▶ Infectious Diseases

▶Mental Illness

▶Mental Stress
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Synonyms

Socioeconomic status (SES)

Definition

Lack of education as a risk factor of health con-

ditions is part of the category of factors termed

socioeconomic status (SES). Level of education

can be measured in several manners including

years of education (e.g., 5, 10, 18 years), stage

of education (e.g., primary school, secondary

school, professional vocation, academic degree,

graduate studies), as well as types of education

(e.g., vocational, humanities, engineering, bio-

medical, social sciences). Low education has

been shown to be a risk factor of multiple disease

outcomes and can be construed as a source of

health inequalities. For example, (Clegg et al.

2009) found that level of education below high-

school education was a risk factor of cancer in

men and women. In a Scottish study, lower edu-

cation was associated with shorter height, high

blood pressure, smoking, poorer lung functioning,

and higher risk of death (Davey Smith et al., 1998).

In the same study, occupational status however

emerged as a more important risk factor than edu-

cation. Nevertheless, these studies show that lack

of education can be a risk factor of known disease

risk factors (e.g., smoking, high blood pressure)

and of actual illnesses (e.g., cancer).

Among the mechanisms suggested to link low

education with poor health outcomes are poor

health behaviors (e.g., smoking, poor diet), stress,

and physiological factors (e.g., inflammation,

cardiovascular reactivity, oxidative stress).

For example, Finkelstein, Kubzansky, Capitman,

and Goodman (2007) found an inverse correla-

tion between levels of education (below 12 years,

12–15 years, college, professional) and stress

levels. Janicki-Deverts, Cohen, Matthews, Gross,

and Jacobs (2009) found that initially high educa-

tion levels predicted lower levels of oxidative

stress and higher levels of antioxidants. Oxidative

stress is a major etiological factor of multiple

chronic diseases including cancer, heart disease,

and dementia. Taken together, low education level

is a risk factor of poor health, possibly via various

psychophysiological pathways, access to material

and health resources, and inadequate health

behaviors.
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Synonyms

Health education

Definition

Patient education is a basic step in medical care,

reflecting empowering patients with knowledge

on the risk of or nature of an illness, how to

prevent it, how to perform self-care, and when

to seek help. Patient education can be provided by

physicians, nurses, physiotherapists, health psy-

chologists, etc. and is a basic part of adequate

clinician-patient communication. This can be

seen as part of health education, where people

learn to prevent, identify the signs, seek treatment

for an illness, and perform self-care behaviors.

This reflects the move in medicine from a

hierarchical doctor-patient style toward a more

self-managed and active patient role. Patient edu-

cation can include, for example, information on

the consequences of smoking and excessive alco-

hol consumption, use of condoms and the conse-

quences of not using condoms, how to perform

self-monitoring and management of insulin

levels in diabetic patients, and adherence to med-

ical treatment in cardiac patients after surgery.

Lagger, Pataky, & Golay (2010) reviewed 35

meta-analyses of 598 studies on therapeutic

patient education in asthma, cancer, and diabetes,

among various chronic diseases. They found that

in 64% of studies, improvements were found.

However, unlike “therapeutic education,” patient

education alone relies mainly on increasing

knowledge, but rarely addresses patients’ psy-

chological factors that impede healthy behaviors

such as barriers and social pressures against

adopting healthy behaviors. Studies have found

multiple barriers in relation to healthy eating,

physical activity, and in cardiac patients’ medical

adherence (e.g., Zunft et al., 1999). Furthermore,

in the context of condom use, for example, stud-

ies have shown that education led to little or no

increases in condom use (Gallant & Maticka-

Tyndale, 2004). In contrast, use of the “psycho-

logical inoculation” method, which precisely

trains people to break their own barriers, may

have better effects than health education alone

(Duryea, Ransom, & English, 1990). Thus,

while patient education is an essential element

of prevention and treatment, its effectiveness

can be increased when accompanied by cogni-

tive-behavior skills for reducing patient barriers

and increasing self-efficacy, or by including sim-

ple behavioral tips for moving patients along

different stages of behavior change.

Cross-References

▶ Self-care
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Effect Modification

J. Rick Turner
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NC, USA

Definition

Effect modification occurs when an effect modi-

fier is associated with both an apparent case and

an apparent effect and modifies the association of

interest (Katz, 2001).

Consider the example of the association

between vigorous exercise and risk for heart dis-

ease. This association is real, but its direction

varies with level of fitness. An individual who is

essentially fit will in all likelihood reduce his or

her risk of heart disease by exercising vigorously.

However, an individual who is unfit may acutely

increase his or her risk by participating in such

exercise, or by engaging in other vigorous phys-

ical activity. An unfortunately too frequent exam-

ple of this occurs when unfit individuals attempt

to shovel heavy snow, a very physically demand-

ing task, and suffer a myocardial infarction. The

association between vigorous exercise and heart

disease, therefore, while real, is not unidirec-

tional, but is modified by an individual’s level

of physical fitness.
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Definition

The efficacy of a treatment is a measure of its

influence on a clinical characteristic or outcome

of interest when administered in tightly con-

trolled, near-ideal circumstances. It is a measure

of benefit.

The term “efficacy” can be meaningfully dif-

ferentiated from the related term, “effective-

ness.” Effectiveness, which is of greater clinical

interest, is a measure of the treatment’s influence

under real-world conditions (Katz, 2001).

Efficacy is typically assessed wherever

possible in a randomized controlled clinical

trial, since this provides the best approximation

to “near-ideal circumstances.” A paradox of

such assessment, however, is that the deliberate

(and, at this point in time, desirable) nature of the

tightly controlled environment in which the treat-

ment is assessed limits the generalizability of the

therapeutic results obtained to interventional

therapy administered outside that setting. There

are many reasons for this, including the relatively

homogenous nature of the subjects participating

in the trial: Strict inclusion and exclusion criteria

are typically employed. From a statistical per-

spective, this tightly controlled subject popula-

tion is beneficial in that it reduces extraneous

variation that may lead to a genuine treatment

effect being difficult to detect. However, a clini-

cally important effect seen in a well-controlled

trial may not be reflected when the treatment is

applied to a heterogeneous population in circum-

stances of real-world clinical practice.
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This is why effectiveness assessments are so

important. Various approaches can be employed.

One is to conduct large-scale trials (sometimes

called mega-trials or large simple trials)

which employ much more simple measurement

schedules that focus on the one aspect of interest

and that are conducted in conditions much more

akin to clinical practice.

Cross-References
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▶Comparative Effectiveness Research
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Definition

Efficacy cognitions: Efficacy cognitions are

thoughts that develop from self-efficacy.

Self-efficacy is the belief in personal ability to

successfully perform challenging life tasks

(Bandura, 1977a). Self-efficacy develops from

mastery experiences, modeling, social persua-

sion, and physiology (Bandura, 1977b).

Description

Efficacy cognitions include thoughts about per-

formance that are optimistic, pessimistic, produc-

tive, or self-debilitating. Efficacy cognitions are

influenced by mastery experiences which pro-

mote cognitive expectations. Efficacy cognitions

can be modeled similar to self-efficacy. Social

persuasion, in the form of encouragement from

others to achieve, or stated positive expectations,

promotes positive efficacy cognitions. Negative

persuasion in the form of discouragement or

deflating comments promotes negative efficacy

cognitions. Negative interpretations of physio-

logical responses such as strong emotions (e.g.,

anxiety) and the physiological accompaniments

(fast heart rate) influence efficacy cognitions as

negative, “I’ll never be able to do this, I’m terri-

fied” or positive, “I’ve got this in the bag, I’ll

just enjoy it!” Efficacy cognitions spring from

interpretations and can contribute to habitual

interpretations.

Efficacy cognitions are not perfectly aligned

with reality – hence the concert pianist overcome

with doubts about their potential to produce beau-

tiful music and the exuberant child overestimating

the pleasantness in tone of their singing voice.

Efficacy cognitions contribute to motivation to

perform an activity, personal well-being, positive

health behavior, and future achievement. Negative

efficacy cognitions result in avoidance of the

activity, whereas confident efficacy cognitions

promote engagement in the task. Emotions related

to activity performance will ally with the tone of

the efficacy cognitions – stress and anxiety for

tasks about which efficacy cognitions are negative,

joyful immersion for activities about which effi-

cacy cognitions are positive.

Productive efficacy cognitions contribute to

a view that difficult tasks are challenges to be

mastered. Armed with such thoughts, people are

more likely to approach the difficult task at hand

with zestful effort. Self-debilitating efficacy cog-

nitions are centered on tasks as insurmountable or

fearsome result in activities that are dropped after

minimal obstacles intervene. Optimistic efficacy

cognitions promote task enjoyment whereas

pessimistic thoughts promote task-associated

distress and early failure. Efficacy cognitions

influence action planning for future goals.

Individuals planning to implement a health

behavior change – such as smoking cessation,

eating a healthier diet, exercising, or adhering

to recommendations for managing a chronic

illness – are more likely to be successful at
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implementation when efficacy cognitions are

positive. In the health behavior change model,

individuals progress through stages of change

that culminate in maintaining lasting change

(Prochaska & Vellicer, 1997). Early in the pro-

cess, during the contemplation stage, efficacy

cognitions are particularly important. Individuals

who doubt they can make a successful health

change during the contemplation may not reach

the preparation stage – in which planning for

change will occur – or the action stage when

substantive changes are made.

The expectancies in efficacy cognitions may

influence future performance more than objective

measures such as past performance (Schunk &

Pajares, 2005). Efficacy cognitions have wide-

ranging implications as the perception that one

can accomplish something can be as motivating

as having accomplished the task in the past.

Thus, positive efficacy cognitions can have a

tremendous effect on personal motivation and

willingness to experience activities. Conversely,

negative efficacy cognitions – even in the face of

contradictory objective evidence – can stymie

efforts to engage in challenging tasks. Individuals

expecting poor outcomes, “I’ll never be able to

quit smoking, I’ve tried and failed a dozen times”

may indeed be more likely to experience poorer

outcomes. In contrast, individuals facing health

behavior change with positive expectations may

be able to incorporate adaptive strategies for

success into their planning more effectively

(Gollwitzer, 1999; Schwarzer, 1992).

Efficacy cognitions do not develop in

complete independence from objective evidence

of past performance and therefore often are

realistically correlated with outcomes. Multiple

factors influence the development of efficacy

cognitions in addition to experiences – such as

environmental factors or propensity for anxiety.

Individuals who might be expected to feel

competent based on other predictors may not if

efficacy cognitions have developed in the face of

physiological state challenges (anxiety, stress,

fear), negative expectations from the social

environment (such as stated gendered expecta-

tions for performance in athletics or mathemat-

ics), or faulty interpretations of past experience

(not recognizing a strong or poor performance)

(Schunk & Pajares, 2005). Positive efficacy cog-

nitions are strongly associated with performance

because such cognitions promote action and

use of skills. Negative efficacy cognitions hold

individuals back from achieving all they might in

their lives and for their health.

Cross-References
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Synonyms

Behavioral intervention technologies; Internet-

based interventions

Definition

eHealth is a broad term that refers to the use of

information and communications media to facil-

itate access to health-related information and to

support or deliver healthcare. eHealth can include

health informatics, health knowledge manage-

ment, and health data management. Telemedi-

cine and telehealth are subsets of eHealth.

Telemedicine refers to the provision of clinical

services via telecommunications technologies

(e.g., phone, instant messaging), while telehealth

is a more general term (Jordan-Marsh, 2011) that

refers to the broader use of telecommunications

in healthcare and health promotion (e.g., elec-

tronic access to personal health records, websites

allowing patients to schedule appointments).

Although healthcare providers and adminis-

trators are also targets of eHealth, we will restrict

this review to the use of communication technol-

ogies aimed at changing patients’ behaviors,

cognitions, and emotions in the service of

better health outcomes. We refer to these inter-

ventions as Behavioral Intervention Technolo-

gies (BITs). BITs promote behavior change

through electronic provision of didactic material,

skill-building tasks, feedback, decision-making

aids, risk self-assessments, or patient self-

management tools.

Description

Remote Provision of Clinical Services. The use of

videoconferencing, telephone, and instant mes-

saging harnesses communications technologies

to extend care geographically while preserving

the traditional structure of behavioral treatments.

Videoconferencing has been shown to be an

effective treatment delivery medium for a variety

of mental health problems, as well as teaching

self-management strategies for chronic condi-

tions and providing support to caregivers of

older adults. Older studies used videoconferenc-

ing to extend care to remote clinics where

there was an absence of specialized care, but

newer studies are harnessing the capacity to

videoconference directly into patients’ homes.

Many trials have examined the telephone-

based delivery of behavioral interventions to

address a wide range of targets including preven-

tive health behaviors such as weight loss and

smoking cessation, self-management interven-

tions for chronic illnesses, and mental health.

Telephone treatments have generally been

shown to be effective, and there is evidence that

the use of the telephone may improve access and

reduce attrition. A few studies have also indicated

that the use of instant messaging to deliver
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standard psychological interventions can be

effective.

While extending care, each of these deliv-

ery modalities progressively decreases the

“bandwidth” for social cues (e.g., nonverbal

behavior; Mohr, Cuijpers, & Lehman, 2011),

which has raised concerns that the reduction in

cue bandwidth may reduce efficacy. There is no

evidence to date that videoconferencing or tele-

phone delivery reduces efficacy, although this

has not been rigorously tested. The evidence for

instant messaging is too preliminary to begin to

speculate on its comparative efficacy.

Web-Based BITs. Web-based BITs have been

evaluated for a growing number of health behav-

ior and mental health problems, including weight

loss, physical activity, insomnia, adjustment to

illness, depression, and anxiety. While most, but

not all, trials find evidence supporting the effi-

cacy of web-based BITs, the effect sizes vary

considerably and range from negligible to effects

on par with traditional face-to-face care. This

variability is likely due to a variety of factors,

including website design, implementation, and

support features.

The structure of web-based BITs can vary on a

wide variety of dimensions, including the degree

to which they present static information versus

interactive features, the degree of personaliza-

tion, the use of multimedia, the manner in which

patients progress through the intervention (e.g.,

all material being completely available from the

beginning, versus some or all material being

presented according to criteria such as time or

task completion), the expected length of engage-

ment with the intervention, whether the website is

freely available to the general public versus con-

tingent on patient characteristics or healthcare

system, and the degree of human support. Improve-

ment in health behaviors is maximized by the

incorporation of features such as automated text

messages and email, personalized feedback,

human support via email or telephone, use of mul-

tiple behavior change strategies, and a theoretically

informed choice of participants and intervention

content (Webb, Joseph, Yardley, &Michie, 2010).

Lower efficacy is often associated with poor

patient adherence (e.g., few logins to the site) or

treatment dropout (ranging from extremely high,

>95% for free-standing depression websites with

no human support, to minimal). Website usage

may be increased by ensuring that the site is

easily usable and navigable, provides tools and

information that help the user to achieve his/her

goals, is attractive, and conveys credibility

(Fogg, 2003). Periodic updates to the website

content are likely to draw users back to the site

(Brouwer et al., 2011). In addition to website

design, a fairly consistent body of literature has

shown that the adherence and efficacy of web-

based BITs are enhanced when the website

is supported by human interaction (Andersson &

Cuijpers, 2009; Brouwer et al., 2011). One theo-

retical model to explain the benefits of human

support, called supportive accountability, posits

that adherence is enhanced by accountability to

a supportive coach or provider. Mutually-agreed-

upon process goals (e.g., logging into the website

or using website tools) are monitored by

a supportive coach, and the user is expected to

account for use or nonuse at pre-specified times

through personal contact via brief telephone

calls, email, or messaging (Mohr et al., 2011).

Variability in adherence may also be associ-

ated with the selection of research participants.

Trials that have extensive screening processes

likely select for patients who are more motivated

and more likely to adhere. When screening

involves contact with an evaluator, adherence

may be even higher. Websites that are accessible

to the general population with little or no entry

processes can produce high rates of initial access,

with few participants returning to the website

after one or two visits. It is not yet clear the

degree to which these low return rates are due to

large numbers of potential users, for whom the

website is not appropriate, being able to easily

find and investigate the site, versus design and

implementation flaws, or users finding the infor-

mation or help they desired more quickly than

expected.

Internet Support Groups. Internet support

groups have proliferated, often with the aim of

fostering empowerment and sense of community,

decreasing illness-related stigma, promoting the

sharing of information, and increasing social
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support. There is some evidence that therapist-

moderated internet support groups can reduce

distress. However, findings regarding the efficacy

of un-moderated internet support groups are

mixed. Some trials demonstrate modest improve-

ment, but many trials find no significant effect or

even increased distress for some users. This

suggests that assumptions as to why and how

these groups might be helpful may be erroneous.

Thus, while the appeal of social media is consid-

erable, little is currently known about how to

effectively harness online social networks to

improve health outcomes.

Emerging BITs. Web-deployed virtual worlds

offer a diverse range of health intervention and

educational experiences. For example, Second

Life is being used to provide health-related infor-

mation, meetings, support groups, simulations of

medical procedures or symptoms, discussion

groups, appointments with human healthcare pro-

viders, movies, and opportunities to practice new

skills (e.g., role plays; Beard, Wilson, Morra,

& Keelan, 2009). Serious gaming is a field in

which the entertainment value of games is

harnessed for a purpose, such as improving health

(Zyda, 2005). Serious health-related games have

been developed, in particular to increase physical

activity and improve diet in children. Although

outcomes have been promising, more research is

needed to demonstrate clinical efficacy.

Mobile BITs. Mobile electronic devices (e.g.,

handheld computers, mobile phones) and wire-

less technology can be used to establish

a continuous connection with patients as they

conduct their daily lives. This subset of eHealth

is often referred to as mHealth. Real-time deliv-

ery of intervention (e.g., encouragement, infor-

mation, therapeutic tools) can be provided to the

patient in their own environment. mHealth BITs

can also collect information about the patient’s

current state and provide tailored intervention

based on that state. Finally, as Smartphones can

access theweb,web-based andmobile components

can be integrated into the same intervention.

A growing number of studies have examined

mobile phone BITs that target preventive health

behaviors (smoking cessation, weight loss, and

physical activity), self-management of chronic

illnesses (e.g., diabetes, asthma), mood and anx-

iety disorders, schizophrenia, and medication

adherence. Trials have found positive short-term

benefits. However, literature on the effects of

mHealth is still limited in many clinical areas,

and not enough high-quality studies have been

conducted to enable a reliable quantitative meta-

analysis (Heron & Smyth, 2010).

Most mHealth BITs include SMS messages,

which vary on a number of dimensions. Some

studies send informational messages or reminders,

while other interventions employ SMS dialogues

which are commonly automated and lead to the

provision of tailored information. SMS dialogues

are often initiated by the intervention, but

some focus on or allow patient-initiated SMS dia-

logues. For example, many of the disease self-

management interventions require the patient to

provide information (e.g., blood pressure for

hypertension interventions), which then results in

tailored SMS feedback. The frequency of the SMS

messages can vary from 5+ per day to a little as

once weekly, and is usually tied to the expected

frequency of the targeted behavior. Degree of tai-

loring and personalization also varies, with some

mHealth BITs providing highly tailoredmessages,

while others provide more generic messages or

tips. Finally, mHealth BITs vary to the degree to

which they rely solely on the mobile intervention

or are supplemented by other intervention strate-

gies such as interactive websites or consultations

with healthcare providers.

An emerging area in mHealth is the develop-

ment of passive data collection methods that

avoid problems related to patient’s reluctance to

log information. In this way, mHealth BITs can

detect when intervention is needed, without

requiring the patient to self-report their current

state. Passive data collection uses sensors to

automatically collect data that can help to infer

patient states. Such sensors can be located

within the mobile device itself (e.g., GPS,

accelerometer), or through wirelessly connected

external devices (e.g., heart rate or glucose mon-

itors). There are two ways in which intervention

delivery can be informed by sensor data. First,

algorithms can be developed based on existing

scientific knowledge (i.e., expert systems).
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The algorithms are then applied to make infer-

ences regarding the patient’s state, and conse-

quently their need for intervention, from the

sensor data. As mobile devices can also allow

patients to self-report their current states, the

second approach is to use machine learning tech-

niques (Witten & Eibe, 2005) to model the rela-

tionship between sensor data and patient states.

These models are then used to predict patient’s

states solely from new sensor data, with the

advantage being that the models were automati-

cally generated and personalized. Use of machine

learning in this way is a new and complex

approach that has been applied to detect physical

activities, mood, and social context with varying

levels of accuracy (e.g., Burns et al., 2011).

Potential Benefits of BITs. The primary antic-

ipated benefit of BITs is increased access

to behavioral healthcare services. Telehealth

can be used to assess and provide services to

patients living in rural areas, those with medical

conditions that affect mobility, or patients for

whom travel to service providers is too time con-

suming given their employment, caregiving, or

other responsibilities. Web-based and mHealth

BITs are expected to deliver care at substantially

reduced costs, and there are some preliminary

studies suggesting that web-based BITs can be

very cost effective. For example, BITs are usually

designed to require less time burden on clini-

cians, and since BITs can be delivered remotely,

they might also reduce the patient’s transporta-

tion costs and lost work productivity due to time

spent in transit. However, there is still a paucity

of cost-effectiveness studies examining eHealth

compared to usual care, and results may vary

based on whether costs and benefits are calcu-

lated in terms of the individual patient, the

healthcare system, or society as a whole.

Given the prevalence of obesity, smoking,

chronic illness, and mental illness, there will

never be enough behavioral health specialists to

meet population needs for behavioral care. BITs

offer the possibility of bridging the gap between

behavioral health interventions, which have tra-

ditionally been delivered on an individual or

small group basis, and population-level public

health intervention. Access to the web is growing

rapidly. Mobile phones have reduced the Digital

Divide between racial/ethnic minority and major-

ity groups in the United States, with African

American and English-speaking Hispanic adults

using mobile devices to access the web at greater

rates than White, non-Hispanic adults (Smith,

2011). Thus, mobile BITs might be used to

more equitably distribute healthcare services.

Should BITs fulfill expectations to increase

access to care in underserved populations, this

may also facilitate a transition away from acute,

crisis-based care toward preventive care.

eHealth interventions, particularly those

involving remote patient monitoring or real-

time outreach, may increase detection of emer-

gency situations. Often, web-based and mobile

BITs also allow patients a 24-h capability to

send messages to providers. This convenience

may encourage patients to report their difficulties

in real time rather than at their next scheduled

appointment, by which time the problem may

have worsened or the patient may have forgotten

important information. Many studies have

demonstrated safe implementation of BITs in

specific clinical areas.

Potential Risks of BITs. The Digital Divide

refers to continuing disparities in internet access

and familiarity based on age, race/ethnicity, and

socioeconomic status. These disparities may be

reduced by sensitivity to differences in the way

technology is used between different populations.

For example, only 2%ofmobile phone owners 65+

years of age access social networking sites using

their mobile phone, while 24% use text messaging

(Smith, 2011). Trends suggest that text messaging

will be used by increasing numbers of the elderly;

thus, if peer support is involved in a BIT for older

adults, the forum for peer communication at this

time should likely be text messaging rather

than a website. Community-based participatory

research and careful usability testing of BITs

should also be conducted with underserved

populations to address issues of access, level of

familiarity with the technology, and concordance

with the ways in which the population already uses

and perceives the technology.

Privacy and security are hotly debated issues in

BITs research. Privacy refers to the prevention of
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improper disclosure of personal information,

while security refers to the technical and proce-

dural mechanisms used to protect privacy.

Security protocols are a necessary part of any

BIT, and they require ongoing consultations with

an IT expert who will remain current on security

vulnerabilities in supporting components (e.g., the

operating system and servers; Bennett, Bennett, &

Griffiths, 2010). Encrypted data transmission and

restricted access to research data should be stan-

dard protocols. Increasingly, however, the effi-

ciency of BITs is being maximized by

conducting much of the computing on the user’s

device. This introduces privacy risks when the

patient uses devices that are shared or monitored

by others, such as public or work computers. Pro-

tocols for wiping data on these remote devices

should thus be in place.

Assuming adequate technical security mea-

sures, privacy is more likely to be compromised

by procedures associated with the interventions,

and by the users themselves not taking advan-

tage of security measures such as passcodes.

Research staff require ongoing training to

avoid procedural errors (Bennett et al., 2010)

and effectively teach patients to do the same.

Another challenge is conveying to patients

how their health information will be handled in

terms that are clearly understood. This is an

ethical responsibility, and may also help to

gain the trust of individuals whose privacy con-

cerns or unanswered questions may prevent

them from accessing or fully utilizing poten-

tially beneficial BITs.

Future Directions. BITs research integrates

and absorbs methodology from many disciplines,

including behavioral science, medicine, com-

puter science, engineering, human computer

interaction, computer-mediated communication,

visual design, education, and public health. There

is a need for individual researchers with expertise

across a number of these areas, as well as

multidisciplinary team science. New, integrated

theoretical frameworks are also needed to

describe interactions between use of technology

and behavioral change processes. For example,

given the virtually ubiquitous presence of infor-

mation and communication technologies and

their resulting ability to engage with individuals

as they interact with multiple spheres of their

daily lives (e.g., intrapersonal, interpersonal,

institutional, the natural environment, and

macro-social factors such as public policy and

economic realities), an ecological intervention

model has been created that would encompass

expertise in each of these domains (Patrick,

Intille, & Zabinski, 2005).

Due to the rapid development of new techno-

logical capabilities, new methods are evolving to

evaluate the efficacy of BITs. The randomized

controlled trials traditionally used to demonstrate

efficacy are time intensive, and by the time such

trials are concluded, the technology being

evaluated is likely to be outdated. Disciplines

outside of clinical science, in which the rapidity

of technological advances has long been

a common concern, may be well suited to help

behavioral researchers address this challenge.

Methodologies that borrow from engineering,

such as Multiphase Optimization Strategies

(Collins, Murphy, & Strecher, 2007), may be

more appropriate in optimizing and evaluating

new BITs.

Dissemination. Strategies to disseminate and

integrate BITs into healthcare are largely

unexplored. BITs can be deployed independent

of healthcare delivery systems; this is evidenced

by the growing number and use of websites aimed

at supporting diet, weight loss, and health life-

style, as well as the proliferation of mHealth

Smartphone applications. There is little efficacy

data for many of these BITs, or information on

how their use impacts health, healthcare utiliza-

tion, or healthcare cost. There is also consider-

able interest in integrating BITs into existing

healthcare delivery systems. This integration

will require research on at least four levels:

(1) Research should determine how BITs will

fit in with existing treatment options. For exam-

ple, stepped care models may first provide the

patient with a BIT, and reserve more clinician-

intensive treatments for patients who fail to

respond. (2) BITs can be integrated into elec-

tronic medical records and patient management

systems to facilitate referrals, treatment moni-

toring, follow-up care, and integration of the
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BIT into the patient’s overall treatment plan.

(3) Demonstrated cost-effectiveness of BITs

relative to existing treatments will be required

for adoption by healthcare systems. (4) Imple-

mentation research will be required to identify

implementation barriers and opportunities, as

well as develop implementation models that

can optimize the uptake and use of efficacious

BITs by both patients and healthcare providers.

Cross-References
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Elderly
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Synonyms

Aged; Older adult; Senior

Definition

The term “elderly” is derived from the Middle

English word eald (meaning old) and generally

refers to an individual who is near or surpassing
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the average life expectancy for his or her

community, culture, and historical period. The

term differs from clinical or medical language

used to describe older adults (e.g., senescent or

geriatric) in that it does not describe biological

aspects of aging. Rather, “elderly” is used more

broadly in the context of social gerontology, and

carries the connotation of having achieved a

certain degree of respect, status, expertise, or

wisdom with advanced age (i.e., as an elder).

For the purposes of research and policy efforts,

the age cut off for “elderly” is often set in western

countries at 65 or 70, based on the age at which

individuals have historically been able to receive

government retirement benefits. However, the

term is descriptive rather than scientific, and

does not typically denote a particular age band

within older adulthood.

Cross-References

▶Aging
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Electrocardiogram (EKG)

Douglas Carroll

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

ECG

Definition

The electrocardiogram (EKG) is the noninvasive

record of the electrical activity of the heart mus-

cle, as reflected in tiny electrical changes on the

skin, during the heart’s active (systole) and pas-

sive (diastole) phases (Hampton, 2008). The

EKG can be recorded easily from two electrodes

placed on either side of the heart, for example, on

the chest or on the left and right arms. For clinical

and diagnostic purposes, however, it is usual to

attach an array of 12 electrodes at various bodily

sites so that the EKG can be recorded from dif-

ferent orientations. The characteristic wave form

(see Fig. 1) that identifies the heart’s active phase,

i.e., when it beats and pumps blood into the sys-

temic circulation, was first described in 1903 by

Willem Einthoven, in Leiden in the Netherlands,

although electrical records of heart beats had

been made as early as 1872. In 1924, Einthoven

was awarded the Nobel Prize for Medicine for his

research in EKG. The first wave in the three-wave

systolic portion of the EKG record is the P-wave,

and it represents the depolarization, i.e., the con-

traction, of the atrial chamber of the heart. Next,

the R-wave, usually considered at the whole QRS

complex, reflects the depolarization of the ven-

tricles. Finally, the T-wave represents the repo-

larization, i.e., recovery, of the ventricles. In

behavioral medicine, interest in the EKG is usu-

ally confined to the derivation of heart rate, the

number of systoles in a given minute, or to its

reciprocal, heart period, the time between succes-

sive R-waves. The former indicates the speed at

which the heart is beating under specified circum-

stances, such as during relaxed rest or psycholog-

ical stress exposure. Unfortunately, this tells us

nothing about volume of blood being pumped by

the heart into the circulation: for that, we need

Electrocardiogram (EKG), Fig. 1 EKG waveform

Electrocardiogram (EKG) 665 E

E

http://dx.doi.org/10.1007/978-1-4419-1005-9_150
http://dx.doi.org/10.1007/978-1-4419-1005-9_196
http://dx.doi.org/10.1007/978-1-4419-1005-9_100527


other techniques, such as impedance cardiogra-

phy and, more recently, Doppler echocardiogra-

phy. The latter, heart period and its variability,

can, particularly when subject to spectral analysis

of frequency, tell us about the extent of activation

of the heart by the main parasympathetic nerve,

the vagus, and about the balance between para-

sympathetic and sympathetic neural activation of

the heart. Finally, the precise configuration of the

EKG can tell us other useful things, particularly

in clinical settings. For example, a blunted or

inverted T-wave is a reasonable indicator of car-

diac ischemia, where the heart muscle is suffering

from impaired blood flow and hence a restricted

oxygen supply.

Cross-References

▶Heart Rate
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Electrodermal Activity (EDA)
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Definition

Electrodermal activity (EDA) reflects the output

of integrated attentional and affective and moti-

vational processes within the central nervous sys-

tem acting on the body. EDA is a valuable

tool in behavioral medicine as a biomarker of

individual (state and trait) characteristics of emo-

tional responsiveness, as an index for direct

examination of axis of stress-related effects on

bodily function, and as a potential avenue of

treatment of psychosomatic conditions through

biofeedback training. Below is an overview of

EDA with examples of its application to behav-

ioral medicine.

Description

What Is Electrodermal Activity?

Electrodermal activity (EDA) is a measure of

neurally mediated effects on sweat gland perme-

ability, observed as changes in the resistance of

the skin to a small electrical current, or as differ-

ences in the electrical potential between different

parts of the skin. The EDA signal reflects the

action of sympathetic nerve traffic on eccrine

sweat glands. There are two salient features of

this sympathetic innervation that enhance the

usefulness of EDA in psychophysiology and

behavioral medicine. First, there is no antagonis-

tic parasympathetic innervation of sweat glands

(i.e., EDA reflects only sympathetic activity

not sympathovagal balance), and second neuro-

transmission at the effector synapse is (almost

completely in adults) cholinergic, i.e., mediated

by acetylcholine release. This differs from the

noradrenergic neurotransmission typical of other

sympathetic effector synapses and further makes

the EDA signal independent of circulating adren-

aline and noradrenaline levels.

Sympathetic neural activity in skin is closely

coupled to changes in mental state: In the labora-

tory setting, at rest and constant temperature,

EDA indexes change in attention and cognitive

and emotional states of arousal, expressed both as

sustained shifts in tonic level (skin resistance

level, SRL, or skin conductance level, SCL; see

below) and transient responses evolving over the

course of a few seconds (galvanic skin response,

GSR, sympathetic skin response, SSR, skin resis-

tance response, SRR, or skin conductance

response, SCR) (Venables & Christie, 1973).

Tonic and phasic aspects of EDA interrelate, yet

are dissociable.

Within the brain, psychological influences on

EDA are thought to emerge from activity within

reticular formation centers within the brainstem

and thalamus, in turn influenced by cortical

mechanisms controlling orientation to salient

E 666 Electrodermal Activity (EDA)

http://dx.doi.org/10.1007/978-1-4419-1005-9_863


information (Luria & Homskaya, 1970). Frontal

lobe regions strongly influence the orienting elec-

trodermal reflex (Venables & Christie, 1973).

Correspondingly, the magnitude of EDA

responses in humans is reduced following dis-

crete lesions to the prefrontal cortex and also

related “attentional centers” within the anterior

cingulate and right parietal lobe (Zahn, Grafman,

& Tranel, 1999). Moreover, individual differ-

ences in the frequency of discrete EDA responses

correlate with the size of prefrontal lobe regions

(Raine, Lencz, Bihrle, LaCasse, & Colletti,

2000). Functional imaging studies implicate ven-

tromedial prefrontal cortex (Critchley, Elliot,

Mathias, & Dolan, 2000) and anterior cingulate

and amygdala (Williams et al., 2000) in phasic

EDA responses to motivationally important stim-

uli. Nagai, Critchley, Featherstone, Trimble, and

Dolan (2004a), using EDA biofeedback during

functional neuroimaging, showed differential

coupling of brain regions to phasic EDA

responses (widespread enhancement within the

anterior cingulate/dorsolateral prefrontal cortices

and subcortical thalamic and brainstem centers)

when compared to the tonic EDA level (which

was inversely correlated with activity in ventro-

medial prefrontal cortex and subgenual cingu-

late). This latter observation links the EDA level

to processes ascribed to the “default mode net-

work” of brain function (Raichle et al., 2001).

Applications of Electrodermal Activity

Among the autonomic nervous system responses,

EDA is a particularly useful parameter because

EDA responses are easy to measure and to elicit

reliably (much more difficult to suppress). How-

ever, EDA is sensitive to a wide variety of stim-

uli, hence careful interpretation is required.

Changes in EDA also typically occur as part of

a complex, patterned autonomic reaction wherein

EDA may serve as a circumstantial marker of an

accompanying physiological response. As noted,

a number of functional variables can be derived

from recorded EDA. The basal (tonic) level of

electrodermal arousal reflected in SRL/SCL can

be used to track individual differences in the

general level of arousal and the integrity of diur-

nal rhythms: The skin resistance level rises

during sleep and drops sharply in the morning

on awakening, returning to approximately the

same level of presleep resistance by the evening.

Phasic electrodermal responses such as SRR and

SCR are easily elicited by emotional stimulation

or a change in attention and interact with the tonic

basal level of electrodermal arousal. Thus EDA

in a combined form has been widely applied as an

index of physiological and emotional arousal in

studies of stress responsivity, including chal-

lenges with pain shock, emotional films, and

mental and physical effort (e.g., Folkins, 1970).

Psychological and Psychosomatic Illness

This relevance of such studies to understanding

the psychological and physical manifestations

of chronic stress is based on the notion that indi-

viduals with increased physiological (EDA) reac-

tivity to stressors are most at risk of long-term

detrimental health consequences. In clinical

populations, higher skin conductance level and

increased phasic responsivity are reported in anx-

iety patients (Raskin, 1975). In this context, EDA

may be a more specific biomarker; patients with

panic disorder and agraphobia showed delayed

habituation and greater nonspecific phasic fluctu-

ation compared with other anxiety patients

(Birket-Smith, Hasle, & Jensen, 1993); patients

with posttraumatic stress disorder (PTSD) also

show slower habituation even in response to neu-

tral stimulation (this has been suggested as a trait

marker for PTSD susceptibility; Rothbaum et al.,

2001).

In contrast, EDA hypo-responsivity and

hyporeactivity are reported with patients with

depression (Williams, Iacono, & Remick, 1985)

and related to higher occurrence of suicidal

attempts (Thorell, 1987). Faster EDA habituation

is reported in patients with a history of suicidal

attempt compared to those with non-suicidal

attempts (Jandl, Steyer, & Kaschkaet, 2010).

Hyporesponsivity and risk is also a feature of

psychopathy (Hare, 1978). While in some coun-

tries EDA is incorporated in polygraphy used in

criminal justice proceedings and forensic evalu-

ations, it is worth noting that hyporesponsivity

may be present across constitutional, or develop-

mentally acquired, disorders of empathy.
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Personality factors are commonly linked to

differences in vulnerability to stress-related dis-

ease, the concept of Type A personality being

particularly studied. Type A behavior is charac-

terized by excessive competitiveness, aggressive-

ness, impatience, chronic haste, and striving for

achievement. People with characteristics of Type

A behavior are reportedly more prone to coronary

heart disease (CHD) related to psychological

(emotional) stress and its impact is mediated by

brain-triggered autonomic nervous reactions as

well as neuroendocrine responses. It is hypothe-

sized that Type A individuals are physiologically

hyperresponsive to stress stimuli, evoking greater

sympathetic activity (accompanied by shifts in

sympathovagal cardiac responses and enhance-

ment within both adrenomedullary and hypotha-

lamic-pituitary-adrenocortical systems). Type

A behaviors such as impatience and hostility

have been proposed to reflect underlying sympa-

thetic reactivity. However, while EDA shows

some promise as a functional biomarker for car-

diac vulnerability and Type A personality, find-

ings are inconclusive (Steptoe & Ross, 1981).

Thus in psychosomatic medicine, EDA can be

used to quantify individual differences in auto-

nomic reactivity to salient challenges, where

enhanced reactivity in one sympathetic axis

(EDA) may signal risks (e.g., of hypertension or

arrhythmia) mediated through related autonomic

pathways.

Therapeutic Applications of Electrodermal

Activity

EDA biofeedback has been studied as a treatment

tool for anxiety states and stress-sensitive physi-

cal disorders. Biofeedback is a biobehavioral

treatment approach where an individual/patient

learns to gain volitional control over an involun-

tary bodily process, e.g., the “emotional arousal”

associated with sympathetic innervation of the

skin. In contrast to other biofeedback approaches

including neurofeedback with electroencepha-

lography, EDA biofeedback is easy to imple-

ment. Typically EDA biofeedback has been

used to train people to reduce their sympathetic

arousal with the aim to induce psychological as

well as physiological relaxation states that alle-

viate stress-related tension. One of the earliest

applications was for the treatment of tension

headaches, where a significant reduction in fre-

quency and intensity of patients’ headaches was

attained. EDA biofeedback relaxation therapy

has been shown to be successful in treating

the irritable bowel syndrome (IBS) (Leahy,

Clayman, Mason, Lloyd, & Epstein, 1998),

where 4 weeks of biofeedback relaxation training

improved scores across a range of IBS symptoms

(Leahy et al.). EDA biofeedback relaxation

training has been tried for other specific psycho-

logical (anxiety disorders, hyperkinesis) and

physical (hyperhidrosis, bruxism, weight control,

migraine, tics, tremor) conditions. However, the

research evidence base is limited and inferences

regarding the effectiveness of these approaches

are constrained by variation in treatment deliv-

ery. In recent years, it has become clear that EDA

biofeedback arousal, i.e., training to increase

sympathetic arousal in the skin, has therapeutic

value. In neurological patients with drug-

resistant epilepsy, electrodermal biofeedback

was applied to reduce seizure frequency (Nagai,

Goldstein, Fenwick, & Trimble, 2004b). Electro-

dermal biofeedback to increase the sympathetic

arousal level was neuroscientifically motivated

from the observation of an inverse relationship

between the EDA level and the central cortical

arousability quantified using electroencephalog-

raphy. In a small randomized controlled trial, 1

month of electrodermal biofeedback training was

associated with a significant decrease in seizure

frequency, with 6 of 10 actively treated patients

exhibiting more than a 50% seizure reduction at

3 months (and a subset reporting sustained effects

at follow up over 3 years).

Conclusion

Electrodermal activity provides an accessible

index of the brain’s neural influence on the bodily

organs, and hence a measure of the emotional

capacities and psychophysiological vulnerabil-

ities of individuals. As a route for biobehavioral

intervention EDA shows promise, with potential

advantages of low cost and implementability.
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Electronic Health Record

Linda C. Baumann and Alyssa Karel

School of Nursing, University of Wisconsin-

Madison, Madison, WI, USA

Synonyms

Computer-based patient record; Electronic med-

ical record; Electronic patient record; Health

information record; Personal health record

Definition

The electronic health record (EHR) is a

computer-based record of patient health informa-

tion. It is generated by one or more encounters in

any healthcare delivery setting. The EHR

includes information on patient demographics,

progress notes, medications, vital signs, clinical

history, immunizations, laboratory results, and

reports of diagnostic procedures. The EHR

documents evidenced-based decision-making,

quality management, and patient outcomes.
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Although the term EHR is used interchangeably

with the electronic medical record (EMR), there

are differences. The EMR most often refers to a

single healthcare event whereas the EHR includes

the entire patient record of healthcare encounters.

Description

Computer-based health records have been shown

to be far superior to paper records not only because

they decrease error due to handwriting and docu-

mentation issues, but also allow for the portability

of and timely access to data. Other benefits include

the aggregation and privatization of health data to

facilitate research and promote the further educa-

tion and knowledge base of clinicians.

In addition to safe, efficient, and high quality

care, patients expect privacy, rights to access, and

the opportunity to give consent for research uses

of their health information. An EHR system must

satisfy its users regarding privacy, confidential-

ity, and security. In the United States, the Health

Insurance Portability and Accountability Act

(HIPAA) ensures that these goals are met

(http://www.hhs.gov/ocr/hipaa/).

There are other practical, economic, political,

and professional concerns that arise regarding the

implementation of computerized documentation.

Individual physicians and practice groups have

concerns related to cost, time to implementation,

and learning curves associated with the EHR.

There are also questions about whether to convert

current records retrospectively or prospectively.

Research has shown that the healthcare indus-

try will save approximately 80$ billion dollars

annually by adopting electronic documentation.

National mandates dictate that by 2014 all health

documentation be in a computerized form. The

EHR has the potential to improve patient out-

comes, improve coordinated care (optimally

worldwide), automate adverse event and medical

error disclosure, as well as to allow for more

efficient diagnosis and treatment.
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Elevated Blood Pressure
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Embryo Donation

▶ In Vitro Fertilization, Assisted Reproductive

Technology

Emotion

▶Affect

▶Anger Management

Emotion Modulation

▶Emotional Control
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Emotion Regulation

▶Anger Management

▶Emotional Control

Emotional Control

Michelle Skinner

Department of Psychology, University of Utah,

Salt Lake City, UT, USA

Synonyms

Emotion modulation; Emotion regulation

Definition

Emotional control can be thought of as a facet of

emotion regulation, but refers primarily to attempts

by an individual to manage the generation, experi-

ence, or expression of emotion, and/or one’s emo-

tional responses (Gross, 1999). Emotional control,

like emotional expression, is tied the broader con-

text of emotion regulation. Emotional control

can occur as part of antecedent-focused regulation

prior to generation of emotion or through response-

focused regulation after an emotion has been gen-

erated (Gross, 1998a). Emotional control can refer

to the ability to exercise influence over emotion,

andmodulate emotion through the use of cognitive

or behavioral strategies (Gross, 1998b; Lazarus &

Folkman, 1984). The ways in which individuals

are able to achieve emotional control have impli-

cations for health and well-being (Beck, 1995;

Berg, Skinner, & Ko, 2009).

Description

Emotional control has varied definitions in liter-

ature on stress and coping and emotion regula-

tion. Emotional control includes efforts by the

individual to alter the generation of emotion,

emotional experience, and emotional expression.

Strategies aimed at emotional control can impact

health in both positive and negative ways and are

contextually dependent on situation, individual

differences in personality and social context,

and well as demographic factors such as ethnic-

ity, culture, gender, and age (Berg, Skinner,

& Ko, 2009).

Emotional control is an important facet of

emotion regulation and can be facilitated by

types of emotion regulation. Antecedent-focused

regulation can have an influence on emotional

control (Gross, 1999). Antecedent-focused regu-

lation refers to altering and regulating aspects of

a situation and emotional experience prior to

generation of emotion (Gross, 1998a). There are

several ways that an individual may use anteced-

ent-focused regulation for emotional control.

Essential parts of antecedent-focused regulation

are situation selection, selective attention, and

cognitive appraisal. Situation selection is defined

as deciding where to go, what to be exposed to,

or who to be exposed to as a means of controlling

emotion (Gross, 1998a). Selective attention

is defined as choosing aspects of a situation to

minimize emotional impact such as distraction

or attending to less emotionally salient features

of the situation (Gross, 1998a; Strecher

& Rosenstock, 1997). Cognitive appraisal is

defined as changing the meaning of situations so

as to mitigate emotional impact such as looking at

positive aspects or minimizing importance (Gross,

1999, 2007; Strecher & Rosenstock, 1997).

Use of antecedent-focused regulation strate-

gies as a means of emotional control can lead to

health outcomes, both positive and negative. For

example, situation selection can reduce the like-

lihood that someone might encounter negative

emotional experiences. However, selecting to

avoid activities can potentially lead to decline in

physical, emotional, and social functioning that

may be associated with morbidity and mortality

(Gross, 2007). Shifting attention, such as use of

distraction, may be adaptive in the short-term

(e.g., pain management) (Berg et al., 2009;

Gross, 1998a). Prolonged use of distraction may

not allow individuals to address aspects of prob-

lems that they can control or may prevent
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accurate detection of symptoms (Gross, 1998a,

2007). Cognitive appraisal can prevent misinter-

pretations of situations known to impact emotional

and physical health such as catastrophizing, emo-

tional reasoning, or black and white thinking

(Beck, 1995). However, if one appraises problems

as nonthreatening then appraisals may not trans-

late to appropriate emotional reaction or “over

control” when it may be appropriate to react lead-

ing toworse outcomes (Lazarus& Folkman, 1984;

Strecher & Rosenstock, 1997).

In contrast to antecedent-focused regulation,

response-focused regulation occurs after emotion

has been generated and includes direct attempts

to alter experiential, physiological, and behav-

ioral responses to the experience of emotion

after the emotion has occurred (Gross, 1998a,

1999, 2002). Response-focused regulation is

also a means of emotional control. Emotion can

be controlled by situation modification. Situation

modification is defined as changing aspects of

a situation to reduce emotional impact. Situation

modification relies on coping strategies such as

generation of multiple solutions and problem

solving (Gross, 1998a). Once an emotion has

been generated, individuals may choose to

actively solve the problem which can allow for

emotional arousal to subside. Use of problem-

solving skills may provide health benefit when

problems are well-defined and controllable (Berg

et al., 2009). However, when problems are

ill-defined, ambiguous, and perceived as uncon-

trollable, use of problem solving may prolong

stress, reactivity, and negative emotion. Thus,

the way an individual chooses to control emo-

tions can depend on the context of the problem.

Emotional control is an important facet of

emotion regulation and can occur through efforts

to minimize negative emotional experience prior

to emotion generation (e.g., antecedent-focused

regulation) or following an event through the use

of coping strategies (e.g., response-focused regu-

lation). Such skills are taught to individuals

engaging in cognitive behavioral therapy for

management of illness, psychopathology, and

everyday problems (Beck, 1995). Cognitive and

behavioral strategies can help individuals have

greater control over emotional arousal that

produces ill health effects (Gross, 1999). Emo-

tional control can be achieved through provision

of skills related to problem solving (Gross,

1998a, 1999). These include behavioral skills to

facilitate emotional control such as stress man-

agement skills (e.g., deep breathing, progressive

muscle relaxation), exercise, and/or, engaging

in regular healthy behaviors such as sleep

hygiene and diet. Similarly, using cognitive

appraisal skills to alter ongoing emotional expe-

rience may be helpful. Use of antecedent- and

response-focused regulation for emotional con-

trol can help downregulate negative emotion and

reduce physiological reactivity which may confer

health benefits (Gross, 1999, 2002). Inability to

effectively control emotion can have detrimental

effects on health and well-being. Difficulty in

controlling emotional reactions has been linked

to psychopathology such as personality disorders,

anxiety disorders, as well as risky behavior all of

which have adverse association with health (e.g.,

poor social support, prolonged interpersonal

stress, substance abuse, risk-taking behaviors)

and may have a neural basis (Gross, 2007;

Strecher & Rosenstock, 1997).

Cross-References

▶Cognitive Appraisal

▶Cognitive Behavioral Therapy (CBT)

▶Emotional Expression

▶ Physiological Reactivity

▶ Problem-Focused Coping

▶ Stress

▶ Stress Management
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Definition

Emotional expression refers to how one conveys

emotional experience through both verbal

and nonverbal behavior (Gross, 1998b, 1999).

Emotional expression should be distinguished

from emotional experience in that it is possible

to experience emotions without expressing

them. Emotional expression is an important part

of emotion regulation and can affect health out-

comes. Emotional expression is embedded in the

broader domain of emotion regulation, which is

defined as how individuals, either consciously or

unconsciously, influence, experience, and express

emotions (Gross, 1999). Emotion regulation

unfolds over time in a given situation either before

emotional experience, during emotional experi-

ence, or in response to emotional experience

(Gross, 1998a). Emotion regulation involves coor-

dination of several systems including how one

thinks about emotion, physiological reactivity

elicited by emotion, and behavioral responses

such as emotional expression and utilizing coping

strategies that either promote health or contribute

to poorer health. Emotional expression can be

adaptive or maladaptive and may be dependent

on context (Gross, 1998a, 2002).

Description

Emotional expression is part of the emotion reg-

ulation process and functions as a way to com-

municate internal states to others. Emotional

expression can include behavioral, nonverbal,

and/or verbal expressions (Gross, 1998a).

Emotional expression can be beneficial when

adaptive and fit to a given situation. For example,

suppression of emotion may be inappropriate in

some instances such as displays of anger or sad-

ness while at work. However, prolonged suppres-

sion of emotion can result in poorer health. Links

between maladaptive emotional expression and

prolonged suppression have been made to cardio-

vascular disease. Similarly, “venting” negative

emotion may perpetuate negative emotion via

physiological and social responses to venting.

Thus, the popular idea that “letting it out” may

be beneficial for well-being or health may be

inaccurate (Gottman, 2000; Gross, 2002;

Hatfield, Cacioppo, & Rapson, 1994). Expression

of positive emotions may also help to in buffering
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negative emotional experience and has been

shown to impact the affiliative quality of marital

relationships (Gottman, 2000). It is important to

acknowledge that emotional expression involves

many components of the emotion regulation

process and that health effects can be dependent

on contextual factors of the situation and individ-

ual difference characteristics such as age, ethnic-

ity, and gender (Gross, 1999).

Emotional expression as a means of emotion

regulation has its roots in the stress and coping

paradigm originally put forth by Lazarus and

Folkman (Gross, 1999; Lazarus, 1991). The

stress and coping paradigm asserts that emotional

expression can act as a coping strategy and thus

may impact health and well-being. Lazarus and

Folkman made a distinction between emotion-

focused coping, defined as changing the internal

state to meet the demands of the stressor

(e.g., altering emotions associated with stressor,

reappraisals of stressor) and problem-focused

coping, defined as changing the environment to

meet the demands of the stressor such as finding a

problem solution (Lazarus). Emotion-focused

strategies (e.g., controlling emotional expression,

changing the way one thinks about a stressor,

acceptance) were thought to be associated with

poorer health outcomes (Lazarus). However,

recent models of emotion regulation have recog-

nized nuances of regulatory process as emotion

regulation unfolds at points over time in a given

situation.

Points of regulation specifically linked to

emotional expression are defined as antecedent-

focused regulation or as response-focused regu-

lation (Gross, 1998a). Antecedent-focused regu-

lation refers to altering and regulating aspects of

a situation and emotional experience prior to

generation of emotion (Gross, 1998a). In con-

trast, response-focused regulation occurs after

emotion has been generated and includes direct

attempts to alter experiential, physiological, and

behavioral responses to the experience of emo-

tion after the emotion has occurred (Gross,

1998a, 1999, 2002). Emotional expression can

be altered through both antecedent-focused

coping and response-focused coping.

The clearest link between emotional expres-

sion and health outcomes occur as a function of

response-focused coping and how one chooses

to express emotion after an emotion has been

generated. Individuals may choose to express

emotions in a productive way (conveying

how they feel or felt through communication

with others, journaling), in an aggressive

manner (punching, kicking, self-mutilation), or

suppress emotions all together (Gross, 2002;

Kennedy-Moore & Watson, 1999). Emotional

expression can include behavioral expressions

of emotion such as engaging in risky health

behaviors (e.g., substance use, overeating).

Risky health behaviors may be useful for altering

emotion and physiological reactivity in the short

term but can damage health over time. The ability

to use adaptive coping strategies can attenuate

physiological reactivity (Gross, 1998b, 1999,

2007) and can confer health benefits. For exam-

ple, adaptive coping mechanisms might reduce

cardiovascular risk, promote feelings of control,

and self-efficacy which are important in choos-

ing positive health behaviors. Adaptive coping

responses can protect against prolonged nega-

tive mood states associated with metabolic

dysregulation, poor immune response, inflamma-

tory processes, and insomnia (Gross, 2007).

Conversely, maladaptive coping strategies such

as substance abuse and risky behaviors can be

associated with physical injury, poorer health

status, morbidity, and mortality (Gross, 2007;

Kennedy-Moore & Watson, 1999).

The effect of emotional expression on health

may be contextually bound. Emotional suppres-

sion can decrease emotionally expressive

behavior but simultaneously may not impact

physiological responding. In certain instances,

suppression of emotion may be effective as

a coping mechanism but long-term suppression

can negatively impact life satisfaction and

depression. Emotional suppression can dampen

emotional expression in the context of social

interactions resulting in less positive social sup-

port which may lead to poorer health. Expression

of emotion may also convey health benefits. For

example, expression of emotion through writing
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has been associated with better adjustment in

cancer patients, especially in patients that may

prefer to avoid or deny managing cancer-related

problems. Emotional expression in the context of

support groups for health problems may help

patients to tolerate and find benefit through

others’ emotional expression as they react to an

illness (Kennedy-Moore & Watson, 1999). In

close relationships, being able to express emo-

tions in a less negative way may reduce the

negative emotional arousal that can affect mem-

bers of a couple (Gottman, 2000; Hatfield,

Cacioppo, & Rapson, 1994). It should also be

noted that the expression of positive emotion

can also contribute greater satisfaction in rela-

tionships and can be associated with more affili-

ation and less hostility as couples interact

(Gottman, 2000).

Cross-References

▶Comorbidity

▶Coping

▶Emotional Responses

▶Emotions: Positive and Negative

▶Expressive Writing and Health

▶Mortality

▶ Physiological Reactivity

▶ Problem-Focused Coping

▶ Stress
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Emotional Reactions

▶Emotional Responses

Emotional Responses

Pamela S. King

Pediatric Prevention Research Center,

Department of Pediatrics, Wayne State

University School of Medicine, Detroit, MI, USA

Synonyms

Affective responses; Emotional reactions

Definition

Emotions are defined as multicomponent

response tendencies that unfold over a relatively

short span of time. Emotions occur in response to

a stimulus or event. The emotional response con-

sists of an appraisal process, during which indi-

viduals determine the personal significance of the

stimulus or event (e.g., is it harmful or beneficial,

does it affect personal goals). The emotional

response also includes the subjective experience

of emotion, cognitive processing, and physiolog-

ical changes (e.g., activation of the amygdala

and hypothalamus, and subsequent release of
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epinephrine, norepinephrine, dopamine, and

cortisol). Emotions are believed to have evolved

to promote behaviors necessary to survive and

thrive. Researchers often conceptualize emotions

as varying along two dimensions: (1) valence

(i.e., negative to positive); and (2) activation

(aroused to unaroused). Discrete emotion theo-

rists, in contrast, consider each emotion as a dis-

tinct entity. Researchers who examine emotional

responses to a stimulus or event (e.g., emotional

responses to stress) commonly measure multiple

aspects of the multicomponent response. For

example, when examining emotional responses

to a laboratory stressor, researchers may measure

cognitive appraisal components (appraisals of

threat or harm), affective components (e.g.,

reports of anxiety and fear), and physiological

components (e.g., rising cortisol levels).

Sometimes, the terms emotion, affect, and

mood are used interchangeably.Many researchers,

however, make distinctions among these terms.

Whereas emotions are short-lived responses to

stimuli, moods are relatively long-lasting emo-

tional states, and are not always linked to a stim-

ulus or event. Affect is a term used to describe the

conscious, subjective aspect of an emotion, sepa-

rable from any physiological response.
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Synonyms

Affect; Mood; Positive and negative affect

Definition

Emotions are defined as multicomponent response

tendencies that unfold over a short span of time,

and include cognitive processing, physiological

responses, and the subjective experience of emo-

tion (i.e., affect). Emotions are often conceptual-

ized as varying in valence, from positive (e.g.,

happiness, excitement, contentment, curiosity) to

negative (e.g., sadness, anger, anxiety, disgust).

Subjectively, people experience positive emotions

as feelings that reflect a level of pleasurable

engagement with the environment. Negative

emotions, in contrast, reflect a general feeling

of distress. Emotions are thought to have

evolved to promote the behaviors necessary to

survive and thrive. Positive emotions facilitate

approach behavior or continued action; experi-

ences of positive affect prompt people to engage

with their environments and partake in activi-

ties which are adaptive. Negative emotions, on

the other hand, prompt withdrawal behavior and

signal when a particular behavior or course of

action may not be adaptive.
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Description

There is some debate in the emotion literature

about whether positive emotions and negative

emotions are bipolar extremes of the same factor,

or whether they are orthogonal or independent

factors. Evidence suggests that positive and neg-

ative emotions may be managed by different

structures in the nervous system (i.e., positive

emotion activation in left frontal cortex; negative

emotion activation in right frontal cortex), and

that neurotransmitters may respond differently to

negative versus positive emotions, which sup-

ports the notion that negative and positive emo-

tions are orthogonal factors. In addition, in many

studies, researchers have noted the unique contri-

bution of negative and positive emotions (i.e.,

each contributed to outcomes after controlling

for the other), and the low correlation between

negative and positive emotion. Some studies,

however, have observed moderate to strong (neg-

ative) correlations between positive and negative

emotion (particularly when “state” vs. “trait”

emotions are measured), and many studies do

not find unique effects of negative and positive

emotion. Research on the distinction between

negative and positive emotions is ongoing; thus,

while most consider positive and negative emo-

tions to be orthogonal factors, some researchers

consider positive and negative emotions to be

opposite ends of the same scale.

There are several measures currently used to

assess positive and negative emotions. Among

them are two commonly used self-report mea-

sures that ask people to rate their experience of

positive and negative emotions. Because these

measures are assessing the subjective experience

of emotion, they are more appropriately labeled

measures of affect. The PANAS (Positive and

Negative Affect Schedule) includes a 10-item

Positive Affect (PA) scale and a 10-item Nega-

tive Affect (NA) scale. High scores on the PA

scale reflect high energy and concentration (e.g.,

attentive, interested, alert), whereas high NA

reflects a state of general distress (e.g., guilty,

hostile, irritable). The POMS (Profile of Mood

States) is another measure commonly used to

assess positive and negative affect. The POMS

has one PA scale reflecting “vigor” (e.g., alert,

energetic, cheerful, active, lively), and four NA

subscales measuring depression, anger, fatigue,

and tension-confusion. For both the PANAS and

the POMS, instructions can be modified to ask for

current state (which is most likely to reflect

“emotion”), as well as mood in the last day,

general mood, or mood over the last few weeks

or longer (note that mood is longer lasting com-

pared to emotions, which are short-lived).

Researchers often distinguish “state” PA and

NA (current emotion, or mood in the last day)

from “trait” PA (general mood or mood over the

last few weeks or months). In addition to measur-

ing the subjective experience of emotion,

researchers have also used mood induction pro-

cedures to generate positive and negative emo-

tions in the laboratory and observe their effects

on outcomes. In general, research (largely corre-

lational) suggests that positive emotions are ben-

eficial for health, and that negative emotions are

detrimental for health. Researchers urge caution

in interpreting these findings, however, as most

studies linking negative emotion and health do

not control for the effect of positive emotions,

and most studies linking positive emotion and

health do not control for the effect of negative

emotion.

There is some debate in the literature about the

value of distinguishing individual positive and

negative emotions (e.g., happiness, excitement,

sadness, anger) versus aggregating positive emo-

tions and aggregating negative emotions. Some

research suggests that people are not sensitive to

individual emotions and experience similar

responses across emotions within a valence (i.e.,

positive or negative). However, there is also

research to suggest that different emotions within

a valence have different associations with out-

comes (e.g., distinct positive and negative emo-

tions are associated with distinct immune

responses). Most researchers currently examine

aggregated emotions, distinguishing only posi-

tive from negative, but increasingly research sug-

gests that there may be value in distinguishing

among emotions within a valence.
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Madison, Madison, WI, USA

Definition

Empathy is the ability of a person to perceive,

understand, and accept the experiences of

another. It is having the capacity to identify

with another’s feelings without actually

experiencing the situation. In a healthcare setting

it is often therapeutic for clients going through

difficult situations to have healthcare profes-

sionals that can be empathetic to their situations.

Empathy is different than sympathy, which is

concern or pity for another person generated

by a subjective perspective. Oftentimes this sub-

jective perspective is a barrier to problem solv-

ing. The most therapeutic approach to clinical

situations is often an objective empathetic

approach.
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Synonyms

Chronic bronchitis; Chronic obstructive

pulmonary disease

Definition

Emphysema is defined as the pathological

enlargement and destruction of lung alveoli.

Along with chronic bronchitis, which describes

the clinical manifestation of chronic cough with
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sputum production, these two terms have tradi-

tionally been used to refer to the two phenotypes

of chronic obstructive pulmonary disease

(COPD). Recently, however, the Global Initiative

for Chronic Obstructive Lung Disease (GOLD)

has advocated defining COPD based on airflow

limitation that is not fully reversible, is progres-

sive, and is associated with an abnormal inflam-

matory response of the lung to noxious particles

or gases. As patients with COPD usually have

overlapping features of both emphysema and

chronic bronchitis, the distinction is rarely of

clinical significance.

Description

COPD remains one of the most common causes

of morbidity and mortality globally. In the United

States in 2000, it accounted for eight million

outpatient visits, 1.5 million emergency room

visit, and 673,000 hospitalizations. COPD is cur-

rently the fourth leading cause of death in the

USA and is projected to become the third most

common cause of death worldwide in 2020

(Global Initiative for Chronic Obstructive Lung

Disease, 2008). One reason for this rise is the

strong, dose-dependent relationship between cig-

arette smoking/exposure and the prevalence of

COPD, although other genetic and environmental

factors also play important roles, since many

smokers never develop clinically significant dis-

ease. It has been known, for instance, that genetic

defects causing severe deficiency of the protease

inhibitor a1-antitrypsin lead to a form of early-

onset COPD, especially in those who are also

smokers. Other known risk factors include expo-

sure to occupational dust and chemicals, indoor

and outdoor air particle pollutants, as well as low

birth weight. On a cellular level, it has been

demonstrated that inhaled cigarette smoke and

other noxious particles promote inflammation

through the recruitment of neutrophils, macro-

phages, lymphocytes, and eosinophils. This in

turn activates proteinases that degrade lung

parenchyma and cause mucus hypersecretion,

leading to impaired gas exchange, fibrosis of

small airways, expiratory flow obstruction, and

hyperinflation (Barnes, Shapiro, & Pauwels,

2003; Eisner et al., 2010).

Patients with COPD typically present with

cough, sputum production, and exertional dys-

pnea. The hallmark of the disease, expiratory

airflow obstruction, may be present for years

before medical attention is sought (Hogg, 2004).

While early on the physical examination may

be normal, most patients will demonstrate

diminished air movement with a prolonged expi-

ratory phase and wheeze on exam. Pulmonary

function testing with spirometry is used to char-

acterize the degree of airflow obstruction and

provide prognostic information. When airflow

obstruction becomes severe, cyanosis may

develop as a manifestation of hypoxemia, and

the patient may adopt pursed-lip breathing and

the classic “tripod” position to recruit accessory

muscles and improve expiratory flow. Another

marker of poor prognosis is the development of

pulmonary hypertension from chronic hypox-

emia, which can result in right heart failure or

cor pulmonale. Death from respiratory failure is

unfortunately a common outcome for patients

with end-stage COPD (Reilly, Silverman, &

Shapiro, 2006).

Many patients with COPD will also experi-

ence episodic exacerbations, characterized by

increased shortness of breath and changes in pat-

tern and quantity of sputum. These are often

triggered by viral or bacterial infections and,

depending on severity, may require hospitaliza-

tion for treatment. For exacerbations, inhaled

b-agonists and anticholinergic agents, antibi-

otics, glucocorticoids, and supplement oxygen

for hypoxemia are the mainstay of pharmacolog-

ical therapy. Noninvasive positive pressure ven-

tilation and conventional mechanical ventilation

can be used to stabilize patients in severe respi-

ratory distress. For treatment of stable COPD,

only smoking cessation and oxygen therapy in

those with chronic hypoxemia have been shown

to improve survival. Inhaled b-agonists and

anticholinergic agents can provide symptomatic

benefit, while inhaled glucocorticoids can be

used to reduce exacerbations. Pulmonary rehabil-

itation has also been shown to improve quality

of life and exercise capacity as well as reduce
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hospitalizations. Finally, in select patients with

severe COPD but limited comorbidities, lung

transplantation can be pursued and provides

significant symptomatic and survival benefit

(American Thoracic Society, 2004).
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Rehabilitation Science Sargent College, Boston

University, Boston, MA, USA
2Boston University, Boston, MA, USA

Synonyms

Employer-sponsored assistance programs

Definition

Employee Assistance Programs (EAPs) are pro-

grams offered to employees; they include policies

and procedures for identifying or responding to

employee difficulties that may or may not inter-

fere with job performance (Walsh, 1982). These

programs often provide counseling or treatment

to those who require these services, and can also

be provided to the employee’s family members.

EAPs are aimed to be preventative services, and

these services can address psychological issues,

alcohol, and drug abuse (Muto, Fujimori, &

Suzuki, 2004). Other areas include, but are not

limited to, health, marital, family, financial, legal,

or stress issues that may influence job perfor-

mance (EAPA, 2010). EAPs are beneficial in

helping employees balance demands while meet-

ing employer’s goals of workplace productivity

(Jacobson, 2010).

Description

Employee benefit assistance programs typically

include programs that address a variety of

personal and workplace issues that impact job

performance such as stress management, weight

reduction, workplace violence, and financial

management.
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EAPs were modeled after Alcoholics Anony-

mous (AA) programs, and both AA and EAPs

understand the importance of acknowledging the

problem as the initial step of treatment (Walsh,

1982). Since alcoholism has negative impacts on

job performance, alcoholism was the first problem

addressed by EAPs, followed by substance abuse.

It was later recognized that many substance abuse

problems have roots in psychosocial problems,

which further expanded the outreach of EAPs.

EAPs use the importance of retaining the job as

a motivating factor to have employees seek help.

That is, the services can help fix a problem or

difficulty that could threaten employment.

The services offered by EAPs have many pos-

itive impacts on the employees receiving them,

as well as the organization providing them.

Reported benefits include a reduction in expenses

associated with medical claims, accident benefits,

mental health care costs, absenteeism, lost wages,

medical costs, and employee turnover (Hargrave,

Hiatt, Alexander, & Shaffer, 2008).

EAPs have a variety of components, including

written policies and procedures, labor and man-

agement cooperation in program development,

referral systems, program information conveyed

to the work force, health insurance covering the

treatment, and total confidentiality (Walsh,

1982). These factors are integral in the success

of the EAP (Richard, Emener, & Hutchison,

2009). The policy statement, a statement in

which the institution states what the philosophy

and the intent of the program is, keeps the EAP on

target of the goals. This statement should make it

clear that human problems can interfere with

work performance, but are inevitable; assistance

is available to aid these problems, and the

employee will not be terminated on the basis of

that problem. The services should be adminis-

tered through the EAP confidentially and profes-

sionally, which helps the employees feel secure

in their recovery. The EAPs should be accessible,

and employees should be able to receive the

services in a timely and efficient manner (Richard

et al., 2009).

There are various methods of delivery of ser-

vices depending on the corporation and EAP

model. In “internal” EAPs, the professionals

delivering the services are employed with the

company offering the EAP, whereas “external”

EAPs hire service professionals who are outside

contractors from the company. “External”

methods are most commonly found. However,

a third method, “combination” or “hybrid” EAP,

is a delivery system in which the professionals

began as internal employees, and then expand

services to other workplaces. The “hybrid” EAP

is a way in which smaller companies can share the

cost of an EAP. Additionally, services can be

accessed in a variety of ways, including in-person,

via phone, or via the Internet (Jacobson, 2010).

EAPs have become popular within businesses.

Within USA state and local government in 2008,

more than 75%of employees have access to EAPs.

About 39% of employees working within the pub-

lic sector, part-time, had access to EAPs, and 54%

of full-time workers in the public sector had

access. Of those working in the private sector,

15% of part-time workers and 28% of full-time

workers had access to EAPs (U.S. Department of

Labor, Bureau of Labor Statistics, 2008).
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Definition

The origin of empowerment as a form of theory is

traced back to the Brazilian educator Freire

(1971), when he suggested a plan for liberating

the oppressed people through education. Empow-

erment is a form of power that helps people gain

control over their own lives. It is described as

a social process that fosters power in people,

their communities, and in their society (Page &

Czuba, 1999).

The process of empowerment can be synthe-

sized into five progressive stages: an existing

social disturbance, conscientizing, mobilizing,

maximizing, and creating a new order, as seen

in Fig. 1. Empowerment has two interrelated

forms such as individual empowerment and col-

lective empowerment. Each form has its own

components. A set of four components, including

meaning, competence, self-determination, and

impact, are found in individual empowerment.

A set of four components, including collective

belonging, involvement in the community, con-

trol over organization in the community, and

community building, are explored in collective

empowerment. The goal of individual empower-

ment is to achieve a state of liberation strong

enough to impact one’s power in life, community,

and society. The goal of collective empowerment

is to establish community building so that mem-

bers of a given community can feel a sense of

freedom, belonging, and power that can lead to

constructive social change (Hur, 2006).

The term, empowerment, has become a widely

used word in the social sciences in the last decade

across a broad variety of disciplines, such as

community psychology, political theory, social

work, education, women studies, and sociology.

Community psychology is one of the disciplines

in which the word empowerment is most fre-

quently used. The typological approach to the

study of empowerment is useful for field workers,

social workers, community psychologists, and

educators who help the disadvantaged (Hur,

2006). These people, including the disadvan-

taged, the aged, and the young, can actualize the

latent powers that an individual or group pos-

sesses, or enable them and use their capacities

and power more effectively (Weil & Kruzich,

1990). The process and components can be

guidelines for practitioners who hope to develop

the latent power of the “have-nots,” actualize
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their upward mobility, and finally establish a

value of justice in a given society.
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▶Behavior Change

▶Behavioral Intervention
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▶Health Promotion and Disease Prevention
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Endocrinologist

▶Diabetologist (Diabetes Specialist)

Endocrinology

Janine Sanchez
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Miami, FL, USA

Synonyms

Hormone system

Definition

Endocrinology is the study of the endocrine sys-

tem and its diseases. The endocrine system

includes hormones (chemical mediators) and the

organs/cells which secrete them. Endocrinology

includes the study of the biosynthesis, storage,

chemistry, and physiological function of hor-

mones and the tissues that secrete them. The endo-

crine system consists of different parts of the body

that secrete hormones directly into the blood rather

than into a duct system. Hormones have many

different functions and modes of action. They

may act locally or away from their site of origin.

They often interact with other biological systems.

Cross-References

▶Diabetes
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Individual Empowerment
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Collective Empowerment
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Fig. 1 Paths toward and

components of

empowerment
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Synonyms

End-of-life issues; Terminal care

Definition

End-of-life care is a general term used to describe

all aspects of care received by patients with a

terminal illness or terminal condition that has

become advanced, progressive, and/or incurable.

End-of-life care has become increasingly impor-

tant in the past century as life expectancies have

increased and causes of death have predominantly

moved from acute illnesses (e.g., infections) to

chronic and terminal illnesses (e.g., cancer and

heart disease). The general goal of end-of-life

care is to help patients achieve a “good death” as

they define it. End-of-life care is provided through

palliative care and hospice services and frequently

incorporates complementary and alternative med-

icines (e.g., massage therapy, pet therapy, music

therapy, aromatherapy, acupuncture, etc.). These

services aim to improve patient quality of life
through reducing pain and managing symptoms,

addressing spiritual and emotional needs, and pro-

viding family/caregiver support.

Description

Issues for Patients (Advance Care Planning)

End-of-life care emphasizes the importance of

patient autonomy through advance care planning,

which is the process of patients, healthcare pro-

fessionals, and caregivers discussing and formally

documenting the patients’ preferences for

healthcare treatment as death approaches. The

Patient Self Determination Act (PSDA) passed

by the United States Congress in 1990 requires

healthcare facilities that receive federal funding

to educate patients and the community about

advance directives. Advance directives are oral

and written instructions about the patients’ goals

and wishes concerning future medical care

that becomes effective only when a person

cannot speak for him or herself. Decisions are

commonly made about desires for mechanical

ventilation (e.g., respirator), nutrition, and hydra-

tion (e.g., feeding tubes), kidney dialysis, and anti-

biotic treatments. Advance care planning also

involves making decisions about receiving cardio-

pulmonary resuscitation (CPR) when vital func-

tions cease. Patients who do not wish to receive

CPR can complete a Do Not Resuscitate (DNR)

order, which is kept as part of their medical file.

Finally, patients are able to appoint a durable med-

ical power of attorney (sometimes referred to as

a healthcare proxy). This is the person who will be

responsible for making decisions for the patient

about healthcare treatment after the patient lacks

the capacity to do so for him or herself. Advance

care planning should be formally documented as

well as verbally communicated between patients,

caregivers, and healthcare professionals to ensure

that the patients’ wishes are known and under-

stood. All states legally recognize some form of

advance directives.

Issues for Healthcare Professionals

Healthcare professionals are responsible for

many important aspects of end-of-life care.

Healthcare professionals must formulate and

communicate information to patients about

their prognosis (i.e., how long the patient is

expected to live). Developing an accurate

prognosis is difficult to do considering the

unpredictability of disease, the large number of

life-extending technologies available, and the

great number of unknown and unmeasureable

variables that influence how and when a person

will die. Communicating this information to
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patients is equally difficult due to concerns

about over- or under-estimating life expectancy,

instilling or destroying hope, and cultural differ-

ences about discussing death. Healthcare profes-

sionals are also responsible for helping patients to

engage in advance care planning and determining

when specific treatments are not likely to benefit

the patient (i.e., medically futile treatments).

Healthcare professionals’ major responsibility is

to identify and manage symptoms, which typi-

cally become more severe as the illness or con-

dition progresses. These symptoms commonly

include: (1) pain, (2) increased sleep, drowsi-

ness, or unresponsiveness, (3) decreased needs

for food and fluids, loss of appetite, nausea or

vomiting, (4) decreased socialization and

increased withdrawal, (5) depression, (6) confu-

sion about time, place, or identity (i.e., delir-

ium), (7) changes in bladder or bowel control,

(8) changes in temperature regulation (e.g.,

skin feels cool), and (9) respiratory changes

(e.g., irregular and shallow breaths). Finally,

healthcare professionals aid in assessing the

patients’ capacity to make healthcare decisions

(i.e., capacity assessment).

Issues for Caregivers

Caregivers play an important role in end-of-life

care as family members and friends are often

responsible for most of the day-to-day care of

patients during the end of life. The risk for care-

giver stress is high as caregivers have to balance

their normal daily activities, additional care giv-

ing responsibilities, efforts to help the patient

adjust to the illness, and their personal emotional

reactions to and fears about the illness. Even

though family members report high levels of

satisfaction with the care-giving experience,

they also report more depressive symptoms and

psychosocial stress than the general public. As

the illness progresses, there are additional care-

giving needs and the psychosocial distress of

caregivers becomes more prevalent. Untreated

psychosocial distress in caregivers is associated

with poorer patient care, increased health prob-

lems for caregivers, and more severe grief reac-

tions after patient death. Caregivers must learn

how to care for the patient while continuing to

practice good self-care. Caregivers also have the

additional stress of surrogate decision making

when the patients lacks the capacity to make

their own healthcare decisions.

Ethical Issues

End-of-life care is an area of medicine that

frequently involves ethical dilemmas. The

majority of laws related to end-of-life care are

governed by individual states and there is

wide variation in how the states approach these

issues.

Early debates focused on determining when

a patient is legally dead. Death was traditionally

considered the point at which a patient’s vital

physical functions cease; however, advances

in life support technology have made it more

difficult to determine when someone’s body is

no longer functioning. The Uniform Determina-

tion of Death Act (UDDA), written by the

President’s Commission on Bioethics in 1981,

confronts the complexities concerning the decla-

ration of death. The UDDA states that a person

can be declared dead when either the heart and

lungs or the brain and brain stem stop functioning

permanently, but specific guidelines are deter-

mined by individual states. Declaring the point

at which a patient has died can be an important

issue in organ donation.

One of the most prominent debates related to

end-of-life care has been the issue of euthanasia

(also referred to as “hastened death”). Euthana-

sia is an act where a third party, usually implied

to be a physician, terminates the life of a person

either passively or actively. Physician-assisted

suicide is a specific form of euthanasia where

a doctor provides a patient with a prescription

for drugs that the patient can choose to volun-

tarily use to end his or her life. The main

distinction between physician-assisted suicide

and active euthanasia is that the physician is

not the person physically administering the

drugs. The Oregon Death with Dignity Act

(1997) and the Washington Death with Dignity

Act (2008) made it legal in these two states

for patients to hasten their own death with

a prescribed lethal dose of medication from

a physician.
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There are several unique patient populations

which carry their own ethical concerns. First,

until recently children with terminal conditions

have been granted limited autonomy in making

decisions about their end-of-life care. As recently

as the 1960s, the consensus was that children

should not be informed of a terminal diagnosis

because they would not be able to understand and

would find the news too upsetting. Parents have

legal rights to make decisions for their children,

but many healthcare professionals now feel that

it is beneficial for children to be included in

healthcare discussions and to be permitted to

make their wishes known. Ethical dilemmas

arise when parents and children disagree about

healthcare decisions, when two parents with

equal custodial rights disagree about healthcare

decisions, or when parents refuse physician treat-

ment or do not appear to be acting in the “best

interest” of their child. Second, culturally diverse

populations have been found to favor different

treatment preferences (e.g., African Americans

and Hispanics are more likely than European

Americans to express a preference for life-

sustaining treatment), to engage less frequently

in advance care planning, to use services such as

hospice less frequently, and to report higher

levels of insufficient pain management. Many

cultures do not prioritize patient autonomy and

prefer to pass decision-making responsibilities to

others in the family. Healthcare professionals

must balance respecting cultural differences

while still sufficiently providing end-of-life care

and informing patients of their options.
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Endogenous Opioids/Endorphins/
Enkephalin

James A. McCubbin

Department of Psychology, Clemson University,

Clemson, SC, USA

Synonyms

Dynorphins; Endogenous morphine;

Endomorphins; Opiate neuropeptides; Opiate

peptides; Opiate receptors

Definition

Endogenous opioids are neuropeptides with mor-

phine-like activity that are naturally synthesized

within the body. These neuropeptides have wide-

spread distribution throughout the central and

peripheral nervous systems, and various endo-

crine and other tissues. Opioids function as neu-

rotransmitters and hormones, with a wide variety

of biobehavioral effects in health and disease.

Their effects on physiological and psychological

responses to intense aversive and appetitive stim-

uli suggest potentially important roles in the eti-

ology and treatment of self-regulatory disorders

of appetite, affect, and adaptation to stress.

Description

Classification of Opioid Peptides and

Receptors

Endogenous opioids systems include several dif-

ferent neuroactive peptides that are linked, in

turn, to a matrix of distinctive receptor systems.

The opioid peptides are divided into basic

subgroups, e.g., endorphins, enkephalins, and

dynorphins, based on their biosynthetic parent

molecules. A separate group of endomorphins

has been identified, but these peptides are not

yet well characterized. Opioid receptors are part

of the family of G-protein-coupled receptors and

are classified into multiple receptor types and

subtypes based on relative affinity for selective

agonists and antagonists. For example, m (mu)

receptors demonstrate high affinity for morphine

and endomorphins, while d (delta) receptors are

highly selective for enkephalins, and k (kappa)

receptors show high affinity and activity for

dynorphins. Another putative receptor type, the

e (epsilon) receptor, has been postulated to

explain beta-endorphin activity not mediated via

the other receptor types.

Distribution of Opioid Peptides and

Receptors

Endogenous opioids and receptors are localized

in the central and peripheral nervous systems,

including neuroendocrine stress pathways, and

in brain areas mediating reward and reinforce-

ment. For example, opioid peptides and/or recep-

tors are found in afferent and integrative pain

nuclei, as well as in the two major stress

effector pathways, the hypothalamic-pituitary-

adrenocortical (HPA) axis and the hypothalamic-

sympatho-adrenomedullary (SAM) axis. Enkeph-

alins have an abundant distribution throughout the

limbic and sympathetic systems, while endorphin-

containing cells are prominent in the hypothala-

mus and in the anterior pituitary. Dynorphins are

widely distributed throughout both central and

peripheral nervous systems. Opioid systems are

intimately incorporated into peripheral organs

including the heart and the gastrointestinal system.

The diversity of opioidergic molecular representa-

tion yields, in turn, a diversity of functions, with

important behavioral and physiological effects.

Role of Opioids in Stress, Neuroendocrine

Reactivity, and Homeostasis

Endogenous opioids are important regulators of

both the anterior and the posterior pituitary.

Endogenous opioid mechanisms inhibit both the

SAM and the HPA axes, suggesting opioidergic

input to corticotropin-releasing factor neurons in

the paraventricular hypothalamus. Opioids influ-

ence stress-induced pituitary release of adreno-

corticotropic hormone (ACTH) and prolactin, as

well as release of growth hormone and luteinizing
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hormone. In the posterior pituitary, endogenous

opioids inhibit release of both vasopressin and

oxytocin. Therefore, regulation of the HPA axis

and other important neuroendocrine pathways is

mediated, in part, via endogenous opioids.

Peripheral opioid peptides and receptors are

especially prominent in pituitary systems inti-

mately involved in maintenance of homeostasis

during stress. For example, beta-endorphin is

localized in anterior and intermediate pituitary

and is co-stored and co-released with ACTH.

Therefore, activation of the HPA cascade is asso-

ciated with pituitary release of beta-endorphin

into the systemic circulation, where it has critical

roles in the integrated response to psychological

stressors.

The SAM axis, including the peripheral sym-

pathetic nervous system and the adrenal medul-

lae, is subject to central opioidergic control in the

hypothalamus and elsewhere (McCubbin, 1993).

CNS opioids are capable of both excitatory and

inhibitory functions, and these effects are espe-

cially pertinent to biobehavioral function and

dysfunction. Opioids have been shown to inhibit

sympathetic and adrenomedullary responses at

multiple levels of the SAM axis. For example,

peripheral enkephalins are found in autonomic

ganglia and in the spinal sympathetic cell col-

umns. Enkephalins have been shown to inhibit

release of catecholamines from peripheral sym-

pathetic nerve endings as well as from the adrenal

medullae.

Opioids in Health and Disease

Endogenous opioids play important roles in moti-

vational integration of appetitive and aversive

behavior and are critical in the maintenance of

visceral homeostasis. The importance of these

basic mechanisms of adaptation suggests that

opioid dysfunction could underlie a variety of

disorders involving dysregulation of appetite,

affect, and neuroendocrine reactivity.

Appetitive Mechanisms Maintaining Chemical

and Behavioral Dependencies

Opioid input to mesolimbic dopaminergic and

other CNS systems suggests a potentially

important role in appetitive reward and reinforce-

ment mechanisms that maintain behavioral and

chemical dependencies (Koob & LeMoal, 1997).

Moreover, the important role of endogenous opi-

oids in mediation of CNS reward systems may

point to better treatment strategies in substance

abuse and other disorders of appetite regulation

(Reece, 2011). One overarching theory is that

if opioids mediate the CNS reward mechanisms

in dependency, then pharmacological opioid

blockade may disengage brain mechanisms that

reinforce and maintain a variety of different

chemical and behavioral dependencies. For

example, clinical trials are currently underway

to examine the potential therapeutic effects of

opioid antagonists, either alone or in combination

with other drugs, in several appetitive disorders,

including nicotine and alcohol dependence, and

obesity. (Note: The efficacy of opioid antagonists

in treatment of heroin/morphine dependencies

operates via multiple complex mechanisms.)

Therefore, opioid brain mechanisms may point

to novel strategies for development of new

behavioral and pharmacological treatments for

dependencies and other diseases of appetite

regulation.

Acute and Chronic Pain

Opioid systems contribute to important

endogenous analgesic mechanisms, such as

stress-induced analgesia and the hypoalgesia

accompanying elevated blood pressure. These

effects on pain sensitivity may be intimately

associated with higher CNS integration of pain

perception. For example, endogenous opioids do

much more than simply inhibit pain perception;

they may also have significant effects on regu-

lation of affective responses to both painful and

nonpainful aversive stressors. This observation

reinforces the notion that endogenous opioid

systems play an important role in the higher-

level integration of affect in the appraisal of

emotionally meaningful stimuli.

Endogenous opioidergic analgesia appears to

be important for coping with both acute and

chronic pain. Evidence suggests that chronic

pain patients have reduced opioid levels in

E 688 Endogenous Opioids/Endorphins/Enkephalin



plasma and cerebrospinal fluid. This is consistent

with the opioid depletion hypothesis, which pro-

poses that chronic pain is associated with pro-

gressive depletion of endogenous opioid

analgesic neurochemicals and/or downregulation

of opioid receptors (Bruehl, McCubbin, &

Harden, 1999). This depletion of analgesic opi-

oids results in dysfunction of an important endog-

enous mechanism for coping with chronic pain.

Opioids may also have a role in the expression or

maintenance of self-injurious behavior.

Depression and Posttraumatic Stress

Disorder (PTSD)

Endogenous opioids play an important role as

physiological mechanisms for coping with psy-

chological stress, and these systems have been

implicated in stress-related disorders, including

depression and PTSD (Merenlender-Wagner,

Dikshtein, & Yadid, 2009). Opioid blockers can

reverse stress analgesia and performance deficits

in learned helplessness, and can worsen symp-

toms of PTSD. Persons exposed to traumatic

stress may utilize their endogenous opioid anal-

gesic and/or affect regulatory mechanisms to

cope. Thus, the role of opioids in HPA axis reg-

ulation, endogenous analgesia, and multiple CNS

pathways provide a neurobiological rationale for

role of opioids in regulation of affect and coping

with traumatic stress.

Cardiovascular Disease

A biobehavioral link between opioids and risk for

cardiovascular disease is found in work with the

opioid antagonists, naloxone and naltrexone.

These studies suggest that opioids can inhibit

sympatho-adrenomedullary and blood pressure

responses to psychological stress in young per-

sons with normal circulatory risk profiles. How-

ever, young persons at increased risk for

hypertension show reduced opioid inhibition of

sympathetic, HPA, and circulatory responses to

stress (McCubbin, 1993). This apparent dysfunc-

tion of inhibitory opioids may underlie exagger-

ated blood pressure reactivity to stress and its

attendant cardiovascular health consequences.

Moreover, there is some evidence to suggest

that opioid hypoalgesia is associated, at least

in part, with blood pressure elevations and

increased risk for hypertension development.

Recent evidence points to gender differences

in opioid effects on blood pressure control that

are dependent, in part, on estrogen. The relation-

ship between reduced opioid inhibition of

the HPA and SAM axes, blood pressure

dysregulation, and hypoalgesia requires addi-

tional work to better characterize these complex

interactions.

Opioids and Behavioral Therapies

Behavioral control of endogenous opioid tone

may become an important strategy in prevention

and treatment of self-regulatory disorders of

appetite and adaptation to stress. Interestingly,

studies of aerobic fitness, relaxation, and system-

atic desensitization suggest that these forms of

stress management operate, at least in part, via

activation of endogenous opioid mechanisms

(McCubbin et al., 1996). For example, opioid

blockade with naltrexone can reverse the reduc-

tions in cardiovascular stress reactivity associ-

ated with aerobic fitness and progressive

relaxation training. Thus, in persons at risk for

hypertension who lack robust opioidergic inhibi-

tion of the SAM axis, some behavioral stress-

management interventions can restore normal

opioid inhibitory function. Behavioral prevention

and treatment strategies that target normalization

of endogenous opioid tone may become more

common as sophistication of these peptide sys-

tems grows.

Summary

The endogenous opioid neuropeptides and recep-

tors form a diverse set of basic neuroendocrine

systems that modulate behavioral and physiolog-

ical reactions to aversive and appetitive stimuli.

These systems have become critical for under-

standing integrated responses to psychological

stress in health and disease. Better understanding

of these neuropeptide systems will provide

insight into the developmental etiology and new
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treatment strategies for self-regulatory disorders

of appetite, affect, and adaptation to stress.
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Definition

Endometriosis (EM) is a common, benign disor-

der defined by the presence of endometrial tissue

outside of the uterus (Giudice, 2010). EM can be

asymptomatic, but it may be associated with

severe dysmenorrhea (painful menstruation or

“cramps”), pelvic pain (intermittent non-

menstrual or continuous pain in the pelvic area),

dyspareunia (pain during sexual intercourse), and

infertility in affected women. The prevalence of

pelvic EM is 6–10% in the general population

whereas it approaches 35–50% in women with

pain, infertility, or both (Houston, 1984; Sensky

& Liu, 1980). The etiology of the disease appears

to involve a complex interplay of multiple

genetic, environmental, immunologic, and poten-

tial psychological factors (Guo, 2009); however,

the ultimate pathogenesis of EM is unknown to

date. Surgical assessment, by laparoscopy or lap-

arotomy, remains the diagnostic gold standard in

order to diagnose EM. The extent of the disease is

classified by the American Society for Reproduc-

tive Medicine (ASRM) revised classification sys-

tem for EM (rAFS score, American Society for

Reproductive Medicine [ASRM], 1997). The

rAFS scoring system categorizes EM into four

stages (I through IV), with the higher stages

representing more extensive disease. While

rAFS staging tends to correlate with infertility,

the severity of EM does not show consistent
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associations with pain ratings, suggesting that

further mechanisms mediate pain perception in

women with EM (Asante & Taylor, 2011).

The successful treatment of EM-associated

symptoms typically requires medical as well sur-

gical interventions: Medical therapies include

agents that suppress ovarian function and limit

the growth of endometriosis, such as androgens,

progestagens, GnRH agonists, and contraceptive

steroids. The treatment of EM-associated pain

has been well studied and most major medical

therapies appear to be superior to placebo. EM-

associated infertility, however, does not respond

to medical therapies alone. Surgical treatment

(via laparotomy or laparoscopy) as well as

assisted reproduction techniques were found to

be beneficial in restoring fertility in EM (Giudice

& Kao, 2004; Practice Committee of the Ameri-

can Society for Reproductive Medicine, 2004).

Surgery commonly provides temporary pain

relief, but symptoms recur in 50% of the women

within 2 years. Because of the associated pain and

due to the fact that so far there is no cure for EM,

affected women often report higher levels of dis-

tress than healthy controls (cf., Kaatz, Solari-

Twadell, Cameron, & Schultz, 2010). In line

with this, increased rates of anxiety and depres-

sive symptoms as well as impaired overall quality

of life were found in EM. Also, women suffering

from EM have an increased risk of several

medical conditions, including hypothyroidism,

fibromyalgia and chronic fatigue syndrome, auto-

immune inflammatory diseases, allergies, and

asthma (Sinaii, Cleary, Ballweg, Nieman, &

Stratton, 2002). These data suggest a common

immunological and endocrinological aspect to

EM and these conditions, which in turn might

further increase disease burden. As a conse-

quence, a multilevel approach to EM should

include an evaluation of psychological distress,

and in some women psychological interventions

can be helpful in order to reduce impairment.
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Synonyms

Blood vessel wall
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Definition

Blood vessels consist of three layers. The inner

layer is the intima, which is made up from

endothelial cells. The middle layer, the tunica

media, consists of mainly smooth muscle cells,

which are important for the maintenance of the

vessel diameter. Finally, the outer layer, the

tunica externa, consists of connective tissue.

The endothelium is a dynamic organ with several

functions, such as regulation of the vascular tone,

platelet aggregation, thrombosis, and adhesion of

leucocytes, which are vasoprotective.

Description

The peripheral vascular system consists of

arteries, capillaries, and the veins. The arteries

supply the organs with blood, the capillaries

allow for the exchange of metabolites between

the blood and the organs, and the veins facilitate

the return of the blood to the heart. Blood vessels

consist of three layers. The inner layer is the

intima, which is made up from endothelial cells.

The middle layer, the tunica media, consists of

mainly smooth muscle cells, which are important

for the maintenance of the vessel diameter.

Finally, the outer layer, the tunica externa,

consists of connective tissue. The relative thick-

ness of these individual layers is dependent on

the position of the vascular tree of the vessel

wall. For example, in capillaries, the vessel wall

mainly consists of endothelial cells to optimize

metabolite exchange (Vander, Sherman, &

Luciano, 2006).

The endothelium is a dynamic organ with sev-

eral functions, such as regulation of the vascular

tone, platelet aggregation, thrombosis, and adhe-

sion of leucocytes, which are vasoprotective.

However, when damage to the endothelial cells

occurs, this can result in endothelial dysfunction,

which is a precursor of atherosclerosis (Lerman

& Zeiher, 2005). The activity of the endothelial

cells can be influenced by sympathetic nerve

activity, hormones, and inflammatory molecules

among other factors (Levick, 2003). From a

behavioral medicine perspective, endothelial

function has been associated with health

behaviors such as physical activity (Green et al.,

2003) and smoking (Toda & Toda, 2010). In

addition, sympathetic activation through acute

exercise or mental stress can influence vascular

function (Joyner & Halliwill, 2000).

Assessing Endothelial Function

An important function of endothelial cells is the

maintenance of vascular tone, which is empha-

sized by the release of several vasoactive

substances by the endothelial cells. Therefore, it

is not surprising that most in vivo endothelial

function assessments are concerned with the

capacity of the endothelium to vasodilate. A prin-

cipal vasodilator released by the endothelial cells

is nitric oxide (NO). Following the conversion

from L-arginine under the influence of nitric

oxide synthase, NO starts a cascade of conversions

which leads to smooth muscle cell relaxation, i.e.,

vasodilation (Sandoo, Veldhuijzen van Zanten,

Metsios, Carroll, & Kitas, 2010). It is outside the

scope of this section to describe themechanisms of

NO and other vasoactive substances in detail.

Various methods are available for the assess-

ment of endothelial function in the peripheral

circulation.Most functional assessments examine

vasodilation in response to a standardized stimulus,

with an attenuated vasodilatory response indicative

of endothelial dysfunction. As described above,

a major contributor to vasodilation bioavailability

of NO starts a cascade of events, which results in

the relaxation of the vascular smooth muscle cells.

Therefore, impaired vasodilation can be due to

both reduced NO bioavailability in the endothe-

lium or impaired capacity of the vascular smooth

muscle to dilate. Consequently, most endothelial

function assessments involve both measures of

endothelial-dependent vasodilation (related to NO

bioavailability) and endothelial-independent vaso-

dilation (related to vascular smooth muscle func-

tion) (Sandoo et al., 2010). Given the difference in

anatomy and function of arteries, the functional

assessments vary depending on their position in

the arterial tree. The microvasculature involves

conduit arteries, such as the brachial and femoral

artery, whereas microvasculature entails arterioles

or resistance vessels. In addition to the functional

assessment described below, the structure of the
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vessel walls can be examined with intima medial

thickness (for conducting artery, such as carotid)

and nailfold capillaroscopy (for capillaries)

(Sandoo et al., 2010).

Microvascular function can be assessed using

iontophoresis or forearm blood flow. Iontophore-

sis assessment involves the administration of

vasoactive substances through the skin by

applying a small electrical current. The most

commonly used substances are acetylcholine

(ACh) for the assessment of endothelium-

dependent vasodilation and sodium nitroprusside

(SNP) for endothelium-independent vasodila-

tion. Perfusion of the vessels in the skin is

assessed using either laser Doppler flowmetry,

when examining a single point, or laser Doppler

imaging, when the area of interest is a larger area

of skin (Turner, Belch, & Khan, 2008).

Forearm blood flow is most commonly used

together with venous occlusion strain gauge

plethysmography. For this assessment, venous

outflow of the vessels is occluded, while allowing

arterial inflow (Joyner, Dietz, & Shepherd, 2001).

Changes in arm circumference are assessed using

strain gauge plethysmography, with the slope of

the increase in arm circumference reflecting of

blood flow. The advantage of this assessment is

that it can be carried out at several time points

throughout a testing session, so immediate

changes of blood flow in response to mental stress

or exercise can be investigated using this method.

Strain gauge forearm blood flow assessments are

also carried out in response to intravenous

infusion of vasoactive substances, such as ACh

and bradykinin.

Macrovascular function can be assessed using

flow-mediated dilation. Blood flow to the arm

will be occluded for a period of 5 min by inflating

a brachial cuff placed around the arm to at least

50 mmHg above systolic blood pressure. Release

of the cuff will result in a sudden inflow of blood

into the arm. The increase in shear stress as

a result of the surge of blood (reactive hyperemia)

will induce vasodilation in healthy arteries,

which is dependent on NO production of the

endothelium. Endothelial-independent vasodila-

tion is assessed by investigating the vasodilation

in response to the administration of glyceryl

trinitrate (GTN). Macrovascular dilation is most

commonly quantified by recording the vessel

diameter using high-resolution ultrasound

(Corretti et al., 2002).

Finally, arterial stiffness is related to the com-

pliance of the vessel wall and can be classified as

both a structural as well as a functional measure

of endothelial function. This assessment explores

the capacity of the vasculature to accommodate

pressure pulsations. Reduced elasticity will

increase the afterload on the heart, which means

that the strain on the heart is increased.

Applanation tonometry is used to record the arte-

rial pressure waveforms. For pulse-wave analyses,

the waveforms of one artery are explored and this

results into the calculation of the augmentation

index, which is derived from the first and second

systolic peak in pressure. For pulse-wave velocity,

waveforms are recorded on two sites on the arterial

tree and the combination of the transit time

between the waveforms and the distance between

assessment points will be used to calculate pulse-

wave velocity. An increase in augmentation index

and an increase in pulse-wave velocity are indica-

tive of arterial stiffness (Sandoo et al., 2010).

It is worth noting that substantial training is

necessary in order to carry out these vascular

assessments to a sufficient standard. In addition,

all these assessments are influenced by several

factors such as timing of assessment, fasting, caf-

feine consumption, and smoking. Therefore, it is

important that all assessments are carried out fol-

lowing published guidelines (Corretti et al., 2002;

Turner et al., 2008).
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Synonyms

Chronic kidney disease (CKD)

Definition

The kidneys serve four primary functions: (1) to

clean the blood of toxins, (2) to remove excess

fluid and waste, (3) to balance chemicals

(i.e., sodium, potassium, phosphorus), (4) and to

release hormones that control blood pressure, the

production of red blood cells, and contribute to

bone strength. End-stage renal disease (ESRD) is

reached when the capacity of the kidneys

declines such that they are no longer able to

adequately perform these functions, ultimately

requiring the affected individual to initiate treat-

ment in the form of renal replacement therapy to

sustain life.

Description

Cause, Symptoms, and Diagnosis of ESRD

ESRD most commonly manifests as a secondary

condition resulting from poorly managed diabe-

tes or hypertension. Chronic elevations in blood

glucose and blood pressure cause damage to the

small blood vessels in the kidneys, which over

time can progress to ESRD. Other causes of

ESRD include autoimmune diseases such as

lupus, complications of infection such as glomer-

ulonephritis, and genetic abnormalities such as

polycystic kidney disease.

Many symptoms are associated with the pro-

gression of kidney disease to ESRD, including

weakness, fatigue, lack of energy, appetite and

weight loss, nausea and vomiting, metallic taste

in the mouth, breath smelling like ammonia,

changes in skin color, rash or itching, cognitive

impairment, changes in urination, swelling,

shortness of breath, feeling cold, and leg or

flank pain.

According to the National Kidney Founda-

tion’s Kidney Disease Outcomes Quality Initia-

tive (KDOQI), chronic kidney disease (CKD) can

Note: Some of the data reported here have been supplied

by the United States Renal Data System (USRDS). The

interpretation and reporting of these data are the respon-

sibility of the author(s) and in no way should be seen as an

official policy or interpretation of the U.S. government.
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progress through stages of severity, with stage 5

typically denoting a diagnosis of ESRD and

a need for treatment initiation. The stages of

disease are determined by the level of kidney

damage (i.e., pathologic abnormalities) and/or

the degree of deficiency in the individual’s

estimated glomerular filtration rate (eGFR),

a commonly used biomarker to diagnose ESRD.

The eGFR is calculated based on serum creati-

nine, age, race, and gender; values less than

15 mL/min/1.73 m2 are suggestive of stage 5

kidney disease, or ESRD. These values indicate

that the kidneys are performing at less than 15%

of normal functioning. In addition, increases in

blood urea nitrogen (BUN) and protein in the

urine (proteinuria) are markers of ESRD.

Prevalence of ESRD in the US Population

The Annual Data Report from the United States

Renal Data System suggests that the number of

individuals affected by ESRD increases annually,

with a record high of 571, 414 patients receiving

treatment in 2009. There exist significant racial

and ethnic disparities in ESRD, with African

Americans nearly four times more likely to

develop ESRD than Whites. Native Americans

and Asians are at least twice as likely to be

diagnosed with ESRD compared to Whites, and

the rate of ESRD in the Hispanic population is 1.5

greater than that of non-Hispanics. With regard to

age and gender, the ESRD rates are higher among

older adults and males. Recent reports suggest

that the growing number of new ESRD patients

has been driven by a linear increase in diagnoses

among individuals aged 45–64; in contrast,

there has been minimal change in the incidence

rates of patients age 65 and older over the last

several years.

Treatments for ESRD

Hemodialysis is the most common type of treat-

ment for ESRD, with 65% of the affected

population (approximately 372,000 patients)

utilizing this treatment modality. Individuals

who participate in hemodialysis typically come

to a hospital or clinic 3 days per week for 3–5 h

treatments. During this time, they are connected

to a machine via an insertion site such as

arteriovenous fistula or graft surgically config-

ured in the forearm or a port catheter in the chest.

The hemodialysis machine removes blood from

the body, filtering accumulated toxins and

removing excess fluids, and then returns the

cleaned blood. This process is primarily directed

by a nurse or dialysis technician, leaving the

patient a relatively passive recipient of treat-

ment. Hemodialysis can also be conducted in

the home environment, though this is less com-

monly implemented due to expense and care-

giver burden.

Peritoneal dialysis is an intervention for

ESRD that requires the patient to be a more active

participant in the treatment process. There are

two forms of this treatment: continuous ambula-

tory peritoneal dialysis (CAPD) and continuous

cycler-assisted peritoneal dialysis (CCPD). In

CAPD, a permanent catheter is inserted into the

patient’s abdomen, which allows for a bag of

sterile dialysis solution called dialysate to be

connected to the body. The patient is responsible

for performing “exchanges” which involve

draining the dialysate into the peritoneal cavity

via a sterile tube, allowing for the blood to filter

through the peritoneal membrane leaving the

excess fluid and toxins behind in the dialysate,

and then discarding the used solution before

reinitiating the procedure. Patients usually per-

form 3–4 exchanges throughout the course of the

day while ambulatory and one longer overnight

exchange while they are sleeping. In contrast,

CCPD utilizes an automated cycler to perform

the exchanges, with 3–5 cycles overnight while

the patient sleeps and one long exchange during

the day being the typical prescription. Recent

reports indicate that approximately 6–7% of the

ESRD population utilizes peritoneal dialysis as

their treatment, which is a notable decrease from

the 12–18% prevalence in the 1980s and 1990s.

However, there is some evidence to suggest that

the number of peritoneal dialysis users will

increase in upcoming years.

Transplantation is often considered the pre-

ferred option for treatment of ESRD as it

offers advantages including increased survival

time and improvements in quality of life.

Due to the continued shortage of donor organs,
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contraindications to surgery in some patients, and

concerns about rejection, however, this treatment

is less commonly prescribed for ESRD compared

to dialysis. Approximately 30% of the ESRD

population undergoes renal transplantation with

organs from either a deceased or living donor.

According to the Organ Procurement and Trans-

plantation Network (OPTN), an average of

17,000 renal transplants have been performed

annually over the last 5 years, with approximately

65% from deceased donors and 35% from living

donors. Survival of the renal graft across donor

type is relatively high for renal transplant recipi-

ents (i.e., 1-year ¼ 92%, 3-year ¼ 82%, and

5-year ¼ 71%), and living donor grafts tend to

fare better than deceased donor grafts.

Adherence to ESRD Treatments

All patients undergoing treatment for ESRD are

required to follow a lifelong regimen that neces-

sitates ongoing behavioral involvement to ensure

that the medical intervention remains safe and

effective. For patients whose ESRD is treated

with renal transplantation, adherence to an immu-

nosuppressant medication regimen for the

remainder of life is required to prevent the body

from rejecting the transplanted organ. Individuals

receiving hemodialysis as their method of ESRD

treatment have an arguably more complex behav-

ioral regimen to follow. Although patients

undergo lengthy treatments several days per

week, this does not fully compensate for norma-

tive kidney function; specifically, excess fluid

and toxins build up and remain in the body

between hemodialysis sessions. Fluid overload

can lead to deleterious consequences, including

congestive heart failure, pulmonary edema,

cramping on dialysis, hypertension, fatigue, and

decreased life expectancy. Similarly, buildup of

chemicals that are dysregulated in ESRD can lead

to complications such as myocardial infarction,

stroke, heart arrhythmias, increased mortality,

and bone demineralization. Thus, it is necessary

for patients to restrict the amount of fluid

ingested, and also their sodium, phosphorus, and

potassium intake while their ESRD is being

treated with hemodialysis.

Given the multifaceted and complex nature of

the ESRD treatment regimen, the majority of

patients have difficulty adhering to these recom-

mendations. Research indicates that approxi-

mately 40–60% of ESRD patients do not adhere

to one or more central aspects of the medical

regimen. Adherence to fluid intake restrictions

is most commonly measured by documented

interdialytic weight gains (IWG). Individuals

with ESRD are weighed before and after their

hemodialysis treatments. The amount of weight

gained between treatment sessions, calculated,

for example, by subtracting the post-dialysis

weight on a Monday from the pre-dialysis weight

on a Wednesday, is considered a proxy for the

amount of fluid the individual ingested during

that time. One kilogram (kg) of weight is equiv-

alent to 1 L of fluid; the recommended limitation

is 1 L of fluid per day (including fluid in solid

foods), which would equate to 2–3 kg of weight

gained between sessions. Though patients tend to

have the most difficulty with fluid restrictions,

dietary adherence is also problematic. Sodium,

potassium, and phosphorus intake is typically

measured by serum levels drawn each month.

There is modest evidence to suggest that in nearly

half of cardiac-related ESRD patient deaths,

nonadherence to dietary restrictions is the most

significant contributor to mortality.

Researchers have also documented that

patients experience the extreme restrictions on

fluid intake as the most stressful and behaviorally

challenging aspect of the ESRD hemodialysis

regimen. There are a number of factors that likely

contribute to this experience. First, individuals

with ESRD tend to have increased thirst at base-

line, often related to high blood glucose levels in

those with diabetes and/or medication side

effects. Second, the hemodialysis process itself,

which rapidly removes excess fluid and toxins,

leads to an electrolyte imbalance, increasing

sodium appetite and thirst. Finally, contextual

and behavioral factors impact patients’ ability to

follow fluid recommendations. For example,

restricting fluid intake contradicts social norms

about the health benefits of consuming large

amounts of water, drinking has become habitual
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for many individuals and habits are difficult to

break, and there exist substantial environmental

cues and social pressures to consume fluid in

many different contexts. The fluid intake adher-

ence problem often becomes cyclical in nature:

increased thirst leads to greater fluid consump-

tion, which leads to larger interdialytic weight

gains and longer dialysis sessions, which further

increases electrolyte imbalance and thirst,

maintaining and increasing the severity of

nonadherence.

Determinants and Interventions Related to

ESRD Adherence

As might be expected based on reviews of the

general adherence literature, a comprehensive

understanding of the factors that contribute to

nonadherence among ESRD patients has proven

difficult to attain. Researchers have studied sev-

eral factors thought to influence adherence in this

population, and the results have been mixed. For

example, some findings indicated that family

support and marital adjustment were predictors

of improved fluid intake adherence, while other

studies found no evidence of an association

between social support and fluid or dietary adher-

ence among dialysis patients. The impact of cog-

nitive and personality factors on adherence in

ESRD has also been examined, including self-

efficacy, health locus of control, perceived bar-

riers, conscientiousness, and hostility. Higher

self-efficacy expectations have been associated

with improved fluid adherence in dialysis and

better medication adherence in both dialysis and

transplantation, whereas greater perceived bar-

riers were related to poorer medication adher-

ence. The findings relating health locus of

control and adherence have been inconsistent.

Personality characteristics such as conscientious-

ness and hostility have been significantly

associated with adherence in ESRD patients in

some work.

Some researchers have posited that the exam-

ining the interaction between patient characteris-

tics or preferred style of coping with stress and

the contextual features of the treatment regimen

might help us to better understand adherence in

this population. For example, individuals who

endorse avoidant coping styles or prefer to have

less control/involvement in their treatment

have been found to display better adherence to

hemodialysis performed in a center or hospital

where the contextual demands (i.e., staff-

directed, passive patient role) match the individ-

ual’s preferences.

Some researchers have theorized that difficul-

ties with adherence are related to deficits in self-

regulation skills, suggesting that building these

skills through interventions focused on self-

monitoring, goal-setting, self-reinforcement, and

increasing individuals’ ability to delay gratifica-

tion may be an effective strategy. Educational,

cognitive, and cognitive behavioral interventions

have been cited most frequently in the literature,

though the results have been mixed. A recent

review of randomized controlled trials designed

to improve adherence in hemodialysis patients

found that interventions utilizing cognitive or

cognitive behavioral techniques showed the larg-

est effects and warrant future research.

Depression and ESRD

Mood disorders have been documented as one

of the most common psychiatric diagnoses in

patients with ESRD. The prevalence of depres-

sion varies based on the type of assessment used;

approximately 20–45% of patients endorse

symptoms of depression on self-report instru-

ments, and 15–20% may be diagnosed with

a depressive disorder following a clinical inter-

view. While depression is recognized in a large

number of individuals with ESRD, underdiagno-

sis and lack of adequate psychological treatment

remain significant problems in this population.

One of the difficulties in diagnosing depression

in ESRD relates to the overlap in somatic depres-

sion symptoms with the uremic symptoms of

kidney disease. Fatigue, loss of interest in sex,

difficulty sleeping, loss of appetite, and problems

with concentration and attention could be attrib-

uted to both depression and ESRD; thus, the

etiology of these symptoms is often unclear. As

a result, it has been suggested that assessing the

cognitive or nonsomatic symptoms may enable
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researchers and clinicians to more accurately

identify depression in patients with ESRD.

Several factors have been studied in order to

better understand contributors to depression in

individuals with kidney disease. The research

suggests that perceptions of control and of how

intrusive the illness is in disrupting important life

domains are related to depression in this popula-

tion. More specifically, incongruence between

beliefs about control or illness intrusiveness and

the relevant contextual or situational factors are

predictors of depression in ESRD. The effects of

social support on moderating depression symp-

toms have also been examined, and the results

have been inconsistent.

Depression has been found to have deleterious

consequences for patients with ESRD and

earlier stages of CKD, including increased

nonadherence to treatment recommendations,

morbidity, and mortality. Some research has

also suggested that depression is associated with

decisions to prematurely terminate dialysis treat-

ment. Thus, adequate treatment of depression in

ESRD is essential. A review of the literature

suggests that pharmacologic treatment with cer-

tain serotonin-selective reuptake inhibitors may

be safe and effective for patients with later stage

CKD and ESRD. Cognitive behavioral therapy

was also found to be one of the most promising

interventions for depression in this population.

Future behavioral medicine research is necessary

to expand our understanding of ESRD, particu-

larly as the prevalence of this chronic illness is

projected to increase over time.
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Energy: Expenditure, Intake, Lack of
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The University of Birmingham, Edgbaston,

Birmingham, UK

Definition

Energy expenditure refers to the amount of

energy an individual uses to maintain essential

body functions (respiration, circulation, diges-

tion) and as a result of physical activity. Total

daily energy expenditure is determined by resting

or basal metabolic rate (BMR), food-induced

thermogenesis, and energy expended as a result

of physical activity.

BMR is the minimum amount of energy that

the body requires for essential organ and cellular

function when lying in a state of physiological

and mental rest. BMR accounts for typically

65–75% of total energy expenditure. Differences

in BMR exist between genders and across ages.

Females tend to have a lower BMR than males,

and BMR decreases with age. These differences

can largely be accounted for by differences in fat-

free mass, which is proportional to BMR.

Food-induced thermogenesis refers to the

increase in energy expenditure following the

ingestion of food. This increase in energy expen-

diture is a result of digestion, absorption, and

transportation of nutrients and accounts for

approximately 10% of total energy expenditure.

Physical activity refers to energy expended

when carrying out everyday tasks and exercise.

It typically accounts for 15–30% of energy

expenditure, but can vary greatly between indi-

viduals. For example, energy expenditure

expended through physical activity would be

greater in an individual who exercises regularly

or is an athlete, compared to someone who is

sedentary.

Energy intake is the amount of energy pro-

duced by an individual taken in from food con-

sumption; this is typically measured in calories

(kcal). Energy intake must be matched with

energy expenditure to ensure energy balance. If

food intake exceeds energy expenditure, through

overeating or sedentary behavior, then energy

storage occurs resulting in weight gain. This

potentially can lead to an individual becoming

overweight and at risk of obesity. Alternatively,

a negative imbalance can occur where energy

expenditure exceeds energy intake. This can

occur as a result of undereating, possibly as

a result of an eating disorder, or when an individ-

ual is involved in a high level of physical activity

but failing to match this expenditure with food

intake. A negative energy balance subsequently

results in weight loss. Although a state of nega-

tive energy balance is desirable for overweight

individuals in order to lose weight, in the long

term if energy intake does not match energy

expenditure, this may cause an individual to

Energy Intake

Energy Balance

• Food intake
• Alcohol consumption

Energy Expenditure

• Basal metabolism
• Thermogenesis
• Physical Activity

Energy: Expenditure,
Intake, Lack of,
Fig. 1 Energy balance:

energy intake should be

equal to energy expenditure

in order to achieve energy

balance
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become underweight. The above information has

been compiled from the following sources, where

more detail of energy expenditure can be found

(McArdle et al., 2001) (Fig. 1).
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Biographical Information

George Libman Engel was born in New York

City in 1913. He completed his undergraduate

studies in chemistry at Dartmouth College,

graduating in 1934. He then studied medicine at

the Johns Hopkins University School of medicine,

graduating in 1938. He was an intern at Mount

Sinai Hospital (New York City), a research fellow

at Harvard Medical School, and a graduate assis-

tant in medicine at the Peter Bent Brigham Hospi-

tal (now Brigham and Women’s Hospital).

In 1942, Engel moved to Cincinnati at the

invitation of John Romano, who left Harvard to

become the chair of the department of psychiatry

at the University of Cincinnati. Both Engel and

Romano then moved to the University of

Rochester Medical School in 1946.

When commencing his medical career, Engel

believed strongly in physical explanations of

disease processes, even though some colleagues

were incorporating psychosomatics into clinical

practice. However, during his time at the

University of Cincinnati, he slowly but surely

became “converted” to the psychosomatic school.

During his career, he became a prominent member

of the American Psychosomatic Society, being

elected as president and also serving as the editor

of its journal, Psychosomatic Medicine.

Major Accomplishments

Engel published numerous books and articles on

the relation of emotion and disease and on the

incorporation of these ideas into medical training

and clinical practice. Under his direction, the

program at the University of Rochester became

a leading center in the development of psycho-

somatic theory and training. Over time, he

developed the “biopsychosocial model,” which

posits that health and illness are consequences

of the interaction of biological, psychological,

and social factors. This model was described in

his 1977 paper entitled “The need for a new

medical model: a challenge for biomedicine,”

published in the journal Science. The abstract of

this paper reads as follows:

The dominant model of disease today is

biomedical, and it leaves little room within

its framework for the social, psychological,

and behavioral dimensions of illness. A

biopsychosocial model provides a blueprint for

research, a framework for teaching, and a design

for action in the real world of health care.

The literature is now replete with work

addressing the biopsychosocial model, both as

a theoretical framework and an approach to clin-

ical practice. As Borrell-Carrio, Suchman, and

Epstein (2004) observed, “The biopsychosocial
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model is both a philosophy of clinical care and

a practical clinical guide. Philosophically, it is

a way of understanding how suffering, disease,

and illness are affected by multiple levels of

organization, from the societal to the molecular.

At the practical level, it is a way of understanding

the patient’s subjective experience as an essential

contributor to accurate diagnosis, health out-

comes, and humane care.”

During the 1980s and 1990s, the

biopsychosocial model and biopsychosocial

medicine “became the watchword of progressive

unification of the medical and behavioral sci-

ences, including psychiatry, in a search for etio-

logical and preventive factors in human health

and disease” (Dowling, 2005). Perhaps not sur-

prisingly, given its eminence, various authors

since then have suggested modifications and

emphasized the importance, too, of other

approaches. For example, Kontos (2011)

commented that recognizing that medicine is

made up of heterogeneous tasks, “no one model,

including the biopsychosocial model, tends to

all of them.” Nonetheless, a quote from

Dowling (2005) reviewing Engel’s life is an

appropriate way to conclude this entry: “He

would appreciate the fact that some of us have

taken on a bit of his flintiness, attempt his wry

humor, and retain his determination to see our

patients as ‘united, biopsychosocial persons’

rather than as ‘biomedical persons’ divorced

from their psychological and social dimensions.”

Editors’ Note: Dr. Engel passed away in 1999.
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Epidemiology

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Definition

Derived from the term epidemic, epidemiology is

the study of the distribution and determinants of

health-related states or events, particularly dis-

ease (communicable or noncommunicable). The

discipline of epidemiology is eclectic, compris-

ing facets of sociology, statistics, medicine, and

demography. Although its development may be

traced back to the scientific revolution of the

1600s, it was not until the nineteenth century

that it was recognized as a subject area in its

own right.

The goal of the discipline of epidemiology is

disease control and prevention. As such, various

methods can be used to carry out epidemiological

investigations: descriptive studies (usually based

on a cross-sectional design) can be used to investi-

gate distribution of disease; analytical studies (e.g.,

case control, cohort, randomized controlled trial)

can be used to examine determinants of disease.

Knowledge of the occurrence, etiology, and

subsequent control of communicable diseases

such as typhoid fever, smallpox, and cholera

stemmed from early epidemiological studies,

such as John Snow’s investigation of the infa-

mous 1854 cholera epidemic in London.

The emergence of noncommunicable diseases

such as coronary heart disease earlier last century

led to epidemiology occupying a wider remit.

Modifiable determinants of the growing epi-

demic of coronary heart disease were identified

from large-scale epidemiological investigations

beginning with the Framingham, the Seven

Countries and Whitehall cohort studies.

Today, a growing body of professionals

from health education, environmental and occu-

pational health, and health service administra-

tion, in addition to medical science students,

are required to have some knowledge of the foun-

dations of epidemiology. Further details can be

found in Hennekens and Buring (1987) and

Rothman (2002).
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Definition

Epigenetics is the study of changes in gene

expression that cannot be attributed to variation

in DNA sequence. The etymology of this term

comes from the Greek “epi-,” meaning “above”

genetics and refers to covalent modifications
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of the DNA, its associated proteins, or mRNA

transcripts.

Description

All somatic cells within an organism contain

the same DNA sequence, but epigenetic patterns

regulate the timing and magnitude of gene

expression by restricting the areas of the genome

available for transcription and translation. This

allows cells with the same genome to differenti-

ate into specialized cells that perform a variety of

functions (Jaenisch & Bird, 2003).

Epigenetic regulation participates in vital

developmental processes. For example, one

of the two X chromosomes in each cell of a

female is permanently silenced through a series

of epigenetic changes in a process called

X-chromosome inactivation (Jaenisch & Bird,

2003). Epigenetic mechanisms also regulate geno-

mic imprinting, a process in which an organism’s

parents contribute distinct epigenetic patterns that

result in expression of only the maternally or

paternally derived alleles in their offspring. Failure

of these regulatory mechanisms can lead to devel-

opmental disorders such as Prader-Willi Syn-

drome or Angelman Syndrome (Feinberg, 2007).

Previously established epigenetic patterns

responsible for cellular differentiation,

X-chromosome inactivation, and imprinting are

generally maintained through mitosis. However,

some aspects of the epigenome are labile such

that they may respond to environmental

conditions and change over the course of an

organism’s lifespan (Feinberg, 2007).

DNA interacts with packaging proteins known

as histones, which can be posttranslationally

modified and facilitate dynamic gene regulation.

Both the core (H2A, H2B, H3, and H4)

and linker (H1 and H5) histones can be

modified through methylation, acetylation,

phosphorylation, ubiquitination, sumoylation, or

citrullination. Each element of this histone

code has a specific function. For example, histone

acetylation typically promotes gene transcrip-

tion while histone methylation can promote or

repress transcription based on the where it occurs

(Bannister & Kouzarides, 2011).

Histone modifications often correspond to

changes in methylation of DNA at the 50 position
of the pyrimidine ring of cytosines within CpG

dinucleotides (also called CpG sites). DNA

methylation is the most widely studied epigenetic

modification. It is concentrated in repetitive

elements of the genome such as Alu sequences

to repress transcription of latent retroviral

elements. CpG sites are overrepresented in the

promoter region of many genes, and when they

cluster in sufficient density, the region is called

a CpG island. Methylation of cytosines regulates

gene expression by influencing the recruitment

and binding of regulatory proteins to DNA.

Specifically, gene expression typically increases

when CpG methylation of that gene decreases

and vice versa (Jaenisch & Bird, 2003).

Epigenetic regulation of gene expression can

also be accomplished by a variety of non-protein

coding RNA molecules (ncRNAs), which are

continuously being discovered and characterized.

RNA interference (RNAi) is a process by which

ncRNA molecules bind to messenger RNA

(mRNA) to regulate its translation into protein.

As part of this process, small microRNA

(miRNA) can bind a complementary strand of

mRNA and repress its expression by targeting

it for degradation or by directly preventing its

translation. Similarly, small interfering RNA

(siRNA) promotes mRNA cleavage and

posttranscriptional silencing of a gene through

induction of the RNA-induced silencing complex

known as RISC (Taft, Pang, Mercer, Dinger, &

Mattick, 2010).

Many epigenetic changes can occur over the

course of an organism’s lifetime as part of normal

development, randomly as the organism ages or

in response to environmental insults. However,

if epigenetic changes occur in germ cells that

participate in fertilization, epigenetic changes

can be inherited from one generation to the next

and may persist through multiple generations.

With these and other recent discoveries, the role

of epigenetic mechanisms in health and disease is

being illustrated (Richards, 2006).
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Academic Health Center, School
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Synonyms

Adrenaline

Definition

Epinephrine is a major neurotransmitter of the

sympathetic nervous system. Epinephrine par-

tially mediates the body’s reaction to stress by

elevating heart rate, blood vessel tone, sweating,

tremor, and blood pressure. Epinephrine is

released primarily from the central region

(medulla) of the adrenal gland in response to

stressful situations. An alternate name for epi-

nephrine is adrenaline.

Epinephrine interacts with at least five major

protein receptors to produce a plethora of biolog-

ical responses, typically characterized by an ele-

vation of blood pressure and mobilization of

energy stores. The major receptor interactions

are with the following: a1 to both constrict

blood vessels, resulting in increased vascular

resistance, and an elevation of blood pressure

and activate sweat glands to promote nervous

sweating; a2 receptors to reduce the release of

other catecholamines, such as norepinephrine,

but also to constrict blood vessels; ß1 receptors

to elevate heart rate and renin secretion, both

resulting in elevated blood pressure; ß2 receptors

on smooth muscle, particularly in bronchioles to

ease breathing, and on skeletal muscle to sensi-

tize the muscle to other stimuli resulting in

tremor; and ß3 receptors on adipose tissue to

stimulate the breakdown of fat stores. The stim-

ulation of both a1 and ß2 receptors also mobilizes

energy stores by activating glycogenolysis.

The physiological actions of epinephrine pri-

marily involve augmentation of the sympathetic

nervous system to promote rapid heart rate, arterial

constriction, higher blood pressure, mobilization

of fuel stores, sweating, and dilation of bronchi-

oles and pupils of the lung and eye, respectively.

Epinephrine is a catecholamine synthesized

from norepinephrine primarily in the central por-

tion (medulla) of the adrenal gland. The entire

synthetic pathway involves conversion of an

amino acid, tyrosine, to dihydroxyphenylalanine

(DOPA), followed by conversion of DOPA to

dopamine, and dopamine to norepinephrine and

the final step is the conversion of norepinephrine

to epinephrine. The enzymes involved in the

pathway are the following: tyrosine hydroxylase,

DOPA decarboxylase, dopamine ß hydroxylase,

and phenylethanolamine N-methyl transferase.

The latter strictly controls the synthesis of epi-

nephrine and is most abundant in the adrenal

medulla.

In addition to the adrenal medulla, other tis-

sues capable of synthesizing epinephrine are the

following: brain stem, retina, and left atrium of

the heart. The distinguishing feature of the tissues
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synthesizing epinephrine is the presence of

phenylethanolamine N-methyl transferase. The

gene controlling synthesis of this enzyme is

located on chromosome 17 in humans. The

enzyme consists of 282 amino acids and has

a molecular mass of 30,835 g.

The primary behavioral role for epinephrine

involves mediation of stress responses such as

tachycardia, vasoconstriction, hypertension,

sweating, shaking, piloerection, and liberation

of energy stores such as glucose and fatty acids.

Epinephrine levels in the brain are depleted in

Alzheimer’s disease brains. Epinephrine has been

shown to increase memory in humans but the

effect is mimicked by exogenous epinephrine

infusions which cannot penetrate the brain; there-

fore, the effect must be caused by peripheral

actions of epinephrine and not central brain

effects. Intracerebral epinephrine infusions in ani-

mals also can produce excitation or depression.

Cross-References
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Epistasis

▶Gene-Gene Interaction

Epstein-Barr Virus

Deidre Pereira1 and Seema M. Patidar2

1Department of Clinical and Health Psychology,

University of Florida, College of Public Health

and Health Professions, Gainesville, FL, USA
2Department of Clinical and Health Psychology,
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Synonyms

EBV; Human herpesvirus-4 (HHV-4); Kissing

disease; “Mono” or mononucleosis

Definition

EBV was formally identified by M.A. Epstein and

Y.M. Barr in 1964 while examining tissue from

a Burkitt’s lymphoma patient. EBV is a very com-

mon type of herpesvirus found in humans. About

95% of Americans will have contracted the virus

by the age of 40. The virus is highly contagious

and is difficult, if not impossible, to prevent. It is

often called the “kissing disease” due to its ease of

transmission between individuals through saliva.

Children often acquire EBV through close contact

with family members and the people around them

who are likely to have the virus. In adolescents and

young adults, EBV leads to infectious mononucle-

osis 30–50% of the time. Symptoms of active

EBV, or infectious mononucleosis, commonly

include swollen lymph nodes, swollen throat, and

fever. Treatment is limited and focuses on mini-

mizing symptoms of the infection. The incubation

period from contraction to presentation of symp-

toms can range from 4 to 6 weeks. Symptoms

of infectious mononucleosis can last up to

1–2 months, but EBV remains dormant in the

body for the rest of a person’s life. EBV is present

in the saliva and blood of infected persons and

remains in some bodily cells after contraction.

Since it functions as a virus, the body will develop

antibodies to help fight off the virus. A “mono spot”

test, which looks for these antibodies, is often

administered for a formal diagnosis. Additionally,

an elevated white blood cell count is indicative of

active infection in the body. At times of immuno-

suppression, such as during cancer treatment,

patients may experience reactivation of the virus,

with or without associated symptoms. In some

people, EBV may play a role in the development

of Burkitt’s lymphoma and nasopharyngeal carci-

noma. Other people may live with the latent form

of EBV for a number of years without reactivation.

References and Readings

Centers for Disease Control and Prevention and National

Center for Infectious Diseases (2006, May 16).

Epstein-Barr virus and infectious mononucleosis.
Retrieved February 28, 2011, from http://www.cdc.

gov/ncidod/diseases/ebv.htm

Epstein-Barr Virus 705 E

E

http://dx.doi.org/10.1007/978-1-4419-1005-9_442
http://dx.doi.org/10.1007/978-1-4419-1005-9_237
http://dx.doi.org/10.1007/978-1-4419-1005-9_863
http://dx.doi.org/10.1007/978-1-4419-1005-9_39
http://dx.doi.org/10.1007/978-1-4419-1005-9_690
http://dx.doi.org/10.1007/978-1-4419-1005-9_100526
http://dx.doi.org/10.1007/978-1-4419-1005-9_100835
http://dx.doi.org/10.1007/978-1-4419-1005-9_100955
http://dx.doi.org/10.1007/978-1-4419-1005-9_100955
http://dx.doi.org/10.1007/978-1-4419-1005-9_101095
http://www.cdc.gov/ncidod/diseases/ebv.htm
http://www.cdc.gov/ncidod/diseases/ebv.htm


Epstein, M. A., & Achong, B. G. (1979). The Epstein–Barr
virus. Berlin: Springer.

The Patient Education Institute, Inc. (1995–2008).

X-Plain: Epstein–Barr virus/mono [Last reviewed on

November 9, 2007]. Retrieved February 28, 2011,

from http://www.nlm.nih.gov/medlineplus/tutorials/

epsteinbarrvirusmono/id299103.pdf

Equilibrium

▶Homeostasis

Equipoise

▶ Principle of Equipoise

Erectile Dysfunction
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Synonyms

Impotence

Definition

Erectile dysfunction is a sexual dysfunction char-

acterized by the consistent inability to develop or

maintain an erection of the penis firm enough for

satisfactory sexual performance. Symptoms of

erectile dysfunction include trouble getting an

erection, trouble keeping an erection, and/or

reduced sexual desire.

Description

In the United States, it is estimated that

erectile dysfunction affects 20–30 million men.

The prevalence of erectile dysfunction of any

degree is estimated to be approximately 39% in

men 40 years old and up to 78% in men 75 years

and older. Comorbid medical conditions such as

obesity, diabetes, heart disease, or hypertension

may increase the risk of developing erectile

dysfunction. In men older than 50 years, approx-

imately 40% of erectile dysfunction is due to

atherosclerotic complications. The most common

conditions associated with the development of

erectile dysfunction include cigarette smoking,

high blood pressure, lipid problems (cholesterol,

triglycerides), and diabetes. Among diabetes

patients, the prevalence of erectile dysfunction

is approximately 50%, depending on age, dura-

tion, and severity of the diabetes. A high preva-

lence of erectile dysfunction is also observed with

chronic renal failure, hepatic failure, sleep apnea,

chronic obstructive pulmonary disease, multiple

sclerosis, Alzheimer’s disease, and endocrine

disorders such as low testosterone and thyroid

problems. Pelvic or perineal trauma such as pel-

vic surgery (major prostate, bladder, and bowel

operations) and pelvic radiation therapy are

associated with erectile dysfunction, as is direct

trauma to the perineum, which can lead to

vascular problems.

Pathophysiology

Erectile dysfunction can be classified as psy-

chogenic, organic, or mixed psychogenic and

organic. That is, psychologic, neurologic,

hormonal, arterial, or cavernosal impairment fac-

tors alone or in combination may cause erectile

dysfunction. The mixed psychogenic and organic

form of erectile dysfunction is the most common.

Common psychological factors include perfor-

mance anxiety and personal and/or relationship

distress, which often result in lack of sexual

arousal, overinhibition, and decreased libido.

Erectile dysfunction may occur despite

experiencing sexual desire and maintaining the

ability to have an orgasm and ejaculate. Psychi-

atric disorders such as depression and schizo-

phrenia have been related to increased risk of

erectile dysfunction. Neurogenic causes of erec-

tile dysfunction include the presence of disorders

such as Parkinson’s disease, Alzheimer’s disease,
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stroke, and cerebral trauma, which often lead to

decreased libido or failure to initiate nerve

impulses or interrupted neural transmission that

lead to an inability to develop an erection.

Hormonal factors associated with erectile

dysfunction include hypogonadism and

hyperprolactinemia. Androgen deficiency may

also result in loss of libido and decreased noc-

turnal erections. Vasculogenic factors include

generalized penile arterial insufficiency and

veno-occlusive dysfunction. Inadequate arterial

flow may be the result of hypertension, hyperlip-

idemia, cigarette smoking, diabetes, and pelvic or

perineal trauma. Impaired veno-occlusion is

associated with old age, Peyronie’s disease,

structural damage to the cavernous muscle and

endothelium, and poor relaxation of the trabecu-

lar muscle, as well as diabetes and pelvic or

perineal trauma. Drug-induced erectile dysfunc-

tion may result from a number of antipsychotic,

antidepressant, and antihypertensive drugs that

affect central neurotransmitter pathways involv-

ing serotonin, androgen, and dopamine. Addi-

tionally, cigarette smoking is associated with

vasoconstriction and penile venous leakage and

chronic alcohol abuse is associated with

hypogonadism and polyneuropathy. Finally, old

age is associated with a progressive decline in

overall sexual function such that older men report

decreased penile sensitivity, decreased testoster-

one levels, less turgid erections, less forceful

erections, decreased ejaculation volume, and

lengthened refractory period between erections.

Age-related declines may be exacerbated with

comorbid medical conditions such as diabetes,

coronary heart disease, and chronic renal failure

that lead to neural and/or vascular dysfunction.

Diagnosis

Initial evaluation of a man presenting with

erectile difficulties includes a thorough examina-

tion of medical, sexual, and psychosocial histo-

ries, physical examination, and appropriate

laboratory tests. Psychosexual factors to consider

include alterations of sexual desire, ejaculation,

and orgasm, presence of genital pain, and life-

style factors, such as sexual orientation, pres-

ence of spouse or partner, and quality of the

relationship with the partner. Risk factors includ-

ing smoking, trauma, or surgery to the pelvic,

perineal, or penile areas, and prescription or rec-

reational drug use should be considered.

A detailed medical history should be taken and

evaluation may also include laboratory tests to

detect and rule out medical conditions that may

be the cause of or comorbid with erectile difficul-

ties and that may contraindicate certain therapies.

Testing of testosterone levels, vascular and/or

neurologic functioning, and monitoring of noc-

turnal erections may also be indicated in some

patients. A physical examination should be

conducted of the abdomen, penis, testicles, sec-

ondary sexual characteristics, and lower extrem-

ity pulses. The purpose of the initial evaluation is

to identify psychosocial dysfunctions and organic

comorbidities that contribute to erectile dysfunc-

tion. Assessment of patient’s (and partner’s)

goals of treatment and preferences should also

be conducted.

Treatment

Treatment of erectile dysfunction should address

all the contributing factors associated with erec-

tile difficulties. Appropriate treatment options

should be utilized in a stepwise fashion according

to medical expertise and patient preference.

Healthcare professionals should carefully assess

patients’ (and their partners’) goals for treatment;

patients should be made aware of the risk

involved with increasingly invasive treatments

so that well-informed decisions are made with

regard to the likelihood of treatment efficacy.

Cross-References

▶Aging
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Escape-Avoidance Coping
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Definition

Coping is a cognitive-behavioral process that

takes place in the context of a situation or condi-

tion perceived as personally relevant, challeng-

ing, or that exceeds an individual’s resources to

adequately deal with a problem. Coping styles

may be dysfunctional or maladaptive in various

contexts. Particularly in various patient groups, it

has been shown that patients tend to use signifi-

cantly more maladaptive strategies than healthy

controls. Maladaptive coping styles have been

shown to be associated with clinical features

(e.g., fatigue, impairment, illness burden, psy-

chosocial problems, or psychiatric comorbidity).

One of the best examined maladaptive coping

styles is escape-avoidance coping. Escape-

avoidance coping involves disengaging or

staying away from a stressful situation and its

behavioral and cognitive/emotional conse-

quences. Typical strategies in response to a

stressful situation might encompass cognitive

avoidance (“Refused to believe that it had hap-

pened”), avoidant actions (“Slept more than

usual”), denial (“Refused to believe that it had

happened”), or wishful thinking (“Wished that

the situation would go away or somehow be

over with it”) (examples are items of the Ways

of Coping Checklist which is the most widely

used instrument for assessment of coping styles).

It should be noted that, according to Lazarus,

coping strategies are not inherently adaptive or

maladaptive, but their effectiveness depends on

individuals’ personal circumstances, goals, and

expectations. Coping styles should be considered

in the context of stress-related cognitions and

their consequences in everyday life. Escape-

avoidant coping in a stress context may result

in an inadequate regulatory adaptation to stress
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as well as in exaggerated or prolonged stress

responses that may in turn be associated with

increased neuroendocrine, autonomic and

immune activation. Escape-avoidant coping

(and other coping styles) must be considered in

studies of risk factors, clinical course, pathophys-

iology, and therapy of illnesses relevant in behav-

ioral medicine.
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Synonyms

Dietary fatty acids

Definition

Essential fatty acids (EFA) are fats that cannot be

synthesized by the body and must be obtained

through diet. The two types are omega-3 fatty

acids from alpha linolenic acid and omega-6

fatty acid from linoleic acid. Omega-9 fatty acid

is necessary yet “nonessential” because the body

can manufacture a small amount on its own,

provided essential EFAs are present. EFAs are

used to support the cardiovascular, reproductive,

immune, and nervous systems.

The body has a very limited capacity for mak-

ing the omega-3 fatty acids eicosapentaenoic acid

(EPA) and docosahexaenoic acid (DHA) from

linolenic acid, so these are often classified with

essential fatty acids. EPA is believed to play

a role in the prevention of cardiovascular disease,

while DHA is necessary for proper brain and

nerve development.

The richest sources of omega-6 fatty acids are

safflower, sunflower, corn, and sesame oil. The

richest sources of omega-3 fatty acids are

flaxseed, sardines, salmon, cooked soybeans,

and halibut.

The current ratio of omega-6 to omega-3 fatty

acids in the typical American diet is approxi-

mately 11:1. However, the recommended ratio

is 4:1. High doses of supplemental EPA/DHA

have been shown to lower triglycerides in

patients with elevated triglycerides. The Ameri-

can Heart Association recommends two servings

of fatty fish a week to increase intake of EPA

and DHA.

Cross-References
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Synonyms

Gonadal female hormones; Sex hormones;

Steroid hormones

Definition

Estrogens represent a group of steroid hormones

that primarily influence the female reproductive

tract in its development, maturation, and func-

tion. There are three major hormones – estradiol,

estrone, and estriol – and estradiol is the predom-

inant one (Blair, 2010).

The major sources of estrogens are the ovaries

and the placenta (the temporary organ that serves

to nourish the fetus and remove its wastes); addi-

tional small amounts are secreted by the adrenal

glands, by the male testes, and by intracrine

synthesis in several peripheral cells/tissues

(i.e., adipose tissue, which is also an important

source of estrogen in postmenopausal women;

macrophages in inflamed tissues) (Cutolo et al.,

2004; Simpson, 2003).

Cholesterol is the parent molecule from

which all ovarian steroid hormones are formed.

Cholesterol is converted to pregnenolone, and

pregnenolone is converted to progesterone.

The steps in the conversion of progesterone to

the main estrogens – estradiol and estrone –

include the intermediate formation of several

androgens (male sex hormones): dehydroepian-

drosterone, androstenedione, and testosterone

(Blair, 2010).

Practically, androgens are precursors of estro-

gens: they are converted to estrogens through the

action of an enzyme known as aromatase

(Chumsri, Howes, Bao, Sabnis, & Brodie,

2011). The ovaries are the richest source of aro-

matase. Estradiol, the most potent estrogen, is

synthesized from testosterone. Estrone can be

formed from estradiol, but its major precursor

is androstenedione. Estriol, the weakest of

the estrogens, is formed from both estrone and

estradiol.

At its target tissues, the free hormone pene-

trates the cell surface and then binds to a protein

known as an estrogen receptor in the cytoplasm of

the cells (Gibson & Saunders, 2012). The estro-

gen-receptor complexes enter the cell nucleus,

where they influence the rate at which particular

genes are transcribed.

Recently, chemicals like xenoestrogens,

which can mimic endogenous hormones or inter-

fere with endocrine processes, may affect normal

estrogen signaling (Singleton & Khan, 2003).

Bone metabolic actions of estrogens are

related to bone development and bone mainte-

nance including the stimulation of bone forma-

tion and the closure of bone epiphyses, which

causes linear growth to cease at the end of

puberty, and the maintenance of bone throughout

the reproductive years, which limits bone resorp-

tion and preserves bone strength (Callewaert,

Sinnesael, Gielen, Boonen, & Vanderschueren,

2010).

However, estrogen replacement therapy to

treat menopause is not recommended, since

The National Cancer Institute found in 2003

a very significant drop in the rate of hormone-

dependent breast cancers among women, related

to the fact that millions of women stopped taking

E 710 Estrogen

www.heart.org
http://dx.doi.org/10.1007/978-1-4419-1005-9_100711
http://dx.doi.org/10.1007/978-1-4419-1005-9_101584
http://dx.doi.org/10.1007/978-1-4419-1005-9_101683


hormone therapy in 2002 after the results of

a major government study found the treatment

slightly increased a woman’s risk for breast can-

cer, heart disease, and stroke (Rossouw et al.,

2002).

Estrogens exert enhancing activities on the

immune humoral response (B-cell activities)

and are considered among risk factors involved

in the higher frequency of autoimmune diseases

in females (Schmidt et al., 2009). Estrogen

administration is contraindicated in patients

with active autoimmune diseases (i.e., systemic

lupus erythematosus); therefore, progestogen-

only pills offer a convenient and readily revers-

ible method of contraception that is suitable for

women with contraindications for estrogens

(Ahrendt, Adolf, & Buhling, 2010).

Increased intracrine synthesis (action of

local aromatases) and levels of peripheral estro-

gen metabolites (i.e., alpha-hydroxylated) are

observed in fluids of patients affected by autoim-

mune diseases (i.e., synovial fluid of rheumatoid

arthritis patients of both sexes) and in tissues

affected by cancer (i.e., both breast and prostate

cancer) (Cutolo, Sulli, & Straub, 2011; Cutolo,

Straub, & Bijlsma, 2007; Nelles, Hu, &

Prins, 2011).

Cross-References

▶ Immune Function
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Ethical Issues

Yoshiyuki Takimoto

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine,

The University of Tokyo, Bunkyo-ku, Tokyo,

Japan

Synonyms

Clinical ethics

Definition

Ethical issues arise in the situation where values

conflict. There are several ethical issues in the

area of behavioral medicine. One of typical eth-

ical issues is the problem of informed consent in

the clinical settings and the research involving

human subjects.

Ethics of behavioral therapy is a topic of eth-

ical issues in behavioral medicine to be proposed.

Ethics has been a priority among behavior thera-

pists. If the application of a technique can inflict

pain or clients are relatively powerless or are

involuntarily the subjects of treatment, ethical

concerns arise. The aversion technique is one of

major techniques causing behavioral modifica-

tion. However, using an aversion procedure

becomes one focus of ethical criticism in behav-

ioral therapy. In the case that clients cannot offer

informed consent due to lack their competency,

desirability of treatment outcome goals has to

be weighed against the rights of the client,

because using an aversion technique opposes

nonmalficience which is major principle of bio-

medical ethics. Behavior therapists ethically

ought to give positive consideration to reduce

the target behavior through nonaversive means

before applying an aversion procedure. Only

when the target behavior has been conclusively

shown to be impervious to other means, aversion

therapy should be used.

Cross-References
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Yoshiyuki Takimoto

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine,

The University of Tokyo, Bunkyo-ku, Tokyo,

Japan

Definition

Ethics is the study or examination of morality and

moral life. The concepts of ethics fall into two

main categories. The first category comprises

notions having to do with morality, virtue, ratio-

nality, and other ideals or standards of conduct

and motivation; second, notions pertaining to

human good or well-being and the “good life”

generally. Several major approaches to the study

of morality are encompassed under the broad

term “ethics.” Perhaps, the best-known approach

is normative ethics, which attempts to identify

those moral norms, values, or traits that should

be accepted as standards or guides for moral

behavior and moral judgment. Famous ethical

theories of normative ethics are deontology, con-

sequentialism, or virtue ethics. Deontology treats

moral obligations as requirements that bind us to

act, in large measure, independent of the effects

our actions may have on our own good or

well-being and, to a substantial extent, even inde-

pendent of the effects of our actions on the well-

being of others. Consequentialism contrasts with

deontology. In consequentialism, all moral obli-

gation and virtue are to be understood in terms of

good or desirable consequences. Virtue ethics is

conceiving what is admirable about individuals in

terms of traits of character, rather than in terms of

individual obedience to set of moral or ethical

rules or requirement.
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Synonyms

Research ethics committee

Definition

An ethics committee is a committee dedicated to

the rights and well-being of research subjects and

makes decisions regarding whether or not pro-

posed research studies are ethical to permit to go

ahead.

The emphasis on ethical research arose out of

concern regarding unethical experiments on

humans that occurred during the Second World

War. This led to the “Nuremberg Code,” which

continues to inform current day ethics statements.

This includes the ten basic principles that must be

observed when performing medical experiments

in order to satisfy moral, ethical, and legal con-

cepts (BMJa, 1996). The Nuremberg Code was

informed the Declaration of Helsinki, which was

devised in 1964 in order to meet the needs of the

biomedical community (BMJb, 1996). This has

been revised six times; the most recent version

was written in 2008. The Declaration of Helsinki

stipulates that research protocols should be

reviewed by specially appointed committee inde-

pendent of the investigator and the sponsor. It

also stipulates that research that does not directly

benefit the patient is restricted to healthy volun-

teers or for individuals where the experimental

design is not related to their illness. Importantly,

it also states that any research that does not have

ethical approval should not be accepted for

publication. Researchers are now increasingly

assessed for Good Clinical Practice as developed

by the International Conference on Harmoni-

zation (http://www.ich.org/home.html), which

developed from the Declaration of Helsinki.

In the UK, most research concerning human

subjects is required to be approved by ethics

committees prior to being conducted. This is

overseen by the National Research Ethics Service

(http://www.nres.npsa.nhs.uk/), which has the

following dual mission:

• To protect the rights, safety, dignity, and well-

being of research participants

• To facilitate and promote ethical research that

is of potential benefit to participants, science,

and society

A list of national ethics committees specializ-

ing in the ethical aspects of the life sciences,

biotechnology, agriculture, food safety, and

health can be found at: http://ec.europa.eu/

research/biosociety/bioethics/bioethics_ethics_

en.htm.

Links for key documents relating to ethics com-

mittees can be found at the following site: http://

www.privireal.org/content/rec/documents.php.
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Ethnicity
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Synonyms

Ethnic identity; Subethnic groups

Definition

Although there is no standardized definition for

ethnicity, it has generally been agreed upon that

ethnicity encompasses, but is not limited to, ele-

ments such as shared cultural background, cus-

toms and practices, values and norms, and

common language or religious traditions that are

usually maintained across generations and tied to

a collective sense of identity (Dein, 2006; Lee,

2009). Moreover, ethnicity is a complex and

dynamic concept that is dependent on both con-

text and time (Boykin & Williams, 2010; Dein,

2006; Lee, 2009).

Description

The concept of ethnicity is commonly used inter-

changeably with the term “race” within the health

literature, although both concepts are different

from one another. A clear distinction between

the two terms is that race is a scientifically

unfounded taxonomy that categorizes individuals

based on phenotypical characteristics (e.g., skin

color, facial features) and geographic origin; it is

a socially and ideologically constructed category

(Sheldon & Parker, 1992; Williams, Lavizzo-

Mourey, & Warren, 1994). Moreover, race has

poor predictive validity for biological differ-

ences, and the amount of genetic variation that

exists for any one particular ethnic group is larger

than that found between “racial” groups (Sheldon

& Parker, 1992), providing evidence for the lack

of biologic or genetic basis for racial categoriza-

tions (Lin & Kelsey, 2000). On the other hand,

despite that ethnicity is sometimes used in

research as a fixed term, a distinguishable feature

of it from that of race is that ethnicity is a much

broader concept that also captures notions of self-

and group identity (Sheldon & Parker, 1992).

Although the fluidity of boundary demarcations

as it relates to ethnicity (as can be noted, for

example, throughout the different U.S. Decennial

Census forms) is a limitation of the concept,

many social scientists advocate for the use of

“ethnicity” over “race” in order to avoid biolog-

ical reductionism. Indeed, many researchers

argue that ethnicity as a concept can better cap-

ture the environmental, cultural, behavioral, and

sociopolitical experiences that affect health and

illness (Dein, 2006). The term “ethnicity” is more

commonly used in other countries (e.g., the UK

and Canada) compared to the United States

(Boykin & Williams, 2010). Significantly,

despite that both majority and minority social

groups have an ethnicity, the term “ethnicity”
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has mostly been used (erroneously) to refer to

ethnic minorities (Sheldon & Parker, 1992).

Ethnic and racial health disparities have been

widely documented. However, the focus on eth-

nicity (and race) as fixed demographic categories

and etiological factors has limited researchers’

ability to adequately identify and delineate

underlying mechanisms of these disparities

(Sheldon & Parker, 1992). For example, despite

that scientists are increasingly using ethnicity

(and race) in biomedical and genetics research,

when ethnic (or racial) differences are found,

researchers typically fail to define the mecha-

nisms through which these social categories oper-

ate in their statistical models or in actual life

(Dein, 2006; Williams et al., 1994). Such

a practice runs the risk of erroneously attributing

noted differences in health status to ethnic minor-

ities themselves, which may further contribute to

pathologizing already socially marginalized

groups (Sheldon & Parker, 1992; Williams

et al., 1994). Similarly, ethnic differences in dis-

ease processes and/or health outcomes are usu-

ally attributed to culture, particularly to aspects of

diet, lifestyle, and behavioral practices (Sheldon

& Parker, 1992). However, researchers have

noted that ethnic differences in health are not

only due to behavioral and cultural factors but

also due to larger social processes and structures,

including historical, political, socioeconomic,

environmental, and contextual factors, as well

as discrimination and racism (Boykin &

Williams, 2010; Pierce, Foliaki, Sporle, &

Cunningham, 2004; Sheldon & Parker, 1992).

Methodological assessments of ethnicity in

health research have some limitations. For exam-

ple, a common methodological approach is that

ethnic groups are usually grouped together to

represent an ethnicity based on their national

origin. However, ethnic differences may exist

within national origin groups based on a number

of factors, including cultural and linguistic ones.

For example, whereas Mexican persons might be

grouped together, differences exist in ethnic

groups in Mexico (e.g., indigenous persons who

might also speak a different language). This may

apply to many other national origin groups that

are typically collapsed into one ethnic category.

Likewise, although there are certainly some

advantages to grouping all Latino or Asian sub-

groups into one ethnic category, for example, this

practice can simultaneously obscure the hetero-

geneity that exists among subgroups across

social, contextual, political, and historical con-

texts, which in turn may come to differentially

affect the health of such groups.

Given the diverging definitions, classifica-

tions, and use of ethnicity across geographic con-

texts and time, understanding disease processes

and outcomes as well as health/health service

disparities will require further and more explicit

clarification and assessment of ethnicity (and

race), as well as of mechanisms through which

both ethnicity and race may come to affect

health (e.g., discrimination, social class, access

to care) (Boykin & Williams, 2010; Lin &

Kelsey, 2000).
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Definition

The terms “etiology” and “pathogenesis” are

closely related to the questions of why and how

a certain disease or disorder develops. Models of

etiology and pathogenesis therefore try to account
for the processes that initiate (etiology) and main-

tain (pathogenesis) a certain disorder or disease.

Etiology

Etiology (consisting of two Greek terms for “ori-

gin” and “study of”) refers to the study of the

causes of a mental or physical disease. As parts of

the etiology of a respective disease, only causes

that directly initiate the disease process (and

therefore necessarily temporarily have to precede

the onset of the disease) are considered as etio-

logical factors. Etiological factors can thus be

considered as necessary conditions for the devel-
opment of a disease. The etiology of a certain

condition is mostly defined not only by one but

rather by the interplay of many different condi-

tions (biological, environmental, etc.). As an

example, the etiology of the common cold is

based on an infection by Rhinoviruses causing

a viral upper respiratory infection (e.g., Eccles &

Weber, 2009). Additionally, multiple environ-

mental and immunological factors modulate the

infectious etiology of the common cold (Eccles &

Weber, 2009). In the realm of mental disorders,

dysregulations of the endocrinological stress

system, especially the hypothalamic-pituitary-

adrenal axis (e.g., caused by early traumatic

experiences and early life stress), are considered

as etiological factors relevant for the develop-

ment of certain disorders (e.g., depression,

posttraumatic stress disorder, somatoform disor-

ders) (Ehlert, Gaab, & Heinrichs, 2001). How-

ever, in many complex mental and physical

disorders, the exact etiology is still either entirely

or partly unknown (e.g., depression, obesity).

Especially regarding mental disorders, the causes

of certain symptoms and syndromes remain

vague and speculative. An exception is the diag-

nosis of a posttraumatic stress disorder, in which

case the etiology is unambiguously defined by the

occurrence of a traumatic event.

Pathogenesis

Pathogenesis, in turn, refers to the process and

factors associated with the perpetuation and main-

tenance of a respectivemental or physical disorder.

Factors associatedwith the pathogenesis also com-

prise behavioral changes (e.g., avoidance of nor-

mal physical activities in chronic pain conditions)

that may maintain and even worsen a specific con-

dition (e.g., physical inactivity often aggravates

chronic pain conditions). Accordingly, pathoge-

netic factors, as opposed to etiological factors, do

not necessarily have to precede the onset of

a certain mental or physical disorder. As an exam-

ple, a depressive disorder might initially develop

as the result of early dysregulation in the stress

system paired with acute adverse or stressful life

events, but might be maintained and even exacer-

bated due to cognitive and behavioral pathogenetic
factors (e.g., social isolation, lack of physical activ-

ity, and ongoing self-blame).
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Synonyms

Assisted suicide; Physician-assisted suicide

Definition

Euthanasia is broadly defined as the practice of

ending a life as a means of relieving pain and

suffering. Assisted suicide refers to actions by

which an individual helps another person volun-

tarily bring about his or her own death. Despite

the fact that physician assisted suicide (PAS) is

illegal in most of the states in the USA, medical

practitioners often receive requests from patients

and their families to perform euthanasia, and

many clinicians honor these requests. The rea-

sons for these requests have not been well stud-

ied, but it appears that it involves a complex

combination of physical and psychosocial

symptoms and concerns. Euthanasia is cur-

rently legal in a small number of US states

(Montana, Oregon, and Washington) and a

limited number of European countries. The

American College of Medical Quality (2001)

has published guidelines for physicians

confronted with a patient’s request for physi-

cian-assisted suicide.

Euthanasia and PAS remain extremely contro-

versial due to the moral, ethical, and religious

issues that surround them. There are strong

arguments for and against the legalization of

PAS and euthanasia in the USA. One concern

regarding the practice of euthanasia and PAS is

the established association between depression

and requests for euthanasia. Research suggests

that euthanasia requests from depressed patients

are often transitory, while in nondepressed,

severely ill patients, the desire to hasten death

tends to be enduring.
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Synonyms

Evidence-based behavioral practice; Evidence-

based medicine; Evidence-based practice;

Evidence-based psychological practice

Definition

Evidence-based behavioral medicine (EBBM) is

that branch of the evidence-based practice (EBP)

movement that addresses behavioral interven-

tions to promote health and mitigate the impact

of illness. Evidence is comprised of research

findings derived from the systematic collection

of data through observation and experiment and

the formulation of questions and testing of

hypotheses. Evidence-based practice is an

approach that aims to improve the process

through which high quality scientific research

evidence can be obtained and translated into

best practical decisions to improve health. The

evidence-based practice movement establishes

consensus on the standards used to conduct,

report, evaluate, and disseminate research results

so as to increase their uptake and impact on

practice and policy. Best available research is

defined as best in quality, according to consensu-

ally accepted scientific standards for different

kinds of questions, and most contextually

relevant. Evidence-based practice entails the use

of conscientious, explicit decision making that

integrates consideration of best available

research evidence, client characteristics, and

resources. Many practical decisions relevant to

evidence-based practice concern the selection of
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an assessment or intervention. Whereas the treat-

ments evaluated in evidence-based medicine

usually involve drugs or devices, those appraised

in evidence-based behavioral medicine more

often comprise non-drug, non-device, behavioral

or psychosocial interventions.

Description

History of Evidence-Based Practice

The evidence-based practice movement began as

an effort to distinguish valid health practices

from illegitimate ones. By now, all major health

professions endorse evidence-based practice, and

the Institute of Medicine identifies EBP as a core

competence for all twenty-first-century health

professionals (Greiner & Knebel, 2003). The

EBP movement emerged from evidence-based

medicine (EBM) and can be traced to three influ-

ences on the history of medicine in the twentieth

century: the Flexner Report, the Cochrane Collab-

oration, and the clinical epidemiology group at

McMaster University.

First, the Flexner Report, commissioned by the

American Medical Association and the Carnegie

Foundation and published in 1910, represented

a major effort to reform medical education by

placing it on a scientific foundation. To prepare

the Report, Abraham Flexner, a research scholar at

the Carnegie Foundation for the Advancement of

Teaching, surveyed 155 medical schools that were

in operation in the United States and Canada.

Flexner severely criticized the training offered by

many medical schools. He described a curriculum

that was not based on science, lax clinical training,

and a predominant profit rather than public service

motivation for many schools’ existence (Flexner,

1910). The Flexner Report established an educa-

tional quality standard that many existing medical

schools could not meet. In consequence, by 1935,

more than half of all medical schools had been

closed (Beck, 2004).

A secondmain catalyst for the EBMmovement

arose from British epidemiologist, Archibald

Cochrane’s efforts to establish a rational, system-

atic basis for determining health care coverage

(Cochrane, 1972). Cochrane argued that because

resources for health care are inevitably limited, it

is essential that scarce dollars only be allocated for

procedures of demonstrable worth. His conclusion

that Randomized Controlled Trials (RCTs) offer

the most reliable, unbiased method to evaluate the

effectiveness of treatments led others to formulate

a hierarchy of evidence. According to this evi-

dence hierarchy, findings from high quality

RCTs are given greater credence than those from

observational studies, case studies, and expert

opinion when making determinations about

whether a treatment works. To aggregate and dis-

seminate findings from RCTs, Cochrane’s fol-

lowers established the worldwide network known

as the Cochrane Collaboration (www.cochrane.

org), whose contributors track, critically appraise,

synthesize, and disseminate RCT findings via the

internet.

A third engine that drove EBM forward was

the group of clinical epidemiologists working at

Canada’s McMaster University in the 1990s

under the leadership of David Sackett and

Gordon Guyatt. This group’s ambitious agenda

was to close the research-to-practice gap by

socializing physicians to engage in lifelong

learning about new research findings (Sackett &

Rosenberg, 1995a, 1995b). The McMaster team

was motivated by evidence that clinicians

primarily implement practices learned during

training but neglect alternative, new, and

often more efficacious treatments (Isaacs &

Fitzgerald, 1999). In order to encourage physi-

cians to routinely ask questions and consult

research, the group developed methods that

allowed practitioners to find, appraise, and

apply research results during the actual clinical

encounter. They encountered resistance from

clinicians who felt that an exclusive emphasis

on research devalued the importance of clinical

expertise to quality care provision (Haynes

et al., 1996). To overcome that barrier and

encourage clinical implementation, Gordon

Guyatt renamed the approach “evidence-based

medicine,” in place of the earlier phrase “scien-

tific medicine” (Guyatt et al., 1992). Instead of

a single circle (research), subsequent models of

evidence-based medicine have used a “three

circles” or “three legged stool” model of EBM.
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That is to say, they depict evidence-based prac-

tice as tying together research, patient character-

istics, and expertise (Haynes et al., 1996; Sackett,

Rosenberg, Gray, Haynes, & Richardson, 1996).

From EBM to EBBM

A necessary precondition for EBBM was to

consider carefully how well the core principles

of evidence-based medicine apply to research on

behavioral (non-drug, non-device) interventions.

That evaluation was undertaken initially by

the Society of Behavioral Medicine’s EBBM

Committee, established in 2000 with support

from the National Institutes of Health (NIH)

Office of Behavioral and Social Science Research

(OBSSR) under Acting Director, Peter

Kaufmann. The EBBM Committee, first chaired

by Karina Davidson, defined its scope to include

behavioral interventions that prevent disease,

promote health and adherence to treatment, or

change biological determinants of behavioral

conditions (Davidson et al., 2003). Initial efforts

were dedicated to familiarizing behavioral

medicine researchers with the CONSORT guide-

lines that support comprehensive, transparent

reporting of RCTs in medical journals (Schulz

et al., 2010a). Partly as a result of the Commit-

tee’s efforts, the CONSORT guidelines were

adopted by journals that publish behavioral med-

icine RCTs, including the Annals of Behavioral
Medicine, Health Psychology, International

Journal of Behavioral Medicine, and Journal of

Consulting and Clinical Psychology. Additional
efforts to improve the quality of behavioral med-

icine clinical trials addressed a frequent weakness

in their analytic approach, i.e., failure to use the

intent to treat principle whereby all randomized

participants are included in study analyses

according to the condition to which they were

assigned (Pagoto et al., 2009; Spring, Pagoto,

Knatterud, Kozak, & Hedeker, 2007).

Still other efforts of the EBBM Committee

addressed common fears and misperceptions

about what evidence-based practice entails

(Spring et al., 2005). One frequent misunder-

standing is that the approach neglects all but

RCT evidence. Actually, the principle is that the

optimal research design depends upon the

question being asked. For example, a prognostic

question about the likely course of a patient’s

condition is answered more effectively by an

observational cohort study than by an RCT.

Also addressed was the misperception that

evidence-based practice equates to cookbook

treatment and the false belief that RCTs inevita-

bly exclude complex patients in real world

settings.

From EBBM to EBBP to, Simply, EBP:

The Conceptual Model

By 2006, the U.S. health care crisis had arrived.

With it came the need for and promise of a better

integrated system of care that addresses mental as

well as physical health and prevention as well as

care of the sick, and that accomplishes all this by

the coordinated efforts of an interprofessional

team. A horizon scan made apparent the need to

upgrade and harmonize the approach to evidence-

based behavioral practice across the health pro-

fessions that offer behavioral interventions.

Accordingly, OBSSR sponsored the Council on

Evidence-Based Behavioral Practice (EBBP),

chaired by Bonnie Spring, and its scientific and

practitioner advisory boards. Composition of

these groups was determinedly interprofessional,

combining representatives from medicine,

nursing, psychology, social work, public health,

and information sciences (www.ebbp.org). The

Council’s first task was to formulate a conceptual

model that could accommodate the diverse his-

toric traditions as well as the individual and

population level behavioral interventions that dif-

ferent health professions implement.

Medicine’s initial conceptual model of evi-

dence-based practice had emphasized a single

parameter: research. EBM was defined simply

as “the conscientious and judicious use of current

best evidence in making decisions about the care

of individual patients” (Sackett et al., 1996).

Subsequent EBM definitions emphasized the

need to balance considerations in addition to

research: For example, “Evidence-based medi-

cine requires the integration of the best research

evidence with clinical expertise and the

patient’s unique values and circumstances”

(Strauss, Richardson, Glasziou, & Haynes, 2005).
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The EBBP Council worked to integrate the his-

toric conceptualizations of evidence-based prac-

tice developed in medicine, nursing, psychology,

public health, and social work (Satterfield

et al., 2009). The aim was to develop a new,

harmonized conceptual model suitable to be

shared by the more diverse interprofessional

health care teams of the future, whose members

all require core competency in EBP (Greiner &

Knebel, 2003). Because the shared conceptual

model supports jointly held vocabulary,

foundational assumptions, and practice principles

that unite the team, a unified model of evidence-

based practice supplants the need to have sepa-

rate models for different disciplines or for behav-

ioral versus medical interventions (Satterfield

et al., 2009; Spring & Hitchcock, 2009).

The interprofessional model of evidence-

based practice appears in Fig. 1.

Note that the model depicts three circles (data

strands) that need to be integrated in EBP and that

evidence-based decision making is shown as the

skill that knits these strands together. As in all

prior EBP models, best available research evi-

dence remains a circle, occupying the top

position because it reflects the cumulative, unbi-

ased body of knowledge about what is effective

for the health issue. The client’s characteristics,

including current state, prior history, values, and

preferences, are a second key data strand that

needs to be integrated by engaging the client in

shared decision making. The third data strand

involves resources because these can constrain

the available treatment options. Resources

include influences such as insurance coverage,

other financial resources, available trained inter-

ventionists, community facilities, and time or

capability to access treatment. The surrounding,

outer circle acknowledges that, inevitably, EBP

occurs in a particular organizational and environ-

mental context that will influence what interven-

tions are endorsed and how readily they can be

implemented.

Health Professionals’ Roles in EBP

It is no understatement to say that “it takes

a village” to sustain the infrastructure of

evidence-based practice. As shown in Fig. 2,

health professionals can play three different and

essential roles in relation to EBP. First, as pri-

mary researchers, they directly contribute to

creating the evidence base. They develop new

interventions, and they design, conduct, analyze,

and report research that evaluates the efficacy and

effectiveness of treatments. If random assign-

ment to treatments is feasible, they will usually

conduct RCTs. If it is not, as is often the case for

policy interventions, they may use alternative

designs, such as intermittent time series to eval-

uate whether a treatment works.

Best available
research
evidence

Decision-Making

Client/Population
characteristics,
state, needs,

values, &
preferences

Resources,
including

practitioner
expertise

Environment &
organizational

context

Evidence-Based
Behavioral
Medicine (EBBM),
Fig. 1 The three circles of

interprofessional evidence-

based practice (Source:

Spring & Hitchcock, 2009)
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In the second role, as systematic reviewers,

health professionals are evidence synthesizers.

They aggregate primary research that was

conducted by others to create and disseminate

research syntheses that can be accessed effi-

ciently and used by practitioners. The research

synthesizer role is a critical underpinning in the

infrastructure of EBP. Because of the rapid pace

at which the scientific literature proliferates, few

full-time practitioners can stay comprehensively

abreast of new research, while also managing

their patient care responsibilities. Systematic

reviewers play a critically important role in

EBP. By culling and analyzing the full body of

new and old studies that address clinically impor-

tant questions and disseminating their findings to

clinicians in the form of pithy summaries, they

make the EBP enterprise feasible for practi-

tioners. To accomplish this, systematic reviewers

first develop a comprehensive and unbiased pro-

tocol to locate the primary research that addresses

a practical question. Having acquired the relevant

studies, they critically appraise, extract, and syn-

thesize the data to provide an answer. Depending

upon the heterogeneity of the interventions and

study designs included in the review, they may

synthesize and report the findings solely qualita-

tively or also quantitatively, using meta-analysis.

Systematic reviewing is itself a sophisticated and

evolving form of research methodology that is

increasingly used as the basis for health policies,

including practice guidelines.

Finally, in the third role as practitioners, health

professionals play the most complex and chal-

lenging role in EBP. The clinician extracts and

uses data from each of the three EBP circles.

Clinicians are research consumers: They access

research evidence and appraise its quality and

relevance for their context. For efficiency in

a busy practice context, clinicians are advised to

turn first to the secondary, synthesized, critically

pre-appraised sources of evidence such as sys-

tematic reviews or the evidence-based practice

guidelines to be found on www.guidelines.gov.

However, in some instances, there may be no

applicable treatment guidelines or systematic

review, requiring the clinician to search the pri-

mary literature to locate relevant original

Best available
research
evidence

Decision-Making

Client/Population
characteristics,
state, needs,

values, &
preferences

Primary
Researcher

Systematic
Reviewer

Practitioner
Resources,
including

practitioner
expertise

Environment &
organizational

context

Evidence-Based Behavioral Medicine (EBBM), Fig. 2 Health professionals’ roles in EBP
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research. Moreover, the health professional

adopting the practitioner role interacts more

directly than either primary researchers or evi-

dence synthesizers with the remaining two circles

of the EBP model: client characteristics and

resources. To simplify the practitioner’s complex

job, the 5-step evidence-based practice process,

shown in Fig. 3, maps out a recommended series

of steps that practitioners can follow in order to

address each of the three circles.

The Five Steps of Evidence-Based Practice

Evidence-based practice entails both a

conceptual model (shown in Fig. 1) and the

5-step process shown in Fig. 3. Each step repre-

sents an integral part of the EBP process and

a competency to be mastered by the clinician.

Note that assessment is assumed to precede the

onset of the EBP process and to recur throughout

it, rather than being considered a formal step.

Step 1 is to ask questions that are formulated

and structured in a manner that facilitates finding

the relevant research. Step 2 is to acquire the best

available evidence regarding the question. Step 3

is to critically appraise the evidence on two

parameters: its validity and its applicability to

the problem at hand. Step 4, Apply, is the most

complex phase in the EBP process and the step

that links most directly to the conceptual model

depicted in Fig. 1. Apply is the step during which

the practitioner engages in evidence-based deci-

sion making that balances and integrates best

available research evidence, client characteristics,

and resources to determine a treatment approach.

Moreover, to increase the likelihood of treatment

uptake and adherence, it is important for the deci-

sion-making process to be shared with the affected

individual(s) and/or group(s). Choosing and col-

laboratively applying the best research-supported

intervention represents a beginning rather than an

end to the EBP process. The treatment supported

by best available evidence will be the one that has

proved cumulatively most effective for the aver-

age patient in an average environment. But what

matters most for the evidence-based practice pro-

cess is the single (N ¼ 1) patient under the clini-

cian’s care. Step 5, the final step in the EBP

process is to assess that client’s response to the

intervention, analyze progress, and, if warranted,

adjust the course of treatment.

Educational Resources

The www.ebbp.org website created by the

NIH-sponsored EBBP project offers access to

information, tools, and training modules that

facilitate research-to-practice translation for

behavioral medicine. Nine online modules are

available free of charge, covering a mixture of

content relevant to learning objectives in research

or practice. Free registration in the online portal

conveys access to pre- and post-tests for each

module and enables learners to stop and save

their progress on a partially completed module.

Of particular relevance to primary researchers are

the learning modules about Randomized Con-

trolled Trials, as well as the module on Critical

Appraisal. The Critical Appraisal module offers

an overview of the strengths and weaknesses of

alternative research designs for evaluating

whether a treatment works. A module on System-

atic Evidence Reviews provides an introduction

to research synthesis for learners interested in

exploring that activity. The module on Searching

for Evidence offers useful tips about search strat-

egies for practitioners as well as primary

researchers. Its overview of the many available

online research databases is of particular

relevance for systematic reviewers.

The remaining modules are geared particu-

larly toward those trying to conduct research to

Appraise

Apply

Client/Community
Assessment

Analyze &
Adjust

(Evaluation,
Dissemination,
& Follow-up)

Acquire

Ask

The 5 Steps of
Evidence-Based

Practice

Evidence-Based Behavioral Medicine (EBBM),
Fig. 3 Five steps of evidence-based practice (Source:

www.ebbp.org)
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practice translation in behavioral medicine. Of

these, three are oriented toward clinicians who

work with individuals or practitioners who work

with communities or populations. The EBBP

Process module provides an overview of how to

perform the 5-step evidence-based practice

process. The learner is given a choice about

whether to work with either an individual or

a community. Two separate modules on Shared

or Collaborative Decision Making illustrate how

to engage individuals or communities, respec-

tively, in the Apply step of the evidence-based

practice process. These Process and Shared

Decision-Making modules are highly interac-

tive and experiential, giving learners an oppor-

tunity to experiment, make mistakes, and ask

experts while practicing new learning in a safe

environment. Finally, the Stakeholder and

Implementation Modules are intended to be

used by both researchers and practitioners

wishing to engage in collaborative translational

research about evidence-based practice. Featur-

ing a series of interview clips with academic

researchers, clinicians, and community advo-

cates, the Stakeholder module presents a

glimpse of widely varying worldviews about

research. The final Implementation module pre-

sents a conceptual model of implementation

science and offers two different case studies of

successful implementation of evidence-based

behavioral programs: one involving in-person

training and the other involving internet-

delivered training.

The resources at www.ebbp.org are meant

to be used by either individual learners or by

instructors as part of a course on research

methods, interventions, or evidence-based

practice. In addition to tools provided by the

EBBP project, other online tutorials about

evidence-based practice are made available by

both University of North Carolina and Vanderbilt

University.
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Definition

Executive function (EF) is an emergent quality of

cognitive function that arises from the operation

of several brain structures situated at least partly
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in the prefrontal cortex of the human frontal

lobes. These cognitive operations are minimally

reducible to the ability to inhibit prepotent

responses, hold items in working memory,

and direct attention. These core abilities in turn

potentiate a variety of behavioral tendencies

that include the capacity to avoid impulsive

responding, the ability to remain mindful of and

effectively pursue goals, the ability to avoid dis-

traction, and the capacity to delay gratification.

Description

Interest in EFs emerged predominantly from the

study of “frontal lobe” patients, or individuals

who have sustained damage to the frontal lobes

of the brain. Such individuals were initially

observed to demonstrate intact general cognitive

abilities, but evidenced specific impairments in

several areas of function that were thought to be

central to notions of personality and everyday

social functioning. Early clinical descriptions of

these patients in the neurological literature led to

more specific formulations of the operations of

the frontal lobes (see Stuss & Knight, 2002) and

to vigorous inquiry regarding the nature of the

concept of executive function itself in cognitive

psychology.

EFs are thought to be a set of related cognitive

operations that are housed within the frontal lobe

of the brain, and they are specifically associated

with the operation of the prefrontal cortex. As

a group of related cognitive processes, EFs

exhibit both unitary and diversity of function

and so can be understood in relation to both

their general level of operation, or the operation

of the specific subfacets (Miyake et al., 2000).

Some of the subfacets of general EF include

behavioral inhibition, working memory, and

task switching abilities. However, there are

several conceptualizations of the structure of the

executive system, which give prominence to one

or more of these components (see Shallice, 1988).

Executive functions are frequently measured

using a variety of neuropsychological tests. These

include, but are not limited to, the following: the

Stroop test, the go-no go test, trails B, digit symbol

(subtest of the Wechsler Adult Intelligence

Scales), Tower of London/Hanoi, Iowa gambling

task, stop signal, and the flanker task. Many of

these have been used for decades and represent

a class of tasks with similar characteristics, rather

than single tasks with exactly specified parame-

ters. For example, the Stroop task involves view-

ing a series of color names (i.e., the word “red”)

displayed one at a time. The respondent is

required to name the color of font – ignoring the

word itself – as quickly and accurately as possi-

ble. On some trials, the font color matches the

word (i.e., the word “red” is presented in red font;

“concordant trials”), and on other trials, the font

color is inconsistent with the word itself (i.e., the

word “red” is presented in blue font; “discordant

trials”). The dependent measure may be any

number of parameters including the reaction time

on correct trials, error rate, or ratio of reaction

times on discordant versus concordant trials. The

actual modality of presentation of the stimuli and

responses varies depending on the specific require-

ments of the researcher, as do the number of trials.

The Stroop test is thought to measure predomi-

nantly the inhibition facet of EF, though strong

performance would naturally also correlate with

working memory and attention as well.

In addition to such “behavioral” measures of

EF, there is considerable interest in measurement

of the activation of the underlying brain structures

that give rise to EFs. Such approaches to imaging

EF engagement include functional magnetic

resonance imaging (fMRI), electroencephalogram

(EEG), positron emission tomography (PET), and

functional near-infrared spectroscopy (fNIRS).

Individual differences in EF are subject to

both strong dispositional influences and potential

for state-like fluctuation. For instance, EFs are

among the most sensitive cognitive functions to

the adverse effects of chronic health conditions,

as well as the effect of both natural and patholog-

ical aging processes (e.g., Alzheimer’s disease

and other dementias). Nonetheless, in the absence

of disease-related cognitive decline, individual

differences in EF among cognitively intact indi-

viduals are subject to substantial genetic loading

(the latter including both genetic and gene

x environment interactions).
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Interest in EFs in the field of behavioral

medicine has increased partly as a function of

the significance of EFs for self-regulatory pro-

cesses in health behavior performance, emotional

regulation, and mortality (Hall & Fong, 2007).
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Exercise

Jordan Carlson

Public Health, San Diego State University,

University of California San Diego,

San Diego, CA, USA

Synonyms

Leisure physical activity; Physical activity

Definition

Any bodily movement produced by skeletal

muscles that results in an expenditure of energy

(Caspersen, Powell, & Christenson, 1985).

Description

The term exercise is often used interchangeably

with the term physical activity but is more

appropriately used to refer to leisure physical

activity performed for fitness or pleasure.

Domains of Physical Activity

The way people spend their time can be

categorized into five domains: sleep, leisure,

occupational, transportation, and household

(SLOTH; Pratt, Macera, Sallis, O’Donnell, &

Frank, 2004). Physical activity can occur in

each domain but is not likely to occur during

sleep. Most efforts to promote physical activity

have focused on leisure physical activity, which

is activity engaged in during free time, often

for fitness or pleasure. This includes working

out, playing sports, and recreational walking.

Occupational physical activity is any movement

resulting in energy expenditure that occurs while

working. A person working in manual labor

likely engages in more occupational physical

activity than someone working a desk job. Trans-

portation physical activity is activity engaged

in for the purpose of getting from one place

to another, such as walking or bicycling to

a destination (e.g., grocery store). Transportation

walking declined drastically during the twentieth

century and is viewed as a promising domain for

physical activity promotion (Handy, Boarnet,

Ewing, & Killingsworth, 2002). Household

physical activity includes household chores, such

as washing dishes, and is not typically a focus of

physical activity promotion.

Types of Physical Activity

There are four primary types of physical activity

(Sallis & Owen, 1998). Aerobic activity

(also called cardiovascular exercise) involves

large muscle movement for a sustained period

of time. Examples include walking, running,

bicycling, and swimming. Aerobic activity is

often the focus of physical activity promotion

efforts. Anaerobic activity involves muscles

working against an applied force, such as

resistance training and weightlifting. Bone-

strengthening activity involves weight-bearing
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exercises that strengthen the body’s bones,

such as squats and body extensions. Flexibility

exercises, such as stretching, are those that increase

the range of movements of joints and muscles.

Physical Activity Intensity levels

Movement is commonly classified into four inten-

sity levels based on the amount of energy used by

the body per minute of activity. Sedentary activity

refers to no or little body movement and often

involves sitting (for more information, see

“▶Sedentary Behaviors”). Light-intensity physi-

cal activity refers to slight body movements that

lead to energy expenditure but are not strong

enough to be considered moderate or vigorous.

Moderate-intensity physical activity is the primary

intensity level promoted in behavioral medicine.

Moderate-intensity physical activity is often

defined as activity during which a person’s heart

rate is 50–70% of his or her maximum heart rate

(obtained by subtracting the person’s age from

220). This generally includes brisk walking, danc-

ing, gardening, and bicycling. Vigorous-intensity

physical activity occurs when a person’s heart rate

is 70–85%of his or hermaximumheart rate. Exam-

ples of vigorous-intensity activities include race

walking, jogging, running, and hiking (Centers for

Disease Control and Prevention (CDC), 2010).

Benefits of Physical Activity

Considerable evidence suggests that regular

physical activity reduces the risk of many adverse

health outcomes, such as cardiovascular disease,

type 2 diabetes, some cancers, and mortality

(Blair et al., 1996; Haskell, Blair, & Hill, 2009).

Physical activity is also beneficial for mental

health and quality of life and has been success-

fully used as a treatment for mental health

disorders such as depression (Dunn, Trivedi, &

O’Neal, 2001). Most health benefits occur with at

least 150 min a week of moderate-intensity

physical activity; additional benefits occur with

more physical activity, and some physical

activity is better than none (U.S. Department of

Health and Human Services, 2008). For more

information on health-related benefits of physical

activity, see “▶Physical Activity and Health,

▶ Physical Activity.”

Physical Activity Recommendations

The US Department of Health and Human

Services produced physical activity guidelines

for children/adolescents, adults, and older adults

(U.S. Department of Health and Human Services,

2008). The recommendations are as follows:

• Children and adolescents should engage in at

least 60 min of physical activity daily, includ-

ing vigorous-intensity physical activity at

least three days a week. As part of their

60 min or more of daily physical activity,

children and adolescents should include mus-

cle-strengthening physical activity on at least

three days of the week and bone-strengthening

physical activity on at least three days of

the week.

• Adults should engage in at least 150 min of

moderate intensity, or at least 75 min of vigor-

ous-intensity physical activity per week. Aero-

bic activity should be performed in episodes of

at least 10 min. Adults should also do muscle-

strengthening activities that are moderate or

high intensity and involve all major muscle

groups on two or more days a week.

• Older adults (� age 65) have the same guide-

lines as other adults, except when older adults

cannot do 150 min of moderate-intensity aer-

obic activity a week because of chronic con-

ditions, they should be as physically active as

their abilities and conditions allow.

Prevalence of Physical Activity in the United

States

Nationally representative data showed that in

2007, 64.5% of US adults met the US Department

of Health and Human Services physical activity

guidelines. Women, older adults, people of

racial/ethnic minority, less educated people, and

those who were obese reported lower amounts of

physical activity (Carlson et al., 2008). This data

is based on how much physical activity people

report they are doing. Objective physical activity

rates were measured in 2004 using physical

activity monitoring devices. Results were that

fewer than 42% of children, 8% of adolescents,

and 4% of adults met physical activity guidelines

(Troiano et al., 2008). Although physical activity

prevalence rates vary drastically when measured
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with self-report versus physical activity monitors,

prevalence rates found using each method point

to a need for increasing physical activity.
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Exercise and Cancer

▶Cancer and Physical Activity

Exercise Testing

Alexandre Morizio and Simon Bacon

Department of Exercise Science, Concordia

University, Montreal Behavioral Medicine

Centre, Montreal, QC, Canada

Synonyms

Physical fitness testing; Stress testing

Definition

Exercise testing is a method used to evaluate a

number of physiological parameters and condi-

tions, such as heart and lung capacities and pathol-

ogies, as well as physical ability. Clinical exercise

tests, which evaluate vital organ functioning, are

typically designed to incorporate large muscle

groups, and these tests use modalities such as

treadmills or cycle ergometers. Maximal exercise

testing protocols are structured to be progressive to

the point of exhaustion, whereas submaximal

exercise tests are conducted at a lower exercise

intensity in a single-stage or multistage protocol

and are terminated at a predetermined point.

An individual performs an exercise test, and

data is collected by the test administrator. The

collected data/information can then be analyzed

to assess the nature of the physiological measure

or disease/condition that the test was specifically

designed to evaluate. Exercise tests can not only

be used as diagnostic tests, such as in the case
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of evaluating heart conditions, but are also

an important part of designing safe exercise

programs for patients with a chronic disorder.

In addition, exercise tests can also be used

to monitor the improvements or detriments

resulting from the individual’s treatments or

physical training: an exercise test is conducted

before the treatment to establish a baseline and

then conducted again after the treatment; the

effects of the treatment can then be evaluated.

It is also important to note that, in the case of

exercise testing batteries, where more than

one exercise test will be administered at a given

time, the order of the tests may alter the results.

For example, nonfatiguing exercise tests and

exercise tests requiring muscular coordination

should be conducted before fatiguing tests so

as to not tire out the individual prematurely.

By carefully selecting the order of the tests in

the exercise testing battery, one can ensure more

accurate results.
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Exercise Tolerance Test

▶Maximal Exercise Stress Test

Exercise, Benefits of

▶ Isometric/Isotonic Exercise

Exercise-General Category

▶ Isometric/Isotonic Exercise

Exhaustion

▶ Fatigue

Expanded Attributional Style
Questionnaire (EASQ)

▶Optimism and Pessimism: Measurement

Expectancy

▶Nocebo and Nocebo Effect

Expectancy Effect

▶ Placebo and Placebo Effect

Experience Sampling

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

ESM; Experience sampling method
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Definition

The experience sampling method (ESM) is an

attempt to provide a valid instrument to describe

variations in self-reports of mental processes.

It can be used to obtain empirical data on the

following types of variables: (a) frequency and

patterning of daily activity, social interaction,

and changes in location; (b) frequency, intensity,

and patterning of psychological states, i.e.,

emotional, cognitive, and conative dimensions

of experience; (c) frequency and patterning

of thoughts, including quality and intensity of

thought disturbance (Csikszentmihalyi & Larson,

1987).

ESM represents a valuable way of assessing

clinical phenomena in real-world settings and

across time. It can be used in various settings.

In ESM studies, participants are required to fill in

questions about their current thoughts, feelings,

and experiences when prompted by an electronic

device (e.g., a wristwatch, PDA). Entries are typ-

ically made at fixed or random intervals over

a period of days (a week is a typical period).

Briefing, debriefing, which sampling procedure

to use, adherence, data management, and analyt-

ical issues must be considered carefully in

the study design phase to ensure optimum data

collection and hence optimum results from

the study.

A growing body of research suggests that

momentary assessment technologies that sample

experiences in the context of daily life represent

a useful and productive approach in the study

of behavioral phenotypes, and a powerful addi-

tion to mainstream cross-sectional research

paradigms (Myin-Germeys et al., 2009). These

authors described momentary assessment strate-

gies for psychopathology and presented a

comprehensive review of research findings illus-

trating the added value of daily life research for

the study of (1) phenomenology, (2) etiology,

(3) psychological models, (4) biological mecha-

nisms, (5) treatment, and (6) gene-environment

interactions in psychopathology. They concluded

that variability over time and dynamic patterns of

reactivity to the environment are essential fea-

tures of psychopathological experiences that

need to be captured for a better understanding of

their phenomenology and underlying mecha-

nisms (Myin-Germeys et al.).

The last decade has seen an increase in the

number of studies employing the ESM in clinical

research (see Trull & Ebner-Priemer, 2009).

Further research is needed to examine the

optimal equipment and procedure for different

clinical groups. Consider for example psychiatric

studies. Despite its theoretical advantages, using

this methodology in psychiatric populations is

challenging (Palmier-Claus et al., 2011).
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Experimental Analyses

▶Hypothesis Testing

Experimental Designs

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

There are two fundamental types of study design:

experimental and nonexperimental (Piantadosi,

2005). Piantadosi defined an experiment (an

experimental design) as a series of observations

made under conditions in which the influ-

ences of interest are controlled by the research

scientist. In contrast, in nonexperimental stud-

ies, the research scientist collects observations

but does not exert control over the influences of

interest.

The classic example of an experimental design

is the randomized clinical trial, in which the

subjects (participants) are randomized to one of

two or more experimental groups, thus receiving

the intervention given to all members of each

group. The simplest form of this design contains

an experimental group receiving the intervention

of interest (e.g., a behavioral intervention to

lower blood pressure) while a second group

receives a control intervention. The results

obtained for each group are then compared to

examine any statistically significant and clini-

cally significant differences between the groups.

Two commonly used designs are the cross-

over design and the parallel groups design. In

the first, each subject will receive each inter-

vention, while in the second different groups of

subjects receive just one of the interventions.

When possible, the crossover design is prefera-

ble since each subject acts as his or her control

subject.
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J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,
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Definition

As noted in the ▶Experimental Designs entry,

experimental designs are those in which the influ-

ence(s) of interest are controlled by the research

scientist. An experimental group is a group of

subjects who receive a particular treatment or

intervention. Experimental subjects are randomly

assigned to one of the treatment groups so that

many potential influences that cannot be con-

trolled for (e.g., sex, height, and weight) are

likely to be as frequent in one experimental

group as they are in the other.

It should be noted that the term “treatment

group” is related to the term “experimental

group,” but they are not synonymous. Experi-

mental groups can be thought of as a subset of

treatment groups, i.e., groups formed by research

scientists before administering the treatment or

intervention of interest. Treatment groups can be

formed retrospectively. For example, a research

scientist may wish to collect follow-up data for

patients who received two kinds of intervention

for the same illness or condition. A simple exam-

ple might be to determine the percentages of

patients still alive 10 years following the
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cessation of Treatment A and Treatment B, two

treatments given for the same serious condition.

Such individuals could be classified as Treatment

Group A and Treatment Group B. A meaningful

comparison in this case would require the identi-

fication of groups of patients who were as similar

as possible in every other regard except which

treatment they received, a challenge common to

many retrospective research strategies.
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▶Attribution Theory

Explanatory Models of Illness

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

This term refers to the manner in which patients

explain their health conditions and consequences.

Much theoretical work has been done in health

psychology/behavior medicine on this topic,

and it has been applied to prediction of patient

coping and adherence with treatments and to

prediction of disease outcomes. An important

part of appraising an illness is making sense of

it, and patients often search for causes to which

they attribute the onset of an illness. As such,

these “explanations” reflect patients’ explanatory

models of illness, in contrast with scientifically

based models of illness. One may contrast

explanatory models that attribute diseases to

physical causes with those that attribute disease

to psychosocial causes. They first may include

one’s genetic profile, an underlying pathophysi-

ological process (e.g., inflammation), injury, or

infectious agents, to mention but a few examples.

The second include “stress,” often a generic term

referring to a life event or events, one’s mental

state (e.g., depression, anxiety, anger) or psycho-

social context such as exposure to violence, pov-

erty, or solitude, to mention but a few examples.

Murdock (1980) found that among 139 societies

worldwide, the prevailing causal attribution of

illnesses was psychosocial.

One of the most scientifically tested explana-

tory models of illness is the Common Sense

Model of Leventhal, Diefenbach, and Leventhal

(1992). This model is a self-regulation model –

people react to and regulate their behavior in light

of an illness. The model’s core is a patient’s ill-

ness representation – a set of cognitions which

guide patients in coping with, making sense of,

and adapting to an illness. These cognitions

include illness identity (label of a condition and

its symptoms), cause (perceived or attributed

cause, not necessarily biomedically-based), time-

line (expected duration of an illness), conse-

quences (physical and social consequences), and

curability/controllability (extent of doctor and

patient control over the illness). Illness represen-

tations, the core of patients’ explanatory model,

are dynamic and change over the course of one’s

experience with an illness. This model has been

tested in relation to coping and outcomes of

arthritic patients, psoriasis, multiple sclerosis,

cardiac surgery, to name but a few examples

(e.g., Hale, Treharne, & Kitas, 2007). Other

investigators have proposed that explanatory

models of illness are part of a cultural context of

making sense of illness, deriving from one’s per-

sonal and social experiences. Yet, these models

can often exacerbate rather than ameliorate, espe-

cially medically unexplained somatic symptoms

(Kirmayer & Sartorius, 2007). Thus, while

explanatory models of illness are pivotal to
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understanding how people understand and cope

with their illnesses, these can have important

implications for their well-being. Hence, explan-

atory models of illness can also be targets of

therapeutic interventions.

Cross-References

▶Common-Sense Model of Self-regulation

▶ Illness Perceptions Questionnaire (IPQ-R)
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Definition

This term refers to the manner in which people

explain events in their lives and is considered

a trait characteristic. Stemming from the

pioneering work on learned helplessness by

Overmier and Seligman (1967), this phenomenon

became important for its relevance to learning

and to the understanding of the etiology of

depression. Animals initially exposed to uncon-

trollable stress generalized their lack of control

to a controllable stressful situation, manifesting

what was termed “learned helplessness.” Such

animals even continued to receive adversities

(e.g., small shocks) with little attempt to control

them, though they were in a novel but controlla-

ble situation. However, when extrapolating

similar studies to humans (mostly using uncon-

trollable noise stress), it was found that not all

people developed learned helplessness. In an

attempt to explain this outcome, Abramson,

Seligman, and Teasdale (1978) found that people

exposed to uncontrollable stress, and who attri-

bute this stress to internal and stable causes which

have global effects on their lives, develop learned

helplessness and later depression. This pattern of

cognitions including internal, stable, and global

attributions for negative events was termed

“explanatory style.” This theoretical change

reflected the consideration of a situation � per-

sonality interaction in relation to outcomes.

In 1986, Sweeney, Anderson, and Bailey

(1986) reviewed over 100 studies with various

methodologies on explanatory style and depres-

sion. They found that following a negative

uncontrollable stressor, people attributing its

cause to an internal (rather than external cause),

a stable (rather than unstable) cause, of global

implications (rather than specific implications),

had greater risk of depression. Conversely, peo-

ple attributing a positive event to external and

unstable causes of specific implications are also

at risk for depression. The construct can be

assessed in several manners, namely, by the Attri-

bution Style Questionnaire (Peterson et al., 1982)

or by using the Content Analysis for Verbatim

Explanations (CAVE, Schulman et al., 1989) to

analyze written texts.

The concept of explanatory style has received

important predictive validity, some of crucial

relevance to behavior medicine. For example,

a study by Peterson, Seligman, and Vaillant

(1988) found that a negative explanatory style

predicted risk of physical illnesses, over a

35-year follow-up period. In that study, explana-

tory style was based on open-ended questions,

completed by Harvard University students when

they were at age 25. Pessimistic explanatory style

predicted more risk of poor physical health at

the ages of 45–60, after controlling statisti-

cally for baseline physical and mental health.
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Another study found that a negative explanatory

style predicted higher risk of nonfatal and fatal

myocardial infarction (MI) in the Normative

Aging Study (Kubzansky, Sparrow, Vokonas, &

Kawachi, 2001). In contrast, Tomakowsky,

Lumley, Markowitz, and Frank (2001) found

that a negative explanatory style predicted

a smaller decline in CD4 counts but more subjec-

tive symptoms in HIV patients. Thus, more evi-

dence supports the notion that a negative

explanatory style predicts poor health; though in

some samples, this is not the case. A negative

explanatory style can also serve as a framework

for cognitive interventions in treating depressive

people, given the relative consistent role of

explanatory style in depression and given its

clear structure and functions.

Cross-References

▶Depression: Symptoms
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Synonyms

Written disclosure

Definition

Expressive writing is a form of therapy in which

individuals write about their thoughts and feel-

ings related to a personally stressful or traumatic

life experience. Expressive writing is sometimes

referred to as written disclosure, because writers

are instructed to disclose personal information,

thoughts, and feelings. Unlike communicative

forms of writing, expressive writing is personal,

free flowing, and informal, often without concern

for style, spelling, punctuation, or grammar.

Description

Origins

Expressive writing resembles journaling, which

had its heyday the 1970s following the publication
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of Ira Progoff’s book, At a Journal Workshop. In
the late 1980s, researchers James Pennebaker and

Sandra Klihr Beall conducted one of the earliest

controlled scientific investigations into the thera-

peutic effects of expressive writing. In that study,

college students in an expressive writing interven-

tion condition wrote for 15 min on 4 consecutive

days about the “most traumatic or upsetting expe-

riences” of their lives, while their counterparts in

a control group wrote about superficial topics.

Students who wrote about the facts and their

associated feelings surrounding a life trauma

evidenced short-term increases in arousal and neg-

ative mood, but also evidenced fewer health center

visits months after the writing intervention relative

to controls. Subsequently, dozens of studies have

investigated the potential power of writing to bring

about benefits in behavioral, psychological, and

physical health outcomes. In the 1990s and early

2000s, investigators began to focus more on

understanding how expressive writing influenced

such a broad array of outcomes ranging from

preventing depressive symptoms and health

center visits for illness to altering immune

functioning and working memory. Work on iden-

tifying theoretical mechanisms continues to this

day, but mostly current research focuses on

testing the efficacy of expressive writing for miti-

gating problems in an ever widening range of

populations, including children and various

high-risk or clinical populations (Lepore &

Smyth, 2002).

Expressive Writing Interventions and

Variations

Expressive writing interventions are usually quite

brief, consisting of several 15- to 20-min writing

sessions spread over multiple days. Benefits have

been observed in interventions using just a single

writing session or as many as 8 weekly sessions,

but there is some evidence that effects are most

powerful when the writing sessions last at least

15 min and are repeated at least three times.

Typically, investigators instruct participants to

write about nonspecific traumas of their choos-

ing, but a growing number of studies have

focused on evaluating the potential benefits of

writing about specific traumas and stressful life

events (see Box 1 for sample instructions).

Whereas writing about major upheavals can be

broadly beneficial, focused writing about

a specific topic also appears to confer benefits.

For example, writing about an upcoming gradu-

ate school examination has been shown to reduce

depressive symptoms, and writing about breast

cancer resulted in greater declines in physical

symptoms when compared with control writing.

Whereas the core instructions of writing about

one’s deepest thoughts and feelings surrounding

a traumatic or stressful life event are apparent in

most expressive writing studies, investigators

have experimented with the procedure in an

effort to isolate mechanisms of action or to

improve upon the intervention. For example, the

writing might be private or shared with an inves-

tigator, conducted in a single writing session or

multiple sessions, possibly include booster ses-

sions, focus on past or ongoing events, consider

either positive or negative aspects of life

stressors. In addition, there have been variations

in location of writing (e.g., home versus labora-

tory), as well as mode of writing (e.g., longhand

versus typing). It appears that the beneficial

effects of expressive writing are robust, resulting

in benefits despite variations in instructions, set-

tings, and procedures. The effects of expressive

writing are somewhat stronger when people write

at home or in a private setting, the outcomes are

measured within a month after writing rather than

later in time, the writing focuses on recent or

previously undisclosed stressors, and the instruc-

tions provide directed questions, information on

switching topics, and specific examples of what

to disclose in writing. Some variations in the

writing instructions have little or no effect on

the benefits of writing, including the spacing

between the writing, the positive or negative

valence of the writing, whether the writer or the

experimenter selects the topic of writing, or

the mode of writing.

Effects of Expressive Writing

As shown in Box 2, the effects of expressive

writing interventions are quite broad. Scholars

have examined the impact of expressive writing

on physiological functioning, self-reported health
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and health behaviors, psychological well-being,

attitudes, and general life functioning. Meta-

analytic reviews have revealed modest but signif-

icant effects of expressive writing across diverse

outcomes and populations (Frattaroli, 2006;

Frisina, Borod, & Lepore, 2004). Recent work

has extended earlier investigations by studying

the effects of expressive writing on outcomes as

varied as emotional intelligence, workplace

incivility, homesickness, caregiving stress, and

gay-related stress.

Both objective and subjective indicators of

physical health have been examined in response

to expressive writing. Some of the most striking

effects of expressive writing interventions are on

physiological outcomes, including immune

parameters (e.g., IL-8, CD8, T-helper lympho-

cytes, T-cytotoxic lymphocytes, Epstein-Barr

antibodies), HIV viral load, and liver functioning.

What is not yet clear is whether the changes in the

immune parameters and other biomarkers are

clinically meaningful. The evidence linking

expressive writing to other theoretically plausible

and objective biological outcomes has not always

been positive, with some studies failing to find

significant effects on outcomes such as blood

lipids, blood pressure, lung capacity, heart rate,

strength, joint condition, and body composition.

Effects on self-reported physical health are fairly

robust. Expressive writing reduces health-care

utilization, pain, somatic illness symptoms (e.g.,

upper respiratory illness symptoms), disease

severity ratings, and illness behaviors. However,

with the exception of some studies that have found

effects of writing on a healthy diet, most analyses

have failed to show effects on health behaviors,

including physical activity, substance use, sleep,

and adherence to medical treatment. Thus, health

behaviors are not likely mediators of the health

benefits of expressive writing interventions.

In general, the effects of expressive writing on

psychological health and well-being are weaker

Box 1. Sample Expressive Writing Instructions

A. Writing About Self-identified Stressors

For this writing exercise, please write for 15 min about your very deepest thoughts and feelings

about the most traumatic experience of your life or an extremely important emotional issue that

has affected you and your life. In your writing, really let go and explore your deepest thoughts

and feelings. You might tie your topic to your relationships with others, including parents,

lovers, friends or relatives; to your past, your present or your future; or to who you have been,

who you would like to be, or who you are now. Youmaywrite about the same or different issues,

experiences and topics each day. All of your writings will be confidential. Don’t worry about

spelling, grammar or sentence structure. The only rule is that once you begin writing, you

continue until the time is up.

B. Writing About Specific Stressors

For this writing exercise, please write for 15 min about your deepest thoughts and feelings

concerning your cancer. For example, you might write about the various ways the cancer has

changed your life, what your life was like before the diagnosis, after diagnosis, during treatment

and now. For some people, dealing with a cancer diagnosis is just one of many stressors in their

life. You do not have to limit your writing to how cancer has affected your life. You may focus

on other highly upsetting experiences in your life. The most important thing is that you should

explore your very deepest emotions and thoughts. All of your writings will be confidential.

Don’t worry about spelling, grammar or sentence structure. The only rule is that once you begin

writing, you continue until the time is up.
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than for physical health. Studies of psychological

well-being have included assessments of depres-

sion, positive and negative mood, anger, aggres-

sion, grief, distress, anxiety, post-traumatic stress

and growth, dissociation, adjustment to school,

coping, cognitive schemas, and emotion regula-

tion. Consistently strong effects have been

observed for depression and positive attitudes

and mood; effects are equivocal for post-

traumatic growth and for anxiety, with some

studies showing heightened anxiety in response

to writing and others showing reductions in

anxiety. There is no evidence that expressive

writing has reliable effects on coping, cognitive

schemas, or self-regulation.

As research on expressive writing has

blossomed, scholars have extended outcomes

beyond physical and psychological well-being

to include broader indicators of functioning.

There is strong evidence that expressive writing

interventions affect work-related behaviors such

as reemployment, absenteeism, and incivility in

the workplace; the quality of social relationships,

including forgiveness; cognitive functioning

such as working memory and reaction time; and

school outcomes, such as grade point averages

and adjustment to college life.

Who Benefits from Expressive Writing?

One way to understand who benefits from expres-

sive writing is to examine the kinds of

populations that respond favorably to the inter-

vention. Many of the early studies on expressive

writing focused on nonclinical populations.

Indeed, healthy college students have been the

subjects in numerous expressive writing studies.

In the past 15 years, though, an impressive

number of clinical trials have been conducted

involving high-risk and clinical populations, and

even youth. Another way to understand who

benefits from expressive writing is to look for

subgroups of writers in intervention studies who

benefit relatively more or less than other writers

in the intervention.

Expressive writing interventions have been

applied to populations confronting a wide range

of clinical health problems, including cancer,

arthritis, asthma, post-traumatic stress disorder,

HIV infection, cystic fibrosis, chronic pain, and

sleep disorders. There is evidence of benefits of

writing in clinical populations, but it is mixed.

For example, one expressive writing intervention

study showed improvements in lung function and

physician-rated disease severity, respectively, in

participant with asthma or rheumatoid arthritis.

However, these findings have not been replicated

in follow-up studies. Perhaps the most frequent

clinical population targeted for expressive

writing interventions has been cancer survivors.

The results have been mixed. Some studies have

reported select benefits in cancer populations,

such as reduced postoperative medical illness

visits in good prognosis breast cancer survivors,

Box 2. Observed Benefits of Expressive

Writing

A. Physical health and physiological

functioning.

1. Objective measures

Immune parameters

HIV viral load

Liver functioning

2. Subjective measures

Health care utilization

Pain

Disease severity ratings

Illness behaviors

B. Psychological well-being.

Depression

Positive attitudes

Positive mood

C. Role functioning and related outcomes.

1. Work-related behaviors

Re-employment

Absenteeism

Incivility in the workplace

2. Social relationships

3. Cognitive functioning

Working memory

Reaction time

4. School outcomes

Grade point average

Adjustment to college life

Adjustment to high school
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better sleep quality among renal cancer patients,

and reduced pain perception among prostate

cancer survivors; yet just as many studies have

reported absolutely no significant benefits of

expressive writing. In only a few trials with

clinical populations, specifically participants

with post-traumatic stress disorder, have possibly

serious adverse effects been identified. It is pos-

sible that for psychiatric populations writing

should be guided by a therapist and used only as

an adjuvant to more traditional therapies. The

vast majority of studies with clinical populations

suggest that it is a safe intervention, if not partic-

ularly powerful and reliable. The quality of the

interventions, writing instructions, measured

outcomes, settings, and time to follow-up vary

tremendously from one clinical trial to the next,

so the evidence of the efficacy of this intervention

with clinical populations is still inconclusive.

Although most expressive writing interven-

tions are conducted with adults, there are

a growing number of randomized clinical trials

that have been conducted with children and ado-

lescents. Approximately half of these trials have

been conducted with clinical populations outside

of the school context; the remaining trials have

been conducted in a school context with general

populations of youth. The findings with youth

have not been as promising as findings with

adults. Across studies, effects of writing on inter-

nalizing symptoms have been equivocal, with

fewer than half of the trials reporting improve-

ments on measures of psychological well-being.

With respect to indicators of physical health, no

study has reported improvements in somatic

complaints due to writing, but several studies

with small samples have reported improvements

in functional ability and declines in medical and

emergency room visits. Some of the equivocal

findings with youth may be due to use of writing

with youth who do not have the cognitive capac-

ity to process their stressful experiences.

Additionally, youth who are not dealing with

significant stressors may see their anxiety

increase in response to writing interventions.

Because writing uses few resources and fits into

normal school activities, there is a potential for

writing interventions to have a large impact on

school populations provided that it is used with

youth who have experienced significant stress

and have the cognitive capacity to process their

stressful experiences.

Individual studies and meta-analytic reviews

have investigated whether specific subgroups

of writers benefit more or less from the interven-

tion, or whether identifiable factors alter or

moderate the effects of expressive writing on

outcomes. One problem with such analyses is

that they cannot establish cause-effect relation-

ships because other unmeasured variables might

explain any observed differences between

subgroups. Nonetheless, as evidence on subgroup

differences and moderators accumulates, it might

suggest feasible targets for intervention and

methods for improving upon the intervention.

Analyses in this vein have shown that a number

of factors do not appear to alter the effects of

expressive writing, including participant age, eth-

nicity, education level, severity of stressor or

trauma, baseline psychological health levels,

negative affectivity, and level of inhibition or

prior disclosure status. One caveat, however, is

that not all studies that have examined individual

moderators have had adequate representation

within all the levels of the subgroups, so it is

possible that future research will derive different

conclusions. Other factors do appear to make

a difference, but the evidence is mixed, since

effects fail to replicate or have not yet been

investigated in multiple studies. There is some

evidence that the individuals who benefit the

most are male, have higher stress or physical

health problems prior to writing, have lower

optimism, perceive that they are socially

constrained in talking about their stress, have no

difficulty in identifying and labeling emotions,

and do not habitually repress negative emotions.

How Does Expressive Writing Work?

There are two dominant theoretical models to

explain the array of beneficial effects of expres-

sive writing, the disinhibition model and the self-

regulation model. Relatively few studies have

directly tested the theoretical mechanisms

explaining the benefits of expressive writing,

and evidence on the validity of all of the
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mechanisms is mixed (Lepore & Smyth, 2002;

Sloan & Marx, 2004).

The disinhibition model is based on the notion

that individuals inhibit or avoid thoughts,

reminders, and feelings of traumatic life events

because they are distressing and can evoke nega-

tive social responses. Inhibition potentially influ-

ences health via the chronic physiological strain

and arousal caused by the work of inhibition.

Expressive writing theoretically counteracts the

adverse effects of inhibition by encouraging indi-

viduals to disinhibit themselves by disclosing

their deepest trauma-related experiences and

associated thoughts and feelings. Numerous

writing studies have challenged this model. For

example, individuals writing about non-inhibited

future events, such as an upcoming graduate

school entrance examination, reported signifi-

cantly lower depressive symptoms than controls.

In addition, the benefits of expressive writing

appear to be equivalent whether individuals

write about previously disclosed or non-disclosed

traumas, or write about positive or negative

aspects of past traumas.

The self-regulation model is based on the

notion that individuals who have excessively

high or low levels of control over their emotions

have an elevated risk for health problems due to

the pathophysiological effects of emotion

dysregulation. Research supports the notion that

emotion regulation relates to health outcomes.

For example, there is evidence that the inhibition,

or non-expression, of anger is associated with

heightened physiological arousal, which appears

relevant to cardiovascular health. However,

there is also evidence that individuals with little

control over their expression of anger have

heightened levels of physiological arousal and

risk for cardiovascular disease. Individuals who

are optimally regulated in their expression of

anger may be at the lowest risk for health prob-

lems. According to the self-regulation model,

individuals experiencing stressful life events

need to strike a balance between emotionally

overreacting and underreacting. Expressive writ-

ing is thought to facilitate emotion regulation

processes by directing attention, facilitating

habituation, and aiding in cognitive restructuring.

Briefly, by directing attention to different aspects

of a stressful experience and one’s emotional

response and thoughts, expressive writing

increases habituation (desensitization) to the neg-

ative thoughts and feelings associated with the

stressor and potentially allows for the creation of

new and less-threatening appraisals and feelings

to be attached to the memories of the stressor.

Consistent with this theory, there is evidence that

expressive writing desensitizes individuals to

stress-related thoughts. In addition, there is

evidence that expressive writing can reduce

stress-related intrusive thoughts, which may be

symptomatic of incomplete cognitive processing

of stressors. This evidence, however, is not

consistent across studies.

Additional research is needed to better under-

stand how expressive writing results in positive

social, behavioral, and health outcomes.

Although scholars have posited a variety of

plausible social, psychological, and biological

mechanisms, empirical evidence does not

strongly support or rule out any particular expla-

nation. All of the identified mechanisms may be

sufficient to influence the outcomes linked to

expressive writing, either directly or indirectly.

It is likely that there is no single mechanism of

action given the diversity of outcomes studied

and the mixed evidence on each mechanism.

Cross-References

▶ Stress
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Synonyms

Former smokers; Past smokers; Previous smokers

Definition

The term ex-smoker refers to an individual who

has given up (i.e., quit) cigarette and/or tobacco

smoking. Ex-smokers were previous current

smokers, but are no longer smoking.

Tobacco smoking is defined as the practice of

burning and inhaling tobacco, and cigarette

smoking is the most common form of tobacco

smoking. National surveys define a current

smoker as an individual who has smoked at

least 100 cigarettes in their lifetime and currently

smokes on at least some days.

Description

Cigarette smoking is the most important modifi-

able risk factor for chronic disease; yet, there is

not a consensus in the way smoking status is

classified. The harmful effects of cigarette

smoking on various health outcomes have been

determined by comparing individuals who are

(1) current smokers, (2) ex-smokers, and/or

(3) never smokers. Therefore, the definition of

an ex-smoker is important for making cross-

study comparisons regarding the health conse-

quences of smoking and cessation. Most national

surveys ask whether a person has a history of

smoking 100 lifetime cigarettes and whether

they currently smoke on some days. Respondents

who indicate “yes” to the first question and “no”

to the second are categorized as ex-smokers.

Other research specifies a time period of smoking

cessation needed for ex-smoker classification;

however, that time (e.g., 1 day, 1 week, 3 months,

5 years, etc.) varies across studies. Nonetheless,

results of studies comparing current smokers with

ex-smokers have shown unequivocally that quit-

ting smoking, for even a relatively short time

period, decreases the risk of chronic disease.

Because there is unquestionable evidence that

cigarette smoking is the leading preventable

cause of multiple cancers (e.g., lung and esopha-

geal), heart disease, and stroke, attention has

focused on the specific effect quitting smoking

has on health. The evidence shows that quitting,

even after an extended period of smoking,

decreases the risk of associated illnesses. More-

over, the disease risk decreases as the number of

years since quitting increases. The 1989 US

Surgeon General’s report indicated that after

10 years of smoking cessation, the risk of lung

cancer is decreased by almost 50% (Centers for

Disease Control and Prevention, 1989). Still,

ex-smokers continue to have an increased risk

of developing a chronic disease compared to

never smokers. In comparing the three groups

on chronic disease risk (i.e., current smokers,

ex-smokers, and never smokers), ex-smokers

have a reduced risk compared to current smokers,

but they have approximately twice the risk com-

pared to never smokers (Ebbert et al., 2003). The

absolute risk of lung cancer remains higher

among ex-smokers than never smokers even

after smoking cessation (Halpern, Gillespie, &

Warner, 1993). However, the excess chronic dis-

ease risk for an ex-smoker is reduced to that of

a never smoker after 15 years of abstinence.

Additionally, Thornton, Lee, and Fry (1994)

found that recent ex-smokers were similar to

current smokers in the prevalence of chronic
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disease risk factors (e.g., low vegetable consump-

tion); and ex-smokers who were smoke-free for

20+ years (i.e., long-term ex-smokers) were simi-

lar to never smokers. Compared to current

smokers, ex-smokers are more likely to engage in

healthy lifestyle behaviors (e.g., attempting to lose

weight, cutting down on fatty foods, and increas-

ing vegetable consumption; Thornton et al., 1994),

which may further reduce chronic disease risk.

Relapse prevention is important for

ex-smokers, considering that approximately

90% of people who quit return to smoking within

one year (Brandon, Tiffany, Obremski, & Baker,

1990; Garvey, Bliss, Hitchcock, Heinold, &

Rosner, 1992). Although the risk of relapse after

a long period of time (i.e., 6–12 months) is rela-

tively low, smoking even one cigarette after

quitting is likely to lead to a full relapse. Even

with the vacillating status of many ex-smokers,

approximately 10% of those who relapse are able

to quit again permanently in the future (Wetter

et al., 2004). Therefore, interventions for relapse

prevention among ex-smokers have been designed

and evaluated. A systematic review by Agboola,

McNeill, Coleman, and Bee (2010) found that

bupropion and nicotine replacement therapy

(e.g., the nicotine patch, nicotine gum, and nico-

tine lozenge) are efficacious in preventing relapse

among ex-smokers who quit smoking using such

aids. Self-help materials may also be useful in

preventing relapse among ex-smokers who quit

smoking on their own (Brandon et al., 2004).

In summary, ex-smokers reduce their risk of

chronic disease the longer they abstain from

smoking. Because exposure to smoke causes sig-

nificant harm to the body, ex-smokers still have

an increased risk of several diseases compared to

those who have never smoked. Over time, how-

ever, successful ex-smokers are comparable to

never smokers on several risk factors for

chronic disease.
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External Locus of Control

Gary Davis

Medical School Duluth, University ofMinnesota,

Duluth, MN, USA

Synonyms

Helplessness; Low self-efficacy

Definition

External locus of control is the belief that one’s

behavior will not lead to valued reinforcement

that is available in the environment and therefore

not under one’s control. The occurrence of rein-

forcement is believed to be a function of factors

out of one’s control such as luck, chance, or

randomness.

Description

External Locus of Control

External locus of control anchors one end of

a continuum of the locus of control construct

with the other end anchored by internal locus of

control. The construct developed out of work by

E. Jerry Phares and Julian Rotter in the 1950s at

Ohio State University and was influenced

strongly by Alfred Adler’s earlier work on striv-

ing for superiority. Feelings of inferiority were

thought to be associated with externality. Rotter

published his initial paper containing the external

locus of control construct in 1966 that included

the now famous Internal-External Locus of Con-

trol Scale (I-E) to measure the locus of control

construct. It has subsequently become one of the

most frequently cited papers ever published in

psychology. The construct was embedded in

Rotter’s social learning theory and reflects his

strong belief in the importance of theoretical

frameworks. Some research over the years has

been criticized because of the tendency to use

the scale and the construct in a manner discon-

nected from their theoretical home.

External locus of control is defined as the

belief or expectation that one’s behavior will

not lead to valued reinforcement that is available

in one’s environment; rather, the occurrence of

reinforcement is a function of factors out of one’s

control such as luck, chance, or randomness. In

Rotter’s terms, external locus of control is

a generalized expectancy, meaning that across

a range of situations, people who are externally

oriented, would have the expectation that control

over reinforcements lies outside of their control.

In its simplest form, the potential for any behavior

to occur is a function of the expectation for

reinforcement and the value of that reinforcement.

Early in his work, Rotter represented that by the

equation BP (behavior potential) ¼ f (E (expecta-

tion) � RV (reinforcement value)).

External locus of control is commonly mea-

sured or assessed by the Internal-External Locus

of Control Scale. The original scale has 29 items,

including 6 filler items, in a forced choice format

that requires subjects to agree or disagree with

statements. High scores are in the direction of

externality. Two examples of “external items”

are: I have often found that what is going to hap-
pen will happen and Getting a good job depends

mainly on being in the right place at the right time.

Not surprisingly, since creating new tests

seems to be one of the things that psychologists

do best, many scales have been spawned to

measure the construct of locus of control since

Rotter’s original scale was published. Some of

these have been developed as a result of dissatis-

faction with the forced choice format and other

methodological issues. Others have been devel-

oped for use with specific populations or environ-

ments such as with children, medical patients,

and organizational settings.

Many dissertations and published research

papers have included the external locus of control

construct. This widespread interest probably

reflects our almost natural inclination to be inter-

ested in our fate and factors that influence it.

Examples of some of the research results on

externality are that external locus of control has
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been related to low self-efficacy, low self-esteem,

helplessness, depression, low achievement moti-

vation, low risk-taking, less independent thinking

and greater conformity, and less creativity.

Of particular interest to researchers has been

the question of the role that external locus of

control plays in the maintenance of health and

the adjustment to illness. For the past 30 years,

numerous patient populations, both acutely and

chronically ill, have been studied to learn about

the impact of externality on their illness experi-

ences. The findings generally lend support to the

notion that externality influences illness experi-

ences, but the results have not been consistent

across patient groups. For example, externals

have been found to ask fewer questions of

health-care staff and have less information about

their illnesses. But other research has found that at

least with certain chronic illnesses, such as, diabe-

tes, externals are about as informed as internals.

An interesting line of research pursued the idea of

matching treatment approaches in a congruent

manner with locus of control orientation. For

example, it has been found that there is little dif-

ference in cardiac rehabilitation outcomes when

externals who are in a highly structured and

regimented program are compared to internals

who are involved in a more self-directed program.

However, the inconsistency in research outcomes

and very modest association of locus of control to

health and illness behaviors clearly suggests that

many factors, including the nature of the illness

itself, interact with locus of control and influence

health behaviors. This conclusion, that many vari-

ables interact with locus of control, also holds for

health maintenance behaviors for which it may be

intuitive to think that externals would be less likely

to engage in preventive measures.

A notable contribution to this literature, and

the subject itself of considerable investigation, is

the Multidimensional Health Locus of Control

Scales by Wallston. The MHLC is a group of

three scales intended to assess beliefs about

health status control and beliefs about control

over illness and disease. Numerous other disease-

specific scales (e.g., cancer, diabetes, pain) to

measure external locus of control have been

developed in recent years.

Cross-References

▶Locus of Control

References and Readings

Hand, M. P. (2008). Psychological resilience: The impact
of positive and negative life events upon optimism,
hope, and perceived locus of control. Germany:

VDM Verlag.

Lefcourt, H. M. (1983). Research with the locus of control
construct (Developments and social problems, Vol. 2).

New York: Academic Press.

Rotter, J. B. (1966). Generalized expectancies for internal

versus external control of reinforcement. Psychologi-
cal Monographs, 80(1), 1–28, Whole No. 609.

Wallston, K. A. (2005). The validity of the

multidimensional health locus of control scales.

Journal of Health Psychology, 10, 623–631.

Extrinsic Religiousness (Religiosity)
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Definition

Extrinsic religiousness (initially and still some-

times referred to as extrinsic religiosity) is

characterized as religion that primarily serves

other more ultimate ends rather than central

religious beliefs per se. Thus, individuals described

by extrinsic religiousness use their religion to ful-

fill more basic needs such as social relations or

personal comfort, but “the embraced creed is

lightly held or else selectively shaped to fit more

primary needs” (Allport & Ross, 1967, p. 434).

Description

Extrinsic religiousness was first described by Gor-

don Allport and colleagues in the 1960s

(see Allport & Ross, 1967) when investigating

the possible reasons for discrepant findings in the

area of religiousness and prejudice. At that time,

E 744 Extrinsic Religiousness (Religiosity)

http://dx.doi.org/10.1007/978-1-4419-1005-9_1228


some studies demonstrated that religiousness was

positively associated with prejudice, whereas

other studies found the opposite. Allport

hypothesized that one’s religious orientation, or

sentiment, may provide guidance in sorting out

these findings. The construct of religious

orientation was later clarified by Gorsuch (1994)

to be a motivational variable.

Extrinsic religiousness has often been mea-

sured by the Religious Orientation Scale (Allport

& Ross, 1967). More recently, Gorsuch and

McPherson (1989) developed the I/E-Revised

scale as a more psychometrically sound

instrument. Based on previous work

(Kirkpatrick, 1989), Gorsuch and McPherson

anticipated, and subsequently verified, two sub-

scales on the extrinsic scale, extrinsic-personal

(Ep) and extrinsic-social (Es). A prototypic Ep

item is “What religion offers me most is comfort

in times of trouble and sorrow” and for Es “I go to

church mainly because I enjoy seeing people

I know there.” Scholars in the psychology of

religion have debated the relative strengths and

weaknesses of the religious orientation construct

(e.g., Kirkpatrick & Hood 1990; Masters, 1991),

but it remains the most empirically investigated

and heuristic construct in this area of work. Inves-

tigators attempting to determine the relations

between religion and health have also turned to

religious orientation. Smith, McCullough, and

Poll (2003) in a meta-analytic study found that

extrinsic religiousness was associated with

higher levels of depressive symptoms. Similarly,

Masters and Bergin (1992) provided a narrative

review of the literature and found extrinsic reli-

giousness to be related positively with depression,

anxiety, and obsessive-compulsive symptoms,

whereas McCullough and Willoughby (2009)

reported that extrinsic religiousness may be nega-

tively related to self-control. Recent investigations

found extrinsic religiousness related to greater

laboratory-induced cardiovascular reactivity in

older adults (Masters, Hill, Kircher, Lensegrav

Benson, & Fallon, 2004), and Masters and

Knestel (2011) found that among a random

sample of community dwelling adults, those char-

acterized by extrinsic religiousness were more

likely to be divorced, reported overall worse

health, higher body mass index, greater cigarette

use, and a higher number of daily drinks of alcohol

than did those characterized as intrinsically reli-

gious. There were no differences in the percent-

ages of individuals who were classified as

extrinsically religious based on religious denomi-

nation. Nevertheless, it is not entirely clear how

extrinsic religiousness may interact with religious

denomination, and some have suggested that the

construct, as currently conceptualized and mea-

sured, is more congruent with Protestant notions

of religiosity and perhaps most appropriately

applied to this religious group (Cohen, Pierce Jr.,

Chambers, Meade, Gorvine, & Koenig, 2005).
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Eye Tracking

Naum Purits1 and Ingrid Söderback2

1Stockholm, Sweden
2Department of Public Health and Caring

Science, Uppsala University, Uppsala, Sweden

Synonyms

Eye tracker; Gaze tracking

Definition

An eye tracker is a computerized system used to

record the activity of eye movements and visual

overt attention, hence making it possible to study

human behavior. Data obtained from an eye

tracker session is useful for testing everything

that could be visually observed.

Description

Eye tracking as a means of measuring and mon-

itoring eye movements is widely used in different

fields of human behavior research, for example,

cognitive psychology, psycholinguistics and

reading research, neurophysiology, ophthalmol-

ogy, usability and human-computer interaction

studies, and market research.

Eye Movement Measurement Methodologies

There are four eye movement measurement tech-

niques (Duchowski, 2003) as follows:

• Electrooculography (EOG) – eye movement

recording method commonly used in the

1970s. It is based on measuring potential dif-

ferences of electrodes placed on the skin close

to the eye.

• Sclera Contact Lens/Search Coil Lens – an old

and very precise eye movement–measuring

method based on a contact lens placed on the

eye with a reference object, for example, wire

coil, attached to the lens.

• Photo-oculography (POG) or Video-

oculography (VOG) – a number of eye

movement–recording methods based on mea-

surement of different features of the eyes such

as shape of the pupil, position of the limbus,

etc. The above mentioned methods mainly

measure the position of the eye relative to

the head.

• Video-Based Combined Pupil-Corneal Reflec-

tion (Remote Eye Tracking) – noninvasive

eye tracking methods providing measurement

of position of the eye in space (not relative

to the head). This technique is widely avail-

able and most suitable for eye tracking in

real time.

Basic Operating Principles of Remote
Eye Trackers

Remote eye trackers, that is, Pupil-Corneal

reflection eye trackers, use infrared diodes to

generate reflection patterns on the corneas of the

studied person’s eyes. The system uses image

sensors to collect images of the eyes and
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the reflection patterns. Sophisticated image

processing algorithms identify relevant features,

including the eyes and the corneal reflection pat-

terns. Complex mathematics is used to calculate

the position of each eyeball and finally the gaze

point, in other words, where and on what the

person is looking. The development of eye

trackers is based on present neuroscience knowl-

edge. Here the brain’s physiological and func-

tional processes represented of the Mango- and

Parvo-cellular pathways are of great importance

(Duchowski, 2003).

The performance of an eye tracker can be

described in terms of gaze accuracy and preci-

sion, and track robustness. Accuracy describes

the angular average distance from the actual

gaze point to the one measured by the eye tracker.

Gaze precision describes the spatial variation

between successive samples collected when

the person fixates at a specific point on a

stimulus, for example, an image on the screen

(Duchowski, 2003). Sampling rate and Latency

are also important characteristics: the first one

determines how fast the movement of the eye is

measured; the second determines how fast the

gaze point information from the eye tracker is

obtained (important for gaze contingency and

interaction).

The most commonly used systems for investi-

gation of eye movements are categorized into eye

tracking systems for human-computer interaction

and diagnostic use of eye movement analysis.

The interactive systems include selective and

gaze-contingent systems and the latter are either

screen-based or model-based. Examples of eye

tracking systems usage are shown in Figs. 1–3.

Applications

Eye tracker systems are used to study human

visual behavior by measuring gaze parameters

like (a) fixation duration in milliseconds (gaze

time and/or gaze fixation time), (b) average num-

ber of fixation points lasting between 200 and

300 ms, (c) saccade duration in milliseconds,

that is, quick, simultaneous movements of both

eyes, (d) proportion of left-to-right saccades,

(e) proportion of saccade regressions and propor-

tion of vertical saccades, (f) pupil dilation,

(g) number of blinks, (h) smooth pursuit,

(i) occurrence of nystagmus, (j) attention, and

(k) inattention priority. The recorded data is sta-

tistically analyzed and graphically rendered and

applied to measure visual search efficiency, pri-

ority, navigation usability, and real observing

Eye Tracking,
Fig. 1 Remote eye tracker

Tobii T60XL
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time of signs, letters, pictures, and figures in

various communication systems or revealing

inattention during work or driving.

Eye tracking is used to answer an endless array

of scientific research questions regarding animal

habits, for example, for studying chimpanzees’

face scanning patterns (Kano & Tomonaga,

2010) and human visual habits. The human

research is performed in the fields of behavioral

medicine; linguistics; ophthalmology; cognitive,

developmental, and behavioral psychology; and

neurophysiology sometimes integrated with elec-

troencephalography (EEG) in real time. For

example, eye tracking technology is applied in

developmental research, used as a diagnostic

tool, for example, to children suffering from dys-

lexia, attention deficit hyperactivity disorder

(ADHD), and autism, for oculomotor differential

diagnosis in neurological disorders, discriminat-

ing between Parkinson’s and Alzheimer’s dis-

ease, diagnosis and treatment of neurological

disorders, for example, mild traumatic brain

injury, schizophrenia, and occurrence of macular

degeneration, and in linguistics studies. Studies

of fatigue and gaze attention are helpful to under-

stand the effectiveness of work performed by

Eye Tracking,
Fig. 2 Head-mounted eye

tracker Tobii glasses

Eye Tracking,
Fig. 3 Example of a result

of a marketing study: heat

map
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truck chauffeurs, captains, police officers, and

air traffic controllers. Moreover, eye tracking

provides unique methods to perform marketing
and media research, for example, evaluate

how users and consumers experience and per-

ceive different media like websites and commu-

nication messages or make decisions about

attractive products in shops and restaurants.

The eye tracking technology is extensively

used for usability studies, on websites, computer

applications, games, and other human-made

objects. Individually adapted eye tracker sys-

tems are used as assistive devices for people

with complex motor and language disabilities,

making them able to communicate, receive

information, and play games by using eye

pointing as demonstrated in video filmed cases

(AbiltyNetGate, 2011). The recent technologi-

cal development in the eye tracking field

promises that eye movement will be the future

way of controlling computers (Norrby, 2008;

Wolverton, 2011) and other apparatus in home

and work. Among these endless numbers of

possible eye tracking applications some publi-

cations, emphasizing the various gaze parame-

ters, are shown in Table 1.
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Definition

Older people tend to define a fall as loss of bal-

ance and attribute it to external factors such as an

obstacle or the weather, whereas health profes-

sionals relate it to intrinsic causes such as medi-

cations, medical reasons, or muscle strength.

Although older people recognize inattention as

important, neither group easily includes behav-

ioral risks in their attribution.

The WHO definition of behavioral fall-risk

factors includes those concerning human actions,

emotions, beliefs, and daily choices. These are

potentially modifiable and include, for example,

sedentary behaviors, management of medica-

tions, inclusion of appropriate exercise in weekly

routines, and better choices in safe shoe selection.

Behaviors can be examined from their contribu-

tion to causing falls to the crucial part they play in

reducing fall risk. For example, an individual’s

risk of falls is inexplicably related to the interac-

tion between their mobility and balance capacity,

their environmental demands and stressors, and

their fall-risky lifestyle and behaviors.

Description

Fall-risk behaviors can be conceptualized as

sequential events with a number of contributing

factors which may be antecedents, present or

consequential to the fall event. There has been

some limited work in exploring risk behaviors

surrounding the fall event, predictors of falls

over time, personal characteristics, and socioeco-

nomic and cultural influences. The consequences

of falls can relate to the sequelae of injury, fear of

falling, or reduced activity. Even for those who

M.D. Gellman & J.R. Turner (eds.), Encyclopedia of Behavioral Medicine,
DOI 10.1007/978-1-4419-1005-9, # Springer Science+Business Media New York 2013
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experience slight injuries such as contusions

there are frequently reported short-term physical

function decreases and a loss of confidence. The

earlier cohort studies on risk factors focused pre-

dominantly on intrinsic factors though several did

identify reduced activity, leaving home less

often, and in one cohort study, more than ten

activities per week significantly increased fall

risk. Older people who have fallen often attribute

actions such as “hurrying,” “carelessness,” or

“inattention” as causal fall behaviors.

A longitudinal study following fallers over an

8-year period has shown that depression and

lower levels of morale are associated with

increasing fall rates (Anstey et al., 2008). It may

be that depression can contribute to motor or

cognitive disturbances that can predispose people

to falls. One intervention study (Salminen,

Vahlberg, Salonoja, Aarnio, &Kivela, 2009) pro-

vided psychosocial group support for persons

assessed with depression which lessened depres-

sion, enhanced involvement in the exercise com-

ponents of the program, and resulted in

a reduction of fall risk.

There are different cognitive profiles for those

who have occasional falls, associated with subtle

aging changes such as accuracy, planning, or

inhibition of a response, compared to those who

are having recurrent falls, which may be associ-

ated with broader deficits in processing speed,

task-switching, and visual attention (Anstey,

Wood, Kerr, Caldwell, & Lord, 2009). Few

demographic characteristics are linked to falls

though living alone is associated with a greater

risk of multiple falls. Other profiling that high-

lights differences in risk behaviours has been

identified in certain groups: those that are frailer

compared to those who are very active; those in

rural compared to city, particularly in terms of the

type and extent of indoor/outdoor activities;

and, differences in extreme weather conditions.

Gendered responses to risk have been shown to

vary, with women tending to blame themselves or

others and men quicker to accept responsibility,

and how family members respond which can vary

from overprotective sons for women and younger

female relatives who engage in negotiating

actions for the men (Horton, 2007).

English-speaking people in Australia and

Caucasians in the USA have higher falls injury

admission rates than other groups. However, it is

less clear whether this is a function of increased

falls or is due to better access to health services.

In countries where there are numerous immigrant

groups with changing aging demographics, there

is an increasing need to tailor falls prevention

programs to meet particular linguistic and

cultural requirements and differences in health-

seeking behaviors and attitudes (Bradley &

Harrison, 2007).

Fear of falling can be associated with falls but

it has become evident that it is an independent

phenomenon that can result in activity avoidance

leading to social isolation, physical de-condition-

ing, and reduced quality of life whether or not

falls occur. Delbaere, Close, Lord, and co-authors

(2010a, b) have led important research defining

how perceived risk of falling and “real” risk mea-

sured by validated physiological measures inter-

act with psychological states. Four groups were

identified: vigorous, anxious, stoic, and aware.

The anxious group had a high-perceived fall risk

compared to real risk and was related to depres-

sive symptoms, neuroticism, and decreased exec-

utive functioning. The stoic group had attributes

that protected them from falling, being positive,

physically active, and participated in community

life. This work suggests that measures of efficacy

beliefs (e.g., Assessment of Fear of Falling in

Older Adults: The Falls Efficacy Scale-

International (FES-I), by S.A. Greenberg, http://

consultgerirn.org/uploads/File/trythis/try_this_29.

pdf) or fear of falling need to be considered

in terms of other fall-risk factors and that better

defining rational or irrational fears would be useful

in falls prevention.

Michie et al. (2005) assert that in developing

prevention guidelines, there needs to be better

specificity in describing and defining the kinds

of causal behaviors and to identify construct

domains to help explain the underlying behav-

ioral processes and therefore, the kinds of oppor-

tunities for change.

Two studies used recall and reenactment to

explore themes and patterns associated with falls

that occur at home (Connell & Wolf, 1997) and
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those that occur in public places (Clemson, Manor,

& Fitzgerald, 2003). Themes such as: or beliefs

that a change in eyeglass prescription can cause

deterioration of eyesight resulting in a reluctance to

change; and low mobility self-efficacy affecting

how the person safely negotiates the environment.

Drawing on this work and conducting a review of

studies that reported causes of falls, the Falls

Behavioural (FaB) Scale for older people
(Clemson, Cumming, & Heard, 2003) was devel-

oped to assess the kinds of subtle, day-to-day

behaviors, both habitual and intentional, that offer

an older person protection from falling during daily

activity. Using factor analysis, dimensions within

the scale were detected, which provided a profile of

the kinds of adaptations people make or, alterna-

tively, do not make, for example, cognitive adap-

tations (behaviors associated with reflection,

intention, and planning, e.g., paying enhanced

attention to changes in balance, level of alertness,

etc., when trying a new medication) and protective
mobility (protective mobility – negotiating the

environment in a supportive or protective way,

e.g., using defensive walking strategies such as

heel toe walking and scanning ahead while walk-

ing). Clemson’s and co-workers research has con-

tributed to developing programs that incorporate

evaluation of daily routines, the situational factors

that shape these routines, and the kinds of adapta-

tions the participants make. Programs need to

incorporate techniques that support changing

habits and maintaining them.

Habitual behaviors can be either risk taking or

protective and are described as situational-guided

goal-directed behaviors, and hence, behavioral

responses are automatically elicited when

a particular situation arises. Situational cues can

be a specific place and a specific time, or other

specific feature of the environment or pattern of

interaction with the environment. There is evi-

dence that habitual behaviors can be broken and

new habits instituted in the same context by using

planned implementation intentions (Holland,

Aarts, & Langendam, 2006; Trope & Fishbach,

2004). These refer to a planned commitment to

a behavioral response followed up with practiced

and repeated actions in the same context. Thus,

with conscious planning and repetition the new

action is brought into active memory until it

replaces the older action and becomes stable

and enduring. The LiFE program, embedding

balance and strength training in daily life activity,

is an example of a program developed using these

principles.

Knowing about their perception of falls risk

and their fall experiences will assist in facilitating

follow through of fall prevention strategies

(Clemson, Cusick, & Fozzard, 1999). Older

people tend to describe the fall in terms of its

consequences and they do not easily make the

link to “falls prevention” reporting this notion to

be unfamiliar and puzzling. Recommendations

center around ensuring that interventions are

compatible with a positive identity, that they are

tailored to the circumstances and values of the

individual, and that validated methods are used to

maintain longer-term adherence. If these are not

addressed then older people are reluctant to

participate (Yardley, 2007). There is also evi-

dence on the importance of prevention strategies

to include individual plans, to be contextually

relevant and valued by the older person, and to

recognize, in working with older people, the

importance of self-identity and sense of control.

The importance of reflecting on their falls and

why they happened are directly related to engage-

ment in adaptive strategies and hence are more

likely to experience positive outcomes (Roe

et al., 2008).

Two evidence-based programs tested in ran-

domized trials that have been developed based on

specific cognitive behavioral models are Matter

of Balance (MoB) (Tennstedt et al., 1998), which

reduced fear of falling and increased activity

engagement, and the Stepping On program

(Clemson et al., 2004), which reduced the rate

of falls. The conceptual model of MoB recog-

nizes self-efficacy, outcome expectations, and

attributions as important influences on an older

adults’ sense of control over the course and con-

sequences of aging. The program using cognitive

restructuring exercises to address volitional atti-

tudes and beliefs about falls before focusing on

behaviors associated with the reduction of mod-

ifiable fear of falling risk factors such as activity

avoidance. The conceptual model of Stepping On
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draws on the process of decision-making

operationalized into a framework to facilitate

the adoption of behaviors to reduce fall risk and

uses principles of enhancing self-efficacy, adult

education, and story-telling as a technique to

encourage reflective thinking, reframing, and

problem-solving.

The outcome of a fall experience is complex

and intricately related to personal, biological, and

environmental factors. There needs to be

a greater focus on understanding the behavioral

and psychosocial effects of a fall. The aim for the

older person is to understand and engage in pro-

tective behaviors and lifestyle choices that reduce

risk thereby avoiding falls and remaining active

and connected with community.
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Synonyms

False negative

Definition

In the context of medical diagnosis, a false-

negative error occurs when an individual with

a disease is “identified” by a diagnostic test as

not having the disease.

In general science, if something is said to be

true when in actuality it is false, the terms “type

I error,” “alpha error,” or “false-positive error”

are used. If something is said to be false when in

actuality it is true, the terms “type II error,” “beta

error,” or “false-negative error” are used (Jekel,

Katz, Elmore, & Wild, 2007).

False-negative errors are meaningfully

discussed along with false-positive errors.
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Synonyms

False positive

Definition

In the context of medical diagnosis, a false-

positive error occurs when an individual without

a disease is “identified” by a diagnostic test as

having the disease.

In general science, if something is said to be

true when in actuality it is false, the terms type

I error, alpha error, or false-positive error are

used. If something is said to be false when in

actuality it is true, the terms type II error,

beta error, or false-negative error are used

(Jekel, Katz, Elmore, & Wild, 2007).

When a diagnostic test is administered to

a large group of individuals, it is very likely

that, in truth, some will have the disease of inter-

est and some will not. In the ideal scenario, all of

those who have the disease will be correctly iden-

tified as having it, and all of those who do have

the disease will be correctly identified as not

having it. Unfortunately, such perfection is rare.

As just noted, a false-positive error occurs when

an individual without a disease is “identified” by

a diagnostic test as having the disease. Another

error that requires consideration is the false-

negative error. In this case, an individual who

does have the disease is incorrectly “identified”

as not having the disease.

Associated terms are sensitivity and specific-

ity (Katz, 2001). Sensitivity is the proportion of
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those with the disease for whom the test result is

positive. Specificity is the proportion of those

without the disease for whom the test result is

negative. Sensitivity and specificity are perfor-

mance characteristics of every diagnostic test.

To interpret the result of a test, and remain vigi-

lant for false-positive and false-negative errors,

these characteristics must be known along with

the context in which the test is operating.

Cross-References
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Synonyms

Family concordance; Parent-child concordance

Definition

Family aggregation of health behavior refers to

the extent to which family members behave in the

same or similar ways in areas that have conse-

quences for health. In the literature, family aggre-

gation often refers to the degree to which children

exhibit the same behaviors as their parents. In

review studies, significant evidence exists for

the family aggregation of many health behaviors,

including diet, physical activity, smoking, and

alcohol and drug use (see Rossow & Rise,

1994). Despite the evidence of family aggrega-

tion, the findings within each health behavior are

often inconsistent. Common methodological

issues in the family aggregation literature are

the inclusion of only one parent in studies and

reliance on only one reporter to measure health

behavior of both parents and children. Because

family aggregation is heavily influenced by

parental modeling, including only one parent in

the research design does not provide the informa-

tion necessary to detect the presence of aggrega-

tion or the mechanisms by which health behavior

is transmitted from parent to child. Studies that

rely on children to report on both their own and

parent behaviors (and vice versa) tend to have

inflated estimates of family aggregation due to

mono-method bias. As a result of these method-

ological issues, family aggregation research has

been somewhat inconsistent for certain health

behaviors.

The childhood obesity problem in the United

States has motivated intense scrutiny into the

familial aggregation of obesity-related health

behaviors. Research shows that parent/child con-

cordance tends to be high for many diet- and

eating-related constructs, including attitudes and

perceptions about food, food preference, feeding

styles, and eating behaviors (see Patrick

& Nicklas, 2005). Parents influence their child’s

obesity-related health behavior not only through

modeling but also through parental manipulation

of the social and physical environment. Because

parents purchase and provide food for the home,

they largely dictate what and how much children

are eating. Unlike tobacco, alcohol, or drugs, it is

a parents’ job to provide food for their children,

and parents and children often eat together. As

such, it is not surprising that the most consistent

findings for parent/child concordance of health

behaviors are in the areas of diet and eating. The
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research findings for exercise and physical activ-

ity have been somewhat less consistent. Although

many studies have not found parent/child concor-

dance of physical activity, most of the work in

this area has lumped the physical activity of

mothers and fathers together (see Ferreira et al.,

2006). When studies separate out father’s and

mother’s physical activity, father’s levels are

highly positively correlated with those of their

children while mother’s levels are mostly

unrelated.

There has been a large body of work

devoted to examining the familial aggregation

of tobacco use. Typically, familial aggregation

of smoking is studied through genetic epidemi-

ological studies (such as adult twin studies

which have found genetic factors account for

50% of the variance attributed to regular

tobacco use) and social risk factors (e.g., socio-

economic status, age, and gender). Despite the

vast quantity of work in this area, there is little

evidence that has been gained in support of the

familial aggregation of smoking. Limitations in

methodologies result in difficulties parceling

out social and genetic influences in familial

risk of smoking. For example, to date, there

are no known family studies that examine the

systematic development and maintenance of

smoking within families. Nevertheless, in

a recent review, Avenevoli and Merikangas

(2003) found that in the 87 articles they

reviewed, having a sibling who smoked was

consistently found to be a predictor of current

and lifetime smoking, while the evidence for

parents was inconsistent.

Familial aggregation of alcohol use has been

well established (McGue & McGue, 1994).

Research shows that if child has a parent who

drinks, he is three times more likely to drink and

two times more likely to do drugs than a child

with nondrinking parents. Results from twin and

adoption studies suggest a significant genetic

component to alcohol dependence. Although

more of the research has focused on alcohol,

family aggregation of drug use is also well

established. Researchers estimate that relatives

of individuals with drug disorders are 8 times

more likely to use drugs than relatives of

controls (Merikangas, 1998). Classic adoption

studies also suggest a strong genetic component

to substance abuse disorders (e.g., Cadoret,

Troughton, O’Gorman, & Heywood, 1986),

and twin studies have found the heritability of

drug abuse to be even greater than that of

alcoholism.
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Family and Medical Leave Act

Gabriela Reed

Psychiatry, Children’s Medical Center, UT

Southwestern Medical Center, Dallas, TX, USA

Synonyms

FMLA; Family andmedical leave act of 1993, The

Definition

The Family and Medical Leave Act (FMLA)

entitles eligible employees of covered employers

to take unpaid leave for family and medical rea-

sons with continuation of health insurance cover-

age under the same terms and conditions as if the

employee had not taken leave.

A covered employer must grant an eligible

employee up to a total of 12 workweeks of unpaid

leave during any 12-month period for one or more

of the following reasons:

• The birth of a child and to care for a newborn

child within 1 year of birth

• The placement and care of an adopted or foster

care child within 1 year of placement with the

employee

• To care for the employee’s spouse, child, or

parent who has a serious illness

• A serious health condition that renders the

employee unable to perform the essential

functions of his or her job

A covered employer must also grant an eligi-

ble employee who is a spouse, child, parent, or

next of kin of a current member of the Armed

Forces with a serious injury or illness up to 26

workweeks of unpaid leave during a “single

12-month period” to care for the service member.

Eligibility

To be eligible for FMLA benefits, an employee

must:

• Work for a covered employer

• Have worked for the employer for a total of

12 months

• Have worked at least 1,250 hours over the

previous 12 months

• Work at a location in the United States or in

any territory or possession of the United States

where at least 50 employees are employed by

the employer within 75 miles

Job Restoration

An employee’s use of FMLA leave cannot result

in the loss of any employment benefit that the

employee earned or was entitled to before using

FMLA leave, nor be counted against the

employee under a “no fault” attendance policy.

An employee must be restored to the employee’s

original job or to an equivalent job with equiva-

lent pay, benefits, and other terms and conditions

of employment upon return from FMLA leave.
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Synonyms

Family aid; Office of family assistance

Definition

Family assistance refers to the provision of aid to

families in need, usually with a focus on eco-

nomic welfare and self-sufficiency.
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The Office of Family Assistance

The Office of Family Assistance under the

Administration for Children and Families is

part of the United States Department of Health

and Human Services. The Office of Family

Assistance administers the Temporary Assis-

tance for Needy Families (TANF) and Child

Care and Development Fund (CCDF)

programs.

Temporary Assistance for Needy Families (TANF)

TANF is designed to help needy families

achieve self-sufficiency by providing assistance

and work opportunities to needy families

through grants of federal funds to states, terri-

tories, and tribes to allow for wide flexibility to

develop and implement their own welfare

programs.

The four major purposes of TANF are:

1. Aiding needy families so that children can be

cared for in their own homes

2. Promoting job preparation, work, and mar-

riage by reducing the dependency of needy

parents

3. Preventing out-of-wedlock pregnancies

4. Encouraging the formation and maintenance

of two-parent families

In February 2006, former President GeorgeW.

Bush signed the Deficit Reduction Act of 2005

(DRA), which reauthorized the TANF program.

The DRA reauthorization also included $150mil-

lion for discretionary grants to support programs

designed to help couples form and sustain healthy

marriages. Up to $50 million of this amount may

be used for programs designed to encourage

responsible fatherhood.

The Child Care and Development Fund (CCDF)

Programs

The CCDF program enables low-income fami-

lies to access child care, which in turn makes it

possible for more parents to achieve economic

self-sufficiency. The program also helps

children succeed in school and life through

affordable, quality early care and afterschool

programs.

The Healthy Marriage Initiative is designed to

strengthen families, foster safe and healthy

relationships between married men and women,

and promote the well-being of children.

The Responsible Fatherhood Program is

designed to enable fathers to improve their rela-

tionships and reconnect with their children.

Other Forms of Economic Family Assistance

Other forms of economic family assistance are

provided through Women, Infants, and Children

(WIC), Low Income Home Energy Assistance

Program (LIHEAP), and other emergency assis-

tance programs available through government

and nonprofit agencies.

Women, Infants, and Children (WIC)

WIC is administered by the Food and Nutrition

Service as part of the USDA. WIC provides fed-

eral grants to States for supplemental foods,

health-care referrals, and nutrition education for

low-income pregnant, breastfeeding, and non-

breastfeeding postpartum women, and to infants

and children up to age 5 who are found to be at

nutritional risk.

Low Income Home Energy Assistance Program

(LIHEAP)

The mission of the Low Income Home Energy

Assistance Program (LIHEAP) is to assist

low-income households, particularly those

with the lowest incomes that pay a high pro-

portion of household income for home energy,

primarily in meeting their immediate home

energy needs.

Emergency financial assistance is usually tem-

porary in nature.

Noneconomic Forms of Family Assistance

Noneconomic forms of family assistance include

family counseling and intervention. Through

family therapy, families or individuals within

a family learn better ways to interact with each

other and resolve conflicts. Family therapy is

usually provided by clinical social workers or

licensed therapists known as marriage and family

therapists.
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Family Planning

Jane Limmer1 and Serina Floyd2

1Obstetrics and Gynecology, Duke Hospital,

Durham, NC, USA
2Obstetrics and Gynecology, Duke Hospital,

Raleigh, NC, USA

Synonyms

Birth control; Birth planning; Birth prevention;

Contraception; Pregnancy spacing

Definition

Family planning is the practice of regulating the

number and spacing of human births through the

use of contraception and abortion. It allows cou-

ples and individuals to control the timing of their

childbearing, and thereby to pursue educational

and career goals, as well as to care for existing

children and/or other family members, while

limiting the possibility of pregnancy.

Description

Introduction

Family planning can be a controversial topic

among different religious and cultural groups,

and even at times within the medical community.

Nonetheless, the World Health Organization, the

American Medical Association, the American

Congress of Obstetricians and Gynecologists,

the American Medical Women’s Association,

the American Society for Reproductive Medi-

cine, and the Society for Adolescent Medicine

promote unbiased access to a wide range of fam-

ily planning options as a fundamental component

of comprehensive health care (Association of

Reproductive Health Professionals, 2011).

Such an emphasis is placed on family planning

for a variety of reasons. First, adequate
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contraception decreases maternal mortality, both

from high-risk pregnancies and unsafe abortions

(World Health Organization, Department of

Reproductive Health and Research, [WHO]

1995). Pregnancy prevention can be especially

important in groups at high risk for complica-

tions, including very young women, older

women, and women with certain coexisting med-

ical conditions such as heart disease, kidney dis-

ease, certain cancers, and autoimmune diseases.

Moreover, certain forms of contraception

decrease the incidence of many sexually trans-

mitted infections (STIs), the development of can-

cers of the female genital tract, and the

prevalence of some common medical conditions.

For example, hormonal contraceptives can pro-

tect against iron-deficiency anemia from menor-

rhagia, can prevent the growth and complications

of ovarian cysts and uterine fibroids, and can

decrease the risk of ovarian and endometrial can-

cer. In addition, barrier contraceptives decrease

the transmission of STIs, including human immu-

nodeficiency virus and human papillomavirus,

which, in high-risk strains, can lead to cervical

cancer (WHO, 1995). In addition, proper spacing

of pregnancies improves infant and child health.

An inter-pregnancy interval of less than

18 months has been associated with preterm

labor and preterm delivery, as well as small-for-

gestational-age infants, all of which increase neo-

natal morbidity and mortality (WHO). Limiting

the overall number of children in a household

also enables families to dedicate more resources

to each individual child.

Contraception

Options and Use

In the United States, approximately 62% of

all women of childbearing age are currently

using a form of birth control (Guttmacher

2010a). There are multiple forms of birth

control available in the USA, which vary by

presence or absence of hormones, required fre-

quency of administration, permanence, route of

administration, as well as several other factors.

One set of nonhormonal options that rely purely

on planned human behavior includes abstinence,

menstrual calendar-based method (avoiding

intercourse on days 8–19 of the cycle, which are

the woman’s most fertile days), natural family

planning (avoiding intercourse on days when

a woman is most likely to have ovulated based

on measurements of basal body temperature and

cervical mucus), and withdrawal. Other

nonhormonal options are barrier contraceptives,

which must be used with each sexual encounter,

including male and female condoms, dia-

phragms, sponges, and spermicides. Self-

administered hormonal contraceptives include

pills, which are taken daily, a transdermal patch,

which is changed weekly, and a vaginal ring,

which is changed monthly. Depo-Provera is an

injectable progesterone which is dosed every

3 months. In addition, long-acting reversible con-

traceptives include intrauterine devices (or IUDs)

and Implanon, a subcutaneous implant. Finally,

permanent options for contraception include

male and female sterilization (Trussell, 2007).

Among women in the USA, different age,

racial, and socioeconomic groups tend to choose

different birth control methods. In addition, the

choice of a method often changes over the course

of a woman’s reproductive lifespan. For example,

the birth control pill is the predominant method

used by women younger than 30 years of age,

whereas female sterilization is the predominant

method used by women older than 30. Moreover,

while white women most often select the pill,

black and Hispanic women most often select

female sterilization (Guttmacher, 2010a).

Women choose a birth control method based

on several factors, both medical and personal.

These frequently include risks and side effects

of the method, cost, coexisting medical condi-

tions, number of sexual partners, frequency of

intercourse, number of desired children, and

access to health care. Currently, apart from absti-

nence, the most efficacious contraceptive method

is the Implanon device, with 0.05% of women

experiencing an unintended pregnancy within the
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first year of use. In comparison, with typical use

of condoms, 15% of women per year will expe-

rience an unintended pregnancy (Trussell, 2007).

Methods of Birth Control among US Women,

2006–2008

Method

% of

users

% of women

with unintended

pregnancy in

first year of use

– typical use –

% of women

with unintended

pregnancy in

first year of use

– perfect use –

Pill 28 8 0.3

Tubal

sterilization

27.1 0.5 0.5

Male condom 16.1 15 2

Vasectomy 9.9 0.15 0.10

IUD 5.5 0.2–0.8 0.2–0.6

Withdrawal 5.2 27 4

Three-month

injectable

(Depo-

Provera)

3.2 3 0.3

Vaginal ring

(NuvaRing)

2.4 8 0.3

Periodic

abstinence

(calendar)

0.9 25 5

Othera 0.4 b b

Periodic

abstinence

(natural

family

planning)

0.2 25 4

Diaphragm c 16 6

Data in table taken from (1) Guttmacher 2010a. http://

www.guttmacher.org/pubs/fb_contr_use.pdf, accessed

February 7, 2011 and (2) Trussell, 2007
aIncludes emergency contraception, female condom or

vaginal pouch, foam, cervical cap, sponge, jelly or cream

(without diaphragm), and other methods
bEfficacy figures vary widely depending on which of the

aforementioned methods is used
c Figure does not meet standards of reliability or precision

Access to Contraception

According to data from the 2002 National Survey

of Family Growth, 49% of all pregnancies in

2001 were unintended. Of these unintended preg-

nancies, 44% ended in births, 42% ended in abor-

tions, and 14% ended in fetal losses. Unintended

pregnancy rates are highest among women aged

20–24, women with low incomes, and women

who are unmarried, of a minority (especially

black) race and who have not completed high

school (Finer and Henshaw, 2006).

In response to the high rate of untended

pregnancy, especially among low-income

women, public funding has been made avail-

able for contraceptive services and supplies.

Medicare, state appropriations, and Title X of

the Public Health Service Act provide such

funding, with Medicare being the largest

contributor (approximately 71%). In 2008,

17.4 million women were in need of these ser-

vices, and 54% of these women received con-

traceptive care from a publicly funded family

planning center. For many women, these cen-

ters are also the only source of primary medical

care (Guttmacher 2010c).

Abortion

Definition

Abortion is the termination of a pregnancy and

can be spontaneous or induced. A “spontaneous

abortion,” or what is more commonly known

as a “miscarriage,” is the natural loss of

a pregnancy prior to 20 weeks’ gestation. An

“induced” abortion refers to a medical or surgi-

cal intervention performed with the intention to

terminate a pregnancy (Kottke and Zieman,

2008).

There are several possible methods available

for the termination of a pregnancy. The choice of

method is largely based on the gestational age of

the pregnancy, patient preference, and provider

experience. Suction curettage, or the emptying of

uterine contents by suction aspiration, is the most

common method used up to 12 weeks’ gestation.

Medication abortion can also be performed up to

9 weeks’ gestation, depending on the medication

regimen used. These regimens consist of

a combination of antiprogestins and prostaglan-

din analogues, and/or the use of methotrexate. In

comparison, termination of pregnancy in the sec-

ond trimester can be performed using dilation and

evacuation (D&E) – dilation of the cervix with

evacuation of uterine contents by suction, with or

without extraction, at greater than 13 weeks’ ges-

tation – or induction of labor. D&E is performed

more frequently than induction as it is a less
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expensive and shorter procedure that does not

require hospitalization (Kottke and Zieman,

2008, and Paul and Stewart 2007).

Epidemiology

An estimated four out of every ten unplanned

pregnancies in the United States end in induced

abortion. In 2000, a total of 1.31 million abortions

were performed, but in 2005, this number

decreased to 1.21 million. Approximately one-

third of all American women will have had an

abortion by the age of 45 years (Guttmacher

2010b). When asked to describe why they seek

pregnancy terminations, women cite a variety of

reasons: inability to afford a child (or another

child); need to delay childbearing in order to

devote time to work, school, or other family

members; concerns about their own health or

the health of the fetus; lack of access to contra-

ception; relationship problems with the father of

the pregnancy; and desire to end a pregnancy that

resulted from rape or incest (Guttmacher Insti-

tute; Paul and Stewart 2007).

The demographics of women who have abor-

tions are broad and include women of all ages,

races, socioeconomic groups, and religions.

Roughly half of all abortions are obtained by

women aged 20–30, by women who have never

been married, and by women who already have at

least one child. Thirty-six percent of women

seeking pregnancy termination are non-Hispanic

white, 30% are non-Hispanic black, 25% are His-

panic, and 9% are of other races (Guttmacher

Institude, May 2010). The rate of induced abor-

tion is higher among low-income and black

women, which many researchers attribute to

lack of access to adequate contraception (Kottke

and Zieman, 2008).

Health Impact

As stated by Speroff et al., “the legalization of

abortion reduced maternal morbidity and mortal-

ity more than any single development since the

advent of antibiotics to treat puerperal infections

and blood banking to treat hemorrhage” (Speroff,

Glass, & Kase, 1999). After abortion was legal-

ized in 1973 through the Roe v. Wade Supreme

Court case, the abortion-related mortality rate

declined by 90%. Currently, the abortion-related

mortality rate ranges from 1 in 1,000,000 for

procedures performed prior to 8 weeks‘gestation,

to 8.9 per 100,000 for procedures performed after

21 weeks (Kottke and Zieman, 2008). In compar-

ison, the maternal mortality rate for women who

go on to deliver live infants in the United States

was 13.3 per 100,000 live births in 2006 (U.S.

Department of Health and Human Services,

Health Resources and Services Administration,

Maternal and Child Health Bureau, 2009). An

overwhelming majority (greater than 85%) of

all abortions occur within the first trimester of

pregnancy (i.e., prior to 14 weeks’ gestation).

These early terminations pose the lowest health

risks, both immediate and long-term, to women

(Paul and Stewart 2007).

The long-term physical and mental sequelae

of abortion have been studied extensively. These

studies indicate that there is no increased risk of

miscarriage, ectopic pregnancy, or infertility

associated with first-trimester abortions. The out-

comes of second-trimester procedures are not as

well studied or understood. In addition, though

the psychological impact of abortion on women

has been widely debated, the vast majority of

high-quality scientific evidence indicates that

pregnancy termination does not pose mental

health risks for most women. Two groups

performed broad reviews of available scientific

literature in 2008 – the American Psychological

Association Task Force on Mental Health and

Abortion and Johns Hopkins University – and

both groups concluded that elective pregnancy

termination is not associated with an increased

risk of psychiatric sequelae (Charles, Polis,

Srihara, & Blum, 2008 and Major et al., 2008).

In fact, the best predictor of a woman’s mental

health after an abortion appears to be her mental

health prior to the procedure.

Cross-References

▶Condom Use

▶Gender Role

▶Health Care Access

▶HIV Prevention
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Family Practice

▶ Family Practice/Medicine

Family Practice/Medicine

Gabriela Reed

Psychiatry, Children’s Medical Center, UT

Southwestern Medical Center, Dallas, TX, USA

Synonyms

Family medicine; Family practice; General

practice; Primary care

Definition

Family practice/medicine or primary care is the

medical specialty that provides continuing and

comprehensive health care for the individual

and the family. It is the medical specialty that

integrates the physical, clinical, and behavioral

sciences. The scope of family medicine encom-

passes all organ systems, every disease entity and

covers the life span.

Primary care is health care that is accessible,

coordinated, comprehensive, and continuing. It is

provided by physicians specifically trained for

and skilled in comprehensive first-contact and
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continuing care for persons with a diagnosed

illness or those with an undiagnosed symptom,

or health concern. In addition to diagnosis and

treatment of acute and chronic illnesses, primary

care includes health promotion and maintenance,

disease prevention, and patient counseling/edu-

cation in a variety of health-care settings, includ-

ing private practice offices, the inpatient setting,

critical care, and long-term care facilities, as well

as in-home care. Primary care is performed by

a personal physician, with consultation or referral

to other health professionals as necessary.

Family practice/medicine encompasses the

following functions:

1. It is first-contact care, serving as a point of

entry for the patient into the health-care

system.

2. It is highly personalized and assumes respon-

sibility for individual follow-up.

3. It is comprehensive and includes continuity by

virtue of caring for patients in sickness and in

health.

4. It serves a coordinative function for the

various health-care needs of the patient.

5. It assumes continuing responsibility for

community health problems and concerns.

The term general practice is synonymous with

the term family medicine in many countries. The

Royal New Zealand College of General Practi-

tioners emphasizes that a general practitioner

provides care that is “anticipatory as well as

responsive and is not limited by the age, sex,

race, religion, or social circumstances of patients,

nor by their physical or mental states.” They

argue that the family practice physician must be

the patient’s advocate; be caring, competent, and

compassionate; and be willing to recognize lim-

itations and refer when necessary (Richards,

1997).

Cross-References

▶Chronic Disease Management

▶ Primary Care

▶ Primary Care Physicians

▶ Primary Care Providers
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Family Social Support

Elana Graber and Ryan M. Beveridge

Department of Psychology, University

of Delaware, Newark, DE, USA

Synonyms

Social network; Social resources

Definition

Broadly defined, social support is information,

clarification, aid, and emotional reassurance that

an individual receives from others. Research has

differentiated between perceived support

(i.e., availability of support in one’s environment)

and received support (i.e., support one reports

having received, often in response to a specific

event). Perceived support, particularly in the

early family environment, is associated with ben-

eficial health outcomes, better (i.e., proactive) cop-

ing skills, and thus is associated with better health

behaviors and outcomes. Perceived support is typ-

ically stable over time and is thought to develop

from one’s own early family structure and attach-

ment through one’s ability to develop and sustain

close relationships with supportive others. As will

be discussed further below, the benefits of

received support are mixed and have been associ-

ated with both positive and negative health

consequences.

Social support can also be further divided into

practical and emotional support. Practical

support includes giving advice, providing
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information, or tangible assistance for another

person (e.g., washing the dishes for a sick spouse

or financial assistance from a family member).

Emotional support can include physical affection

and discussing one’s thoughts and feelings

showing warmth and nurturance to indicate the

individual is valued and cared for. The degree to

which practical and emotional support are helpful

often depends on the particular stressor context in

which they are occurring, including timing of

support and phase of medical illness. Informa-

tional support may be needed to make medical

decisions, and emotional support may help one

cope with a medical diagnosis or treatment

difficulties. Based on the matching hypothesis,

what is important for individual outcomes is

that the received support compliments the needs

of the individual undergoing the stressor.

Description

As social beings, humans benefit from their con-

nection to others through social support that they

receive and provide, and in no greater context is

this process observed than within the family sys-

tem. Social support in a family context has been

consistently linked to incidence of disease and

recovery and coping responses to acute and

chronic illness. The family context is one of the

most common places individuals both seek and

receive social support, and early life experiences

within the family system shape one’s ability to

seek and benefit from social support in one’s

larger social network later in life. Children who

develop secure attachments to their caretakers

and perceive caretakers as available and attentive

to their needs are better able to interpret and

perceive supportive acts from others.

Negative Effects of Social Support

Interestingly, receiving social support from close

others is not always beneficial. Indeed, patients

who receive help from their family members may

feel unable to reciprocate that support, creating

a sense of inefficacy and bring awareness of one’s

lack of autonomy and control. Some research has

found that received tangible support is even asso-

ciated with higher mortality rates, while

perceived support availability is associated with

lower mortality rates.

Associations with Health Outcomes

Social support has been reliably linked with the

development and progression of illness, for exam-

ple, cardiovascular disease, diabetes, and lung dis-

ease, and has even been associated with lower risk

for developing the common cold. The availability

of support and the provision of “invisible support”

(i.e., support that is provided but is not perceived)

can have beneficial effects on health behavior and

health outcomes. Specifically, perceived support

can accelerate recovery from disease and improve

mortality rates even after controlling for physical

health status and demographic factors. Some of

the mechanisms explaining the benefits of per-

ceived support on health outcomes include greater

proactive coping strategies, lower stress exposure,

and healthier behavior choices in terms of diet and

medical adherence. There are multiple theories on

the utility of social support in alleviating the

effects of stress. The stress-buffering hypothesis

posits that social support is particularly important

when individuals are undergoing large stressors,

such as acute or chronic illness, but of relatively

little import during periods of low stress. During

periods of high stress, the availability of social

support attenuates the negative effects of stress

and allows the individual to copemore effectively.

The direct effects hypothesis suggests that social

support is beneficial during periods of high and

low stress, making the family system and the

general availability of support important at all

times. As described above, the matching hypoth-

esis of social support suggests help is likely most

beneficial when the type of support provided

matches the needs of the patient. A patient who

desires emotional reassurance from their family

but receives informational help is less likely to

benefit from the social support and may even

generate negative feelings of incompetence or

dependency.
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Support interventions have been shown to

promote positive health outcomes. Creating sup-

portive home environments early in life will

likely place children on better health trajectories

that will influence their susceptibility to disease

as well as their ability to benefit from a social

support network during acute or chronic illnesses.
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Family Stress

Ashley K. Randall1 and Guy Bodenmann2

1Family Studies & Human Development,

University of Arizona, Tucson, AZ, USA
2Department of Psychology, University of

Zurich, Binzmuehlestrasse, Zurich, Switzerland

Synonyms

Dyadic stress; Marital stress; Relationship stress;

Stress

Definition

Family stress can be defined as any stressor that

concerns one or more members of the family (or

the whole system) at a defined time, which

impacts the emotional connection between fam-

ily members, their mood, well-being, as well as

the maintenance of the family relationship.

Description

While stress has been described as an individual

phenomenon for many decades (e.g.,

Dohrenwend & Dohrenwend, 1974; Lazarus &

Folkman, 1984; Selye, 1974), family stress has

been conceptualized independently from individ-

ual stress theory.

Family stress theories first emerged in the

1930s and 1940s (Angell, 1936; Koos, 1946).

The most influential family stress theory (ABC-

X theory) was proposed by Hill (1958), and was

further developed by Burr (1973) and McCubbin

and Patterson (1983). The ABC-X theory

includes three interacting variables: the event

(A) that interacts with the family’s resources

(B), which allows the family to create their mean-

ing and definition of the event (C). These three

variables then produce the crisis (X). Although

the ABC-X model is still used by some research

groups and its utility is recognized by theorists, it

is limited in different ways. First, the model

explicitly deals with major stressors (critical life

events) and crisis, and is not appropriate for

understanding everyday stress processes in fam-

ilies. Second, the model claims to have

a perspective on the whole family, but usually

only partners/parents (or even more often only

one partner/parent) are targeted while contribu-

tions of children are not considered.

Important theoretical additions of the ABC-X

model were made by Burr (1973) and Burr and

Klein (1994) by including the concepts of family

vulnerability and regeneration. These authors

focused more systematically on resources within

the family and the use of different types of coping

according to specific phases in the stress process.

Subsequently, the complications the family faced

in dealing with the stressor are addressed in the

revised family stress model.

In the last two decades, marital research has

provided new and stimulating input to the discus-

sion of family stress. This line of research has led
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to the development of theoretical models of

dyadic stress and research activity (Bodenmann,

2005; Story & Bradbury, 2004, Randall &

Bodenmann, 2009). Dyadic stress represents

a distinct form of family stress, involving both

partners directly or indirectly. According to

Bodenmann (1997, 2005) dyadic stress is defined

as a stressful event or encounter that always con-

cerns both partners, either directly when both

partners are confronted by the same stressful

event, when there is stress within the relationship

(e.g., disagreement with one’s partner), or indi-

rectly when the stress of one partner spills over

to the close relationship and affects both

partners. In both cases, dyadic stress elicits joint
appraisals (in addition to individual appraisals) of

the stressful situation that extends the primary

and secondary appraisals in Lazarus’ (1966)

approach. These joint coping efforts, or coopera-

tive use of common resources within the couples,

are referred to as dyadic coping (Bodenmann,

2005).

Although the definition of dyadic stress has

been used primarily in the focus of close relation-

ships, it can be easily expanded to family sys-

tems. Specifically, this approach focuses on the

following aspects of family stress (see Randall &

Bodenmann (2009) for a review):

1. Locus of the stress

(a) External: Stress that comes from outside

the family, such as: (1) financial stress or

(2) stress with regard to the extended fam-

ily members, such as parents-in-law

(grandparents) or other relatives. For

example, if a grandparent is sick it may

be the primary responsibility of their

child to take care of them; subsequently,

the mother or father may exhibit a

stressful response and may be emotionally

affected.

(b) Internal: Stress that originates within the

family. Examples would be conflicts and

tensions between parents, parents and

children, or siblings. For example, if par-

ents have severe marital problems and if

they often engage in disagreements, this

may affect the family climate and the

well-being of all family members.

2. Intensity of the stress

(a) Macro: Stressors that can be common

(e.g., critical life events). Examples

would be (1) severe illness, (2) handicap,

(3) unemployment, (4) death of a family

member, or (5) important phases and

changes, such as the birth of a child or an

empty nest.

(b) Minor: These are “everyday” stressors,

such as (1) being late for an appointment

or school, (2) having to get children to

their extracurricular activities, or (3) stress

at work, for example, both parents are

working, one child is sick, and the family

has to reorganize their work schedules to

care for the child.

3. Duration of the stress

(a) Acute. These stressors tend to be tempo-

rary and may be associated only with

a single instance, for example, forgetting

something at the grocery store or moving

to a different house or city.

(b) Chronic. These stressors are stable and

can last a long time, for example, having

a child that is ill or a partner that is

unemployed.

4. Affected person of the stressor. Is it only one

partner/parent, parents, one child or several

children, or is the whole family affected by

the stressful encounter? For example, the

severe illness of a partner/parent affects the

whole family system, whereas one daughter

staying home sick may only affect her (the

daughter) and perhaps the partner who is

staying home with her.

Stress has been shown to have detrimental

effects on health and well-being on all family

members (see Randall & Bodenmann (2009)

for a review). Recently, studies have shown

the link between stress and behavioral medi-

cine, specifically with respect to taking care

of patients with dementia (Mitrani et al.,

2006), and when the child is suffering from

a chronic illness (Lewis & Vitulano, 2003). In

addition, studies have shown increased family

conflict when one child was diagnosed with

Type 1 diabetes (Williams, Laffel, & Hood,

2009).
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Families operate as a system and each member

of the family is an interconnected entity that

functions as a whole. Specifically, individuals

cannot be understood without taking into account

the family as a whole (Segrin & Flora, 2005).

Thus, family stress impacts each member of the

family and may have detrimental effects on their

closeness, emotional connectedness, communi-

cation, and, ultimately, their well-being.
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Family Studies (Genetics)

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,
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Definition

Family studies are fundamental tools in the dis-

cipline of behavioral genetics (Turner, Cardon, &

Hewitt, 1995) and can provide information

of great interest in Behavioral Medicine. They

permit assessments of degrees of familial resem-

blance, or aggregation, of physical, psychologi-

cal, and behavioral characteristics.

Description

Pairs of siblings resemble each other more than

do randomly chosen pairs of individuals, and

children resemble their parents, on average, to a

greater degree than they resemble randomly cho-

sen adults. Such degrees of resemblance can be

assessed in terms of correlation coefficients for

continuous quantitative measurements, such as

blood pressure and weight, and in terms of con-

cordance rates for discretely defined characteris-

tics, such as having or not having a specific

disease state or psychiatric diagnosis.

In clinical studies, the proband is defined as

the individual affected by a disease or condition

of clinical concern that causes a family to be
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included in a study. The probandwise concor-

dance rate is then defined as the probability that

a relative of a given type will also be affected. An

important point to note is that in the absence of

family resemblance, the concordance rate should

be equal to the prevalence of the disease or

condition. Therefore, for commonly occurring

conditions (such as ever having smoked a ciga-

rette), the baseline concordance rate might be as

high as 80% in some populations. Family resem-

blance would then be indicated by concordance

rates that were higher than this. In contrast, for

conditions that are relatively infrequent, such as

a psychiatric condition like schizophrenia with

a 1% prevalence, a concordance rate as low as

10% might indicate substantial family resem-

blance (Hewitt & Turner, 1995).

It is typically found that there is a positive

family resemblance for many characteristics,

and the resemblance becomes more strongly pos-

itive as the degree of family relationship becomes

closer. An important confounding factor, how-

ever (at least for the conventional nuclear fam-

ily), is that the degree of genetic relationship is

confounded with the degree of environmental or

social relationship. Such families tend to eat the

same food, for example, a factor that can influ-

ence blood pressure and weight. (Individuals who

become married, and who perhaps ate relatively

different diets, may in time come to eat a more

similar diet, which can lead to various other char-

acteristics becoming more similar.) Therefore,

the mere observation of familial aggregation

of a characteristic or condition of clinical concern

is not sufficient to allow the inference of a genetic

or environmental etiology. Instead, we need to

study pairs of relatives in whom the degree of

genetic relationship differs when the environ-

mental resemblance is kept the same or, alterna-

tively, pairs for whom the degree of

environmental resemblance differs when the

degree of genetic relationship is held constant.

The “natural experiment” of the birth of twins

affords a good approximation to the first type of

situation, and the adoption of children to be

reared apart from their biological parents

provides the second type. There are certainly

other types of family relationships and study

designs of relevance, for example, those involv-

ing half siblings and stepfamilies, but it is typi-

cally the case that both the statistical power and

the conceptual clarity are greatest for research

studies that start with a nucleus of either twins

or families involved in adoption.
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Family Systems Theory

Neena Malik

Department of Pediatrics, Miller School of

Medicine, University of Miami, Miami, FL, USA

Synonyms

Family therapy

Definition

Family systems theory is one of the major theo-

ries in behavioral and social sciences. The foun-

dation of this theory is that all systems, human

and mechanical alike, strive toward growth,

development, and stability and that individual

behavior cannot fully be understood without tak-

ing into account the context of the family system

(Nichols, 2010a).
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There are numerous models within family sys-

tems theory, and numerous associated therapeu-

tic techniques designed to help families and

individuals with relationship and mental health

issues. In brief, Bowenian theory, named for

Murray Bowen, focuses on intergenerational

issues and family triangles. Strategic family ther-

apy, pioneered by Jay Haley and others, focuses

on understanding the function of symptoms and

family communication patterns that relate to an

individual patient’s difficulties and creating strat-

egies to change communication patterns.

Structural family systems theory and therapy,

developed by Salvador Minuchin, is concerned

with the hierarchical structures within families,

positing mental health issues in individual family

members when relationship structures are dysfunc-

tional. Additional models include experiential,

psychoanalytic, cognitive behavioral, solution-

focused, narrative, and integrative approaches to

both family systems theory and therapies (Doherty

& McDaniel, 2010).

Cross-References

▶Cognitive Behavior Therapy

▶Mental Illness

▶Therapy, Family and Marital
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Family Violence

Jason Jent

Department of Pediatrics, Mailman Center for
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Miami, FL, USA

Synonyms

Domestic violence; Intimate partner violence

Definition

Family violence refers to any acts of violence that

occur between family members, including but not

limited to child maltreatment, intimate partner

violence, and elder maltreatment (American

Medical Association, 2011).

Description

Types of Family Violence

Child Maltreatment includes any act(s) of com-

mission or omission by a caregiver that results in

harm, potential harm, or threat of harm to a child

(Leeb, Paulozzi, Melanson, Simon, & Arias,

2008). Child maltreatment is most broadly cate-

gorized as child abuse and child neglect. Child

abuse consists of three different forms of acts of

commission including physical abuse, sexual

abuse, and psychological/emotional abuse. Acts

of omission or neglect can also be characterized

as family violence in specific instances where

a caregiver knowingly fails to protect a child

from maltreatment perpetrated by another care-

giver or knowingly does not take appropriate

measures to protect a child from being exposed

to pervasive violence (e.g., intimate partner

violence) or dangerous conditions (e.g., selling

drugs out of the home). Both ▶Child Abuse and

▶Child Neglect are discussed in more detail in

separate entries.
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Intimate Partner Violence, a term that is often

used interchangeably with domestic violence,

includes acts of commission by a current or for-

mer partner or spouse that results in physical,

sexual, or psychological harm (Saltzman,

Fanslow, McMahon, & Shelley, 2002). Intimate

partner violence occurs among heterosexual and

same-sex couples and exists on a severity contin-

uum. Intimate partner violence includes four

types of behavior: physical violence, sexual

violence, threats of physical or sexual violence,

and psychological/emotional violence. In addi-

tion, stalking is often considered a type of inti-

mate partner violence (Tjaden & Thoennes,

1998).

Elder Maltreatment includes any abuse and

neglect of a person age 60 and older by

a caregiver or another person in a relationship

involving an expectation of trust (Center for Dis-

ease Control and Prevention, 2010). Forms of

elder maltreatment include physical abuse,

sexual abuse or abusive sexual contact, psycho-

logical or emotional abuse, neglect, abandon-

ment, and financial abuse or exploitation.

Cross-References

▶Abuse, Elder

▶Child Abuse

▶Child Neglect
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Family, Caregiver

Alyssa Parker
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Center, Dallas, TX, USA

Synonyms

Custodian; Family caretaker; Home health care

Definition

Family caregiving is not a new phenomenon and

is considered a norm of the family based on

family and societal obligations. According to

a survey conducted in 2009 by the National Alli-

ance for Caregiving, 65.7 million caregivers

make up 29% of the United States adult popula-

tion and 31% of all United States households. Of

these 65.7 caregivers, 48.9 million care for adult

recipients only, 3.9 million care for child recipi-

ents only, and 12.9 million care for both child and

adult recipients. Family caregivers provide an

estimated $375 billion worth of uncompensated

care to loved ones annually, making them the

backbone of long-term care. Caregivers are pre-

dominantly female (66%), are an average of

48 years old, and frequently take care of two or

more people. The top two care recipient condi-

tions are old age and Alzheimer’s disease or

dementia. Other conditions frequently mentioned

include mental/emotional illness, cancer, heart
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disease, and stroke (National Alliance for Care-

giving, 2011).

On average, family caregivers spend 20.4 h per

week providing care, though this number

increases dramatically when the care recipient is

living with the caregiver or when the recipient is

under the age of 18. Caregiver time is predomi-

nantly spent helping loved ones complete activi-

ties of daily living. This may include helping the

care recipient get in and out of beds or chairs,

personal care tasks (getting dressed, assisting

with bathing or showering, helping the recipient

to and from the toilet, and helping deal with

incontinence), and feeding. Additionally, care-

givers are involved with instrumental activities

of daily living, such as transportation, housework,

grocery shopping, meal preparation, managing

finances, and arranging or supervising outside ser-

vices. Many caregivers also spend a significant

amount of time advocating for the care recipient

with care providers, government agencies, and

performing medical therapies or treatments. Care-

giving for a child with special needs requires

a number of additional time-consuming support

activities (NAC with AARP, 2009).

Prior to making the decision to become

a family caregiver, it is imperative to make

a realistic appraisal of the situation. Over half of

all caregivers are married and more than 1/3 of

caregiving families have children or

grandchildren under the age of 18 living in the

home (NAC with AARP, 2009). The entire fam-

ily system is disrupted with the advent of care-

giving, and many family members, including the

care recipient, frequently experience significant

adjustment and coping difficulties (Agosta &

Melda, 1995). While many support services

focus on the individual caregiver, the total family

context is often overlooked. Caregivers who are

employed must work to balance the competing

demands of employment commitments and fam-

ily responsibilities. The majority of caregivers

who work outside of the home report having

gone in late to work, having left early, or having

taken time off during the day to deal with care-

giving issues. One in five caregivers ultimately

takes a leave of absence from work at some point.

The Family Medical Leave Act (FMLA) was

created in 1993 in order to help caregivers bal-

ance work and family responsibilities. This act

provides certain employees with up to 12 weeks

of unpaid, job-protected leave per year (United

States Department of Labor, 2011). Despite

changes in employment ability, it is important to

note that caregiving can be an expensive

endeavor. Not only do many caregivers decrease

their work hours, there are a number of potential

out-of-pocket expenses that must be addressed

(NAC with AARP, 2009). Finally, studies of

family caregiving have consistently demon-

strated that a host of negative emotional and

physical effects develop as a function of assum-

ing responsibility for the care of a dependent

family member. Vulnerability factors that may

increase caregiver distress include the degree of

care burden (both mental and physical), restricted

activities, fear (not knowing what will come

next), insecurity (feelings of loss of control over

life or concerns regarding one’s competency),

loneliness (decreased partnership and less time

to spend outside the home with others), facing

death, and lack of support (from the patient, other

family members, and health care providers)

(Proot et al., 2003).

Despite the risks for distress, there are actions

the caregiver can take to boost coping and

decrease caregiver strain. It is beneficial for the

family caregiver to receive caregiver training. By

seeking out educational resources, the caregiver

can help avoid serious injury to him/herself and

the care recipient, as well as reduce the risk of

recipient hospitalization for chronic sores or

infections. Learning all one can about the care

recipient’s condition, its treatments, and the prog-

nosis will help the caregiver and the caregiver’s

family have a better idea of what to expect in the

future and how best one can help. Maintaining

precise, up-to-date medical records and learning

how to communicate with health care profes-

sionals allows caregivers to better advocate for

their loved ones (NAC with AARP, 2009).

Knowing how to ask for help, delegating duties,

and getting friends and family involved in care-

giving can also alleviate caregiver strain. Most

importantly, however, the caregiver must learn

how to manage his/her time and take care of
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him/herself. Though time away from caregiving

is often associated with fear or guilt, it is imper-

ative that caregivers schedule time away from

caregiving obligations. Recharging oneself ulti-

mately makes for a better caregiver. Caregivers

can regain control by setting limits about what

they will and will not do, then voicing these

boundaries to health care professionals. Finding

satisfaction in the care one is providing may also

decrease vulnerability to strain. Seeking good

support, professional, instrumental, and emo-

tional, is also a necessity for all caregivers. Pro-

fessional support is associated with caregiver

inclusion in education and decision-making by

the care recipient’s health care team. This

decreases caregiver burden, fear, insecurity, and

may provide realistic hope and facilitation of

control. Instrumental support includes practical

assistance in the daily care of the patient, which

relieves care burden and facilitates the continuing

of the caregiver’s own activities. Finally, emo-

tional support involves respect for the choices the

caregiver must make, acknowledgment of the

care they give, and provides someone to listen

to the caregiver’s concern. Emotional support

generates satisfaction and may decrease fear,

insecurity, and loneliness (Proot et al., 2003).

Cross-References
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▶Caregiver/Caregiving and Stress

▶Chronic Disease or Illness

▶Daily Stress

▶Dementia

▶Disability

▶Disease Burden

▶Elderly
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▶ Self-Care
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Synonyms

Household income

Definition

Family income is a measurement of economic

position of individuals who are considered to be

part of one familial unit. Income is broadly
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inclusive of wages, pensions, investments, gov-

ernmental assistance or benefits, rent earnings,

and any other source of finances. In

sociodemographic and epidemiological research,

family income is often used interchangeably with

household income. However, household income

denotes all individuals who are living in the same

home, regardless of whether they are blood rela-

tives, legally-bound, or neither. On the contrary,

family income typically refers to individuals who

are related by blood or by law, especially in

societies in which there is a large emphasis on

nuclear family compositions (e.g., father, mother,

and minor children) (see ▶ Family, Structure).

Consequently, household income and family

income are not always equivalent.

Description

There is significant evidence to suggest that

income is associated with health outcomes. The

income and health gradient demonstrates that, in

general, higher income is associated with greater

health (see▶Health Disparities). Some plausible

mechanisms for this relationship may include the

influences of income on access to health care

services or education, and health promoting

assets and environments, such as grocery stores

to obtain fresh food or having places to exercise.

Income distribution of neighborhoods or environ-

ments can vary greatly, which can result in dif-

ferential consequences on health.

There is little consensus as to what constitutes

family income and how best to measure it, but

most researchers agree that a combination of

household and neighborhood levels of income

should be taken into consideration. At the most

basic level, family income can be measured

directly by surveying or interviewing members

of a family unit to learn how much income they

each generate. It is important to consider that

family income is determined in part by the num-

ber of employed individuals in a household as

well as by the number of family members depen-

dent on that income. As such, income should be

measured to include all sources (e.g., wages,

investments, and benefits), denoting disposable

income, and be weighted to different family com-

positions such that larger families are considered

to have lower disposable income given the

greater number of people dependent on that

income (Galobardes, Lynch, & Davey Smith,

2007). Measurement of family income is becom-

ing more complex as family structures have

changed dramatically in recent years and the def-

inition of a “family unit” continues to evolve.

Family income can vary considerably across

one’s lifespan as individuals may change jobs or

lose employment several times during their work-

ing life. Education and occupations of family

members can provide a more stable estimate of

family socioeconomic status, and can be used as

proxies for estimating income level. Education

and occupations should be obtained for all house-

hold members to estimate family income thor-

oughly, especially in the context of immigration

and intergenerational differences in educational

opportunities. A higher educational level can

reflect knowledge-related assets as well as life-

style choices, and can be predictive of better jobs,

higher income, and safer housing. Occupation is

another proxy for income as it links educational

experiences with actual income earned (Shavers,

2007). When using educational level or occupa-

tion as proxies for income, it is important to

consider that occupational status may change

during one’s lifetime with new jobs or careers

and may more readily capture income variability.

However, educational level, once attained, tends

to remain the same throughout a lifetime and is

a more static proxy for income. Of note, the

income associated with an educational level or

occupation is not always equivalent across race

and gender (Shavers, 2007). For example, women

and minorities tend to earn less than white male

counterparts; therefore, utilizing educational

level or occupation as proxies for income may

actually overestimate income levels for women

and minorities compared to white males of simi-

lar educational background or occupational

standing (Krieger, Williams, & Moss, 1997).

There may be situations in which individuals

or families cannot be asked directly about their

economic status, such as when conducting retro-

spective reviews of health data or when looking
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at regional differences in health outcomes. In

these circumstances, neighborhood levels of

income can be examined as proxies for family-

level income. For instance, census tract variables

help to estimate median family income and

household income levels based on large geo-

graphical units such as zip code areas.

A combination of variables can be used to esti-

mate neighborhood socioeconomic status, such

as percentage of homeownership, percentage of

a population with health insurance, or percentage

of single-parent households. Neighborhood

income is suspected to be closely related to health

outcomes because it may reflect environmental

factors that impact health, such as neighborhood

safety, parks and places to exercise, social ser-

vices, and access to healthy foods, as well as

social capital – the social resources available to

families and individuals. One should be cautious

when interpreting results from neighborhood-

level income estimates; while the estimates can

serve as proxies for family-level income, they

may not reflect the economic realities of each

family.

The significant impact of income on health

outcomes points to the importance of accounting

for economic factors in behavioral medicine

research. While there is no current consensus on

how best to measure family income, researchers

agree that multiple measurements of individual,

family, and neighborhood levels can provide

a more comprehensive understanding of family

income factors for health research.

Cross-References
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Synonyms

Interpersonal relationships; Social network

Definition

Family relationships have long been a focus of

researchers interested in exploring how the

social context relates to health. Researchers

have shown that differences in family relation-

ships are associated with the development of

acute and chronic illnesses, as well as to how

individuals and their families adjust to ongoing

health problems. Several explanations for the

family’s impact on health and disease have

been proposed. These explanations include the

following: the family’s role in buffering or

exacerbating the physiological stress responses

of individuals, the modeling of appropriate

health behaviors, and the social control that

family members may have on one another’s

health behaviors. Furthermore, because of the

central role most families play in the develop-

ment and maintenance of stress responses, as

well as health behaviors and beliefs, psychoso-

cial interventions are often implemented at the

family level.
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Description

Research has consistently indicated that the nature

of parent-child and spousal relationships associates

with the etiology of health, illness, and disease. For

example, stable and supportive family relation-

ships are related to long-term health outcomes.

Individuals who perceive that their parents were

warm and supportive during their childhood are

less likely to develop coronary artery disease,

hypertension, and alcoholism, than individuals

who report less support from their families. Fur-

thermore, being married and having children in the

home is related to positive health outcomes such as

lower mortality rates, especially for men.

Conversely, parent-child relationships character-

ized as interpersonally hostile, critical, overly con-

trolling, and highly conflictual relate to several

health problems in adulthood including lung dis-

ease, cardiovascular disease, some types of cancer,

diabetes, and drug and alcohol abuse. Furthermore,

marital relationships characterized by high levels

of conflict as well as interpersonally hostile

behaviors are associated with the development of

myriad diseases, including cardiovascular disease,

which is the leading cause of death in the United

States. Indeed, spouses who appraise their partner

as collaborative (versus controlling or uninvolved)

and who are interpersonally warm and encourage

autonomy are less likely to develop coronary

artery disease. Marital conflict can also confer

negative outcomes on children, including mental

health, social, and physiological functioning. Chil-

dren from families characterized by hostility show

increased physiological reactivity when exposed to

couples arguing in the laboratory compared with

children from less conflictual and hostile families.

In addition to research indicating a link between

family relationships and the etiology of health and

disease, strong findings indicate that families play

a role in howwell individuals and families adjust to

living with an illness. Specifically, different types

of family involvement in coping with chronic

illnesses are an important aspect of understanding

physical and psychosocial adjustment to illness.

Research supports the notion that chronic illnesses

are experienced within a social context and that the

family environment is significantly impacted by

living with a family member’s illness. Oftentimes,

individuals and families must learn to adjust their

diet, exercise practices, daily routines, and other

health behaviors in order to successfully manage

the illness. Therefore, understanding how family

members relate to one another to manage illness

demands has been a prominent focus of interest for

researchers and clinicians. For example, individ-

uals with type 1 diabetes and cardiovascular

disease who appraise their families as being

involved in their illness by brainstorming, negoti-

ating, engaging in problem solving, working as

a team, and providing helpful suggestions or

advice have better psychosocial and physical

outcomes than those who perceive their family

members as uninvolved or overly controlling. In

addition, treatment adherence is generally greater

when familymembers are collaboratively involved

in the everyday stressors associated with chronic

disease management. Furthermore, when family

members provide emotional support, informational

support, or tangible support (e.g., money, food, and

supplies), individuals, and family members, often

have more positive outcomes.

However, family involvement is not always

associated with positive outcomes for individuals

with illnesses or their families. Specifically, when

family members perceive others in their family as

being intrusive or causing feelings of dependency,

this type of family involvement is associated with

poorer treatment adherence, physical outcomes,

and higher levels of family conflict. Furthermore,

family members may underestimate the physical

and psychological resources that an individual

with an illness may have, leading to overcompen-

sation and a lack of self-efficacy in the individual

with the illness. Additionally, family members

providing support may become distressed over

providing support and higher levels of depression

may be seen in caregivers (although some research

indicates that providing support can be beneficial

to family members as well). Therefore,

understanding the family context in which coping

with a chronic illness occurs provides insight into

how well individuals, and family members, adjust

to living with a disease.
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Several researchers, drawing from psychophys-

iological research, have found interesting

mechanisms by which family relationships may

associate with the etiology of health and disease,

as well as how individuals adjust to living with

a chronic illness. First, researchers have posited

that parent-child relationships provide a context in

which an individual’s stress system may be

affected for better or worse across the lifespan.

Specifically, children who are chronically faced

with familial stress may develop increased

sympathetic reactivity to stress and exaggerated

cortisol and catecholamine responses. Indeed,

research suggests that the neuroendocrine stress

response system may become deregulated under

chronically stressful conditions, creating the poten-

tial for diseases such as cardiovascular disease,

among others. Furthermore, chronic stress occur-

ring in the context of hostile, critical family envi-

ronments may dampen killer T-cell activity, and

relate to other markers of compromised immune

system functioning. This process can relate to the

development of chronic health problems, as well as

more acute difficulties when coping with a chronic

disease. Specifically, family relationship conflict

can have direct and indirect effects on immune

system functioning. For example, proinflammatory

cytokine secretion can be affected by family stress

via central nervous system and endocrine system

activation as well as indirectly through relation-

ships with emotional distress, depression, anxiety,

and poor health behaviors.

Family relationships also provide a key context

in which health behaviors, beliefs, and habits

form, all of which can have profound associations

with health outcomes. Research has shown that

family social norms are an important predictor of

health behaviors such as proper diet, treatment

adherence, smoking, drug and alcohol abuse, and

breastfeeding. Family members may provide

a model that individuals within the family utilize

to form health habits that influence their overall

well-being. Some health behaviors, such as

healthy diets, are highly related to family norms

and are quite stable by early adolescence, indicat-

ing the need to intervene early within the family

context. Social control, wherein family members’

beliefs about health influence individuals health

behaviors such as following treatment regiments,

going to the doctor, or exercising more regularly,

is also an important predictor of health. Further-

more, in some cultures (e.g., Asian, Latino, or

Black), individuals may engage in healthy behav-

iors for the good of the family. Therefore, family

relationships can have an important impact on

health through both direct and indirect processes.

As a result of the myriad studies that show the

importance of family relationships for health,

clinical interventions that focus on the family

have been successfully developed. Typically,

family interventions within health settings

include an emphasis on the modeling and educa-

tion of healthy behaviors. Furthermore, families

are provided strategies on how to integrate

healthy behaviors into the structure of families’

daily routines. Additionally, family members are

taught effective problem-solving skills that pro-

vide strategies to solve daily hassles, as well as

major difficulties that may arise when coping

with an illness. Also, families are taught effective

communication skills, such as listening to one

another, reflecting what others have said, praising

appropriate health behaviors, and negotiating

when there are different opinions of how to man-

age health-related decisions. In summary, family

functioning and relationships have become an

important focus of intervention in health settings.
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Family, Structure

Jenny T. Wang

Department of Medical Psychology,

Duke University, Durham, NC, USA

Synonyms

Composition; Family

Definition

Family structure reflects the organization of indi-

viduals who may be related by blood or legally

bound (i.e., marriage, adoption) that are consid-

ered of the same relational unit.

Description

The most basic family structure within Western

culture comprises of the “nuclear” family, which

includes father, mother, and any children under

the age of 18. Information about family structure

is often asked of parents or children involved in

biopsychosocial research and often documented

retrospectively or at the time the information

is assessed. However, it can be argued that

family stability and family structure are fluid

and evolving influences on health, socioeco-

nomic resources, and family dynamics and is

more accurately assessed longitudinally.

In health research, family structure is often

dichotomized into “single-parent households”

and “two-parent households.” Data regarding

parental structure is of importance as single-

parent households have been associated with

lower income (see▶Family, Income) and poorer

health outcomes. However, the definition of fam-

ily structure is becoming increasingly complex

and extends beyond the traditional dichotomy of

single versus two-parent households.

For example, single parenthood can include

numerous possibilities such as a single biologi-

cal, adoptive, foster, or stepparent parent due to

life transitions including death of a parent,

remarriage, divorce, adoption, and advances in

assisted reproductive technology (ART, see

▶ Infertility and Assisted Reproduction: Psycho-

social Aspects) allowing single adults to conceive

without an identified partner. In the most simplistic

form, two-parent households may comprise of

intact biological parents or stepparents who are

legally defined as being married and of the same

family unit. However, children are increasingly

born to unmarried partners or those who are

cohabiting. These families do not conform to legal

definitions of marriage in the traditional sense. Fur-

thermore, some unmarried partners may share the

same residence while others do not, maintaining

residences with children and previous partners.

Consequently, the measurement of family structure

can be ambiguous and influenced by the context in

which the family relationships are defined.

Furthermore, sibling relationships can be

highly variable in current-day family structures

as stepfamilies and blended families often result

from the dissolution of marriages or changes in

cohabitation. Biological, half, and stepsiblings

can influence family cohesiveness and stability,

which can either ameliorate or exacerbate the

difficulties of family structure changes. The

ages of children in families as well as their devel-

opmental and social needs (e.g., children with

disabilities) can increase the financial and emo-

tional strain in recently combined families.

In some non-Western cultures, extended fam-

ily members such as grandparents, aunts, uncles,

and cousins are considered part of the core family

unit given emphasis on interdependency and

collectivism. Collecting information about fam-

ily members beyond the “nuclear” family may be

particularly important in some cultures given the

additional social resources that extended family

members can provide. For example, assistance

from grandparents, in particular grandmothers

in certain cultures may be critical to understand-

ing how families and youth cope with chronic

illness or other health demands. Extended family

members can provide practical support (e.g., pro-

viding transportation to doctor appointments,

reminding one to take medications, etc.) as well

as emotional support to deal with health-related

stressors.
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Department of Pediatrics, Miller School of

Medicine, University of Miami,

Miami, FL, USA

Synonyms

Fasting sugar

Definition

Fasting blood glucose refers to blood glucose

concentrations after an overnight fast. Normal

fasting blood glucose is �100 mg/dL. Impaired

fasting glucose is an intermediate stage between

normal glucose homeostasis and overt diabetes.

Impaired fasting glucose is between 100 and

125 mg/dL. Fasting blood glucose greater than

125 mg/dL indicates diabetes. Diabetes signifies

a failure of glucose regulation. Normal fasting

blood glucose is maintained by multiple mecha-

nisms, as described below (Gardner & Shoback,

2007; Kronenber et al., 2008).

Mechanisms that prevent hypoglycemia by

raising blood glucose during fasting begin when

glucose falls below 85 mg/dL. Initially, pancre-

atic beta cells sense glucose levels and suppress

insulin secretion. Decreasing insulin levels

decreased glucose utilization by insulin-sensitive

tissue such as skeletal muscle. Lower insulin

levels also increase hepatic glucose production.

Endogenous glucose production mainly via

glycogenolysis is also stimulated by increased

glucagon levels. Glucagon is secreted from the

pancreatic alpha cells in response to decreasing

blood glucose. Glucagon levels begin to rise

when blood glucose is less than 70 mg/dL. Glu-

cagon increases hepatic glucose production

within minutes via gluconeogenesis and to

a lesser extent gluconeogenesis. Epinephrine

can also acutely increase blood glucose when

blood glucose decrease below 70 mg/dL. Adrenal

chromaffin cells in the adrenal medulla secrete

epinephrine in response to declining blood glu-

cose. Epinephrine increases blood glucose by

stimulating hepatic glucose production and

decreasing glucose utilization. Epinephrine acts

directly to increase hepatic glycogenolysis and

enhance glucagon secretion by activating

b2-adrenergic stimulation. Gluconeogenesis is

increased by epinephrine through mobilization

of precursors and fatty acids. Insulin secretion is

limited by a2-adrenergic stimulation of epineph-

rine. Epinephrine decreases glucose utilization in

insulin-sensitive tissue through b-adrenergic
stimulation. Glucose utilization and endogenous

glucose production can also be augmented by
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long-term elevation in growth hormone and cor-

tisol. Acute increases in growth hormone have

insulin-like effects, but after several hours

increase hepatic gluconeogenesis and decrease

glucose uptake. Increased cortisol levels for 2–3

h increase hepatic gluconeogenesis and decrease

peripheral glucose utilization. After 24–48 h, glu-

coneogenesis becomes the only source of glucose

production. Lipolysis and ketogenesis provide

alternative substrate for brain metabolism. Sup-

pression of insulin secretion and secretion of

counterregulatory hormones increase endoge-

nous glucose production and decrease glucose

utilization during fasting (Sperling, 2008).
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Department of Pediatrics, Miller School of
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Synonyms

Insulin sensitivity

Definition

Fasting insulin levels are primarily used to assess

insulin sensitivity. Impaired insulin sensitivity

precedes glucose intolerance in the development

of type 2 diabetes. Elevated fasting insulin is

a compensatory mechanism to prevent glucose

intolerance and diabetes. Insulin resistance is

defined as the impaired ability to promote periph-

eral glucose disposal and suppress hepatic

glucose production.

The primary site of glucose disposal is

skeletal muscle. The gold standard for measuring

skeletal muscle insulin sensitivity is the

hyperinsulinemic-euglycemic insulin clamp.

This is an invasive and time-consuming test that

involves infusion of a fixed rate of insulin and

a variable rate of glucose to maintain

normoglycemia; therefore, alternatives have

been proposed. Calculations of fasting insulin

and glucose can be used to measure insulin resis-

tance. The most common are fasting glucose to

insulin ratio, homeostasis model assessment of

insulin resistance (HOMA), and quantitative

insulin sensitivity check index (QUICKI). The

HOMA and QUICKI models are mathematical

estimates of beta cell function and insulin resis-

tance (Gardner & Shoback, 2007; Lifshitz, 2007;

Wallace, Levy, & Matthews, 2004).

Fasting insulin levels can also be evaluated

during hypoglycemia. An insulin level greater

than 2 mU/mL when serum blood glucose is

less than 50 mg/dL suggests hyperinsulinism

(Gardner & Shoback, 2007).
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Fasting Sugar

▶ Fasting Glucose

Fat Absorption

Manjunath Harlapur1 and Daichi Shimbo2

1Center of Behavioral Cardiovascular Health,

Division of General Medicine, Columbia

University, New York, NY, USA
2Center for Behavioral Cardiovascular Health,

Columbia University, New York, NY, USA

Synonyms

Dietary lipids absorption

Definition

The absorption of the fat begins in the intestine

with the help of several enzymes which is closely

regulated by local hormones.

Description

More than 90% of dietary fat is in the form of

triacylglycerol (TAG). The remainder of the fat is

in the form of cholesterol, cholesteryl esters, phos-

pholipids, and free fatty acids, which are

unesterified. The mechanism of fat absorption

includes degradation by the local enzymes, medi-

ated by the hormones in the gastrointestinal system.

The digestion of the lipids begins in the stom-

ach, when the food content is mixed with salivary

lipase produced in the mouth. The gastric lipase is

produced by the stomach and salivary lipase,

which are resistant to gastric acidity, helps the

breakdown of short- and medium-chain TAG

molecules. Once the lipid-rich food reaches the

duodenum, which is the first part of small intes-

tine, the process of emulsification begins with the

addition of bile salts and mechanical peristalsis.

With the emulsification, the surface area of the

lipid molecules is increased and also prevents

their coalescing with other lipid molecules. Even-

tually, pancreatic enzymes play a major role in

the absorption of dietary lipids. TAG is initially

a larger molecule when it enters the intestine, and

the pancreatic lipase removes the fatty acids from

TAG to make it a smaller molecule, which is then

taken up by intestinal villi.

Dietary cholesteryl esters in the form of cho-

lesterol are in the nonesterified (free) form. Cho-

lesterol esterase, a pancreatic enzyme, degrades

cholesteryl esters into free fatty acids and choles-

terol. Phospholipids in the food are degraded by

the phospholipase, another pancreatic enzyme.

The lipid digestion is controlled by two impor-

tant hormones in the intestine. Cholecystokinin

(CCK) is a local hormone produced by jejunum

and duodenum after the partially digested fat-rich

food. CCK contracts the gall bladder to release

bile and also act on the cells of pancreas to pro-

duce the pancreatic digestive enzymes. Bile fluid

is produced from the liver and stored in the gall

bladder, and it is rich in bile salts, phospholipids,

and free cholesterol. Bile salts help in the emul-

sification process as mentioned before. Secretin,

another small peptide hormone produced by the

intestinal cells, act on the liver and pancreas to

produce the watery solution rich in bicarbonates

and this helps to alkalinize the gastric acidity

when the food enters the duodenum. This helps

to maintain the optimum pH for the action of all

the above-described enzymes.

Free fatty acids, free cholesterol, and

2-monoacylglycerol are the final products of

lipid digestion in the intestine. These end

products along with bile salts and fat-soluble

vitamins form mixed micelles. The micelles are

disk-shaped clusters with water-soluble

components located outside and water insoluble

components located inside their surface.

These mixed micelles are absorbed from the

brush border of intestinal mucosal cells. Short-

and medium-chain length fatty acids are directly

absorbed without the assistance of micelles.

After the absorption of these lipids in the intes-

tinal cells, the longer-chain fatty acids are further

taken up by the endoplasmic reticulum of intesti-

nal cells where the synthesis of complex lipids
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takes place. The longer fatty acids are activated by

the enzyme, fatty acyl Co A synthetase, and are

transformed into TAG with the help of TAG

synthase. The small and medium-chain fatty

acids are directly released into the portal circula-

tion to the liver after binding to albumin.

Absorbed lipid components either go to liver

through the portal vein or directly in to systemic

circulation to the rest of the body through the

lymphatic system.
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Synonyms

Monounsaturated fats; Polyunsaturated fats;

Saturated fats; Trans fats

Definition

Dietary fat is broken down into glycerol and fatty

acids in the stomach and intestine when ingested.

The glycerol and fatty acids are then altered in

a process called emulsification in order for fats to

be held in the digestive fluids long enough to be

digested. Once digested, the fat is transported

by the body’s cells via the bloodstream and

lymphatic system. If the fat is not required

immediately, glycerol can be converted into

glucose and either used for energy, stored as

glycogen (short term) or stored as ▶ body fat

(long term).

Given that fats are higher in calories than

carbohydrates or protein, all dietary fats should

be ingested with moderation. The American

Heart Association recommends that approxi-

mately 20–35% of daily ▶ caloric intake should

come from fats. Depending on height, weight,

and activity level, recommended intake ranges

from 45 to 75 g of fat a day for women and

60 to 105 g of fat a day for men. The amount of

fat recommended for children and adolescents

depends on height, weight, gender, and activity

level.

Unlike carbohydrates and proteins that have

one major function, dietary fat has a number of

important roles in the body. These include forming

the structure of cell membranes, helping absorb

vitamins, lubricating joints, providing insulation

for nerves (myelin sheath), supporting strong

bones, and supporting a strong immune system.

Description

Fats are constructed from a combination

of carbon and hydrogen atoms that are chemi-

cally bonded together. The structure of this

chemical bond determines the type of dietary

fat. There are four main types of dietary fat:

saturated, monounsaturated, polyunsaturated,

and ▶ trans fats.

▶ Saturated fats (saturated fatty acids)
(SAFAs): All carbon atoms are bonded to

hydrogen atoms in the chemical structure of

a saturated fat. These fats have the highest
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melting point of all the natural fats and therefore

remain solid at room temperature. Saturated

fats increase levels of both HDL and LDL

▶ cholesterol; therefore, moderate consumption

is recommended for healthy individuals. These

fats are found primarily in animal products such

as fatty meats, full-fat dairy products, butter, lard,

coconut oil, and palm oil.

▶Monounsaturated fats (monounsaturated
fatty acids) (MUFAs): In the chemical structure,

monounsaturated fats contain one double bond

between carbon atoms. Thus, the carbon atoms

are bonded to hydrogen atoms everywhere but at

the double carbon bond and are therefore only

saturated with hydrogen atoms at this single

point. Monounsaturated fats have a lower melting

point than saturated fats and a higher melting

point than polyunsaturated fats. Unsaturated

fats increase HDL ▶ cholesterol levels while

reducing LDL ▶ cholesterol levels and are

therefore highly recommended for consumption.

Ingesting foods high in MUFAs may also benefit

▶ insulin levels and blood sugar control.

Foods rich in MUFAs include avocados, nuts,

and olive oil.

▶Polyunsaturated fats (polyunsaturated fatty

acids) (PUFAs): In the chemical structure of

polyunsaturated fats, there are two or more

double bonds between carbon atoms. Thus, they

are not fully saturated with hydrogen atoms at

two or more points in the structure. Polyunsatu-

rated fats have the lowest melting point of all

dietary fats and remain liquid at low tempera-

tures. The two main types of polyunsaturated

fats are ▶ omega-3 fatty acids and omega-6

fatty acids. Omega-3s are found in coldwater

oily fish, such as salmon, whereas omega-6s are

found in vegetable oils. Both are▶ essential fatty

acids, meaning they cannot be produced by the

body and must be acquired from PUFA-rich

foods or ▶ dietary supplement. Unsaturated fats

increase HDL ▶ cholesterol levels while reduc-

ing LDL ▶ cholesterol levels and are therefore

highly recommended for consumption. Omega-3 s

appear to decrease the risk of ▶ coronary artery

disease and may also protect against blood

clotting, reducing the risk of stroke, and lowering

triglycerides.

▶ Trans fats (trans-isomer fatty acids)
(TFAs): Trans fats involve adding hydrogen

atoms to a fat that was originally unsaturated.

These fats are created naturally when a hydrogen

bond on an unsaturated fat gets twisted. However,

the vast majority of trans fats are man-made in

a process called hydrogenation. Man-made trans

fats, called industrial or synthetic trans fats,

are found in processed foods such as partially

hydrogenated margarine, many commercially

baked products, and deep-fried foods. TFAs

have a high melting point and remain solid

at room temperature, making them easier to

cook with and less likely to spoil compared

to naturally occurring oils. Synthetic trans fats

increase unhealthy LDL ▶ cholesterol and lower

healthy HDL ▶ cholesterol, increasing risk for

▶ cardiovascular disease and therefore should

be avoided. Synthetic trans fats are believed to

have no health benefits.

Research indicates long-term consumption of

a high-fat diet contributes to increased mortality

andmorbidity. Consumption of a high-fat diet is a

contributing factor to the development of

obesity. ▶Obesity and excessive body weight

are associated with various diseases, such as

▶ cardiovascular disease, diabetes mellitus

type 2, certain types of cancers, ▶ obstructive

sleep apnea, osteoarthritis, and ▶metabolic

syndrome (a combination of disorders including

diabetes mellitus type 2, high blood pressure,

high blood cholesterol, and high triglyceride

levels). As a specific example, a diet high in

fat may contribute to the development of

▶ atherosclerosis by activating elevations in

blood pressure, which can lead to further risk of

other cardiovascular events. While a high-fat diet

contributes to negative health outcomes, a change

in diet including an increase in the consumption

of certain fats, like ▶ omega-3 fatty acids, in

combination with a reduction in the consumption

of saturated fats can have protective and

therapeutic health benefits. These benefits may

include a reduction in overall▶ cholesterol levels

and blood pressure, reduced risk for chronic

illness, as well as improvements in mood. It is

generally recommended daily intake of dietary

fat should be limited to 30% of daily ▶ caloric
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intake, with the majority of these calories coming

from monounsaturated fats or polyunsaturated

fatty acids.

Cross-References

▶Caloric Intake

▶Cholesterol

▶ Fat: Saturated, Unsaturated

▶Omega-3 Fatty Acids

▶Trans Fatty Acids
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Fat: Saturated, Unsaturated

Kelly Flannery

School of Nursing, University of Maryland

Baltimore, Baltimore, MD, USA

Synonyms

Monounsaturated fatty acids; Oils; Polyunsatu-

rated fatty acids; Saturated fatty acids; Solid

fats; Trans-fatty acids

Definition

Fat is an energy source derived from food. There

are four types of dietary fat: saturated, trans,

monounsaturated, and polyunsaturated fat (U.S.

Department of Agriculture & U.S. Department of

Health and Human Services, 2010).

Description

Fat is an essential dietary element because it

supplies calories, helps insulate the body, aids in

the absorption of fat-soluble vitamins (i.e., A, D,

E, K) and keeps hair and skin healthy. Dietary fat

also provides the body with essential fatty acids

that aid in controlling inflammation, blood

clotting, and developing the brain (U.S. National

Library of Medicine & National Institutes of

Health, 2011a).

Types of Fats

Based on their composition, the four fats are

grouped into two subgroups: saturated fatty

acids (saturated fat) and unsaturated fatty acids

(which includes trans, monounsaturated, and

polyunsaturated fat). However, trans fat is struc-

turally different and not healthy like the other

unsaturated fats, so for clarity it will be helpful

to use the groups unhealthy (i.e., saturated and

trans fat) and healthy fats (monounsaturated and

polyunsaturated fat) (Mayo Clinic, 2011; U.S.

Department of Agriculture & U.S. Department

of Health and Human Services, 2010; U.S.

National Library of Medicine & National Insti-

tutes of Health, 2011b). Sometimes, unhealthy

fats are called solid fats and healthy fats are called

oils (U.S. Department of Agriculture & U.S.

Department of Health and Human Services,

2010).

Unhealthy Fats

Saturated fats. Saturated fats are grouped under

the unhealthy fat category because they can raise
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total cholesterol and LDLs (low-density lipopro-

teins – which are also called “bad” cholesterol).

Diets high in saturated fat can result in occluded

or narrowed arteries and increased risk for car-

diovascular disease (Mayo Clinic, 2011; U.S.

Department of Agriculture & U.S. Department

of Health & Human Services, 2010; U.S.

National Library of Medicine & National Insti-

tutes of Health, 2011a). Some examples of satu-

rated fat include: ice cream, butter, cheese, whole

milk, coconut oil, palm oil, and most animal fats

(U.S. Department of Agriculture & U.S. Depart-

ment of Health and Human Services, 2010; U.S.

National Library of Medicine & National Insti-

tutes of Health, 2011a). The body makes enough

saturated fat; therefore, it is not a dietary require-

ment (U.S. Department of Agriculture & U.S.

Department of Health and Human Services,

2010).

Trans fats. Trans fats are unhealthy because

they can raise LDL (bad) cholesterol and lower

HDLs (high-density lipoproteins – which are also

called “good” cholesterol). Excessive trans fat

consumption can lead to increased risk for car-

diovascular disease (Mayo Clinic, 2011; U.S.

National Library of Medicine & National Insti-

tutes of Health, 2011a). Some examples of trans

fat include: processed foods, fried foods, and

commercially baked foods (U.S. National

Library of Medicine & National Institutes of

Health, 2011a). Trans fats are also not essential

dietary fats (U.S. Department of Agriculture &

U.S. Department of Health and Human Services,

2010). Sometimes trans fats are also called par-

tially hydrogenated oils (Centers for Disease

Control and Prevention [CDC], 2010).

Healthy Fats

Monounsaturated fats. Monounsaturated fats are

grouped under healthy fats because replacing

unhealthy fats (i.e., saturated and trans fats)

with monounsaturated fats can lower LDL (bad)

cholesterol (U.S. National Library of Medicine &

National Institutes of Health, 2011a). Monoun-

saturated fats also provide essential fatty acids

that are not produced by the body; these essential

fatty acids are needed for physiological and struc-

tural functions (Centers for Disease Control and

Prevention [CDC], 2011; U.S. Department of

Agriculture & U.S. Department of Health and

Human Services, 2010). Some examples of

monounsaturated fat include: canola oil, olive

oil, and avocados (CDC, 2011).

Polyunsaturated fats. Polyunsaturated fats are

grouped under healthy fats because replacing

unhealthy fats (i.e., saturated and trans fats)

with polyunsaturated fats can lower LDL (bad)

cholesterol (U.S. National Library of Medicine &

National Institutes of Health, 2011a). Polyunsat-

urated fats also provide essential fatty acids that

are not produced by the body; these essential fatty

acids are needed for physiological and structural

functions (CDC, 2011; U.S. Department of Agri-

culture & U.S. Department of Health and Human

Services, 2010). Additionally, there are two sub-

groups of polyunsaturated fats, omega 6 polyun-

saturated fats, and omega 3 polyunsaturated fats.

Some examples of omega 6 polyunsaturated fats

include safflower oil and corn oil whereas some

examples of omega 3 polyunsaturated fats

include flaxseed, canola oil, walnuts, trout, and

salmon (CDC, 2011).

Recommendations

Generally, it is advised that most fat intake should

come from healthy sources of fat (i.e., monoun-

saturated and polyunsaturated fat) and unhealthy

sources of fat (i.e., saturated and trans fat) should

be limited. Total fat intake should range from

30% to 40% of calories for children 1–3 years

of age, 25–35% of calories for those 4–18 years

of age and 20–35% of calories for adults over the

age of 19 (U.S. Department of Agriculture &U.S.

Department of Health and Human Services,

2010). The recommendations suggest healthy

Americans over the age of 2 consume less than

1% of daily calories from trans fat, less than 7%

of daily calories from saturated fat, and replace

remaining fat calories with healthy fats

(American Heart Association, 2012).

Further, the recommendations suggest limit-

ing unhealthy fat and replacing it with healthy fat.
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However, regardless of the type of fat (i.e.,

healthy or unhealthy) fat intake should be limited

because dietary fat provides 9 calories per gram

which is more than double the amount of calories

other nutrients provide (e.g., carbohydrates pro-

vide 4 calories per gram) (U.S. Department of

Agriculture & U.S. Department of Health and

Human Services, 2010; U.S. National Library of

Medicine & National Institutes of Health,

2011b). Therefore, eating a diet of more fat than

recommended (healthy or unhealthy) can lead to

overweight or obesity and its associated risk

factors (U.S. National Library of Medicine &

National Institutes of Health, 2011b). Most

Americans consume more total fat and more

unhealthy fat than recommended and less healthy

fat than recommended (U.S. Department of

Agriculture & U.S. Department of Health &

Human Services, 2010).

Cross-References

▶Essential Fatty Acids

▶ Fat Absorption

▶ Fat, Dietary Intake

▶Hyperlipidemia

▶Omega-3 Fatty Acids
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Fatalism

Karla Espinosa de los Monteros

Clinical Psychology, SDSU/UCSD Joint

Doctoral Program in Clinical Psychology,

San Diego, CA, USA

Definition

Fatalism refers to the general belief that events,

such as the actions and occurrences that form an

individual life, are determined by fate, and, thus,

beyond the capacity of human beings to control.

When applied to health, fatalism can be conceptu-

alized as the belief that the development and

course of health problems is beyond an individ-

ual’s personal control (Straughan & Seow, 1998).

Research on the relationship between fatalism and

health has generally focused on fatalistic beliefs

about specific diseases, the most commonly stud-

ied being cancer. Powe and Johnson (1995)

defined cancer fatalism as a situational manifesta-

tion of fatalism where an individual feels power-

less in the face of cancer and views its diagnosis as

a struggle against insurmountable odds.

Description

The shift from ▶ acute disease to chronic disease

as the major cause of morbidity and mortality in

developed countries has highlighted the impor-

tance of lifestyle factors in the prevention of
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disease. This paradigm shift has fostered efforts

to understand how ▶ cognitive factors, such as

fatalism, influence an individual’s decision to

adopt health-promoting behaviors. Fatalism’s

influence on behavior may stem from its impact

on an individual’s perceived ▶ self-efficacy to

control life events, the outcomes attributed to

a behavior, and overall motivation to change,

maintain, or adopt behaviors (Freeman, 1989;

Powe & Johnson, 1995; Straughan & Seow,

1998). For example, an asymptomatic individ-

ual who believes that cancer is unavoidable

regardless of personal action is likely to per-

ceive few benefits to cancer screening, particu-

larly in light of the material losses (e.g., time,

money) and aversive experiences (e.g., discom-

fort, anxiety) associated with the behavior.

Indeed, cancer fatalism has been associated

with the underutilization of cancer screening

services, delay of care, smoking, physical inac-

tivity, and poor dietary practices (Espinosa de

los Monteros & Gallo, 2010; Niederdeppe &

Levy, 2007; Powe & Finnie, 2003). Research

focusing on fatalistic beliefs about diseases

other than cancer is more limited, but prelimi-

nary evidence suggests that the construct

may also be associated with high-risk sexual

behavior and diabetes management.

Cultural differences in the endorsement of

fatalistic beliefs about health and illness have

been reported. For example, in the United States,

cancer fatalism is more common in African

American and Hispanic American populations

than in non-Hispanic Whites (Abraido-Lanza

et al., 2007; Powe & Finnie, 2003). While this

pattern may in part be attributed to variation in

the dominant worldviews of different cultural

groups, generally, fatalistic beliefs about health

and illness are most prominent in older adults

and less educated populations, as well as in

groups that have historically experienced signif-

icant social disadvantages (Abraido-Lanza

et al., 2007; Davison et al., 1992; Powe & John-

son, 1995). Given these differences, fatalism has

at times been studied as a means to understand

the factors contributing to socioeconomic,

racial, and ethnic ▶ disparities in health behav-

ior, and many studies have called for the

development of culturally sensitive interven-

tions to address fatalistic perceptions about

health within high-risk groups.

However, theories on the development and

maintenance of fatalistic beliefs in regards to

health and illness stress the importance of con-

sidering certain points. First, care should be taken

in interpreting fatalistic beliefs as irrational

before considering the social and physical bar-

riers to health that are faced by certain

populations. For example, poverty,▶ discrimina-

tion, and limited access to health-promoting

resources such as health education and medical

care represent tangible barriers to disease preven-

tion and treatment (Freeman, 1989). Therefore,

for certain individuals, fatalistic beliefs about

health and illness may be grounded on realistic

appraisals of individual control and may more

accurately represent a balance between the

almost universally valued goal of good health,

and the recognition that some barriers to health

may not be overcome through personal effort

(Davison et al., 1992).

Second, while all or none categories are

often used to describe the nature of fatalistic

beliefs – i.e., individuals are either fatalistic or

they are not – empirical evidence shows that peo-

ple rarely embrace either extreme (Davison et al.,

1992). Thus, a more accurate conceptualization of

fatalistic beliefs about health and illness is that

they fall within a spectrum ranging from high to

low, and where an individual falls within that

spectrum will likely depend on the disease or

behavior in question, as well as the context in

which fatalism is assessed.

Finally, while fatalistic beliefs about health

and illness may be more prominent in certain

populations, they are not exclusive to any one

group. As Davison et al. (1992) pointed out, as

long as people continue to witness health out-

comes that are inconsistent with their current

biomedical understanding of disease, there will
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always be a place for the notion of fate to help

people make sense of what cannot be easily

explained.

Cross-References

▶Acute Disease

▶Discrimination

▶Disparities

▶ Self-efficacy
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Fatigue

Fred Friedberg

Psychiatry and Behavioral Sciences, Stony Brook

University Medical Center, Stony Brook,

NY, USA

Synonyms

Chronic fatigue; Chronic fatigue syndrome;

Energy; Exhaustion; Illness fatigue; Self-

management; Tiredness; Treatment of fatigue

Definition

Fatigue is a subjective sense of tiredness or

exhaustion. Although “fatigue” is a general term

intended to encompass both tiredness and

exhaustion, it can also refer to the midrange

intensities between (milder) tiredness and (more

severe) exhaustion. Tiredness is a normal time-

limited response to sustained physical, mental, or

emotional effort. More persistent states of fatigue

and exhaustion may arise from behavioral and

environmental stressors, or be a symptom of

physical or psychological disorders. A number

of physiologic mechanisms for fatigue have

been proposed, and some correlations have been

identified, but clear biologic markers have yet to

be established.

Description

The nearly ubiquitous experience of tiredness in

daily life may devalue the symptom of fatigue as
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a potential concern to health professionals. As

such, the complaint of fatigue is often regarded

as non-serious by physicians, but is considered

one of the most important symptoms by patients.

Self-report fatigue severity in the population is

normally distributed with pathological fatigue

represented at higher levels on this quantitative

continuum. However, fatigue may also be quali-

tatively and biologically different depending on

its origins (e.g., disease, occupational). For

instance, mental and physical fatigue are empir-

ically distinguishable constructs. Persistent

fatigue may impact physical and cognitive

functioning as well as emotional well-being and

quality of life.

Useful distinctions can be made on a severity

dimension of tiredness, fatigue, and exhaustion.

Similar to Selye’s general adaptation syndrome

(alarm, resistance, exhaustion), individuals with

normal tiredness experience loss of energy in

proportion to the amount of energy expended,

whereas individuals with (persistent) fatigue

experience loss of energy sooner than expected

and out of proportion to the amount of energy

expended. Finally, individuals with ongoing

exhaustion experience sudden and unpredictable

losses of energy, often without any identifiable

energy expenditure.

These three states of fatigue are also linked to

increasing cognitive difficulties, reduced sleep

quality, and lessened ability to engage in social

interaction. The relative places of tiredness,

fatigue, and exhaustion in the adaptation process

have implications for the types of interventions

that are most appropriate. For example, mild

exercise, which might be appropriate for some-

one experiencing fatigue, might be an additional

stressor (and therefore harmful) for a person

experiencing exhaustion. This piece will focus

on persistent fatigue with respect to diagnosis,

lifestyle factors, illness conditions, medication

side effects, and treatment.

Diagnosis

Persistent fatigue is a common symptom in

health care and is usually not due to an

identifiable disease. Definitive physical condi-

tions are found in less than 1/10. In those

people who have a clear diagnosis, musculo-

skeletal and psychological problems are the

most common. If a person with fatigue

decides to seek medical advice, the overall

goal is to identify and/or rule out any treatable

conditions. This is done by considering the

person’s medical and psychosocial history

and other symptoms that may be present,

conducting standard laboratory tests, and eval-

uating the qualities of the fatigue itself.

Lifestyle Factors

Behavioral and psychosocial factors linked to

persistent fatigue include physical inactivity,

overwork, poor ▶ sleep, affective distress, and

poor diet/overweight.

Physical inactivity. In modern sedentary soci-

eties, occupational, social, and leisure activities

typically involve little physical effort. This often

indicates a lack of exercise or physically active

hobbies. Persistent fatigue may be generated by

such physical inactivity. In addition, general

inactivity, both physical and mental, may trigger

boredom and apathy which can further increase

fatigue.

Overwork. In work-focused cultures, near-

continuous engagement in goal-directed mental

and intellectual activities (often in combination

with mild to moderate sleep deprivation) may

result in persistent fatigue.

Sleep difficulties. Disrupted ▶ sleep, a signif-

icant contributor to fatigue, is related to sleep

quality, amount of sleep, the hours set aside for

sleep, and the number of times that a person

awakens during the night.

Affective distress. Emotions including anxiety,

discouragement, and depressed mood may be

accompanied by the symptom of fatigue.

Poor diet/overweight. Western diets – typically

high calorie, high sugar, and high fat – are linked

to overweight and obesity. Self-reported fatigue is

associated with higher body mass index and

a higher waist circumference.
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Illness-Related Fatigue

Chronic illnesses both psychiatric and medical

often feature the symptom of persistent fatigue.

Psychiatric conditions that commonly exhibit

fatigue are clinical depression and generalized

anxiety disorder. Medical conditions linked to

significant fatigue include anemia, low thyroid,

diabetes, cardiovascular disease, arthritis, HIV/

AIDS, autoimmune diseases, cancer, fibromyal-

gia, and traumatic brain injury. Sleep disorders

such as ongoing ▶ insomnia, ▶ obstructive

sleep apnea, and narcolepsy exhibit fatigue

as well.

In cancer patients, fatigue has emerged as one

of the most prevalent, troubling, and under-

treated of all symptoms. In addition, subjective

reports of fatigue after activities in the elderly

have been found to be a strong independent

predictor of functional decline, disability, and

death.

Finally, chronic fatigue syndrome (CFS) is an

illness defined by medically unexplained fatigue

of 6 months or more plus 4/8 secondary symp-

toms (e.g., post-exertional fatigue, muscle and

joint pain symptoms, flu-like symptoms) and sig-

nificant impairments in physical and role func-

tioning. The fatigue in CFS is only partially

alleviated by rest and is qualitatively different

from ordinary tiredness. In addition, exercise

that was easily tolerated before illness onset

may worsen fatigue-related symptoms. Biomedi-

cal and behavioral factors have been found in

CFS, but no definitive etiology or pathophysiol-

ogy has been identified.

Drugs and Medication Side Effects

The use of alcohol, ▶ caffeine, or illegal drugs,

such as cocaine or narcotics, especially with reg-

ular use or abuse may result in persistent fatigue.

Fatigue may also be a side effect of certain med-

ications, e.g., antihistamines, sleeping pills, and

lithium salts; blood pressure medicines such as

beta-blockers, which can induce exercise intoler-

ance; and many cancer treatments, particularly

chemotherapy and radiotherapy.

Treatment of Fatigue

Given the current limitations of medicine in

treating fatigue, self-management is an essential

clinical issue because sufferers have options

ranging from doing nothing to actively seeking

help. Early intervention (e.g., individuals with

persistent fatigue of less than 12 months) is most

likely to be beneficial. However, if the patient has

already reached a stabilized level of persistent

fatigue, more powerful interventions may be nec-

essary to restart the self-management process.

Non-pharmacological treatment options include

patient education about fatigue and its relation to

stress and lifestyle. Diary-keeping to track activi-

ties, stressors, and sleep patterns and their relation

to fatigue and energy are important first steps in

designing a self-management program.

Self-management. Self-management tech-

niques for unexplained persistent fatigue, CFS,

and illness fatigue in general have shown efficacy

in various combinations that include pacing of

activities, low-level exercise, low-effort pleasant

experiences, sleep improvement techniques, and

cognitive coping skills to reduce both illness

catastrophizing and over-focusing on symptoms.

It should be noted that low-level exercise, typi-

cally walking or stretching, is initially prescribed

as a stress reduction activity rather than

a physical fitness program. Relaxation techniques

are particularly helpful for affective distress

linked to fatigue. In general, the goal of an effec-

tive self-management program is to learn to bal-

ance activity and rest in order to avoid the

extremes of too little or too much activity. This

approach to self-management will lessen fatigue,

but probably not eliminate it.

Medications. Medical practice includes corti-

costeroids as a short-term therapeutic option for

relief of fatigue in palliative care. Given limited

evidence, no specific drug can be recommended

for the treatment of persistent fatigue, although

amantadine in multiple sclerosis and methylphe-

nidate in cancer patients have shown promise.

Selective serotonin reuptake inhibitors, such as

fluoxetine, paroxetine, or sertraline, may improve

energy in some patients with comorbid depres-

sion. Modafinil, a wakefulness-promoting agent
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that is pharmacologically different from other

stimulants, has not been adequately tested as

a treatment for fatigue.

Alternative treatments. Regarding alternative

treatments, acupuncture and several types of

meditative practice show the most promise for

future scientific investigation. Likewise, magne-

sium, L-carnitine, and S-adenosylmethionine are

non-pharmacological supplements with potential

in further research. Chinese medicinal herbs for

persistent fatigue and CFS lack evidence from

controlled studies.

Summary

Fatigue is a commonly experienced symptom that is

associated with inactivity, overwork, affective dis-

tress, physical and psychiatric illnesses, and drug

side effects. In contrast to normal tiredness, the

persistent state of fatigue can impact physical and

role functioning and quality of life. Medical treat-

ment of fatigue is not well-established. By compar-

ison, self-management of debilitating fatigue

through behavioral interventions such as pacing,

low-level exercise, and exposure to low-effort

pleasant activities can lead to reduced fatigue,

increased functioning, and improved quality of life.

Cross-References

▶Cardiovascular Disease
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▶HIV Infection

▶ Sleep
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Manjunath Harlapur1 and Daichi Shimbo2

1Center of Behavioral Cardiovascular Health,

Division of General Medicine, Columbia

University, New York, NY, USA
2Center for Behavioral Cardiovascular Health,

Columbia University, New York, NY, USA

Synonyms

Fatty acids-unesterified

Definition

Free fatty acids are unesterified, long-chain car-

boxylic acids. After esterification, fatty acids

are found in the complex molecules like

triacylglycerols. Usually, low levels of free fatty

acids are seen in all tissues, but the substantial

increase in the plasma is seen during fasting

state. Free fatty acids are transported by albumin.

Free fatty acids are oxidized mainly in the liver

and muscle cells to provide energy. Fatty acids are

also structural components of membrane lipids

such as glycolipids and phospholipids. Fatty

acids are also the precursor of prostaglandins.

After esterification, fatty acids are stored as

triacylglycerol in the adipose tissue, and this serves

as a major reservoir of energy during fasting.

Fatty acids are called as “unsaturated” if they

have at least one double bond in their chemical

structure and “saturated” if they have none.

Humans can only produce few unsaturated fatty

acids in the body, and remaining fatty acids are
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obtained from the dietary intake, and these

are called essential fatty acids. Two important

essential fatty acids are linolenic and linoleic acids.

Omega numbering system is used for unsatu-

rated fatty acids, and it depicts the position of

double bond relative to the end of chain. Dietary

intake of omega-3 fatty acids (e.g., linolenic acid)

in the diet is associated with a reduced risk of

cardiovascular disease events.

Cross-References
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▶ Plasma Lipid
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Fear and Fear Avoidance

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Fear is an unpleasant negative emotion usually

rising due to or in association with a specific

source or stimulus. Fear avoidance would take

place by a behavior which reduces the probability

of exposure to the fear-eliciting stimulus or situ-

ation. A negative reinforcement process takes

place where the lack of elicited fear reinforces

the behavior which reduced its probability – nor-

mally the avoidance. This is often seen, for exam-

ple, in the context of chronic pain, where patients

fear a situation that in the past increased their pain

(e.g., going for a walk). Remaining at home and

avoiding activity (disability) is negatively

reinforced by the lack of further increases in

pain from walking outside. This process could

then increase the patient’s disability levels. This

process is at the core of the fear-avoidance model

of pain (Leeuw et al., 2007; Vlaeyen & Linton,

2000). Additional variables that are thought to

play roles in this model include cognitive vari-

ables such as catastrophizing (severely negative

appraisals about anticipated pain), psychophysi-

ological (e.g., elevated muscle reactivity, high

sympathetic arousal), and emotional (subsequent

fear and anxiety). Numerous elements of the

model have been validated. Indeed, one study

found in a large sample of back pain patients

that baseline fear avoidance predicted high rates

of long-term sick leave (Boersma & Linton,

2006). However, one review of nine prospective

studies in low back pain patients found that fear

and fear avoidance were not consistently predic-

tive of pain. There was some evidence that such

fears do play a role in predicting future pains

when pain has become consistent (Pincus,

Vogel, Burton, Santos, & Field, 2006). It is pos-

sible that disability may be more influenced by

fear avoidance than pain. Importantly, the clini-

cal application of the fear-avoidance model was

tested in a small-scale study with chronic back

pain patients. All patients received either first

in vivo exposure to individualized fear-eliciting

movements (to reduce fear avoidance) or to gen-

eral graded physical activity, or the reversed

order. Only during in vivo exposure to fear-

eliciting movements were there reductions in

pain-related fears and in catastrophizing

(Vlaeyen et al., 2002). This model could be appli-

cable to other health contexts – patients may

avoid attending oncology clinics where they
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receive chemotherapy which elicits nausea and

vomiting, at the possibly grave price of not

treating adequately their cancer. Fear and fear

avoidance are also of much relevance to anxiety

disorders. Thus, fear avoidance is a prevalent

problem in medical settings, and its treatment

could possibly result in improved health out-

comes. Treating fear avoidance could be done

by behavioral or cognitive-behavioral methods.

Cross-References

▶Anxiety Disorder

▶ Pain Management/Control

▶ Pain-Related Fear
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Fear of Death

▶Death Anxiety

Fear of Hospitals

▶Hospital Anxiety

Feasibility Study

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

A feasibility study is undertaken to determine

whether there is a sufficiently high (acceptable)

likelihood that a research study being considered

can be successfully executed.

Description

When planning a large and complex research

study (particularly an experimental study such

as a randomized clinical trial of a behavioral

intervention), it is wise to conduct a feasibility

study once the study protocol has reached

a relatively final stage of development. At that

point, the researchers have a good idea of the

number of subjects they will need to participate

in the trial (the sample size) and many other

methodological requirements. The question then

becomes: Is there an acceptably high likelihood

that it is actually feasible to conduct the trial?

Phrased in another manner, the question is: Can

the trial be executed as currently laid out in

the protocol? A feasibility study is undertaken

to answer this question. If the answer is “no,”

the researchers can consider making changes to

the protocol before its finalization to improve the

likelihood that the trial is capable of providing a

meaningful answer to the research question being

asked.

If the research team has done a previous

(smaller) trial, they will have information on

investigational sites used, principal investigators,

and subject recruitment rates. This will help to

answer the following questions:

• Where were the investigational sites used in

the previous trial(s) located?

• How easy was it to recruit and retain the

required number of subjects for the previous
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trial, and did ease of recruitment vary across

geographic locations within the country?

(For some large trials, where investigational

sites were located in more than one country,

and potentially more than one continent, the

answer to this question becomes more

complex.)

• How similar is the study design on this

occasion? We know that the study size

(size of the subject sample) is going to be

larger, but are there any other factors that

might impact subject recruitment and reten-

tion? Such possibilities include more exten-

sive measurement schedules. In cases where

more blood samples are to be taken, or more

invasive assessment procedures are to be used

(all of which information will be in the study’s

informed consent form), it is possible that the

subject recruitment and retention rates could

be impacted.

An additional way of collecting relevant fea-

sibility information is to create a survey that is

sent with the draft study protocol to behavioral

medicine specialists at various clinical and

medical centers, i.e., potential investigational

sites, at which the trial may be conducted. Such

a survey asks a series of questions targeted at

understanding if the specialists would be able to

recruit certain subjects into the trial, and the

timeline by which enrollment will be completed.

When the research team receives back

the completed surveys, they need to consider the

feedback carefully. It is widely acknowledged

that physicians and clinicians interested in partic-

ipating in clinical trials often inflate (uncon-

sciously or consciously) the number of subjects

they say they can recruit. They may also make

overly ambitious statements about the suitability

of their facilities and their abilities to operation-

ally execute any particularly complicated aspects

of the protocol. While such rose-tinted self-

appraisals may initially make the physician’s

site look attractive for inclusion in the trial, sub-

sequent site underperformance has a cascade of

unfortunate consequences. Overall subject

recruitment is negatively impacted, impacting

completion of the trial. From the patients’ per-

spective, this could mean that it takes a (much)

longer period of time before a new intervention is

available to them.

Cross-References
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Feeling

▶Affect

▶Mood

Feeling State

▶Affect

▶Mood

Feminine Role

▶Gender Role

FHS

▶ Framingham Heart Study

Fibrinogen

Leah Rosenberg

Department of Medicine, School of Medicine,

Duke University, Durham, NC, USA

Synonyms

Cardiovascular risk factors; Dimeric glycopro-

tein; Platelet plug
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Definition

Fibrinogen is a glycoprotein that plays a critical

role in blood clotting and has been also identified

as a novel risk factor for acute coronary

syndromes and strokes. Fibrinogen is produced

by the liver and upregulated in the setting of

physiologic stress. It is used clinically in the

identification of disseminated intravascular

coagulopathy, a serious dysregulation of blood

clotting as well as diagnosis of rare bleeding

disorders such as congenital hypofibrinogenemia.

A key component in the clotting cascade,

fibrinogen functions in creating the platelet plug

that creates hemostasis in an injured vessel.

Fibrinogen is converted to fibrin via thrombin,

a serine protease. Fibrin then undergoes further

protein-based cross-linkages to create the plug

for the vessel wall. Glycoprotein IIb/IIIa is a

receptor for fibrinogen found on platelets that

functions in platelet aggregation. Glycoprotein

IIb/IIIa is a target for several drugs used to

avoid thrombosis in cardiovascular disorders

(Maron, Ridker, Grundy, & Pearson, 2010).

Fibrinogen’s relevance in behavioral medicine

centers on its potential importance as a marker of

the stress reaction. The relationship of fibrinogen

to other known inflammatory mediators such

as IL-6 suggests a cascade of endogenous

procoagulant proteins that may be associated

with situations of psychosocial stress.

Cross-References

▶Coagulation of Blood

▶ Fibrinolysis
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Fibrinolysis

Leah Rosenberg

Department of Medicine, School of Medicine

Duke University, Durham, NC, USA

Definition

Fibrinolysis is the process of dissolving the

protein known as fibrin, after an injured vessel

has healed and no longer requires a plug to

achieve hemostasis. It is a complex cascade of

enzymatic processes tightly orchestrated by

a shifting balance of bloodstream procoagulant

and anticoagulant factors (Boyle & Jaffe, 2010).

Intravenous fibrinolytic agents have been utilized

in the treatment of myocardial infarction. As an

alternative to invasive procedures such as primary

coronary interventions (PCI), medical approaches

such as fibrinolysis are appropriate for certain

patients who may not access to primary PCI.

Cross-References
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Fibromyalgia

Alexandre Morizio and Simon Bacon
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Definition

Fibromyalgia is a chronic rheumatoid disorder/

syndrome characterized by widespread pain in

the body. It affects 2–4% of the American popu-

lation and is disproportionally higher in women

compared to men (ratio 9:1). While it was once

thought to be a psychosomatic problem (this

belief was only recently dispelled), fibromyalgia

is presently thought to be a condition associated

with the body’s central neuromodulators. The

American College of Rheumatology classifica-

tion criteria for fibromyalgia (released in 1990)

include a history of widespread pain in the body

for at least three months and pain from digital

palpation in 11 of 18 tender points.

Description

According to the 1990 American College of

Rheumatology (ACR) classification criteria for

fibromyalgia, a patient can be diagnosed with

fibromyalgia if the patient has a history of wide-

spread pain in the body as well as in the axial

skeleton (neck or back) for at least three months

and must have pain from digital palpation in 11 of

18 tender points, these points being located bilat-

erally at the suboccipital muscle attachments on

the occiput, at the anterior aspects of

intertransverse spaces between the C5 to C7 ver-

tebrae, at the midpoint of the upper border of the

trapezius muscle, at the supraspinatus muscle

near the medial border of the spine of the scapula,

at the level of the second rib at the costochondral

junctions, slightly distal to the lateral

epicondyles, in the upper outer quadrants of the

buttocks, at the greater trochanters, and at the

medial aspect of the knee at a level slightly prox-

imal to the joint line. More recently (2010), the

ACR proposed a new set of diagnostic criteria

which require patients to fulfill the following

three criteria: widespread pain index (WPI) �7
and symptom severity (SS) scale score �5 or

WPI 3–6 and SS scale score �9. Symptoms

have been present at a similar level for at least

3 months, and the patient does not have a disorder

that would otherwise explain the pain. However,

it should be noted that these criteria have not yet

been validated with independent samples.

One of the major problems in recognizing and

categorizing fibromyalgia is that it presents in

a similar fashion to other muscle pain disorders,

fails to present specific features, and presently

has no clinical diagnostic test. Pain in fibromyal-

gia is described as throbbing, stabbing, or burning

and as such may be confused with arthritis; how-

ever, unlike arthritis, fibromyalgia does not have

associated joint or inflammation damage. Fibro-

myalgia pain may also cause paresthesia and

mimic nerve root compression, despite no evi-

dent change in the peripheral nervous system.

Further complicating the issue, patients with

fibromyalgia also have normal results in blood

tests and diagnostic imaging exams such as com-

puted tomography (CT) scans, magnetic reso-

nance imaging (MRI), and electromyography

(EMG). Due to these difficulties, fibromyalgia

has earned the nickname of the “invisible disabil-

ity” of chronic pain syndromes.

The causes of fibromyalgia remain unknown,

but it has been reported that the onset of fibromy-

algia has a tendency to follow a physical or psy-

chological traumatic event. Presently, central

sensitization is considered one of the more likely

causes for fibromyalgia and is supported by the

demonstration of altered pain processing path-

ways via functional MRI (fMRI) and by the pres-

ence of allodynia (pain from usually nonpainful

stimuli) in patients with fibromyalgia. Other

models for the pathogenesis of fibromyalgia

have also been developed; one such model sug-

gests that fibromyalgia results from stress and

abnormalities in the hypothalamic-pituitary-

adrenal (HPA) axis. Though the underlying path-

ophysiology remains to be outlined in great

detail, research has generated some consistent

findings. One such finding is the elevated level

of the substance P neuromodulator in the cere-

brospinal fluid (CSF) of patients with fibromyal-

gia. Substance P is known to participate in

nociception and is thought to augment an indi-

vidual’s sensitivity to pain. In addition, research

has shown that serotonin inhibits the release

of substance P by afferent spinal cord neurons

and that in patients with fibromyalgia, levels of

Fibromyalgia 801 F

F



serum serotonin and CSF serotonin metabolites

were reduced.

In addition to widespread pain and allodynia,

fibromyalgia often presents with a variety of

other symptoms, the most common of these

being chronic fatigue, nonrestorative sleep, or

sleep disturbances, the latter of which is thought

to be problematic and contributing to pain per-

ception by preventing the secretion of growth

hormone (which helps to fix muscular

microtears) in the third and fourth stages of

sleep. Fibromyalgia also frequently presents

with irritable bowel syndrome, migraines, and

decreased cognitive functioning. For example,

one study found that cognitive function in indi-

viduals with fibromyalgia was comparable to

control participants who were 20 years older

(Glass, 2008). In addition, a large portion of

patients with fibromyalgia have been found to

have associated psychological conditions, such

as anxiety or depression. It would seem that the

combination of comorbid psychological issues

and fibromyalgia worsen the pain perception in

fibromyalgia.

While there is presently no cure for fibromy-

algia, many treatments have been shown to be

effective in the management of fibromyalgia-

related pain, sleep disturbances, and psychologi-

cal conditions. The US Food and Drug Adminis-

tration (FDA) has approved two drugs to date for

the treatment of fibromyalgia, these being

pregabalin and duloxetine (a serotonin-

norepinephrine reuptake inhibitor). In addition,

many studies have shown that tricyclic antide-

pressants such as amitriptyline have been associ-

ated with improvements in a number of

fibromyalgia-related outcome measures. In gen-

eral, a multidisciplinary approach, which may

include interventions such as patient education,

cognitive-behavioral therapy, and exercise, is

also indicated for the management of

fibromyalgia.

Cross-References

▶ Pain

References and Readings

Burkhardt, C., Goldenberg, D. L., Crofford, L. J., et al.

(2005). Guideline for the management of fibromyalgia
syndrome pain in adults and children. APS clinical

practice guidelines series, No. 4, 2005.

Dell, D. D. (2007). Getting the point about fibromyalgia.

Nursing, 37(2), 61–64.
Glass, J. M. (2008). Fibromyalgia and cognition. The

Journal of Clinical Psychiatry, 69(Suppl 2), 20–24.
Goldenberg, D. L., Burckhardt, C., & Crofford, L. (2004).

Management of fibromyalgia syndrome. Journal of the
American Medical Association, 292(19), 2388–2395.

H€auser, W., Bernardy, K., €Uçeyler, N., & Sommer, C.
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Synonyms

Big five, The

Definition

The five-factor model (also referred to as “The

Big Five”) is the most widely used and empiri-

cally supported model of normal personality

traits. It consists of five main traits: Neuroticism,

Extraversion, Openness (to experience), Agree-

ableness, and Conscientiousness.

Description

The five-factor model (FFM; Digman, 1990), or

the “Big Five” (Goldberg, 1993), consists of five

broad trait dimensions of personality. These traits

represent stable individual differences (an indi-

vidual may be high or low on a trait as compared

to others) in the thoughts people have, the

feelings they experience, and their behaviors.

The FFM includes Neuroticism, Extraversion,

Openness, Agreeableness, and Conscientious-

ness. Neuroticism is the tendency to experience

negative emotions (e.g., sadness, anxiety, and

anger) and to have negative thoughts (e.g.,

worry, self-doubt). In general, Neuroticism

represents the predisposition to experience psy-

chological distress. It has been linked to the neg-

ative affectivity/negative emotionality dimension

from other trait models (Digman, 1990;

Goldberg, 1993; John, Naumann, & Soto, 2008;

McCrae&Costa, 2008). In contrast, Extraversion

is the tendency to be sociable, energetic, asser-

tive, lively, and to experience positive emotions

(e.g., happiness), and have positive thoughts

(e.g., optimism) (Digman, 1990; Goldberg,

1993; John et al., 2008; McCrae & Costa,

2008). It has been linked to the positive affectiv-

ity component of other trait models. Although it

was originally thought that Neuroticism and

Extraversion were strongly related, they are

actually quite independent from one another.

Openness consists of intellectual curiosity,

creativity, aesthetic sensitivity, and having

nondogmatic attitudes (Digman, 1990; Goldberg,

1993; John et al., 2008; McCrae & Costa, 2008).

Agreeableness can be defined as how well one

gets along with others. It includes being

prosocial, altruistic, trusting, warm, and sympa-

thetic (Digman, 1990; Goldberg, 1993; John

et al.; McCrae & Costa, 2008). Finally, conscien-

tiousness encompasses being responsible,

dependable, disciplined, and organized. In addi-

tion, Conscientiousness represents a disciplined

striving after goals and a strict adherence to

principles (John et al.).

The five factors of the FFMwere independently

discovered by several different researchers; all

utilizing slightly different methods (see Digman,

1990). The FFM was initially identified in struc-

tural investigations of the human language in the

mid-1900s. In the mid-1980s, McCrae and Costa

(2008) documented that the FFM could be found

in psychologically developed self-report question-

naires as well. Moreover, they documented that

the FFM subsumed the vast majority of competing

personality trait models (McCrae & Costa, 2008).

Since that time, the FFM has become most widely
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utilized and empirically supported model of per-

sonality (John et al., 2008; McCrae & Costa,

2008). The FFM is often referred to as “universal”

model of personality as it replicates across gender,

language, and culture (McCrae & Costa, 2008;

John et al.). In addition, there is substantial

self-other agreement on all five of the FFM traits

(John et al.; McCrae& Costa, 2008). Furthermore,

FFM traits are moderately heritable, with herita-

bility estimates of approximately 50% for each of

the five traits (McCrae & Costa, 2008). Moreover,

the traits of the FFMhave been linked to childhood

temperament.

The FFM demonstrates impressive stability

over time even across intervals of several years

and that stability increases as individuals grow

older (McCrae & Costa, 2008; Roberts &

DelVecchio, 2000). However, the FFM is less

stable over longer periods of time (e.g., 20 years

vs. 3 years), indicating that people can and do

change on their trait levels, given sufficient time

and motivation (Roberts & DelVecchio, 2000).

This suggests that environmental factors, life

experiences, and gene by environment interactions

can and do play a role in the development of FFM

traits, although there remains disagreement on this

point (McCrae & Costa, 2008; Roberts &

DelVecchio, 2000). Women consistently report

higher Neuroticism and Agreeableness, and men

often report higher Extraversion and Conscien-

tiousness (McCrae & Costa, 2008). There is also

evidence of a maturation effect: on average, levels

of Agreeableness and Conscientiousness typically

increase with age, whereas Neuroticism and

Openness tend to decrease.

Taken together, research consistently under-

scores the import of the FFM for such life

outcomes as (but not limited to) relationship

quality, adaptation to life, psychopathology,

functional impairment, occupational success,

happiness, health, and even mortality (McCrae

& Costa, 2008). At high levels, Neuroticism has

been linked to negative life outcomes including

most psychological disorders, medical illness,

and negative social experiences (e.g., interper-

sonal conflict and other life stressors). In general,

high Extraversion is a protective factor against

many negative life outcomes (e.g., psychological

disorders). High Openness has been linked to

political liberalism and intelligence. Finally,

high Agreeableness is linked with having more

positive social experiences with friends, family,

and colleagues.
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Synonyms

Group interview

Definition

Focus groups are group interviews that facilitate

focused communication among research partici-

pants and generate qualitative data about specific

populations. Focus groups range in size from very

small (e.g., four people) to as many as 12 partic-

ipants in a larger group (Krueger, 1988). What-

ever the size, groups should be small enough so

that all members can share insight, while still

remaining large enough to facilitate diverse

ideas. Groups should also be composed of people

who are not familiar with each other.

Focus groups have several uses, which include

gathering information for questionnaire develop-

ment, assessing community needs, testing new

programs, and discovering customer preferences.

These types of groups are also widely used to

examine people’s experiences and concerns

with health services. Focus groups may be

exploratory to generate ideas, or they can be

used to pilot test new materials and interventions.

Focus groups are helpful to researchers wish-

ing to understand the population with whom

research will be conducted. For example, the

group format allows researchers to observe dif-

ferent forms of communication (e.g., anecdotes,

jokes) that are used in the population of interest.

Other forms of data collection (e.g., question-

naire self-report) are not well suited to measure

these subtleties of communication.

Within behavioral medicine research, focus

groups have been used extensively. Data have

been gathered regarding quality of life, psycho-

social issues, health beliefs, and preferences for

various types of interventions among diverse

patient populations. Focus groups have been

especially useful in gaining understanding of

these issues within minority populations. By

looking within minority groups, researchers can

gather information about shared experiences as

well as important within-group differences

(Kitzinger, 1995). A number of focus groups are

generally conducted until the point of saturation

is reached, i.e., the point when there are no longer

new ideas being generated. Data generated from

focus groups is analyzed qualitatively to identify

themes, and this is typically done with the use of

qualitative data analysis programs.

In addition to the benefits of focus group

research, there are several limitations that

researchers should be aware of. At times, the

group setting may inhibit some members

from participating and sharing their opinions.

Additionally, participant confidentiality is com-

promised by the presence of other research
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subjects (Kitzinger, 1995). However, these con-

cerns may be mitigated by the skill of the

focus group facilitator.
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Synonyms

Cohort study; Incidence study; Longitudinal

study; Prospective study

Definition

A follow-up study, more commonly called

a cohort study, has three basic components: expo-

sure, time, and outcome. A group of individuals

(the cohort) is assembled and then assessed at

baseline on the exposure of interest (a risk or

protective factor), other risk factors known to

influence the outcome of interest, and the preva-

lence of the outcome of interest. The cohort is

followed over time to determine development of

the outcome. To determine incidence of the out-

come, subjects who have the outcome at baseline

are excluded. Then subjects with and those with-

out the exposure are compared, controlling for

extraneous confounders.

Description

Follow-up studies have various names derived

from either study group (cohort studies), the

timing of observation (follow-up, prospective,

or longitudinal studies), or the disease outcome

(incidence studies). They begin with the assem-

bly of a cohort which is any group of individuals

ranging from the very diverse (e.g., a general

population) to a defined geographical area (e.g.,

Framingham), a defined occupation (e.g., nurses),

a defined high-risk subgroup (e.g., homosexual

men), or a group defined by logistical ease of

follow-up (e.g., health insurance beneficiaries).

Exposure. In contrast to randomized con-

trolled trials (RCTs), exposure to the putative

causal agent is not under the researcher’s control

but simply based upon history. Therefore, the

exposure (i.e., risk/protective factor) could sim-

ply be correlated with a true risk factor and result

in the problem of confounding. A confounder is

a third variable that is correlated with both the

exposure and outcome and is not part of the

causal path. For example, education could con-

found the relationship between depression and

heart disease because it is correlated both with

depression and with heart disease and is not part

of the causal path by which depression links to

heart disease. Thus, an assumed relationship

between depression and heart disease could actu-

ally be a true relationship between education and

heart disease. To guard against confounding,

baseline assessment should not only include

the exposure of interest but also potential demo-

graphic, medical, occupational, and psychosocial

confounding factors. Since exposure status can

change over time, many follow-up studies feature

repeated assessments of exposure status and con-

founders beyond baseline. These updated

changes are handled in various ways in statistical

analyses.

Time. One criterion for making causal claims

is temporality; that is, the risk/protective factor

precedes the disease. The strength of these stud-

ies is that they permit an inference about this

temporal relationship. For incidence studies, any

subject with prevalent disease is excluded from

the cohort at baseline. The non-diseased subjects
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are then assessed for exposure and followed over

time until disease occurs, they are lost or with-

draw, or the study ends. Since exposure assess-

ment predated the observed occurrence of

disease, it is possible to argue that the exposure

predated the outcome. For example, to make the

inference that depression predicts heart disease,

depression (1) must be more common among

those who subsequently develop heart disease

and (2) heart disease (the outcome) must not

have been present before the onset of depression

(the risk factor). It is crucial to maximize com-

plete follow-up of the original cohort. Losses and

withdrawals should not exceed 10% or the true

incidence of the outcome in the cohort will be

underrepresented. Comparisons of baseline char-

acteristics between those who were lost/withdrew

and those who completed determine whether

missingness was random or nonrandom. If

missingness was nonrandom, comparisons of

risk in exposed vs. unexposed may be biased

(over- or underestimated). For example, if more

depressed than non-depressed subjects withdraw,

any increase in events in the depressed will be

weakened and the study could underestimate the

importance of depression as a risk factor for

the outcome.

Outcome.Outcomes can include diseases, pre-

clinical diseases, risk factors, or other health-

related events and can be categorical or continu-

ous. Periodic follow-ups of the cohort permit

a rigorous assessment of the outcome. This

assessment must be conducted by individuals

who are blinded to the exposure assessment to

prevent bias. Outcome incidence and/or pattern

over time is then compared, respectively,

between those who do and those who do not

have the exposure of interest.

Statistical Analyses

Risk associated with an exposure is handled in

several ways. The (average) incidence rate of

a disease over a specified time interval equals

the number of new cases during the interval

divided by the total amount of time at risk for

the disease accumulated by the entire population

over the same interval and is reported as the

number of events per person-years. To compare

the incidence of disease between two groups

(exposed and not exposed), data are usually sum-

marized in a 2 � 2 table and compared with a w2

test. The relative risk is calculated as the ratio of

the proportion of exposed who develop the dis-

ease to the proportion of the unexposed develop-

ing it. The odds ratio (OR) is similarly defined as

the ratio of the odds of developing the disease. If

either the disease is rare or the time interval is

short, the relative hazard is approximately equal

to the relative risk and the odds ratio. This odds

ratio, transformed by natural logarithm, is the

outcome in logistic regression models. Confi-

dence intervals for these log odds can be derived

from normal theory and then transformed back to

the original scale to yield confidence intervals for

the odds.

With long follow-up time intervals, there is

often interest in examining the pattern of events

over time. In time-to-event analysis, the hazard

function (or its integral, the survival function)

presents events as a function of time. Under the

assumption of proportional hazards, that is, that

the hazard rates in the exposed and the unexposed

groups are the same over time, the hazard can be

modeled as a function of covariates (Cox regres-

sion model). If the proportional hazards assump-

tion does not hold, then parametric survival

curves (e.g., accelerated failure time (AFT)

models) may provide a better fit. These models

allow for time-varying covariates where expo-

sure status is updated periodically.

When the outcome is continuous, growth

curve models (linear regression in its simplest

form) are the preferred method of analysis,

modeling the trajectory of the outcome over

time. This approach allows separating aging

effects (i.e., changes over time within individ-

uals) from cohort effects (i.e., differences

between subjects at baseline). These models

allow, for example, for different patterns over

time between treatment groups.

All of the models just discussed belong to

a class of generalized mixed models. Potential

covariates such as demographic, medical,

occupational, and psychosocial confounding fac-

tors are added as a linear function in these

multivariable analyses (Hedeker & Gibbons,
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2006). Time-varying covariates including the

change in risk factors can be included in

these models.

Missing data in follow-up studies can cause

serious problems. Therefore, every effort should

be made to avoid missing values and to document

the reason for missingness for the unavoidable

cases, for example, deaths. The usual assumption

is that data are missing at random. If that is not

true, that is, if depressed patients are more likely

to drop out of the study than not depressed

patients, the missing process can be modeled

separately and incorporated into the analysis

(Little & Rubin, 2002).

In summary, the key strength of follow-up

studies is their ability to establish the timing and

directionality of exposure and outcome events.

Bias in ascertainment of exposure is impossible

because neither subject nor observer is aware of

future outcome status. Bias in ascertainment of

outcome is minimized if outcomes assessors are

kept blinded. These studies are more difficult and

costly than a cross-sectional study, but the gain in

inferential strength and minimization of bias is

worth the effort.

The key weakness of these studies is the diffi-

culty in making causal claims since temporality

does not imply causality. The problem of

confounding can never be completely eliminated

for there will always be unknown, and thus

unmeasured, confounders that could be the true

causal agent. The art of these studies is in

a careful review of the literature to determine

predictors of the outcome, with a particular eye

to those predictors that are also related to the

exposure, and in ensuring that this full array of

predictors is included in baseline assessment.

A common problem in the use of convenience

follow-up studies (e.g., the Framingham Study,

the Nurses’ Health Study) is that they often do not

have all potential covariates of interest in their

assessment batteries.

Although these studies cannot make conclusive

claims for a causal relationship between exposure

and outcome, their ability to disentangle tempo-

rality can strengthen the chain of evidence by

which causal claims can be made. They provide

valuable support, or nonsupport, for justifying a

rigorous RCT which is the strongest basis for

claiming that an exposure causes a disease.

To increase the quality of the reporting of

observational studies, several prominent medical

researchers issued the Strengthening the

Reporting of Observational Studies in Epidemi-

ology (STROBE) statement.

Cross-References
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Food Safety
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Synonyms

Food control

Definition

Food safety refers to all efforts done to monitor

and overcome temporary or long-lasting hazards

that may make food have adverse effect to the

health of the consumer. Food hazards include

microbiological hazards, pesticide residues, mis-

use of food additives, chemical contaminants,

including biological toxins, adulteration, as well

as genetically modified organisms, allergens, vet-

erinary drug residues, and growth-promoting hor-

mones used in the production of animals. The

food hazards can be present along the entire

food chain; therefore, it is important that all sec-

tors in the chain operate in an integrated way, and

food control systems address all stages of this

chain to guarantee food safety. This monitoring

from primary producer through consumer is often

described as the farm-to-table continuum. How-

ever, it is difficult and expensive to test for food

hazards and quality loss at each point in the food

chain. Especially in many developing countries,

the resources are limited, food control laborato-

ries are frequently poorly equipped, there is no

suitably trained analytical staff, and the manage-

ment is poor. This leads to an inadequate food

control infrastructure. Therefore a well-struc-

tured, preventive approach which controls pro-

cesses is the preferred method for improving food

safety and quality. Factors, such as improper

agricultural practices, poor hygiene at all stages

of the food chain, lack of preventive controls in

food processing and preparation operations, mis-

use of chemicals, contaminated raw materials,

ingredients and water, inadequate or improper

storage, which contribute to potential hazards in

foods, should be taken into account (Food and

Agriculture Organization/World Health Organi-

zation [FAO/WHO], 2003).

Food safety is an increasingly important pub-

lic health issue, both in developing and industri-

alized countries. The emergence of food-borne

illnesses is influenced by factors such as large

genetic variability of microorganisms, environ-

mental factors, human actions, and behavior

(e.g., traveling), urbanization, raw food produc-

tion, new technologies, human risk factors such

as age, illness, and others (Hall, 1997).

The food-borne illnesses, when focusing on

the microbiological hazards, are caused by bac-

terial agents (e.g., Salmonella or E. coli), viral

agents, or parasites. The microbiological safety

of food is a dynamic situation influenced to

a great extent by multiple factors contributing to

changing trends in food-borne illnesses. Exam-

ples of these factors are rapid population growth,

an increasingly global market in vegetables, fruit,

meat, and ethnic foods, and changing eating

habits, such as the consumption of raw or lightly

cooked food, climate change, and others. How-

ever, the list of factors influencing the prevalence

of food-borne diseases is long and their relative

importance is largely unknown (Newell et al.,

2010). From a behavior medicine perspective,

one may examine, for example, how certain

psychological traits such as risk-taking or low

conscientiousness affect the prevalence of food

hazards in a food-producing company, of impor-

tance for prevention.

Cross-References

▶Health Behaviors

▶ Preventive Care

References and Readings

Food and Agriculture Organization/World Health Organi-

zation. (2003). Assuring food safety and quality:
Guidelines for strengthening national food control
systems. FAO Food and Nutrition Paper 76. Rome:

Author. Retrieved July 12, 2011, from http://www.

fao.org/docrep/006/Y8705E/Y8705E00.HTM

Food Safety 809 F

F

http://dx.doi.org/10.1007/978-1-4419-1005-9_100663
http://dx.doi.org/10.1007/978-1-4419-1005-9_318
http://dx.doi.org/10.1007/978-1-4419-1005-9_136
http://www.fao.org/docrep/006/Y8705E/Y8705E00.HTM
http://www.fao.org/docrep/006/Y8705E/Y8705E00.HTM


Hall, L. (1997). Foodborne illness: Implications for the

future. Emerging Infectious Diseases, 3(4), 555–559.
Newell, D. G., et al. (2010). Food-borne diseases: The

challenges of 20 years ago still persist while new

ones continue to emerge. International Journal of
Food Microbiology, 139, S3–S15.

Food Supplement

▶Nutritional Supplements

Foot Care

▶Diabetes Foot Care

Forgiveness

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Forgiveness refers to the purposeful decision by

a victim of wrongdoing to relinquish anger and

the desire to punish an offender responsible for

inflicting harm (e.g., Enright & The Human

Development Study Group, 1991). Forgiveness

may go beyond mere indifference, to express

goodwill toward the offender. This concept is

commonly pertinent to daily social interactions,

and it constitutes a basic social process which

maintains interactions and relationships. Various

scales exist for assessing forgiveness. For exam-

ple, the Heartland Forgiveness Scale (Thompson

et al., 2005) is an 18-item scale assessing forgive-

ness of oneself, others, and situations. These

three subscales demonstrate the importance of

this concept to one’s personal and interpersonal

lives. Investigators have examined the psychoso-

cial correlates or determinants of forgiveness. For

example, perceptions of severity of the offense,

the intentions of the offender, sincerity of apol-

ogy, and empathy have been investigated as

factors possibly affecting forgiveness (Kearns &

Fincham, 2004). In the context of traumatic

events, difficulty forgiving others is significantly

correlated with depression and posttraumatic

stress symptoms (Witvliet, Phipps, Feldman, &

Beckham, 2004), implicating a possible relation-

ship and resemblance with the term “rumina-

tion.” Interventions aimed at inducing

forgiveness have resulted in reduced anxiety,

depression, and anger in various populations

(reviewed by Kearns & Fincham, 2004). In

a groundbreaking experimental study, vanOyen,

Ludwig, and Vander Laan (2001) asked people to

imagine a real person who they either held

grudges toward or they had an empathic perspec-

tive and imagined themselves forgiving. Com-

pared to baseline levels, the forgiving group

evidenced significantly lower psychological

(aversive emotions) and physiological (heart

rate, skin conductance, etc.) changes, while the

first group evidenced worsening of those psycho-

physiological responses. These studies together

point at forgiveness as an important variable in

social interactions, which has short- and possibly

long-term health implications, since forgiveness

can be in question for very long periods of time in

people’s lives.
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Synonyms

FHS

Definition

The Framingham Heart Study is a longitudinal

cohort study that began in 1948 with 5,209 par-

ticipants to examine how lifestyle choices and

psychosocial elements impact cardiovascular

health. It had helped coin the term “risk factors”

in identifying clusters of variables, such as poor

diet, lack of physical activity, and negative psy-

chological factors, that contribute to cardiovas-

cular disease.

Description

In 1948, the FraminghamHeart Study ventured to

better understand cardiovascular disease (CVD)

in that little was known about the etiology of

heart disease and stroke despite their epidemic

proportions due to their steadily increasing rates

since the 1900s. A joint project of the National

Heart, Lung, and Blood Institute (NHLBI) and

Boston University, the Framingham Heart Study

sought to longitudinally track a large cohort of

participants who initially had no outward CVD

symptoms, heart attack, or stroke. Initially, 5,209

participants aged 30–62 were recruited from Fra-

mingham, Massachusetts; this was one of the first

studies to administer extensive physical exams

accompanied by lifestyle interviews over multi-

ple assessments. Participants have returned for

assessments every 2 years since the study’s

inception.

The Framingham Heart Study helped main-

stream the concept of preventive medicine in

the context of stopping CVD before it starts by

promoting health behaviors beneficial to future

cardiovascular health. Framingham helped dispel

past theories of CVD progression that were

heavily reliant on diastolic blood pressure

(Kannel, 1995a, 1995b). Importantly, the Fra-

mingham Heart Study established the concept of

clusters of risk factors rather than one single

factor detrimental to CVD (Kannel, 2000); the

study is the origin of the term “risk factor.”

The Framingham Heart Study has been instru-

mental in identifying now commonly known

primary risk factors of CVD such as increased

blood pressure, cholesterol, smoking, obesity,

diabetes, and lack of physical activity over

long-term follow-up observations (Kannel,

D’Agostino, & Cobb, 1996). Additionally, the

study also acknowledged secondary risk factors

of CVD such as blood triglycerides and HDL
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cholesterol along with demographic factors such

as age and gender (Kannel & Eaker, 1986); more

recently, increased plasma homocysteine has

been identified as a risk factor for CVD

(Sundström & Vasan, 2005).

Importantly, the Framingham Heart Study’s

work has published research that specifically

gives weights to individual risk factors as pre-

dictors of CVD progression through regression

models. Risk of CVD can be calculated based on

variables such as age, gender, blood pressure,

smoking status, parental CVD history, blood

markers such as cholesterol and triglycerides,

and BMI. Collectively, this equation has been

termed the FraminghamRisk Score that estimates

the 10-year risk of CVD; NHLBI provides an

online calculator at http://hp2010.nhlbihin.net/

atpiii/calculator.asp.

The FraminghamHeart Study helped establish

diabetes mellitus type 2 as a risk factor for CVD

(Fox, 2010; Kengne, Turnbull, & MacMahon,

2010). In that type 2 diabetes is primarily due to

lifestyle choices, this finding helped shape health

psychology in addressing prevention of diabetes

through weight control and diet.

Specific to behavioral medicine, the Framing-

ham Heart Study has reported increased inci-

dence of CVD in those with greater negative

psychosocial factors, such as greater depression,

anxiety, perceived stress, anger, hostility, and

social isolation. Importantly, the Framingham

Heart Study’s psychosocial findings controlled

for other variables that may have influenced the

relationship; in other words, links between

psychosocial factors and CVD outcomes were

independent of the common risk factors of CVD

worsening attributable to demographics and

lifestyle.

Additionally, the Framingham Heart Study

was one of the first studies to help define Type

A personality. Type A behavior is generally

defined by high levels of daily stress, emotional

lability, tension, anger, and ambitiousness

(Haynes, Levine, Scotch, Feinleib, & Kannel,

1978). Framingham established one of the early

links between Type A personality and CHD

prevalence in women and higher incidence of

myocardial infarction (MI) in men (Haynes,

Feinleib, Levine, Scotch, & Kannel, 1978) after

controlling for age, blood pressure, smoking sta-

tus, and cholesterol.

Examining longitudinal outcomes with

respect to psychosocial factors, 20-year inci-

dence of MI or coronary death in 749 females

free of initial coronary disease was predicted by

greater tension, anxiety, and loneliness after con-

trolling for age, systolic blood pressure, total/

HDL cholesterol Ratio, diabetic status, smoking

status, and BMI (Eaker, Pinsky, & Castelli,

1992).

While these psychosocial factors alone did

not necessarily account for a majority of the

variance in the CVD health outcomes in defer-

ence to lifestyle factors such as health behaviors,

psychosocial factors have been shown to be an

effective complementary treatment target for

supplementing lifestyle changes and medication

regimens.

Among the other studies that have stemmed

from the original study, the Framingham Heart

Study has expanded to examine the children

and grandchildren of the initial cohort using the

same techniques of longitudinally assessing

health and lifestyle; this study is aptly named

the Framingham Offspring Study. Future direc-

tions for the Framingham Heart Study include

examination of genetic factors in CVD out-

comes using participants’ cell lines (Govindaraju

et al., 2008).
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Synonyms

FOS

Definition

In 1971, the Framingham Offspring Study

recruited 5,124 of the original Framingham

Heart Study’s participants’ children and their

spouses; this new generation were similarly

biennially assessed on physiological and psycho-

logical measure. The Framingham Offspring

Study sought to epidemiologically study CVD

in younger adults (Feinleib, Kannel, Garrison,

McNamara, & Castelli, 1975).

The Framingham Offspring Study included

more physiological variables than its parent

study, such as specific dietary measures, neuro-

psychological measures to assess cognition and

reading performance, and MRI to directly mea-

sure brain volume. The introduction of cognitive

function measures lead to the finding that cardio-

vascular risk factors and the presence of CVD

mediated the association between left ventricular

mass and cognition (Elias et al., 2007).

Additional blood marker risk factors of

CVD were identified; one of the first reports on

high-density lipoprotein (HDL) and low-density

lipo-protein (LDL) cholesterol levels in relation

to CVD was from the Framingham Offspring

Study (Wilson et al., 1980). Other risk factors

identified as increasing CVD risk included

increased adiponectin (Ai et al., 2011), lipopro-

teins, and serum albumin and bilirubin. Greater

levels of extracellular matrix turnover, specifi-

cally matrix metalloproteinase (MMP)-9 and tis-

sue inhibitors ofMMPs (TIMPs), were associated

with greater internal carotid artery stenosis in the

Framingham Offspring Study (Romero et al.,

2008). Higher von Willebrand factor (vWF) was

found to be a risk factor for CVD in participants

with type 2 diabetes (Frankel et al., 2008).

Socioeconomic factors were also recorded.

Researchers found that longitudinally, education

impacted health: mean systolic blood pressure

over 30 years was higher in participants with

less than 12 years of education compared to

those with more than 17 years of education

(Loucks, Abrahamowicz, Xiao, & Lynch, 2011).

Additionally, life course socioeconomic status

influenced type 2 diabetic status in women

and was primarily associated with participants’

education levels and occupations (Smith et al.,

2011).

From a health psychology perspective, the

Framingham Offspring Study helped establish

guidelines for healthy eating behavior by

suggesting an increase in whole grain food con-

sumption and a decrease in dietary glycemic

index to reduce the risk of metabolic syndrome

and insulin resistance (McKeown, Meigs, Liu,

Wilson, & Jacques, 2002;McKeown et al., 2004).

Psychosocially, anger and hostility were

predictive of atrial fibrillation development over

a 10-year follow-up in males after controlling

for age, diabetes, hypertension, history of

myocardial infarction, history of congestive

heart failure, and valvular heart disease (Eaker,

Sullivan, Kelly-Hayes, D’Agostino, & Benjamin,

2004); trait anger related to total mortality in

men. Taken together, the Framingham Offspring

Study has expanded the knowledge of the mech-

anisms of CVD progression through repeated

assessments of extensive physiological, behav-

ioral, and psychological factors.
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▶Gender Differences
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▶Magnetic Resonance Imaging (MRI)
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▶ Smoking Behavior
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▶ Systolic Blood Pressure (SBP)
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Fraternal Twins

▶Dizygotic Twins

Free-Radical Theory of Aging

Carrie Brintz

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Definition

The free-radical theory of aging was formally

proposed by Denham Harman in 1956 and

postulates that the inborn process of aging is

caused by cumulative oxidative damage to cells

by free radicals produced during aerobic respira-

tion. Free radicals are atoms or molecules with

single unpaired electrons. They are unstable and

highly reactive, as they attack nearby molecules

in order to steal their electrons and gain stability,

causing radical chain reactions to occur. Free

radicals are generated in vivo primarily within

mitochondria during mitochondrial electron

transport as well as by other physiological pro-

cesses. Harman later extended the free-radical

theory of aging to incorporate the role of mito-

chondria in the generation of free radicals and

other reactive oxygen species. The theory pro-

poses that the rate of oxidative damage to mito-

chondrial DNA primarily determines life span.

While free-radical reactions are implicated in

the normal aging process, free-radical damage

may occur in varying patterns across individuals,

modulated by genetic and environmental factors,

and in some individuals may be implicated

in a number of disorders. These so-called

free-radical diseases include cancer, atheroscle-

rosis, Alzheimer’s disease, essential hyperten-

sion, the immune deficiency of age, and

a number of other disorders. The process of

aging by free-radical damage may be slowed by

a calorie-restricted diet that includes essential

nutrients and antioxidants derived from dietary

fruits and vegetables. It is theorized

that the prevention or slowing of certain “free-

radical” diseases such as cancer may be achieved

through dietary intervention with antioxidant

supplementation, although evidence supporting

this hypothesis in humans is mixed.

Cross-References

▶Aging
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Functional Capacity Assessment

▶ Functional Versus Vocational Assessment

Functional Capacity, Disability, and
Status

M. Di Katie Sebastiano

Kinesiology, University of Waterloo, Waterloo,

ON, Canada

Synonyms

Functional testing

Definition

Functional capacity refers to one’s ability to per-

form the activities and tasks necessary to live

independently. These tasks change throughout

the life span; children, adults, and the elderly

each have their own unique set of activities

necessary to maintain their independence. Age,

however, is not the only factor that can determine

functional capacity or status: specific disease or

injury states each bring their own physical limi-

tations. The interactions among age and injury or

disease state determine one’s functional capacity.

Description

There are two types of tasks that are usually

evaluated to determine functional capacity: activ-

ities of daily living (ADL) and instrumental

activities of daily living (IADL). ADL refer to

activities that are involved in basic human sur-

vival such as mobility, eating, using the wash-

room, dressing, and grooming (Besdine, 1988).

The inability to perform these tasks severely

inhibits one’s ability to live independently and

maintain health. IADL tend to refer to activities

that are necessary to live independently, but dis-

abilities in these areas do not result in serious

health implications. IADL can include house-

keeping, cooking, shopping, banking, driving, or

using public transportation (Besdine, 1988).

A functional disability or impairment is defined

as the decreased ability to meet one’s own needs

in either or both of these areas.

Through the life span, the tasks that determine

one’s functional capacity change to fit the

requirements of daily life. As children, activities

such as participation in family life and chores,

learning at school, and the ability to participate in

extracurricular activities can be considered an

assessment of functional capacity along with the

basic ADL and IADL. In adulthood, functional

capacity often describes the ability to perform

work-related tasks. Following injury, assessment

of functional capacity commonly determines

a person’s ability to return to the work force or

the injured person’s ability to participate in mod-

ified duties. In elderly populations, functional

capacity generally refers to an individual’s ability

to meet their own survival needs, which can be

determined using ADL and IADL assessments.

Since functional capacity is specific to an indi-

vidual’s ability to perform a given task, there is

a broad spectrum of tools that are available for
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functional assessment. The original assessments

of functional capacity examined hip fracture

patients during their rehabilitation. Patients

were classified as either independent or depen-

dent based on six daily activities of daily living

including bathing, dressing, using the washroom,

transferring in and out of beds or chairs, conti-

nence, and eating (Katz et al., 1963). The current

assessment of functional capacity or functional

disability in the elderly often occurs through

large-scale interdisciplinary assessment of ADL

and IADL such as the Geriatric Functional

Assessment (GFA) (Besdine, 1988). Functional

capacity can also be assessed through cardiovas-

cular fitness tests, frequently used in populations

with compromised aerobic function, such as car-

diac patients (Clini & Crisafulli, 2009). These

tests may use maximal oxygen consumptionmea-

surements or VO2max assessments, commonly

performed on the bike or treadmill. Indirect mea-

sures of exercise capacity can also be used to

predict VO2max such as the 6-min walk test,

which estimates maximal oxygen consumption

without the use of expensive equipment

(Rostangno & Gensini, 2008). In the workplace,

job-specific functional assessments can also be

used to determine if an individual is capable of

performing work-related tasks.

The ability to improve functional disability is

dependent on the cause of the functional impair-

ment. Following functional disability resulting

from injury or a specific disease, rehabilitation

may aid an individual to return to his/her func-

tional capacity from prediagnosis. If functional

disability results from disabling chronic illness or

simply through aging, it may not be possible for

the individual to regain his/her ability to live

independently. However, for aged individuals or

those with disabling chronic disease, rehabilita-

tion may allow individuals to maintain certain

aspects of independence. Functional capacity is

specific to each individual and the daily tasks that

a person performs. The determinants of func-

tional capacity change over the life span and

vary depending on disease and injury status.

The appropriate measures of functional capacity

must address an individual’s unique needs and

daily tasks.
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▶ Physical Fitness

Functional Magnetic Resonance
Imaging (fMRI)
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Department of Psychophysiology, National
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Japan

Definition

Functional magnetic resonance imaging (fMRI)

is a technique for measuring neural activity, by
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detecting the hemodynamic changes in blood

oxygenation and blood flow in response to neural

activity, based on blood-oxygenation-level-

dependent (BOLD) effect.

Description

Blood-oxygen-level dependent (BOLD) effect

is the MRI contrast originated from blood

deoxyhemoglobin in the tissue, first discovered

by Ogawa, Lee, Kay, and Tank (1990) (Ogawa,

Lee, Nayak, & Glynn, 1990; Ogawa et al., 1992).

This method depends on the differential suscep-

tibility between deoxyhemoglobin and oxyhemo-

globin. Hemoglobin is diamagnetic when

oxygenated but paramagnetic when deoxygen-

ated (¼deoxyhemoglobin). Therefore, magnetic

resonance (MR) signal of blood is slightly differ-

ent depending on the level of oxygenation.

Higher BOLD signal intensities arise from

increases in the concentration of oxygenated

hemoglobin since the blood magnetic suscepti-

bility more closely matches the tissue magnetic

susceptibility. Since deoxyhemoglobin is para-

magnetic, it alters the T2*-weighted magnetic

resonance image signal to decrease. This

deoxyhemoglobin is referred to as an endogenous

contrast-enhancing agent and serves as the source

of the signal for fMRI. With MRI sequence

parameters sensitive to the changes in this differ-

ential magnetic susceptibility, changes in BOLD

contrast can be assessed. Here, when a brain

region is more active, more oxygen is consumed

and blood flow increases to the activated region

to meet the increased oxygen demand. Actually,

increases in cerebral blood flow to the local vas-

culature that accompanies neural activity in the

brain far overtake changes in oxygen consump-

tion, which will lead to relative decrease of

deoxyhemoglobin and increased BOLD signal.

The relationship between oxygenation change

with increased activity and change of the BOLD

signal is in fact a little more complex. There is

a momentary decrease in blood oxygenation

immediately after neural activity increases,

known as the “initial dip” in the hemodynamic

response. This is followed by the blood flow

increases, not just to a level where oxygen

demand is met, but overcompensating for the

increased demand. This means that blood oxy-

genation actually increases following neural acti-

vation. The blood flow peaks after around 5–6 s

and then falls back to baseline, often accompa-

nied by a poststimulus undershoot.

The fMRI technique has been increasingly

used to produce activation maps showing which

parts of the brain are involved in a particular

mental process or state. While lying in the MRI

scanner, a subject experiences somemental states

or does some task (e.g., visual stimuli on a screen,

response to some cue in a certain manner). Mean-

while, the MRI scanner tracks the signal through-

out the brain or some specific part of interest. In

brain areas, the BOLD signal is changing as the

stimulus or task condition is varying. The hemo-

dynamic change is measured by BOLD contrast

in a “voxel” (a volume pixel; a small unit

consisting of three-dimensional part of the brain

image). The activity in a voxel is defined as how

closely the time course of BOLD signal from that

voxel matches the hypothesized time course. If

the signals from a certain voxel match and corre-

late the hypothesized time course, this voxel is

given a high statistical value, that is, a high acti-

vation score. These statistics in voxels can then

be translated into a statistical brain map that

shows the extent of “activation.”

Compared with earlier neuroimaging tech-

niques like positron emission tomography (PET),

the advantages to fMRI as a technique to image

brain activity related to a specific task or sensory

process are the following: (1) fMRI does not

require injections of radioactive isotopes, (2) the

total scan time required is shorter, (3) the spatial

resolution of the obtained functional image is

higher (typically several mm, although high reso-

lutions less than 1 mm are now possible techni-

cally), and (4) the temporal resolution of time

course data is much higher than PET (highest

resolution is �0.5 s; typically �1–4 s is used) so

that it enables to analyze finer hemodynamic

changes accompanied with short event-related

neural events (called event-related design).

On the other hand, fMRI has disadvantages

versus PET: (1) fMRI is loud, and its noise is
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over �90 dB, (2) quite sensitive to movement

artifact because fMRI uses sequential excitation

method by radio-frequent pulses acrossmultislices

of the brain, (3) fMRI causes signal distortion and

loss because of susceptibility artifact in

orbitofrontal and inferior/medial temporal areas

which are important for emotional processing or

social cognition, and (4) behavioral and physio-

logical measurement inside the scanner is hard

without specially designed MRI-compatible hard-

ware because of a very strong static magnetic field

or rapidly changing gradient magnetic field.

Nowadays, researchers started to combine the

imaging techniques to determine brain activity

and concurrent measurement of various physio-

logical indexes. For example, measurements of

the autonomic nervous system, such as pulse/skin

conductance/electromyogram, are used in the

scanner to detect dynamic associations of the

bodily states with neural states. EEG has been

also used simultaneously with fMRI, to utilize the

advantages of the high spatial resolution of MRI

and high temporal resolution of EEG. The

transcranial magnetic stimulation method

(TMS) is also used with fMRI as a noninvasive

method to temporarily suppress the neuronal

activity in a local region by electric stimulation

by a coil outside the head.

Recently, a movement has arisen that attempts

to understand the function of the brain both com-

prehensively and integratively as a network: This

evolved from the point of view that the various

sites of the brain and the wide variety of informa-

tion from the body dynamically form

a complicated web of consciousness, recognition,

and feelings in a mutually influenced manner. For

this purpose, connectivity between different

brain regions has been assessed using correlation

or multivariate analyses. Furthermore, there is

a new direction of neuroimaging studies that

includes a wider context than that of specific

studies focusing only on a certain disease or ner-

vous system. For example, a new field called

“social neuroscience” is spreading rapidly in

which neuroscience has begun to be applied to

probing highly advanced cognitive functions,

such as what kind of role a neuronal system

plays in human social interactions.

A unique technique called “real-time fMRI”

(rtfMRI) has been recently used in some neuro-

imaging studies (deCharms, 2007). This method

resembles the “biofeedback” therapy that has

conventionally been used in clinical settings to

therapeutically give patients feedback on their

distal physiological signs. The rtfMRI can be

called “neurofeedback” in which fMRI simulta-

neously feeds back to the subjects the regional

neural activity of the brain so that they can learn

to directly control activation of localized regions

by themselves – self-control. The rtfMRI has

possibilities for use in rehabilitation through

training by noninvasive and non-

pharmacological means. A trial has just started

into the clinical applications for chronic pain/

drug dependency/depression and the ability to

support psychotherapy.

Despite the great advantages of fMRI, there

are some “pitfalls” to use this kind of neuroimag-

ing technique like fMRI (Bennett &Miller, 2011;

Logothetis, 2002). The BOLD response can be

affected by a variety of factors, including drugs/

substances, age, brain pathology, local differ-

ences in neurovascular coupling, attention,

amount of carbon dioxide in the blood, etc. The

images produced must be interpreted carefully,

since correlation does not imply causality, and

brain processes are complex and often

nonlocalized. Statistical methods must be used

carefully because they can produce false posi-

tives (Vul, Harris, Winkielman, & Pashler,

2009). One team of researchers studying reac-

tions to pictures of human emotional expressions

reported a few activated voxels in the brain of

a dead salmon when no correction for multiple

comparisons was applied, illustrating the need for

rigorous statistical analyses. The BOLD signal is

only an indirect measure of neural activity and is,

therefore, susceptible to influence by non-neural

changes in the body. This also means that it is

difficult to interpret positive and negative BOLD

responses. BOLD signals are most strongly asso-

ciated with the input to a given area rather than

with the output (Lauritzen, 2005). It is therefore

possible (although unlikely) that a BOLD signal

could be present in a given area even if there is no

single unit activity. fMRI has poor temporal
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resolution. The BOLD response peaks approxi-

mately 5–6 s after neuronal firing begins in an

area. This means that it is hard to distinguish

BOLD responses to different events which

occur within a shorter time window. fMRI has

often been used to show activation localized to

specific regions, thus minimizing the distributed

nature of processing in neural networks. Several

recent multivariate statistical techniques work

around this issue by characterizing interactions

between “active” regions found via traditional

univariate techniques.

The attractions of fMRI have made it a popular

tool for imaging normal brain function –

especially for psychologists. fMRI is also being

applied in clinical and commercial settings. At

the moment, there are no clinical applications

immediately available, but in the near future,

the progress of neuroscience shows promise for

its clinical utility.
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Functional Somatic Symptoms

▶ Functional Somatic Syndromes

▶ Somatoform Disorders

Functional Somatic Syndromes

Tetusya Ando

Department of Psychosomatic Research,

National Institute of Mental Health, National

Center of Neurology and Psychiatry,

Kodaira-shi, Tokyo, Japan

Synonyms

Functional somatic symptoms; Medically

unexplained symptoms; Somatoform disorders

Definition

Several related syndromes that are characterized

more by symptoms, suffering, and disability

than by disease-specific, demonstrable

abnormalities of structure or function (Barsky

and Borus, 1999).
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Symptoms that cannot be explained in terms

of a conventionally defined medical disease

(Wessely, Nimnuan, & Sharpe, 1999).

Description

Concern about symptoms is a major reason for

patients to seek medical help. Many of the

somatic symptoms, such as pain of different loca-

tion (back, head, muscles or joints, abdomen,

chest), fatigue, dizziness, edema, dyspnea,

insomnia, and numbness, often remain

unexplained by identifiable disease even after

extensive medical assessment. Terms such as

somatization, somatoform disorders, abnormal

illness behavior, functional symptom, and medi-

cally unexplained symptom (MUS) have been

used to describe these symptoms. The term func-

tional symptom assumes only a disturbance in

body function but no psychogenesis of the

symptom.

Concept of functional somatic syndromes

(FSS) was first proposed by Barsky A.J. and

others in 1999. They defined FSS as several

related syndromes that are characterized more

by symptoms, suffering, and disability than by

structural or functional abnormality which

include specific somatic syndromes such as mul-

tiple chemical sensitivity, the sick building syn-

drome, repetition stress injury, the side effects of

silicone breast implants, the Gulf War syndrome,

chronic whiplash, the chronic fatigue syndrome,

the irritable bowel syndrome, and fibromyalgia.

Patients with FSS have self-diagnosis, and their

symptoms are often refractory to reassurance,

explanation, and palliative treatments of symp-

toms. Although individual functional FSS may

present with some organ-specific symptoms

(e.g., gastrointestinal symptoms in irritable

bowel syndrome) and may differ in its lead symp-

toms, the various FSS have similar symptoms

that are diffuse, nonspecific and ambiguous, and

very prevalent in healthy, non-patient

populations. Symptoms common to the FSS

include fatigue, weakness, sleep difficulties,

headache, muscle aches and joint pain, problems

with memory, attention, and concentration, nau-

sea and other gastrointestinal symptoms, anxiety,

depression, irritability, palpitations, shortness of

breath, dizziness, sore throat, and dry mouth.

The concept was soon followed by

Wessely S and others who postulated that the

existence of specific somatic syndromes is

largely an artifact of medical specialization

on the basis of literature review because they

found considerable overlap and similarities in

definition, diagnostic criteria, symptoms and

non-symptom characteristics, and response to

treatment between individual syndromes as

described later. This evoked debates regarding

commonality and individuality of the specific

syndromes and advantages and disadvantages of

the concept in understanding and treatment of

these illnesses.

Though an objective criterion of general FSS

does not exist, epidemiological studies of indi-

vidual specific syndromes have indicated that

FSS are very common in all countries and cul-

tures. For example, the prevalence of irritable

bowel syndrome, chronic fatigue syndrome, and

fibromyalgia are 10–20%, 0.01–0.3%, and 1–6%,

respectively.

The syndromes are strongly associated with

emotional distress and disorders such as anxiety

and depression, and sufferers are often severely

disabled. Costs to patients and to medical

resources are substantial with repeated investiga-

tion and treatment.

Each single or specific functional syndrome is

signified by current lead symptoms or implied

cause. But overlap in case definitions of specific

syndromes has been suggested. Patients with one

functional syndrome often meet diagnostic

criteria for other syndromes, for example, tempo-

romandibular joint disorders and nonspecific

facial pain, fibromyalgia and tension headache,

and non-cardiac chest pain and hyperventilation

syndrome are reported to be frequent combina-

tions. Functional somatic symptoms are gener-

ally more common in women than in men.

Although, the causes of functional symp-

toms and syndromes are not fully understood,

biological, psychological, interpersonal, and
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health-care factors are considered to be all

important. Dualistic, single factor view such

as whether symptoms are psychological or

physical will be unhelpful.

The symptoms of FSS are exacerbated by psy-

chosocial stress and strongly associated with psy-

chological distress, anxiety, and depression.

History of childhood maltreatment and abuse

has been reported to be frequent in FSS as they

have been in psychiatric diseases.

Difficulties in doctor-patient relationship are

quite usual. Because symptoms are not explained

even after extensive medical assessment and

conventional medical therapies are fairly inef-

fective, physicians are frustrated and patients

are dissatisfied. Raising fear of disease,

performing unnecessary investigations and treat-

ments, and encouraging disability are adverse

effects of medical consultation. Denying the

reality of patients’ symptoms may damage the

doctor-patient relationship. Those iatrogenic

components are important in the maintenance

of FSS.

As biological mechanisms, altered function-

ing or abnormality of central nervous system,

especially serotonergic system and neuroendo-

crine system, and immunological disturbances

have been implicated, in addition to peripheral

functional abnormalities in specific organ

systems.

Barsky A.J. recommended medical manage-

ment of FSS in six steps: (1) ruling out the pres-

ence of diagnosable medical disease,

(2) searching for psychiatric disorders, (3) build-

ing a collaborative alliance with the patient,

(4) making restoration of function the goal of

treatment, (5) providing limited reassurance,

and (6) prescribing cognitive behavioral therapy

for patients who have not responded to the afore-

mentioned five steps.

Peripheral or organ-oriented pharmacotherapy

primarily aimed at peripheral physiological pro-

cesses (e.g., bowel function, muscle tension,

inflammation, pain, etc.) is also applied. Antide-

pressants (tricyclic antidepressants and SSRI) are

often effective whether or not patient is

depressed.
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▶ Fatigue

▶ Psychosomatic Disorder

▶ Somatoform Disorders
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Functional Testing

▶ Functional Capacity, Disability, and Status

Functional Versus Vocational
Assessment

Ingrid Söderback

Department of Public Health and Caring Science,

Uppsala University, Uppsala, Sweden

Synonyms

Aptitude testing; Assessment of functions;

Assessments of work functions; Capacity assess-

ment; Functional Capacity Assessment; Interest

testing; Vocational evaluation; Vocational

testing

Definition

Function is an individual’s use of his/her best

capabilities for performing daily activities and
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work and for participating in social contexts and

present environment. The concepts of function-

ing and disability are closely related. These make

ends of a continuum and are viewed as a complex

interaction between the health condition of the

individual and the contextual factors of the

environment as well as personal factors (WHO,

2011).

Work is the effort people expose themselves to

with the aim to produce products or render ser-

vices that are valuable to other people. Voca-

tional is related to a specific job task, a work, or

a profession. A work or a job task requires spe-

cific work demands to be fulfilled with acceptable

quality and quantity (Perry, 2007). One of the

following methods is chosen to stipulate the

work demands, i.e., to perform a job-task

analysis for a specific work: (a) the worker’s

depiction of the job circle, (b) description of

a situational work-place assessment documented

by video-films and a valid schema for observation

(Söderback, 2011; Stein, Söderback, Cutler, &

Larsen, 2006), (c) use of the Revised Handbook

of Analyzing Jobs (RHAJ) including 60 criterion-

referenced factors (U.S. Department of Labor,

1991), and (d) use of the computerized Occupa-

tional Information Network Numerical Index

(O*NET) (Information Technology & U.S.

Department of Labor, 2011; The Work Suite,

2011), as based on the Dictionary of Occupa-

tional Titles (DOT) (Information Technology &

U.S. Department of Labor, 2011; U.S. Rehab.

A division of the VGM Group, 2011). DOT clas-

sifies thousands of works into nine occupational

categories. Using DOT the demands that a work

requires on a worker are stated in the worker
qualification profile including the following: (a)

work performed (the work functions, the work

fields, machines, tools, equipments, and work

aids (MTEWA)), (b) materials, products, subject

matter services (MPSMS), and (c) the worker

characteristics needed to perform the work.
These are stated as follows: (c1) General Educa-

tional Development (GED) including reasoning,

mathematical, and language development; (c2)

aptitudes, which is physical or mental compe-

tency, knowledge, understanding, or atti-64 tude

to do a certain work at a certain level. This

competence is innate or acquired, or learned and

continuously developed; (c3) physical activity

demands, which means rating of strength and

movement, i.e., standing, walking, sitting, carry-

ing, pushing, pulling, lifting, raising; (c4) temper-

aments, i.e., personal traits that are required by

the worker in specific job-worker situations (U.S.

Rehab. A division of the VGMGroup, 2011); (c5)

Specific Vocational Preparation (SVP), which is

the amount of time required by a typical worker

to learn the techniques, acquire information, and

develop the facility needed for average perfor-

mance in a specific job-worker situation; (c6)

worker interests are stated in the Guide to Occu-

pational Exploration (GOE); or the Holland

codes, which classify occupations as realistic,

i.e., outdoors and hands-on; investigative,

i.e., scientific; artistic, i.e., creative; social, i.e.,

counseling and teaching; enterprising, i.e., man-

agement and sales; and conventional, i.e., clerical

(Holland, 1985). The results of GED, physical

demands, aptitudes, and temperament assess-

ments reveal a person’s capability level, but the

results of worker interests and attitude invento-

ries reveal which job or occupation a person

wants.

Assessment is the process by which an individ-
ual is evaluated using specific, reliable, and valid

instruments, tools, and procedures. In this pro-

cess, data is gathered, hypothesis formulated, and

decisions and recommendations for future mea-

sures stated (Stein et al., 2006; Söderback, 2009).

Description

Investigation: Functional assessments investi-

gate a person’s level of his/her body functions

(mental, cognitive, sensory, speech, and neuro-

musculoskeletal), activities and participation

(learning and applying knowledge, general tasks

and demands, communication, mobility, self-

care, domestic life, interpersonal interactions

and relationships, major life community, and

social and civic life areas), behavior (ability,

competence, and performance) in interaction

with the present environment, health, quality of

life, and personality characteristics (ICF, 2011),
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sometimes related to specific diagnoses like rheu-

matoid arthritis, multiple sclerosis, dementia,

etc. The results are referred to standardized
norms, i.e., a person’s result is compared with

the results of people with similar prerequisites.

For example, a functional capacity evaluation
(FCE) investigates a person’s general capability

to perform a range of physical activities that

might be required to be able to successfully fulfill

simulated work tasks without any relation to

a specific job (Australian Government CRS &

Department of Human Services, 2011; Gibson,

2009). These results are referred to standardized

norms.

Vocational assessment investigates a person’s
potential to perform a specific work and his/her

work functioning with emphasis on health and

wellness at work. It is a tool for finding the

optimal match between the demands of

a specific work and the person’s current work

capacity, skills, and experiences. The result is

criterion-referenced, determining how well the

work demands of a specific work produced with

a normal performance of a product or service

correspond to the individual worker’s physical,

psychological, intellectual capacity and skills,

and actual social and environmental circum-

stances. A vocational assessment should focus

on identifying the person’s abilities and strengths

(Australian Comprehensive Psychological

Assessment Centre, 2011; Matthews, 2010;

Michaels, 2011; Rich, 2011). An example is the

Criterion-Referenced-Multidimensional Model

for Vocational Assessment (CMVA), including

investigation of (a) the demands on a specific

work and (b) the worker’s contribution for

finishing the job (personal characteristics, job

performances, personal prerequisites, and psy-

chosocial work environment), which is valid for

people with long-term musculoskeletal pain

(Soderback, Schult, Jacobs, 2000; Söderback,

2011).

Aims: Functional assessments are used for

determining a person’s level of body function/

dysfunction and how these levels influence his/

her performances of personal-home-work activi-

ties and participation in the actual environment.

Moreover, it is used to estimate a person’s

perception of his/her health and well-being and

for description of personal characteristics. Func-

tional assessments are aimed to determine facts

useful for supporting a plan for guiding an objec-

tive intervention and for preventing ill-health. It

is worth to underline that a FCE should not be
used as the only tool for determining a person’s

capacity for work.

Vocational assessments are used for determin-

ing an appropriate occupational match between

the job and the worker. The assessment results

determine the following: (a) the worker’s readi-

ness for work, and if so, to set a vocational goal

and identify a range of suitable employment

options, either connected to the ordinary or to

a new job; (b) the worker’s ability to continuously

perform a specific job; (c) a suitable occupational

rehabilitation program; (d) amount of health

insurance for employment and supporting allow-

ance claims; and (e) used for preventing the

worker’s long sick leave.

Target groups: Functional assessment may be

used for people who need response to what is

intended to be investigated. For example, it may

concern people of all ages, in risk for or living

with chronic diseases and/or impairments, dis-

abilities, and restricted participation in social

life including those who are outside the labor

market.

Vocational assessment is used for career deci-
sions and decisions about return-to-work (Ahlers

et al., 2003; Lombard, 1994; Perry, 2007).Career

decision assessments are used in healthy adoles-

cents, young adults, and unemployed people who

need advices with their careers and for young

adults who need support for their school-to-

work transition (Nel & van der Westhuyzen,

2009). The examinations concern which occupa-

tions best fit a person’s interests, abilities, and

personality.

Return-to-work is used in the injured or dis-

abled people who need rehabilitation, i.e., voca-

tional therapy before return-to-work (ICD-9CM:

9385) (MDGuidelines, 2011). The examinations

concern the following: (a) readiness for work
(i.e., medical and health status and prognoses,

a realistic job goal, ability for transporting, man-

age money, understand the job requirements,
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appropriate work habits) (O’Neill & Wolf, 2010)

and need for technical aids and adaptation of

work environment; (b) worker meets the work
demands, i.e., if the level of a person’s medical

and health status showing incapacity, adaptabil-

ity, ability, work skills, and personality matches

a certain job criteria as defined by a job-task

analysis essential to successfully fulfill job

requirements; and (c) effects of recruitment
and job placement. Here the train-and-place

model is commonly used, i.e., the person partic-

ipates in a rehabilitative process of vocational

assessment, work training in work shops or

work hardening, and placement to a job on a

supported employment sometimes assisted with

a job coach.

Content of the Assessments: Functional and

vocational assessments are conducted using

a great variation of standardized or non-

standardized tools and techniques. Examples are

self-assessment inventories, standardized psy-

chometric paper and pencil tests, checklists,

structured interviews and observations. In addi-

tion, conducting a vocational assessment

includes criterion-referenced tests, work samples

(e.g., VALPAR component work sample

(VALPAR International Cooperation, 2011)),

ERGOS® II™ Work Simulator System (Rich,

2011), BTE work simulator (BTE Technologies,

2011), performance-based tasks, examination of

records of work experiences and educational cer-

tificates, situational assessments of work tasks,

and a vocational exploration used. There are

enormous number of tools for functional and

vocational assessments and the preferable used

tool differs according to a country’s culture and

social system. However, the ultimate demands on

actual assessment must be that its psychometric

functions are scientifically proved for its validity

and reliability.

Providers of functional assessments may be

professionals working in health or school or

social services that have required knowledge in

psychometric theories and are certified for the

specific assessment to be conducted. However,

standardized tests are mainly conducted by

a psychologist. Providers of vocational assess-

ments, aimed for a career decision, should be

conducted by authorities like vocational consul-
tants, or licensed professional counselors. How-

ever, vocational assessments, aimed for return-

to-work, are often conducted in cooperation

between a vocational rehabilitation consultant

and a multidisciplinary team, including special-

ists from various professional fields, such as

occupational therapy, rehabilitation medicine or

psychiatry, psychology, social work, schools, and

employers. The constitution of these teams

depends on the client’s disability.

The requirements for working as vocational

consultants, vocational rehabilitation consul-

tants, or licensed professional counselor (Career

Org, 2011; wiseGEEK, 2011) vary extensively

around the world. In Australia (e.g., The Univer-

sity of Sidney, 2010), Hong Kong (e.g., Voca-

tional Training Council (2010)), and the USA

(e.g., Lebednik, 2010), these practitioners should

have obtained a state license and have master

degree in rehabilitation counseling or rehabilita-

tion services (4-year) or doctorate degree in

counseling or psychology. In EU, a report on

standards of Training for Vocational Rehabilita-

tion Services (2011) has recently been published.

However, most employment officers in Sweden

have a bachelor degree in behavioral science,

social work, occupational therapy, etc.

(The Swedish Public Employment Service,

2011), but a specific master degree in vocational

counseling cannot yet be obtained and therefore

not required.

Current Best Practices and Evidence

The current best practices for conducting func-

tional assessments and FCAs follow the manual

of the assessment tool and for vocational assess-

ments the guiding principles stated (e.g., by

Smith et al., 2011). However, improvement of

the assessments’ evidence and effectiveness is

required by use of repeated quality assurance

measures. Here the goals and objectives should

be directly linked to employment outcomes

(Ahlers et al., 2003).

Vocational assessments include a great varia-

tion of normative and criterion-referenced assess-

ment instruments and tools. This mix is ordinarily

a part of vocational rehabilitation (VR) services.
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Therefore, the clinical evidence of vocational

assessment is so far sparsely documented. Avail-

able information might be sought as an embedded

part among random controlled studies of VR ser-

vices. Pruett, Swett, Chan, Rosenthal, and Lee

(2008) stated that VR services have “empirical

evidence to support the efficacy, clinical utility,

and cost effectiveness in returning people with

disabilities to competitive employment” (p. 9), if

conducted by graduated rehabilitation coun-

selors. However, random controlled studies are

strongly requested as results of vocational assess-

ments influence decisions about people’s private

economy and quality of life.

Summary

Functional assessments differ from vocational

assessments in terms of aims, target groups, con-

tent, the way of conducting the assessments, and

requirements of the providers, and should, there-

fore, be used with appropriate quality.

Cross-References
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(Ed.), International handbook of occupational therapy
interventions. New York: Springer.

Functional Versus Vocational Assessment 827 F

F

http://dx.doi.org/10.1007/978-1-4419-1005-9_902
http://dx.doi.org/10.1007/978-1-4419-1005-9_898
http://www.rcep6.org/iri/30th/iri30.pdf
http://www.rcep6.org/iri/30th/iri30.pdf
http://comprehensivepsychology.com.au/vocational_assessment.htm
http://comprehensivepsychology.com.au/vocational_assessment.htm
http://www.crsaustralia.gov.au/list_of_our_services.htm#voc_axmt
http://www.crsaustralia.gov.au/list_of_our_services.htm#voc_axmt
http://www.nvortho.com/pdfs/bte.pdf
http://www.nvortho.com/pdfs/bte.pdf
http://occupations.careers.org/21-1015.00/rehabilitation-counselors
http://occupations.careers.org/21-1015.00/rehabilitation-counselors
http://libserver.cedefop.europa.eu/ett/en/download/tr2025.htm
http://libserver.cedefop.europa.eu/ett/en/download/tr2025.htm
http://www.travors.eu
http://www.travors.eu
http://www.quintcareers.com/online_career_assessments.html
http://www.quintcareers.com/online_career_assessments.html
http://www.roguecc.edu/counseling/hollandcodes/about.asp
http://www.roguecc.edu/counseling/hollandcodes/about.asp
http://www.occupationalinfo.org/onet/
http://www.occupationalinfo.org/onet/
http://www.occupationalinfo.org/contents.html
http://www.occupationalinfo.org/contents.html
http://www.ehow.com/how_7529197_certification-vocational-testing.html
http://www.ehow.com/how_7529197_certification-vocational-testing.html
http://vocserve.berkeley.edu/briefs/Brief62.html
http://vocserve.berkeley.edu/briefs/Brief62.html
http://www.ehow.com/facts_7479649_vocational-assessment-testing.html#ixzz1BUC6L0SX
http://www.ehow.com/facts_7479649_vocational-assessment-testing.html#ixzz1BUC6L0SX
http://www.mdguidelines.com/vocational-therapy
http://www.michaels-assoc.com/why.htm
http://www.michaels-assoc.com/why.htm


O’Neill, K., &Wolf, T. J. (2010). Development and pilot-

testing of a work readiness assessment battery. Work,
36(4), 423–430.

Perry, D. A. (Eds.). (2007). A resource guide on disability
for employers in Asia and the Pacific. International
Labour Office (ILO). Regional office for Asia and the

Pacific. Employability. Retrieved from http://www.

ilo.org/wcmsp5/groups/public/—asia/—ro-bangkok/

documents/publication/wcms_bk_pb_98_en.pdf

Pruett, S. R., Swett, E. A., Chan, F., Rosenthal, R. A., &

Lee, G. K. (2008) Empirical evidence supporting the

effectiveness of vocational rehabilitation. Journal of
Rehabilitation, April–June, http://findarticles.com/p/

articles/mi_m0825/is_2_74/ai_n27966257/pg_9/?tag=

content;col1

Rich, J. (2011). A guide to psychological testing and
assessment. Vocational assessment [Fact sheet].

Retrieved from http://www.psychologicaltesting.

com/vocation.htm. Simwork systems (2011).

ERGOS® II™ Work Simulator System. [Fact sheet].
Retrieved from http://www.simwork.com/products/

ergos/ergos.htm

Smith, F., Lombard, R., Neubert, D., Leconte, P.,

Rothernbacher, C., & Sitlington, P. (2011). Position
paper of the interdisciplinary council on vocational
evaluation and assessment. Retrieved from http://

www.vecap.org/images/uploads/docs/Interdisciplinary_

Council.pdf
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Stein, F., Söderback, I., Cutler, B., & Larsen, B. (2006).

Occupational therapy and ergonomics. Applying ergo-
nomic principles to everyday occupation in the home
and at work. London: Whurr.

The Swedish Public Employment Service. (2011). Vi som
arbetar h€ar (We who are working here) In Swedish

[Information sheet]. Retrieved from http://www.

arbetsformedlingen.se/Om-oss/Jobba-hos-oss.html

The University of Sidney. (2010). Graduate diploma in
rehabilitation counselling/Master of rehabilitation
counselling. Course 23, Rehabilitation counseling.
[Fact sheet]. Retrieved from http://sydney.edu.au/

handbooks/health_sci/23_rehab.shtml

The Work Suite. (2011). O*NET versus DOT. [Lecture]
Retrieved from http://www.theworksuite.com/id13.

html

U.S. Rehab. A division of the VGM Group. (2011). Lec-
ture three. [Lecture]. Retrieved from http://www.

uscrehab.com/RHAB%20712/Occanly%20Lecture%

20Three.htm

VALPAR International Cooperation. (2011). VALPAR
component work sample (2011). [Fact sheet].

Retrieved from http://www.valparint.com/index.htm

Vocational Training Council. (2010). Vocational assess-
ment services and program. Hong Kong [Fact sheet].

Retrieved from, http://www.vtc.edu.hk/vtc/web/

template/text.jsp?fldr_id=1512

WHO. (2011). International Classification of of Function-
ing, Disability and Health (ICF). The Browser.

Retrieved from http://apps.who.int/classifications/

icfbrowser/

wiseGEEK. (2010). What is a vocational rehabilitation
consultant. [Fact sheet]. Retrieved from http://

www.wisegeek.com/what-is-a-vocational-rehabilitation-

consultant.htm Also see: ILO Vocational Rehabili-

tation and Employment (Disabled Persons) Conven-

tion (No. 159) and Recommendation (No. 168);

United Nations Convention on the Rights of

Persons with Disabilities.

U.S. Department of Labor. (1991). The Revised Handbook
for Analyzing Jobs (Career Reference Books).

New York: JIST Works.

F 828 Functional Versus Vocational Assessment

http://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/documents/publication/wcms_bk_pb_98_en.pdf
http://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/documents/publication/wcms_bk_pb_98_en.pdf
http://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/documents/publication/wcms_bk_pb_98_en.pdf
http://findarticles.com/p/articles/mi_m0825/is_2_74/ai_n27966257/pg_9/?tag=content;col1
http://findarticles.com/p/articles/mi_m0825/is_2_74/ai_n27966257/pg_9/?tag=content;col1
http://findarticles.com/p/articles/mi_m0825/is_2_74/ai_n27966257/pg_9/?tag=content;col1
http://www.psychologicaltesting.com/vocation.htm
http://www.psychologicaltesting.com/vocation.htm
http://www.simwork.com/products/ergos/ergos.htm
http://www.simwork.com/products/ergos/ergos.htm
http://www.vecap.org/images/uploads/docs/Interdisciplinary_Council.pdf
http://www.vecap.org/images/uploads/docs/Interdisciplinary_Council.pdf
http://www.vecap.org/images/uploads/docs/Interdisciplinary_Council.pdf
http://www.soederback.se/assessing_disabilities/index.html
http://www.soederback.se/assessing_disabilities/index.html
http://www.arbetsformedlingen.se/Om-oss/Jobba-hos-oss.html
http://www.arbetsformedlingen.se/Om-oss/Jobba-hos-oss.html
http://sydney.edu.au/handbooks/health_sci/23_rehab.shtml
http://sydney.edu.au/handbooks/health_sci/23_rehab.shtml
http://www.theworksuite.com/id13.html
http://www.theworksuite.com/id13.html
http://www.uscrehab.com/RHAB%20712/Occanly%20Lecture%20Three.htm
http://www.uscrehab.com/RHAB%20712/Occanly%20Lecture%20Three.htm
http://www.uscrehab.com/RHAB%20712/Occanly%20Lecture%20Three.htm
http://www.valparint.com/index.htm
http://www.vtc.edu.hk/vtc/web/template/text.jsp?fldr_id=1512
http://www.vtc.edu.hk/vtc/web/template/text.jsp?fldr_id=1512
http://apps.who.int/classifications/icfbrowser/
http://apps.who.int/classifications/icfbrowser/
http://www.wisegeek.com/what-is-a-vocational-rehabilitation-consultant.htm
http://www.wisegeek.com/what-is-a-vocational-rehabilitation-consultant.htm
http://www.wisegeek.com/what-is-a-vocational-rehabilitation-consultant.htm


G

Galvanic Skin Response

▶Electrodermal Activity (EDA)

Gamma-Aminobutyric Acid (GABA)

Elizabeth Galik

School of Nursing, University of Maryland,
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Definition

Gamma-aminobutyric acid (GABA) is the pri-

mary inhibitory neurotransmitter in the central

nervous system of humans and other mammals.

GABA is a highly polar and flexible molecule that

is formed from glutamate in enzymatic reaction

that causes its release into the synapse where it is

inactivated by reuptake into glia cells (Chebib &

Johnston, 1999). GABA transmission within the

central nervous system modulates noradrenergic,

dopaminergic, and serotonergic neurons which

ultimately influences behavior and mood

(Brambilla, Perez, Barale, Schettini, & Soares,

2003; Emrich, von Zerssen, Kissling, Moller, &

Windorfer, 1980). A deficiency of GABA has

been associated with a variety of neuropsychiatric

disorders, including mood disorders, anxiety,

panic, addiction, and schizophrenia, and neuro-

logical disorders such as Alzheimer’s disease,

Parkinson’s disease, and Huntington’s chorea.

More recently, GABA has been studied as

a mediating factor in the transmission and percep-

tion of pain (Enna & McCarson, 2006). GABA is

also directly associated with the regulation of

muscle tone. Pharmacologic agents that act as

agonists of GABA receptors result in relaxation

and sedation and have anticonvulsant properties.
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Definition

A gastric ulcer is a disease of gastric mucosal

damage, caused by impaired mucosal defense

and/or increasing gastric acid. Gastric acid

consisting of hydrochloric acid and pepsin helps

to digest intragastric contents, but they may also

damage the gastric wall.

Description

Signs and Symptoms

The symptoms of gastric ulcer are the following:

piercing or burning pain in the upper abdomen,

poor appetite, nausea, vomiting, loss of weight,

and feeling tired and weak. Tarry stool is the

alarm sign of a bleeding, which suggests damage

of the blood vessels in the submucosal or muscu-

lar layers of the gastroduodenal wall.

Causes

A type of bacteria called Helicobacter pylori

(H. pylori) is responsible for most peptic ulcers.

H. pylori is a common gastric pathogen and

often begins to infect in childhood. Most people

do not show any symptoms by H. pylori infec-

tion, but it sometimes causes chronic gastritis,

peptic ulcer, dyspepsia, gastric adenocarcinoma,

and B-cell mucosa-associated lymphoid tissue

(MALT) lymphoma. H. pylori is motile and

attaches to gastric mucosa through specific

adhesion mechanisms. H. pylori urease, which

produces ammonia on the gastric mucosa,

increases the local pH and protects itself from

acid. It may produce damage to the mucous

coating and local inflammation. Another cause

is the long-term use of nonsteroidal anti-

inflammatory drugs (NSAIDs). NSAIDs can

cause damage to the gastric and duodenal

mucosa via some mechanisms, including block

cyclooxygenase (COX)-1 and COX-2 inhibi-

tion. These two enzymes produce prostaglan-

dins, substances that help to maintain blood

flow and facilitate the repair of injury in the

stomach. Cigarette smoking does not cause

ulcers by itself but can make them worsen and

delayed the healing.

Stress

Stress may not cause ulcers but can make them

worsen. Patients with posttraumatic stress disor-

der (PTSD) showed higher prevalence of gastric

ulcer than those without trauma. After the

Hanshin-Awaji earthquake in Japan, the number

of patients with gastric ulcer increased more than

the previous year. This study also reported that

H. pylori infection was a strong predisposing fac-

tor of the development of peptic ulcer. Stress

sometimes induces psychological and physiolog-

ical disorder and also closely relates to the central

sympathetic activity. Spinal cord transection rat

showed hypovolemia and higher prevalence of

gastric ulcer. Brain angiotensin II AT1 receptors,

which response the stress-induced hormone, relate

to the stress-induced ischemia and inflammation

in the gastric mucosa.

Diagnosis

First, taking a detailed history of symptoms and

risk factors including medications, smoking, and

drinking habits and if anyone in the patient’s fam-

ily has had ulcers. Physician will check of the

patient’s abdomen and chest as well as a rectal

exam to look for any sign of bleeding. An abdom-

inal X-ray is to rule out perforation (check free air

under the diaphragm), and a blood test is to assess

anemia. If a patient complains of sudden upper

abdominal pain, it is important to rule out acute

coronary syndrome by electrocardiogram. The

diagnosis is confirmed by upper gastrointestinal

(GI) endoscopy or upper GI series. If peptic ulcer

is detected, biopsy of ulcer edge is recommended

to rule out malignancy and check H. pylori. Non-

invasive tests to detect H. pylori in a patient’s

blood, breath, or stool are also available.

Treatment

If acute bleeding is suspected, emergent gastro-

intestinal endoscopy or, in some cases, surgery is

needed. Medication that reduces gastric acid

secretion includes proton-pump inhibitors (PPIs)

and histamine H2 receptor blockers (H2

blockers). PPIs cannot kill H. pylori but some

study reported that it helps to eradicate H. pylori

infection. H. pylori testing, therefore, should be

done before PPIs medication, or after stopping
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PPIs for a month at least. Patients with confirmed

H. pylori infection should receive 1-week triple

therapy consisting of PPIs and the antibiotics

clarithromycin and amoxicillin, which can cure

80–90% of patients with peptic ulcer. After H.

pylori eradication is completed, patients still have

a higher incidence of gastric carcinoma than

uninfected people. Patients with peptic ulcer

therefore should be followed for a long time.

Cross-References

▶Cigarette Smoking Behavior

▶ Stress
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Definition

Gastrin releasing peptide (GRP) is a peptide with

multiple roles which primarily regulates and

stimulates secretion of gastric acid (Schubert,

2008). GRP also has other biological roles. For

example, in the respiratory system, it causes

bronchoconstriction on one hand and vasodilata-

tion on the other hand. Indeed, GRP plays a role in

pulmonary diseases leading to asthma, and its

blockade serves as a therapeutic target in such

conditions (Zhou, Potts, Cuttitta, Foster, &

Sunday, 2011). GRP also has a role in several

cancers. In neuroblastomas, for example, it acts

as a tumor growth factor. The blockade of GRP

augments the effects of chemotherapy (Paul,

Gillory, Kang, Qiao, & Chung, 2011). Further-

more, GRP also plays a role in the circadian

rhythm and in stress. GRP appears to mediate in

part the stress response. In rats given corticoste-

rone, higherGRP levels were seen in the amygdala

and the medial prefrontal cortex during stress

compared to control animals exposed to stress

alone (Merali, Anisman, James, Kent, & Schulkin,

2008). Thus, it is possible that GRP alters brain

activity upon exposure to chronic stress and to its

neuroendocrine concomitants. Finally, GRP and

its receptor are distributed in several brain regions

and play a role in psychiatric and neurodegenera-

tive disorders (Roesler, Henriques, &

Schwartsmann, 2006). For these reasons, it has

been suggested that GRP may serve as

a therapeutic target in several health conditions

(Roesler et al., 2006). Due to the complex and

vast roles of GRP in psychological and biological

processes and outcomes, it appears that this pep-

tide deserves much attention in the field of behav-

ior medicine as it may partly mediate effects of

stress on somatic systems and health conditions.
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Gastrointestinal Disorders

▶Gastric Ulcers and Stress

Gate Control Theory of Pain

Tavis S. Campbell, Jillian A. Johnson and

Kristin A. Zernicke

Department of Psychology,

University of Calgary, Calgary, AB, Canada

Synonyms

Pain; Pain perception; Pain sensitivity

Definition

The gate control theory (GCT) of ▶ pain was

introduced in 1965 by Ronald Melzack and

Patrick Wall. It was the first theory to introduce

the concept that pain experience is not simply the

result of a linear process that begins with the

stimulation of pain pathways in the peripheral

nervous system and ends with the experience of

pain in the central nervous system. Rather, neural

impulses that potentially signal pain from the

peripheral nervous system are subject to

a number of modulations in the spinal cord by

a “gatelike” mechanism in the dorsal horn before

the experience of pain is transmitted to the central

nervous system (Melzack & Wall, 1965). It also

proposes that the gate mechanism is modulated

by emotions, cognitive state, and past experi-

ences. While this theory is based on physiology,

it explains both sensory and psychological

aspects of pain perception.

Description

The gate control theory of ▶ pain was first intro-

duced by Canadian psychologist Ronald Melzack

and British physician Patrick Wall in the 1965

Science article titled “Pain Mechanisms: A New

Theory.” The theory proposed that physical pain

is not a direct result of activation of pain receptor

neurons, but rather its perception is impacted by the

interaction between different neurons. It proposes

the existence of neural structures in the spinal cord

and brainstem that modulate the experience of pain.

These structures function like a gate, swinging open

to increase the flow of transmission from nerve

fibers or swinging shut to decrease the flow. With

the gate open, signals arriving in the spinal cord

stimulate sensory neurons which relay the signals

upward to reach the brain and trigger pain.With the

gate closed, signals are blocked from reaching the

brain, and no pain is felt.

Gate Mechanism

According to the gate control theory of pain, three

main types of nerve fibers are involved in the

process of pain perception: A fibers, C fibers,

and the “gate” interneurons. The diameters of

these fibers vary in size. A-beta fibers have

a large diameter and are myelinated, resulting in

quick transmission of impulses. C fibers are

smaller in diameter and are not myelinated,

resulting in the slower transmission of impulses.

A-delta fibers, another form of A fiber, are also

small in diameter and have a function similar to

that of C fibers.
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The gate through which the pain pathways send

signals to the nervous system is located in the

dorsal horns of the spinal cord. The dorsal horns

are composed of several layers, called laminae.

Two of these layers make up the substantia

gelatinosa, the hypothesized location of the gate

mechanism. Both the small-diameter A-delta and

C fibers and the large-diameter A-beta fibers travel

through the substantia gelatinosa. The interneu-

rons, located in the substantia gelatinosa, are the

hypothetical gating mechanisms.

Activity of the large-diameter A-beta fibers

produces an initial burst of activity in the spinal

cord, followed by an inhibitory response. If the

interneurons of the substantia gelatinosa are stim-

ulated by activity in the large A-beta fibers, the

interneurons produce an inhibitory response and

do not allow pain sensations to be relayed up to

the brain. Therefore, when the interneurons are

stimulated by large fiber activity, the gate closes

and no pain is experienced. Activity of the small-

diameter A-delta and C fibers produces

prolonged activity in the spinal cord. This type

of activity promotes sensitivity and subsequently

increases sensitivity to pain. If the interneurons

are inhibited by the action of the small-diameter

C fibers or A-delta fibers, or if they are not stim-

ulated at all, the interneurons allow pain sensa-

tions to be sent up the brain. Thus, if the

interneurons receive activity from small-

diameter fibers, the gate remains open and results

in the experience of pain.

In short, when the gate is open, impulses flow

through the spinal cord toward the brain, neural

messages reach the brain, and pain is experi-

enced. When the gate is closed, impulses are

inhibited from ascending through the spinal

cord, messages do not reach the brain, and pain

is not experienced. Therefore, the status of the

gate depends on the balance of activity between

the larger A-beta fibers and the smaller A-delta

fibers and C fibers. This arrangement of neurons

provides a physiological basis for the modulation

of incoming sensory impulses.

Influence of the Brain on Pain

Although the gate may be closed by neural activ-

ity in the spinal cord, it may also be controlled by

messages that descend from the brain. Melzack

and Wall proposed the concept of a central con-

trol trigger consisting of nerve impulses that

descend from the brain and influence the gating

mechanism. They hypothesized that this system

consists of large neurons that conduct impulses

rapidly. These impulses from the brain affect the

opening and closing of the gate in the spinal cord

and are affected by cognitive processes. That is,

the experience of pain is influenced by beliefs and

prior experience. According to the gate control

theory then, pain has not only sensory compo-

nents but also motivational and emotional com-

ponents. The theory explains the influence of

cognitive aspects of pain and allows for learning

and experience to affect how pain is experienced.

▶Anxiety, ▶worry, and ▶ depression, can

increase pain by affecting the central control trig-

ger, thus opening the gate. Distraction, ▶ relaxa-

tion, and ▶ positive emotions can cause the gate

to close, thereby decreasing pain. The gate con-

trol theory is not specific about how these expe-

riences affect pain but helps in the understanding

that the sensation of pain can be dampened or

aggravated by cognitions. For example, the the-

ory helps explain how some people are able to

withstand a large amount of pain through sheer

willpower.

This theory provided a new way of thinking

about pain and pain management and paved the

way for current definitions of pain (e.g., Interna-

tional Association for the Study of Pain (IASP)

pain terminology).

Impact and Critique

Prior to the gate control theory, pain was thought

to be a direct response to a stimulus. Pain theories

could not explain how two different people

exposed to the same painful stimulus may have

different reactions, nor did it explain phenomena

such as phantom limb pain, defined as the sensa-

tion of pain in a limb that was previously ampu-

tated or removed. Melzack and Wall’s theory was

the first to suggest that psychological factors such

as past experiences, attention, and emotion may

have an impact on pain responses and perception.

In addition, by highlighting the role of spinal and

brain mechanisms on pain perception, the gate
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control theory triggered an explosive advance in

pain research and therapy. Today, it is considered

the most influential theory of pain. It forced the

medical and biological sciences to accept the brain

as an active system that can modulate, filter, and

select inputs. It has inspired several clinical tech-

niques for controlling pain, including transcutane-

ous nerve stimulation (TENS), that involves the

artificial stimulation of the large pain fiber system.

The gate control theory represents an impor-

tant advance on previous simple response theories

of pain. It introduced a role for psychology

and described a multidimensional process rather

than a simple linear one. However, the theory has

received several criticisms. Although there is

evidence illustrating the mechanisms to increase

and decrease pain perception, the location of the

gate itself is unknown. Another critique of the

theory is that although the input from the site of

physical injury may be moderated and mediated

by experience and psychological factors, the

model still assumes an organic basis for pain.

This integration of physiological and psycholog-

ical factors can explain individual variability and

phantom limb pain to an extent, but because the

model still assumes some organic basis for all

pain, it is still foundationally based upon the

flawed stimulus response process. Finally, the

gate control theory attempts to depart from tradi-

tional dualist models of health by integrating the

mind and body. Today, however, the mind and

body are still seen as separate processes, although

there is an attempt at some integration. The

model suggests that physical processes are

influenced by psychological processes, yet the

two processes remain distinct.

Despite these criticisms, the gate control the-

ory of pain is still the inspiration for the dominant

theory of pain today, the ▶ biopsychosocial

model of pain, and has stood the test of time

remarkably well for a theory that triggered

much research on relatively previously

understudied health issue.
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Definition

The Gay Men’s Health Crisis (GMHC) is

a volunteer-based, nonprofit organization that

provides health, employment, and legal services

to people living with HIV/AIDS in New York

City. GMHC is an advocate for both public and

private research concentrating on HIV/AIDS care

and prevention and provides information about

such issues as safer sex, testing and substance use

through their community awareness campaigns

(Gay Men’s Health Crisis [GMHC], n.d.).

Description

GMHC was founded in 1981 by six men, includ-

ing playwright and activist Larry Kramer, who

were all concerned about the lack of information

and services available to people living with

a mysterious disease which is now known as

HIV/AIDS. These men aimed to spread the

word about “gay cancer” as well as raise money

to fund research (Kayal, 1993). Among the first

volunteers was Roger McFarlane who played an

integral part in the establishment of the organiza-

tion, particularly with the creation of the first
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AIDS information hotline from his own home

phone which evolved into the GMHC helpline.

McFarlane became the first executive director of

GMHC in 1982 (Hevesi, 2009).

One of the first major goals of the Gay Men’s

Health Crisis was to raise money to support

research concerning HIV/AIDS. Within the first

year, it raised $50,000 (Kayal, 1993). Currently,

GMHC is an advocate for both public and private

research, working with a yearly budget of nearly

$20 million. In addition to conducting its own

research, GMHC publishes several quarterly

magazines/journals free of charge focused on

health research and policy issues written in

a widely accessible manner.

Since its conception, GMHC has been a major

force in the dissemination of information regard-

ing HIV and sexual health to the lesbian, gay,

bisexual, and transexual (LGBT) community in

NewYork City. It also works to educate people in

the larger community, and despite its name, this

organization serves people of all sexual orienta-

tions and genders (Reinfeld, 1993). In addition to

sexual health information, it also provides a wide

range of services to People Living with HIV/

AIDS (PLWHA) and those at risk of contracting

the virus (GMHC, n.d.).

One of their most extensive services is their

multidisciplinary mental health clinic. It provides

both short- and long-term counseling for individ-

uals, families, and couples. Additionally, it con-

ducts topic-based support groups focused on

issues ranging from depression and anxiety to

newly diagnosed individuals to living well with

HIV (GMHC, n.d.).

GMHC also provides its clients with various

services aimed at helping people living with HIV/

AIDS like a healthy, normal life as well as

reaching out to those who may be a risk for

contraction the disease. These services include

a hot meal program, nutritional information, an

HIV and sexually transmitted infection (STI)

testing clinic, legal support, and many different

types of career services (GMHC, n.d.).

In addition to support for community members,

GMHC is also an advocate for city, state, and

federal policies concerning LGBT health care,

youth services, and testing. The GayMen’s Health

Crisis is integral to not only the LGBT community

but to the NewYorkCity community at large. This

organization works to bridge the gap between

public health, government, health-care services,

and the community. This, coupled with its support

of HIV research, makes GMHC a key organization

for the acquisition and dissemination of sexual

health knowledge which is a key goal of the field

of behavioral medicine.

Cross-References

▶HIV Infection

▶HIV Prevention

▶ Sexual Orientation

▶ Sexual Risk Behavior

References and Readings

Gay Men’s Health Crisis. (n.d.). About us. Retrieved Feb-

ruary 8, 2011, from www.gmhc.org

Hevesi, D. (2009, May 18). Rodger McFarlane, who led

AIDS-related groups, dies at 54. The New York Times,
p. A23.

Kayal, P. M. (1993). Bearing witness: Gay men’s health
crisis and the politics of AIDS. Boulder:Westview Press.

Reinfeld, R. M. (1993). The gay men’s health crisis:

A model for community based intervention. In J. P.

Van Vugt (Ed.), AIDS prevention and services: Com-
munity based research (pp. 179–198). Westport, CT:

Bergin & Garvey.

Gaze Tracking

▶Eye Tracking

GDS
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GDS-4

▶Geriatric Depression Scale

Gender

▶Gender Role

Gender Differences

Luis I. Garcı́a and Jason W. Mitchell

Center for AIDS Intervention Research, Medical

College of Wisconsin, Milwaukee, WI, USA

Definition

Gender refers to the identity humans tend to

develop around their biological sex. While gen-

der may be related to biology, gender identity is

significantly influenced by culture and social

learning. Gender differences refer to the observed

differences in behavior displayed by females and

males (or another gender). Specifically, differ-

ences in behavior can be observed between gen-

ders because society imposes a different set of

appropriate activities and behaviors for females

and males.

It is important to make a distinction between

the biological differences between sexes (sexual

dimorphism) and the way in which their behavior

differs (gender differences). This difference is

exemplified by the relationship between testos-

terone and aggression. For example, the serum

level of testosterone in humans is sexually dimor-

phic; males tend to have higher blood levels of

testosterone than females (Torjesen & Sandnes,

2004). It has also been found that higher levels of

testosterone are associated with more aggression

(Mehta & Beer, 2009). However, we refer to

higher rates of aggression in males than in

females as a gender difference because

testosterone (biology) is not the only factor

influencing aggression (behavior).

It is important to note that because gender is

a social construct, the roles of each gender vary

across culture as each society has a particular

prescription of appropriate behavior for females

and males. Although not without some contro-

versy, Margaret Mead in the book Temperament

in Three Primitive Societies (1963) discussed the
influence of culture over aggression in three soci-

eties, one in which both females and males were

gentle, one in which both females and males were

aggressive, and one in which females were

dominant and males were more emotionally

dependent. The author’s findings highlight the

influence of socialization on the expression of

aggression. Similarly, Bandura (1977) found

that both girls and boys were able to learn and

subsequently express aggressive behavior by

observing others (a model) behaving aggres-

sively, supporting the idea that individuals can

be socialized to express more or less

aggressiveness.

Many gender differences between males and

females have been found. However, very fre-

quently these differences are very small and the

variation within genders tends to be much larger

than the variation between genders. For example,

it has been found that girls tend to do better in

verbal tasks and boys in abstract problem solving

skills such as those required in math (Hyde &

Linn, 1988; Linn & Hyde, 1989). However,

while the difference between boys and girls on

either task is very small, big differences in verbal

skills can be found among girls and in abstract

problem solving among boys.

The literature offers many examples of the

ways in which females and males are socialized

differently and the influence of socialization is

so profound that it seems to start even before

birth. For example, Smith (2005) observed

a series of changes in the way she related to

her fetus during pregnancy once she learned it

was a boy. For example, she observed that her

voice became lower and firm and she stopped

“nibbing clockwise” her belly when talking to

the fetus and started patting it. She also noticed
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her language use accommodated the “pre-

scribed stereotypes” for males (e.g., referring

to the fetus as “strong”). After birth, socializa-

tion seems to continue throughout the person’s

life in the form of rewards when gender-

appropriate behavior is exhibited and punish-

ment when gender-inappropriate behavior is

chosen.
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Gender Norms

▶Gender Role

Gender Role

Jennifer Toller Erausquin

Chronic Disease and Injury Prevention, NC

Division of Public Health, Durham, NC, USA

Synonyms

Feminine role; Gender; Gender norms;

Masculine role

Definition

Gender roles are the socially constructed patterns

of behavior ascribed to men and to women. Gen-

der roles encompass concepts about masculinity

and femininity, and determine what behavior is

expected or appropriate for men and women in

a given situation. Gender roles are a social (rather

than biological) definition of what it means to be

a man or a woman. They may differ by society,

culture, socioeconomic class, age, and period in

history.

Gender roles are created and reinforced

through social institutions such as family and

intimate relationships, schools, religious institu-

tions, industry and private enterprise, legal and

medical systems, and the media. Not only do

gender roles result in differential expectations of

behavior, they also assign differential prestige to

masculine and feminine behavior. To the extent

that they reflect inequalities between men and

women in access to resources or control, gender

roles may contribute to unequal power relations

between men and women (Connell, 1987; Sen,

George & Ostlin, 2002).

Gender roles are of importance to behavioral

medicine because they can affect an individual’s

health-related decisions and behaviors. Gender

roles are considered particularly important in

sexual health, as they can affect sexual prac-

tices, selection of partners, experience of plea-

sure, as well as contraceptive use and

reproduction. Masculine gender roles typically

define maleness through independence, aggres-

siveness, and exploration. Men may be expected

to initiate sex early in life, have multiple sexual

partners, and maintain control over their sexual

partners. Masculine gender roles may therefore

condone or encourage risky sexual behaviors

(such as sex without a condom, anonymous

sex, and sex with sex workers). Furthermore, in

many societies, men are expected to be knowl-

edgeable and experienced in sexual matters.

Feminine gender roles, on the other hand, often

dictate that “good” women lack sexual knowl-

edge or experience, particularly prior to mar-

riage. Feminine gender roles also frequently

Gender Role 837 G

G

http://dx.doi.org/10.1007/978-1-4419-1005-9_645
http://dx.doi.org/10.1007/978-1-4419-1005-9_100648
http://dx.doi.org/10.1007/978-1-4419-1005-9_100683
http://dx.doi.org/10.1007/978-1-4419-1005-9_100684
http://dx.doi.org/10.1007/978-1-4419-1005-9_101024


assume that women have more control over their

sexual desires than men. They may include the

expectation that women act as “gatekeepers,”

limiting sexual access. In contrast to the mascu-

line role of initiator of sexual activity, tradi-

tional feminine gender roles confine women to

a reactive or passive role. Taken together, these

gender roles may encourage behaviors that place

both men and women at risk for unplanned preg-

nancy, sexually transmitted infections, and HIV.

The gender role perspective, while a useful

framework for understanding social influences

on behavior for men and women, is not without

criticism. First, there is some debate regarding

how deterministic or fluid gender roles are.

Although awareness of and conformity to gender

roles is influenced by an individual’s childhood

upbringing and ongoing experiences, several

authors argue that individuals can be active

agents in creating or challenging masculine or

feminine gender roles. Second, public health

scholars have questioned the utility of examining

gender roles, as opposed to the more pervasive

ways gender is interwoven into the structure of

social institutions. As Sen et al. note, “. . .[E]

xclusive or excessive emphasis on roles leads to

a focus on behavior change at the individual

level, rather than on policy change at the societal

level” (2002, p. 6).
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1Broad Institute, Cambridge, MA, USA
2Department of Psychiatry, Columbia University

Medical Center, New York, NY, USA

Synonyms

Locus

Definition

The gene is the fundamental unit of heredity,

passing genetic information from parents to off-

spring. It is an ordered DNA sequence, which

encode (a locus on a chromosome) that is

involved in producing a protein. It is therefore

an ordered sequence of nucleotide bases, which

encode the necessary information to produce

a specific functional product.

A gene includes regions that precede and

follow the coding regions (the nucleotide

bases that create a protein). In the mid-1970s,

it was generally accepted that genes existed as

continuous segments within a DNA molecule.

This view changed radically with the discovery

in 1977 that in higher organisms (eukaryotic

cells), an individual gene can comprise several

DNA (exons) segments separated by chunks of

noncoding DNA (introns) (see Roberts, 1993).

After the DNA sequence within a gene gets

transcribed into messenger ribonucleic acid
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(mRNA), an elegant process called splicing

removes the introns and connects the exons to

form the mRNA sequence that will get ulti-

mately translated into a sequence of amino

acids. These amino acid sequences make pro-

teins, which are therefore made from the

genetic instructions encoded in the DNA

molecule.

The human genome contains approximately

20,000–25,000 genes (Human Genome Sequenc-

ing Consortium, 2004), a remarkably lower esti-

mate than the figure of 100,000 genes that was

commonly used before the Human Genome

Project was finished. Human DNA contains

approximately three billion base pairs, but the

20,000–25,000 genes comprise only a small per-

centage (on the order of 2–5%) of these base

pairs. Taylor and Bristow (2006) commented as

follows: “The “genes” themselves are only a

modest part of the whole genome. It is clear that

some of the “non-translated” DNA is required

for genes to function normally, but the function

of large portions of our DNA remains

enigmatic. Equally remarkable, perhaps, is that

humans do not use all of their genes at any one

time, so far less than 25,000 genes are utilized on

a day-to-day basis.” As noted earlier, necessary

genes are transcribed by being translated in to

mRNA intermediates, which are subsequently

translated into functional proteins.

Finding genes is not an easy task. Watson

(2006) commented that “protein-coding regions

are but strings of As, Ts, Gs, and Cs embedded

among all the other As, Ts, Gs, and Cs of the

genome – they do not stand out in any obvious

way.” Additionally, as noted already, the base

pairs that comprise a gene are not arranged in an

uninterrupted linear sequence. A typical human

gene has eight introns that lie between the exon

coding sections. For example, the gene dystro-

phin is spread across approximately 2.4 million

base pairs, but only less than 1% of the total base

pairs encode the actual protein. The other 99%

are 79 introns located throughout the coding

region. Given these difficulties in identifying

human genes, knowledge of other genomes has

proved remarkably helpful. Comparison between

genomes leverages the fact that functional

regions are preferentially conserved between

specifies and can be used to identify novel

genes. Thus, “looking for similarity in sequence

between the human and mouse data is therefore

an effective way of identifying functional areas,

like genes” (Watson, 2006) (See also Table 1).
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Gene, Table 1 Approximate genomic data for humans

and several other species of interest (Adapted from

Palladino (2006))

Organism and

date genomic

data obtained

Size of

genome

(base pairs)

Number of

genes

Percentage of

genes shared

with humans

Human

(2004)

3 billion 20,000–

25,000

(100%)

Dog (2003) 6 billion 18,000 75%

Fruit fly

(2000)

165 million 14,000 50%

Mouse (2002) 2.5 billion 30,000 80%

Rat (2004) 2.75 billion 22,000 80%
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Gene Expression

Ornit Chiba-Falek

Duke University Medical Center, Durham,

NC, USA

Synonyms

Expression pattern; Gene regulation; Regulation

of expression

Definition

The process by which information from a gene is

used to synthesize a functional gene product.

These products are often proteins, but

some gene code to functional (noncoding)

RNAs, such as rRNA, tRNA, and miRNA. The

process of gene expression is used by all known

organisms – eukaryotes, prokaryotes, and

viruses – to generate the macromolecular

machinery for life. Gene expression process

may include several steps of regulation –

transcription, RNA splicing, RNA stability,

translation, and posttranslational modification

of a protein – that determine the expressed prod-

uct/s from each gene and control the timing,

location (cell type), and amount of gene expres-

sion. Gene expression is tightly modulated and

therefore serves the basis for cellular differenti-

ation and morphogenesis, the versatility and

adaptability of any organism, and evolutionary

change.

In genetics, gene expression is the most

fundamental level at which genotype gives rise

to the phenotype. The genetic code is

“interpreted” by gene expression, and the

properties of the expression products give rise to

the organism’s phenotypes, such as appearance,

behavior traits, and diseases.

A number of human diseases are known to

result from the disruption of gene expression,

including cancer, neurological diseases,

etc. Thus, research of gene regulation is of high

relevance to human health.
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Synonyms

GxE
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Definition

Gene-environment interaction refers to the fact

that the effects of genes on a disease often

depend on the environment or that the effect

of environment depends on the genotype

(Dick, 2011).

In genetic studies of interest in Behavioral

Medicine, gene-environment interaction is often

used to describe the effect of genes modified by

environmental exposure, including behavioral,

nutritional, infectious, chemical, and physical

factors, or any other nongenetic factors. It has

been increasingly accepted that most common

diseases involves not only genetic and environ-

mental causes but also interactions between the

two, which may account for a significant propor-

tion of the heritabilities of a complex disease

(Ober & Vercelli, 2011). The study of gene-

environment interaction has faced some chal-

lenges, such as the environmental measurement

errors or lack of true full range of environments

(Dick, 2011), the need for large sample size

(Hunter, 2005), the study methodologies,

and the underlying biological mechanisms of

gene-environment interaction.
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Gene-Gene Interaction

Rong Jiang

Department of Psychiatry and Behavioral

Sciences, Duke University, Durham, NC, USA

Synonyms

Epistasis; GxG

Definition

In genetics, gene-gene interaction (epistasis) is the

effect of one gene on a disease modified by another

geneor several other genes.Biological epistasis, i.e.,

the gene-gene interaction has biological basis, is in

contrast to statistical epistasis that describes devia-

tion from additivity in a linear statistical model

(Gilbert-Diamond & Moore, 2011). Epistasis can

be contrasted with dominance, which is an interac-

tion between alleles at the same gene locus. Gene-

gene interaction is a common component of genetic

architecture of human complex diseases; however,

it is difficult to detect. The multilocus genotype

combinations for gene-gene interaction increase

exponentially and require larger sample size as

well as more computation burden. The commonly

used linear models have limited ability to detect

nonlinear patterns of gene-gene interaction. Multi-

factor dimensionality reduction (MDR) has been

developed to detect gene-gene interaction as

a nonparametric method by pooling genotypes

from multiple SNPs without assuming genetic

model (Moore &Williams, 2009). Another alterna-

tive to linear models is combinatorial partitioning

method (CPM) (Nelson et al., 2001). The biological

interpretation of gene-gene interaction identified

from a statistical model may be the most important

andmost difficult tounderstand thedisease etiology.
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▶Genotype

▶Locus

▶ Single Nucleotide Polymorphism (SNP)
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General Adaptation Syndrome

Tavis S. Campbell, Jillian A. Johnson and

Kristin A. Zernicke

Department of Psychology, University of

Calgary, Calgary, AB, Canada

Synonyms

Responses to stress; Stress reactivity

Definition

The general adaptation syndrome (GAS) is

a theory of stress responding proposed by

▶Hans Selye. It refers to the nonspecific, gener-

alized responses of the body in response to stress

and provides a framework for the link between

stress and chronic illness (Selye, 1956). This syn-

drome is divided into three stages: alarm reaction,

resistance, and exhaustion.

Description

▶Hans Selye (1907–1982), known as “the

father” of the stress field, was a Hungarian

endocrinologist who emigrated to Montreal,

Canada, in 1932. He pioneered research on the

biological effects of exposure to “noxious

agents,” or stress, subsequently developing the

concept of the general adaptation syndrome.

Development

▶ Selye first wrote about the general adaptation

syndrome in the British journal Nature in 1936

when he was an assistant at McGill University’s

Biochemistry Department in Montreal. In an

experiment designed to discover a new hormone,

he injected laboratory rats with ovarian extracts in

hopes of uncovering changes in the organism that

could not be caused by any previously known

▶ sex hormones. He found that following injection

of the extract, the adrenal cortex of the rats became

enlarged; the thymus, spleen, and lymph nodes all

showed signs of deterioration; and deep bleeding

ulcers were formed in the stomach and duodenum

which eventually lead to death. Interestingly,

▶Selye discovered that each of these symptoms

could be increased or decreased in severity by

adjusting the amount of extract injected into the

animals. To▶Selye, these symptoms appeared to

be the workings of a previously unknown hor-

mone. However, later experiments with placental,

pituitary, kidney, spleen, and numerous other

organ extracts, all resulted in the expression of

the same symptoms, causing ▶Selye to reject the

idea that these symptoms were being produced by

a specific substance.

Further animal experiments conducted by

▶ Selye with rats demonstrated that if the animals

were damaged by acute nonspecific noxious

agents (e.g., cold exposure, surgical injury,

excessive exercise, and injection of toxic drugs),

a typical syndrome appeared, with symptoms that

were independent of the type of noxious agent,

representing instead a general response to the

stimulus.▶Selye noted that this syndrome devel-

oped in three stages. The first stage began 6–48 h

after the noxious agent was administered and

involved several key changes in physiological

functioning, including a rapid decrease in the

size of the thymus, spleen, lymph glands, and

liver, disappearance of fat tissue, and a drop in

body temperature. The second stage began 48 h
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after the initial administration of the noxious

agent and was characterized by an overall

decrease in general parasympathetic activity,

including a cease in general body growth,

a deterioration of the gonads, discontinued milk

production in lactating animals, and an increase

in general sympathetic activity, including

enlarged adrenal glands and hyperplasia of the thy-

roid. Upon continued treatment with the noxious

agent, the animals would build up resistance such

that by the end of the second stage, the appearance

and function of the organs returned to normal.How-

ever, with further administration, after a period of

approximately 1–3 months and depending on the

severity and dose of the noxious agent, the animals

eventually lost their ability to resist, and physical

symptoms, similar to those seen in the first stage,

began to reappear. This apparent exhaustion of the

ability to resist was labeled as the third stage.

▶ Selye compared his findings in the labora-

tory to clinical experiences with humans. Similar

to animals, ▶ Selye noticed that physical and

emotional stress in humans induced a specific,

predictable pattern of health outcomes that, if

left untreated, would lead to infection, illness,

disease, and eventually death. He noted that the

recommended treatments for almost all of these

complaints were those that were useful to patients

suffering from almost any illness, including rest,

changes in diet, and temperature regulation.

Given that there was only one recommended

treatment for such a wide range of generalized

complaints, ▶ Selye thought that there may be

a mechanism in the body whose response to

external noxious agents was general. He pro-

posed that certain changes take place within the

nervous and endocrine systems within the body

during stress that can disrupt normal physiologi-

cal mechanisms, triggering disease or illness.

This specific pattern of changes is now known

as the general adaptation syndrome, which occurs

in three generalized stages (Selye, 1956).

General Adaptation Syndrome Stages

Stage 1, the alarm reaction, occurs when the

body’s defenses against a stressor are mobilized

through activation of the sympathetic nervous

system. This reaction is known to activate body

systems involved in the fight-or-flight response.

▶Epinephrine (▶ adrenaline) is released, heart

rate and blood pressure increase, respiration

becomes faster, blood is diverted away from the

internal organs toward the skeletal muscles,

sweat glands increase production, and gastroin-

testinal system activity is suppressed. These

physiological reactions were believed by

▶ Selye to be adaptive for acute emergency situa-

tions. However, many modern stress situations

involve prolonged exposure to stress and typically

do not require an alarm response. The magnitude

of the alarm reaction may also depend on the

degree to which the event is perceived as a threat.

If a stressful situation persists, the body’s reac-

tion will progress to stage 2, which▶Selye called

the resistance stage. In this phase, physiological

arousal remains high, although not as high as in the

alarm reaction stage. The body attempts to adapt to

the emergency by replenishing adrenal hormones.

The duration of this stage depends on the severity

of the stressor and the adaptive capacity of the

organism. If the organism successfully adapts,

the resistance stage will continue for a longer

period of time. During this stage, an organism

may appear unaffected, but physiologically, the

body’s internal functioning is active. Continued

stress will lead to a stress-induced neurological

changes and a breakdown of the hormonal system,

leading to conditions know as the “diseases of

adaptation,” which Selye defined to include

▶ peptic ulcer, ▶ hypertension, hyperthyroidism,

and immune deficiencies. At this point, there is

a decrease in the organism’s ability to cope with

everyday events and hassles, possibly leading to

behavior change (e.g., irritability, impatience, and

increasing vulnerability to health problems).

If the stressful event persists to the point where

resistance is no longer possible, the body enters the

final stage of the general adaptation syndrome

which ▶Selye called exhaustion. At this point,

the body’s energy reserves are depleted. This

stage is characterized by activation of the

▶parasympathetic divisionof the▶ autonomicner-

vous system (ANS). Under normal circumstances,

activation of this division helps keep the body

functioning in a balanced state. However, in the

exhaustion stage,▶ parasympathetic functioning is
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at an abnormally low level, causing an organism to

becomeexhausted. If stress persists, the “diseases of

adaptation” are present andphysical deterioration or

even death may occur.

Impact and Critique

▶ Selye’s breakthrough ideas about stress helped

build an entirely new medical field based on the

study of biological stress and its effects on the

body. His research has inspired numerous

researchers and continues to make contributions

to this day by providing a theoretical framework

for connecting stress to illness and leading to the

study of methods to help the body effectively deal

with life’s chronic demands.

The concept of the general adaptation syn-

drome aids in the understanding of how stress

may be linked with an abundant source of health

problems. Of specific interest is the role of the

▶Hypothalamic-pituitary-adrenal axis activity in

response to stress. Early life stress has been linked

with malfunctions in the normal cycle and func-

tioning of the HPA axis. Instead of reducing the

production of ▶ hormones once the stress is

removed or ended, the cycle may be ongoing,

with the ▶ hypothalamus continuing to signal the

adrenals to produce ▶ cortisol. Eventually, high

▶ cortisol levels may lead to a suppression of the

immune system through increased production of

interleukin-6. This increased production may lead

to the exhaustion of the stress mechanism,

resulting in fatigue and depression, apparent in

research findings that suggest that stress and

depression have a negative effect on the immune

system. As a result of the prolonged attempts to

resist the stressor, the body may eventually lose its

ability to resist all together. This person may then

be at a higher risk to contract a disease related to

immune deficiency, such as an infection.

Prolonged stress may also lead to blockages in

the arteries by fat and▶ cholesterol released by the

body as part of the stress response, possibly contrib-

uting to a heart attack or stroke. The body’s reac-

tions to stressmay alsomanifest itself into a number

of other illnesses such as▶ depression, sleep disor-

ders,▶ hypertension, ulcers, and▶ asthma.

The general adaptation syndrome theory has not

gone unchallenged, however, by evidence that

different stressors or emotional states may elicit

autonomic specificity or unique patterning during

experimental manipulation. Nevertheless, the the-

ory of general adaptation syndrome is a cornerstone

of▶behavioral medicine because it led to the study

of the effects of stress and hormones on brain

function, including research investigating the bio-

logical functioning of ▶glucocorticoids.

References and Readings

Selye, H. (1936). A syndrome produced by nocuous

agents. Nature, 138, 32.
Selye, H. (1956).The stress of life. NewYork:McGraw-Hill.

Selye, H. (1974). Stress without distress. Philadelphia,
PA: J.B. Lippincott.

Selye, H. (1976). Stress in health and disease. Reading,
MA: Butterworths.

Selye, H. (1982). History and present status of the stress

concept. In L. Goldberger & S. Breznitz (Eds.), Hand-
book of stress: Theoretical and clinical aspects
(pp. 7–17). New York: Free Press.

Szabo, S. (1985). The creative and productive life of Hans

Selye: A review of his major scientific discoveries.

Experientia, 41, 564–567.

General Internist

▶ Primary Care Physicians

▶ Primary Care Providers

General Population

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The general population is the entire population

of individuals with a characteristic of interest,

such as a particular disease or condition of

clinical concern. It is differentiated from the sub-

ject sample chosen from that population for a

particular study.
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Description

The general population of interest in a particular

case will differ from other general populations

defined in other ways. For example, if a researcher

is interested in testing a new behavioral interven-

tion to lower blood pressure, the general popula-

tion would be all individuals with high blood

pressure (hypertension). In other cases, it may be

all individuals with type 2 diabetes mellitus. It can

also be defined by previous experiences, that is,

individuals who have ever smoked, regardless of

whether they currently smoke.

The reason for differentiating the term

“general population” from the subject sample is

that a subject sample chosen for a study is (virtu-

ally) always smaller than the general population.

Since there are tens of millions of individuals in

the United States with hypertension, for example,

an intervention cannot be tested on all individuals

in the general population of individuals with

hypertension. A subject sample must be chosen.

The key challenge here is one of generalizability.

Interest does not actually lie with the treatment’s

therapeutic benefit for the particular individuals

taking part in the study, but rather with how the

treatment is likely to work for many more individ-

uals comprising the general population. Therefore,

great methodological care is required to ensure (to

the greatest degree possible) that the subject sam-

ple is representative of the general population.

There are also statistical techniques that allow

extrapolation of results from the subject sample to

the general population. A useful parameter here is

the confidence interval associated with a treatment

effect, that is, the degree of therapeutic benefit

offered by a treatment. Imagine that a behavioral

intervention intended to lower blood pressure (let us

just use systolic blood pressure in this example) is

tested on 100 subjects, and that the average decrease

in SBP is 8 millimeters of mercury (mmHg). The

research question becomes: To what extent can this

result be generalized to the general population on

the basis of this one clinical study? Statistical meth-

odology allows us to place a confidence interval

around the treatment effect obtained, which is

referred to as a point estimate, since it is an estimate

of the “truth” in the general population based on the

data collected here. Confidence intervals can be

created for any percentage greater than zero and

less than 100%, but a common and useful one is

the 95% confidence interval. Imagine that this was

done for the data from our hypothetical example,

and the 95% confidence interval placed around the

point estimate of 8 mmHg had a lower limit of

4 mmHg and an upper limit of 12 mmHg (in such

cases, the limits will always lie symmetrically

around the point estimate). These confidence inter-

vals allow us to make the following statement with

regard to the general population:

The data obtained from this single trial are

compatible with a treatment effect in the general

population as small as 4 mmHg and as large as

12 mmHg, and our best estimate is 8.00 mmHg.

In more formal statistical language, the 95%

confidence interval (the interval from the lower

limit to the upper limit) is a range of values that is

likely to cover, with 95% confidence, the true but

unknown general population treatment effect.

Cross-References

▶Generalizability

General Practice

▶ Family Practice/Medicine

Generalizability

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

It is noted in the entry entitled “▶Demographics”

that when reporting a research study it is neces-

sary to provide a summary of the relevant demo-

graphic characteristics of the subjects who
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participated in the study. The fundamental goal of

an individual research study is to provide infor-

mation that allows a well-reasoned indication of

how the general population would respond to the

intervention of interest. If all subjects are younger

than 30 years of age, it would be unreasonable to

claim that the results of a study provided useful

information regarding how individuals older than

60 years of age might respond.

Clinicians constantly face the challenge of

assessing, on the basis of research evidence

collected on subject samples participating in clin-

ical research studies, how best to treat their indi-

vidual patients. As a research scientist and

a physician, Katz (2001) captured the issues

here succinctly and eloquently:

The inapplicability of some evidence to some

patients is self-evident. Studies of prostate cancer

are irrelevant to our female patients; studies of

cervical cancer are irrelevant to our male patients.

Yet beyond the obvious exclusions is a vast sea of

gray. If our patient is older than, younger than,

sicker than, healthier than, ethnically different

from, taller, shorter, simply different from the

subjects of a study, do the results pertain?

It is reasonable to acknowledge that the more

closely the nature of a study’s subject sample

reflects the general population to whom one

wishes to generalize the information gained from

the study, themore likely it is that the evidence can

indeed be generalized in a clinically informative

manner. However, it must always be realized that

the practice of medicine, including behavioral

medicine, also requires the clinician to include

knowledge of and reasoning about each individual

patient. This is discussed further in the entry titled

“▶Clinical decision-making.”

Cross-References

▶Clinical Decision-Making
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Genetic Counseling

Bonnie S. LeRoy
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Development, University of Minnesota,

Minneapolis, MN, USA

Synonyms

Genetic consultation

Definition

“Genetic counseling is the process of helping

people understand and adapt to the medical,

psychological and familial implications of

genetic contributions to disease. This process

integrates the following:

Interpretation of family and medical histories to

assess the chance of disease occurrence or

recurrence.

Education about inheritance, testing, manage-

ment, prevention, resources and research.

Counseling to promote informed choices and

adaptation to the risk or condition” (Resta

et al., 2006, p. 77).

This definition of genetic counseling was

adopted by the National Society of Genetic Coun-

selors in 2006, and it remains the standing defi-

nition of the service. The definition expresses the

basic nature of the service which is grounded in

the science of genetics as well as related sciences

and the importance of competence in psychoso-

cial counseling skills on the part of the practi-

tioner. Genetic counseling as a formal,

free-standing health-care profession in the

United States began in 1969 with the develop-

ment of the first graduate program at Sarah Law-

rence College (Stern, 2009). The service, as an
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integral part of the health-care field, is in various

stages of formal development in many countries

around the world (Transnational Alliance for

Genetic Counseling, 2011).

Currently, genetic counseling services are pro-

vided to patients and families with genetic con-

cerns that cover a broad range of medical

conditions (Hampel et al., 2009). Genetic

counseling has become an integral clinical ser-

vice in the perinatal medicine, oncology, neurol-

ogy, cardiology, pediatrics, public health, and

many more health-care arenas (National Society

of Genetic Counselors, 2011).

Assessing and addressing the psychosocial

needs of patients and families are essential com-

ponents of genetic counseling (Fine et al., 1996).

The relationship between the counselor and the

patient is critical to effective genetic counseling

where the major goals of a better informed and

empowered patient who is able to use genetic

information tomake important life and health-care

decisions are met (McCarthy Veach et al., 2007).

Cross-References
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Genetic Testing, Psychological
Implications

Julianne O’Daniel

Illumina, Inc, San Diego, CA, USA

Synonyms

Psychosocial implications

Definition

Genetic testing, psychological implications

refers to the potential cognitive and emotional con-

sequences of undergoing genetic testing and learn-

ing the test result.
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Description

Psychological Impact of Genetic Testing

The potential psychological impact of genetic

testing can be affected by numerous factors

including the purpose of testing and the test

result as well as the individual’s expectations,

perception of the disease in question, and

coping style. In general, however, studies appear

to indicate that although genetic testing may

have an immediate negative effect for

individuals receiving “bad news,” the long-term

psychological impact is often negligible or

even slightly positive (Broadstock, Michie, &

Marteau, 2000; Cameron & Muller, 2009).

Pretest counseling is an important step to

minimize the potential for negative effects.

This discussion should include a review of the

purpose of testing, potential results, and medical

consequences of results as well as patient expec-

tations and plans for dealing with the results.

Some genetic tests require an informed consent

from the individual. This document may also help

guide the pretest counseling discussion.

Purpose of Testing

The purpose of testing can have a significant

impact on how the individual responds to the

genetic result. Currently, genetic tests can be

used for numerous scenarios such as:

• Identifying an underlying diagnosis

• Determining carrier status

• Predicting future disease (e.g., Huntington

disease, BRCA 1/2)

• Guiding therapeutic management (e.g.,

pharmacogenetic testing)

• Estimating risk for common disease

Diagnostic testing in a symptomatic individ-

ual may bring a sense of relief or closure to know

the genetic cause. In pediatric cases, determin-

ing the genetic cause may ease parent guilt about

whether they did anything to cause the condition

or raise parent guilt if the condition was

inherited.

Predictive genetic testing is one of the most

well-studied scenarios as the tested individual

may live healthy and asymptomatic for many

years with the knowledge of their molecular

diagnosis and impending condition. Although

the potential for negative psychological reactions

and reduced quality of life is significant, research

has generally demonstrated tested individuals

cope well regardless of the test result (Fanos

et al., 2011; Lammens et al., 2010; Mariotti

et al., 2010). These studies may be positively

biased, however, as those who choose not to be

tested have been under studied.

Genetic testing to learn one’s estimated lifetime

risk for common disease utilizes knowledge

gleaned from genetic association studies and

should be considered within the context of other

biometric and family history indicators of risk.

Studies have not demonstrated a significant

psychological impact from this type of testing

(O’Daniel, Haga, & Willard, 2010).

Individual Perceptions, Expectations and

Coping

An individual’s prior perceptions of a disease

or condition can significantly affect not only

the information they expect to learn from

a test but also what they believe the result

means and how they respond to it. Preexisting

perceptions may be informed by lived experi-

ences especially in the case of a positive family

history, by societal views and/or perceived

stigma, and by a personal assessment of

resources to deal with the condition. The rela-

tionship between these dynamic factors in

regards to genetic testing has been described

by several models including the Health Belief

Model, Model of Stress and Coping, the Com-

mon Sense Model of self-regulation, and the

Theory of Planned Behavior (Gooding,

Organista, Burack, & Biesecker, 2006; Marteau

& Weinman, 2006).

Cross-References
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▶Genetics
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Definition

Genetics focuses on heredity and its biological

basis (genes). It is the science that examines how

traits are passed from one generation to the next.

Various subfields can be identified. Robinson

(2010) provided a simple but useful classification

system, including the following:

1. Classical, or Mendelian, genetics, which

describes how traits, physical or psychological

characteristics, are passed from one genera-

tion to the next. The name Mendelian refers

to Gregor Mendel, who had conducted scien-

tific studies of the inheritance of traits in plants

as far back as the 1860s, even though the

significance of his work was not appreciated

and acknowledged until the early twentieth

century (see Edelson, 1999). The name trans-

mission genetics also conveys a similar mean-

ing, focusing on how traits are transmitted

from one generation to another.

2. Molecular genetics, which focuses on the

physiochemical structure of DNA,

ribonucleic acid (RNA), and proteins. Classi-

cal genetic studies, e.g., twin studies, can be

conducted without any knowledge of molec-

ular genetics: It is not necessary to know the

biological basis of inheritance of traits to

determine that there is a genetic influence in

the inheritance of the trait. DNA is discussed

in more detail shortly.

3. Population genetics, which looks at the

genetic composition of large groups of indi-

viduals. It can be defined as the field studying

the genetic diversity of a subset of a particular

species. It searches for patterns that help
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identify and discuss the genetic signature of

a particular group. This includes behavioral

components of the genetic signature. Popula-

tion genetics also provides insights into how

the collective genetic diversity of a population

influences the health of the individuals within

the population, providing a direct link to its

importance in Health Psychology and Behav-

ioral Medicine.

4. Quantitative genetics, which employs sophis-

ticated mathematical and statistical models to

examine the statistical relationships between

genes and the traits they code for, or encode.

Quantitative genetics is interested in estimat-

ing how much variation in a given trait is due

to genetic inheritance and how much is due to

the environment (and interactions between

genes and environmental influences). Herita-

bility is an assessment of how much influence

is due to genetic makeup.

The general familiarity with the acronym

DNA (deoxyribonucleic acid) is such that the

definition is almost never provided when using

the acronym. Every time we watch a contempo-

rary detective show on television we are almost

waiting to hear about the DNA evidence that will

indicate or refute a suspect’s guilt. Nonetheless,

the field of genetics existed well before the struc-

ture of DNA was proposed and published in 1953

by Francis Crick and Jim Watson (Watson &

Crick, 1953) and supportive evidence published

in separate papers in the same issue of Nature by

Rosalind Franklin andMauriceWilkins (Franklin

& Gosling, 1953; Wilkins, Stokes & Wilson,

1953). The word “proposed” is deliberately used

sinceWatson and Crick used the following words

at the start of their paper: “We wish to suggest

a structure for the salt of deoxyribose nucleic acid

(D.N.A.).” They concluded their paper with one

of the most beautifully understated sentences in

scientific literature: “It has not escaped our notice

that the specific pairing we have postulated

[specific base pairs bonding to each other – see

the ▶DNA entry] immediately suggests a possi-

ble copying mechanism for the genetic material.”

It was several years before definitive evidence

was collected and published. In more recent years,

molecular genetic knowledge has proved extremely

helpful in many fields within Medicine, Behavioral

Medicine, and Pharmaceutical Medicine.
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Genital Blisters, Sores, or Lesions

▶Genital Herpes

Genital Herpes
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Synonyms

Genital blisters, sores, or lesions; Genital herpes

infection; Herpes simplex virus (HSV) infection;

HSV-1; HSV-2

Definition

Genital herpes is one of themost common sexually

transmitted infections (STIs) in the United States.

Genital herpes is caused by infection with herpes

simplex virus 1 (HSV-1) and herpes simplex virus

2 (HSV-2), with the latter classification being the

most common cause. About 1 out of every 6 indi-

viduals between the ages of 14 and 49 years old

have genital herpes, many of whom are unaware

that they are carrying the virus because they have

not experienced any physical manifestations (Cen-

ters for Disease Control, 2011).

Transmission of genital herpes from one per-

son to another occurs through direct contact with

an infected cutaneous or mucosal area, which

may include areas with active herpes lesions as

well as areas in which herpes lesions are not

visible. Once a first or “primary” exposure to

HSV occurs, physical manifestations are typi-

cally evident within a week and may include

painful and pruritic (itchy) lesions on or around

the genital area, swollen inguinal lymph nodes,

flu-like symptoms, and fever. These lesions typ-

ically heal within 2–4 weeks (National Institute

of Allergy and Infectious Disease, 2011). Follow-

ing this acute phase of infection, the virus

becomes latent within the dorsal root ganglia of

the spinal cord. An infected individual carries the

virus for life; however, recurrent or “secondary”

outbreaks are typically less severe and less

frequent and primarily involve localized lesions.

An infected individual may reduce the risk of

transmitting genital herpes to a sexual partner

through proper condom use. However, it is impor-

tant to note that infected individuals may “shed”

virus before herpes lesions become visible or in

between herpes outbreaks, meaning that sexual

contact with proper condom use may still result

in the transmission of genital herpes. As a result,

individuals infected with HSV are recommended

to abstain from sexual activity when symptoms of

herpes are present (Centers for Disease Control).

Health care providers typically diagnose genital

herpes by inspecting the infected area and taking

a swabof the lesion to look for the presence ofHSV.

Additionally, blood samples may be collected to

assess for the presence of HSV-1 or HSV-2 anti-

bodies in the blood in between herpes outbreaks (U.

S. Preventive Services Task Force, 2011).

Currently, there is no cure for genital herpes.

However, outbreaks can bemanagedwith antiviral

medications. These antiviral medications are often

effective for controlling the duration of an out-

break and the pain associated with herpes lesions.

There is also some evidence that antiviral therapy

may reduce the risk for genital herpes recurrence

(National Institute of Allergy and Infectious

Disease).

People with genital herpes may be at increased

risk for contracting human immunodeficiency

virus (HIV), the virus that causes AIDS, from an

HIV-infected sexual partner. Furthermore, individ-

uals who are immunosuppressed, including indi-

viduals living with HIV and those undergoing

chemotherapy for cancer, may experience serious

physical illness if infected with HSV, because their

immune systems are less able to mount a proper

immune response to an acute infection (National

Institute of Allergy and Infectious Disease).
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Finally, pregnant women with genital herpes may

be at risk for transmittingHSV to a newborn during

a vaginal delivery. Newborns may experience seri-

ous or fatal illness following exposure to HSV. As

such, mothers with active genital herpes will usu-

ally deliver their babies via Cesarean section (U.S.

Preventive Services Task Force).
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Genome-Wide Association Study
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Synonyms

GWA study; Whole-genome association study

(WGAS)

Definition

Genome-wide association studies are designed to

identify points of common variation in DNA that

are associated with particular traits, including dis-

eases and responses to medication (Wang, Barratt,

Clayton,&Todd, 2005). By examining the genetic

variants associated with traits related to health and

disease, it is hoped that a better understanding of

the etiology of physical and mental disorders, as

well as responses to treatment, will be gained

(Carlson, Eberle, Kruglyak, & Nickerson, 2004).

Individual differences between people in traits,

such as personality, eye color, and height, are all

highly influenced by genetic variation (Yang et al.,

2010). The development of rare medical condi-

tions, such as hemophilia and muscular dystrophy,

is also influenced by genetic variation, while the

same is true for more common forms of illness,

such as heart disease, cancer, and obesity (Iles,

2008). Understanding how our genetic architec-

ture influences the development of disease is

a very high priority for current medical science.

One major ambition of the GWAS approach is

leading to the development of better treatments

that target illness with increased precision and

reduced risks (Carlson et al., 2004).

DNA is a molecule that contains the genetic

instructions that regulate cellular activity and

ultimately plays a large part in the development

of traits in living organisms (Watson & Crick,

1953). The order of nucleotide bases in an organ-

ism’s DNA determines how genetic instructions

are executed, through the direct coding of pro-

teins or through regulatory functions. Genetic

variation is caused by differences in DNA

sequence between individuals; these variants are

referred to as alleles (Keller, Howrigan, &

Simonson, 2011). When a difference in DNA

sequence occurs at a single base position, it is

called a single-nucleotide polymorphism, or

a SNP (den Dunnen & Antonarakis, 2000).

Most of the time, SNPs have no biological effect;

however, sometimes a single-nucleotide alter-

ation can change the function of a gene, or the

regulation of genes, and have an effect on cellular

functioning (Wang & Moult, 2001).

Approximately 10 million common SNPs

exist in the human genome (Gabriel et al.,

2002). Recent research has demonstrated that

the 10 million variants cluster into groups where

the states of SNPs are correlated with each other
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(haplotypes) (International HapMap C, 2003). By

carefully sampling the most informative SNPs

from these haplotypes, much of the information

on common genetic variants can be ascertained.

Using DNA microarrays, the allelic state of hun-

dreds of thousands of highly informative SNPs

can be determined rapidly and at a low cost

(Oliphant, Barker, Stuelpnagel, & Chee, 2002).

In a genome-wide association study, the asso-

ciation between alleles (states of SNPs on

a microarray) and a phenotype of interest is

assessed. When a trait is dichotomous (affected

or not), the genomes of two groups of people are

compared. Subjects with some trait of interest

(cases) are compared to people without this trait

(controls). When a trait is continuous, such as

height, associations between the state of SNPs

and the degree of a continuous trait are examined.

By examining which alleles are associated

with the phenotype (or degree of phenotype),

genetic differences between individuals can be

identified (Hirschhorn & Daly, 2005). GWAS is

a hypothesis-free method of analysis, in the sense

that no prior candidate allele is investigated for

association with a phenotype; instead, the entire

genome is scanned for significant associations

(Kitsios & Zintzaras, 2009).

Several factors can influence the validity of

GWAS results and must be controlled for through

methods of data cleaning. Some of these include:

Admixture/Ancestry. Spurious associations can

arise when performing a GWAS on a sample com-

posed of subjects from different ancestral

populations. Part of the sample that shares com-

mon ancestry could have higher rates of the phe-

notype being investigated for nongenetic

(e.g., cultural) reasons, resulting in alleles indica-

tive of ancestry being associated with the trait in

question rather than true risk alleles. By control-

ling for genetic ancestry, false associations can be

avoided (Hirschhorn & Daly, 2005).

Data Artifacts. Due to the large number of

SNPs examined on a microarray, technical arti-

facts are likely to occur at some SNPs and can

result in false associations. Several methods of

data cleaning and study design exist for detecting

and controlling for the effects of technical artifacts

that exist in SNP data (Williams & Haines, 2011).

Multiple Testing. The aim of multiple testing

correction procedures used in a standard GWAS

is to simultaneously maximize the likelihood of

detecting a true association, if one exists, while at

the same time minimizing false associations

that are due to capitalizing on chance (Moskvina

& Schmidt, 2008).

Given the standard alpha level of 0.05, one

expects to get an average of 5 false associations

for every 100 independent tests performed on data

where no true association exists. For genome-wide

association studies, this fact presents a major prob-

lem for two reasons. The first is due to the excess of

Type I errors (false positives) that will occur due to

the very large number of tests for association

between SNPs and disease that are being

performed. The second problem is that the simple

correction method commonly used to remove mul-

tiple testing bias from repeated independent tests,

the Bonferroni correction, leads to an excess of

Type II errors (failed detection of true associations)

when applied to GWAS data, because regions of

the genome are not entirely independent. Accepted

correction values based on replication of results and

permutation procedures have been developed to

overcome these problems (Johnson et al., 2010).

Overall, GWAS has been very successful at

identifying regions associated with disorders and

phenotypes. However, the majority of these associ-

ated variants have only small effect sizes

individually in terms of risk contribution (Clarke

& Cooper, 2010). With increased sample size,

GWAS will likely provide further insight into the

humangenome.As sample sizes increase, thepower

to detect small effects increases. For example,

a recent GWAS involving approximately 180,000

subjects was able to explain approximately 10% of

the genetic variance in height while simultaneously

identifying each significant locus that contributes to

this estimate (Lango Allen et al., 2010).
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Definition

The discipline of genomics is described slightly

differently by different authorities. Brown (2009)

defines it as the use of high-throughput molecular

biology technologies to study large numbers of

genes and gene products all at once in whole

cells, whole tissues, or whole organisms. The

Britannica Guide to Genetics (2009) describes it

as the study of the structure, function, and evolu-

tionary comparison of whole genomes, where the

genome refers to the complete genetic comple-

ment of an organism.

The discipline of genetics is itself a relatively

young science and is concerned with how traits

are passed from one generation to the next. Since

the advent of genomics more recently, the term

transmission genetics is commonly used to rep-

resent what had previously been simply called

genetics. The mathematics of transmission genet-

ics were first described by Mendel in 1866

(see Edelson, 1999), approximately 150 years

ago. In contrast, while the word genome appeared

relatively early in the twentieth century, geno-

mics as a new form of experimental biology is

a recent phenomenon. Raw biological informa-

tion, such as the sequence of nucleotide base pairs

in a DNA molecule, is itself complex, and the
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discipline of bioinformatics is useful. The next

step is to integrate all of this information and to

address questions about what is happening in

very complex systems when tens of thousands

of different genes are interacting simultaneously

(Brown, 2009). An understanding of genomes

and genomic technologies builds upon the knowl-

edge of transmission genetics (how hereditary

information is transmitted from one generation

to the next) and molecular biology (how genes

function to control biochemical processes within

the cell).
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Genotype

Laura Rodriguez-Murillo1 and Rany M. Salem2

1Department of Psychiatry, Columbia University
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Definition

The genotype of an individual refers to their

specific genetic constitution. It can apply to the

entire genetic constitution of an individual or to

the combination of alleles at a specific locus.

All individuals carry two homologous copies of

their genome, one copy inherited from their father

and one copy from their mother. If the gene or

position contains variation, the variants are called

alleles. Alleles for each gene contain differences in

their nucleotide sequence and may codify proteins

with different properties. If the allele inherited

from the mother is different from the allele

inherited from the father, then the individual is

termed heterozygous for that trait or gene. If these

two alleles are identical, then that person is termed

homozygous for that trait or gene. The genotype

for one gene describes its allelic composition.

In diploid organisms, a maximum of two

alleles are present for each gene or trait. For

instance, in Huntington’s disease, an affected

individual’s genotype consists of at least one

allele of the gene that carries a mutation,

i.e., a change in the DNA sequence, that leads to

a defective protein, called Huntingtin (Walker,

2007). However, in general, more than two

alleles can exist depending on the type of varia-

tion of interest.
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Geographic Information System
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Birmingham, UK

Synonyms

Computer cartography; Spatial analysis

Definition

Geographic information systems (GIS) are

a means of visualizing and analyzing spatial

data, usually in the form of maps (Longley,

Goodchild, Maguire, & Rhind, 2005).

Description

An early example of a GIS was John Snow’s

work mapping cases of cholera in nineteenth-

century London, revealing outbreaks clustered

around a contaminated water pump. Modern

GIS can be used to analyze a range of material

from scanned maps and aerial photographs to

topographic models and boundary data. Different

forms of quantitative and qualitative data can

thus be connected to points and regions within

geographic space. The powerful analytical tools

offered by desktop systems such as ArcGIS and

MapInfo are used by professionals in a wide

variety of fields, including urban planning,

resource management, epidemiology, surveying,

and the military. Even at a quite simple level, the

outputs of GIS analysis can be striking. An exam-

ple might be a choropleth map, where different

regions are shaded according to characteristics –

such as the level of social deprivation – to

reveal areas where these characteristics are con-

centrated. GIS treats datasets as layers, allowing
them to be compared by placing one on top of

another. Thus, clusters of patients suffering from

heart disease in areas with high levels of

social deprivation can be examined against

public transport corridors to determine the

accessibility of specialist treatment centers. In

a more advanced vein, it is possible to test

whether there is a statistically significant

relationship between incidents of respiratory

problems and people living downwind of

an incinerator or to model different flooding

scenarios and weigh the costs of improving

flood defenses against likely property damage.

Increasingly, GIS has migrated onto the Web

through services such as Yahoo! Maps, Open

Street Map, and Google Earth, meaning that

many people use GIS daily without even

realizing it.While these services lack the advanced

analytical capacity of proprietary desktop systems,

many allow users to visualize their own data as

overlays onto the basic maps provided. This

might, for example, be tracks of jogging routes

recorded by an individual using their own global

positioning system (GPS) device or photos linked

to the location where they were taken. As GPS is

increasingly embedded in portable devices, espe-

cially smart phones, a number of lightweight

mobile GIS applications are becoming available.

These systems move beyond basic navigation

functions to allow collection of field data on

a mobile device, tagged to spatial location using

GPS. This online mapping revolution enables

many more people to use GIS, and researchers

are increasingly interested in crowdsourced data

(Crampton, 2009). Here, nonspecialists gather

field data of different kinds and post them to

a central database. This has a number of applica-

tions, for example, in disaster management, where

it can be difficult for survey teams to cover
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a sufficiently wide area to accurately determine

where best to intervene and thus can benefit from

local eyes-on-the-ground. This, of course, raises

questions about the accuracy and reliability of the

data gathered, but offers tremendously interesting

possibilities for research and other applications.
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Synonyms

GDS; GDS-15; GDS-4

Definition

The Geriatric Depression Scale (GDS) is a self-

report instrument designed to assess depressive

symptoms in older adults. The GDS was first

developed as a 30-item measure by Jerome

Yesavage and colleagues at Stanford University

(Yesavage, Brink, Rose, & Lum, 1983), in

response to concerns that available depression

inventories contained many items that

overlapped with common aging processes

(including dementia, sleep disturbance, and gas-

trointestinal symptoms). The scale was therefore

designed to avoid somatic symptoms (such as

psychomotor retardation or pain) as well as ques-

tions that the authors believed would create

defensiveness in older persons (such as those

assessing sexual interest or suicidality). To sim-

plify responding, the authors chose a yes/no scale

for each item. In contrast to measures based

around criteria for major depression taken from

the Diagnostic and Statistical Manual of Mental

Disorders, the GDSwas not originally intended to

be a diagnostic or screening measure, although it

is frequently used as such in clinical settings.

A 15-item short form of this measure and a 4/5

item ultra-short form have also been developed

(the GDS-15 and GDS-4, respectively) (Mitchell,

Bird, Rizzo, & Meader, 2010; Sheikh &

Yesavage, 1986). Although subscales are

sometimes used in research efforts, the scale is

generally treated as unidimensional, with the

total number of “yes” responses used as the

outcome.

The GDS has generally performed well in

psychometric and clinical testing. In a recent

meta-analysis of 25 studies conducted in medical

settings and nursing homes, Mitchell et al. (2010)

reported overall sensitivity of the GDS-30 as

81.9% when compared to a structured clinical

interview for major depression, with

a specificity of 77.7%. Similar results were dem-

onstrated in tests of the GDS-15 (sensitivity

¼ 84.3%; specificity ¼ 73.8%). Although only

a handful of studies have examined the psycho-

metric properties of the GSD-4/5, early results

are promising, with reported sensitivity of

92.5% and specificity of 77.2% (Mitchell et al.,

2010).

Despite the fact that the GDS is one of the only

scales to be developed specifically to assess

depression in older persons, most studies

comparing its performance to “gold standard”

measures (such as the Patient Health Question-

naire, the Center for Epidemiologic Studies

Depression Scale, or the Beck Depression Inven-

tory II) show it to be equally effective in terms of

diagnosing major depression (Laprise & Vezina,

1998; Watson, Zimmerman, Cohen, & Dominik,

2009). However, there is some evidence that the

GDS may outperform other standardized mea-

sures of depression in older adults for whom

there is a significant overlay of medical symp-

toms (Low & Hubley, 2007; Thompson et al.,

2011). It has also been suggested in the literature
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that some clinicians prefer the GDS over other

measures because they find specific questions to

be more clinically relevant to their older patients.

The usefulness of the GDS in cognitive

impaired older adults is equivocal. Several

prospective studies comparing GDS scores to

clinician ratings in older adults with cognitive

impairment have demonstrated no (Laprise &

Vezina, 1998) or very small differences (Burke,

Miller, Rubin, Morris, & Berg, 1988) in sensitiv-

ity, reliability, and validity. Other studies have

demonstrated that although the GDS is unaf-

fected in those with mild cognitive impairment,

it performs poorly in severely affected

Alzheimer’s patients (Debruyne et al., 2009).

The GDS has now been translated from

English into a number of other languages, includ-

ing Spanish, Korean, Japanese, Cantonese,

Portuguese, and Arabic.
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Geriatric Medicine
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Synonyms

Care of older adults

Definition

By definition, geriatrics is a subspecialty of med-

icine that focuses on proving health care to older

adults, generally considered to be those 55 years

of age and older. The goal of geriatric care is to

focus on health promotion and disease prevention

and optimize quality of life versus length of life.

Moreover, much of the focus is on use of behav-

ioral interventions to accomplish these outcomes

whenever possible.

Geriatric medicine is interdisciplinary, and to

be provided at the highest level, it requires input

from nursing, social work, physical therapy,

occupation therapy, speech therapy, psychology,

nutrition, and pharmacy, among others. The

focus of care tends to be more syndrome than

disease driven and addresses such things as
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functional performance, falls, urinary inconti-

nence, frailty, congestive heart failure, and

dementia, among others.

Description

Given the central importance of prevention and

disease/syndrome management in care of older

adults, knowledge of behavioral medicine is

critical to the training and practice of those in

geriatric medicine. At the same time, the behav-

ioral interventions and approaches used for those

who provide care to older adults are different than

those used with younger individuals. For

example, Stage of Change focused interventions

may not be as effective for smoking cessation

among older adults compared to those who are

younger and motivational interviewing may not

be useful for those who are older with cognitive

impairment.

The special knowledge and skill set of those

who practice geriatric medicine is reflected by the

ability to identify disease and the atypical

presentation of disease among these individuals.

For example, symptoms of an infection in older

adults often are vague and nonspecific, and the

only indication of a problem may be acute

delirium or a fall. Pneumonia, for example, may

or may not present with fever, but will often

present as dehydration, confusion, or a fall.

The management of disease among older

adults is also different and central to geriatric

medicine. For example, older adults require

specific attention to medications and are at

particularly risk to complications from

polypharmacy. Those with expertise in geriatric

medicine need to decipher the need for and

appropriate use of medications for multiple

medical disorders and counsel older adults

about the safety and efficacy of using over-the-

counter medications and herbals. The challenges

of frailty, complex comorbidity, different pat-

terns of disease presentation, slower response to

treatment, and requirements for social support

call for special medical skills.

Those with a knowledge of geriatric medicine

understand that the presentations of illness

among older adults is often nonspecific and thus

any presenting problem may be indicative of an

acute medical problem. Geriatricians also

address and in fact focus on clinical problems

such as falls, immobility, incontinence, and

confusion as well as adverse drug reactions.

Geriatrics tend to manage a broad range of

illnesses, acute and chronic, such as stroke,

heart disease, infections, diabetes, delirium, and

the dementias.

At its core, geriatric medicine requires com-

prehensive assessment of older adults. This

involves working closely with other members of

the interdisciplinary team such as nurses, thera-

pists, pharmacists, dietitians, social workers, and

many other health professionals. There is an

increased focus and need for interdisciplinary

teamwork as the number of older adults increases

and those with expertise in geriatric medicine

decrease.

Those that practice geriatric medicine do so

out of a true dedication to care of older adults and

consider it an honor to interact with these

individuals. The American Geriatrics Society

provides some insight about the wonderful

benefit of this type of work on their webpage.

Examples of comments made by those include

the following: “Often, when you work with older

people you stumble into a moment of drama

when you’re listening to them tell a story.

It’s fine to read history in books, but to talk

with someone who’s lived it is precious. That’s

one of the joys of geriatric practice;” and “Per-

haps the most satisfying aspect of geriatrics for

me is the opportunity to meet the people who are

the history of our nation.”

United States medical school graduates

(USMDs) are choosing specialties other than

geriatrics due in part to compensation given for

the years of additional training. This will have

a major impact on the availability of physicians

with expertise in care of older adults. It

is anticipated that by 2050 there will be

1.6 geriatricians/10,000 people. To address the

increased need for more individuals with

knowledge of geriatric medicine, educational

programs across all disciplines are attempting to

integrate geriatric coursework into programs and
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there is a trend toward interdisciplinary

educational endeavors to further facilitate

training in geriatric medicine.

Cross-References

▶Gerontology

References and Readings

American Geriatrics Society. Accessed October, 2011,

from http://www.americangeriatrics.org/

Geriatrics for Specialists. Accessed September, 2011,

from http://specialists.americangeriatrics.org/

Institute of Medicine Report. Retooling for an
Aging America. Accessed September, 2011, from

http://www.iom.edu/Reports/2008/Retooling-for-an-

Aging-America-Building-the-Health-Care-Workforce.

aspx

Geriatrics

▶Gerontology

Gerontology

Barbara Resnick

School of Nursing, University of Maryland,
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Synonyms

Geriatrics; Medical specialty

Definition

Gerontology stems from the Greek words

“geron” which means “old man” and “logy”

which means “study of.” Gerontology is the

study of the social, psychological, and biological

aspects of aging. Gerontology is often confused

with the term geriatrics, which addresses the

medical aspects of aging with a focus on disease

and disease management.

Gerontology is the study or management of

aging-related issues and may include healthy

aspects of aging as well as age-related disease.

It also includes the study of aging within society

and the impact that this has on society. Informa-

tion learned through the work of gerontologists

can be applied to policies and programs and to the

development of systems and models of care

within communities.

A critically important aspect of gerontology is

the interdisciplinary aspect of this work. Geron-

tology includes and requires input from medi-

cine, psychological, sociology, physiology,

etc. The complexity of aging-related issues

requires this interdisciplinary approach.

The field of gerontology has grown since

the first early gerontologists back in the 1940s.

Interdisciplinary gerontology organizations were

developed such as the Gerontological Society

of America in 1945 and the first academic

research center devoted exclusively to the

study of aging, the Ethel Percy Andrus

Gerontology Center at the University of Southern

California likewise was established around this

time. Approximately 20 years later in 1967, the

nation’s first master’s degree programs in gerontol-

ogy were initiated with grants provided by the U.S.

Administration onAging. In 1975 theUniversity of

Southern California’s Leonard Davis School of

Gerontology became the country’s first school of

gerontology within a university and, shortly there-

after, offered the first Ph.D. degree in gerontology.

Since that time, a number of other universities have

formed departments or schools of gerontology or

aging studies and established interdisciplinary ger-

ontology PhD programs.

The increased interest in gerontology is

in response to the rapidly growing number of

older adults in the United States. Moreover, it is

anticipated that the number of individuals over

the age of 85 will increase from 5.3 million to 21

million by 2050 (http://www.answers.com/topic/

gerontology#ixzz1bTu2NTaA, Aging Stats:

http://www.agingstats.gov/agingstatsdotnet/Main_

Site/Data/2008_Documents/Population.aspx). To
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best respond and manage the physical and psy-

chosocial health needs of this rapidly growing

group of individuals, there is a critical need for

more individuals to consider gerontology as

a profession whether this be from a clinical per-

spective or research. The opportunities within

gerontology are prevalent within academic set-

tings, in service areas such as retirement housing,

assisted living, exercise programs, health care,

adult education, travel, and entertainment. Ger-

ontology has helped expand our scientific knowl-

edge base related to aging issues for the older

adults and the aging community and the need

for knowledge explosion in this area is great.
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Gestation

Pearl Ghaemmaghami and Ulrike Ehlert

Department of Psychology, University of Zurich,

Binzmuehlestrasse, Zurich, Switzerland

Synonyms

Gravidity; Pregnancy

Definition

Gestation is the period of time during which the

fetus develops in the uterus of the mother. It

begins with conception and ends with birth.

The word originates from the Latin verb

gestare, meaning to bear. When a mother is car-

rying more than one fetus, as is the case with

twins or triplets, the term “multiple gestation”

or “multifetal gestation” is used.

Description

Gestational age is the age of an embryo, fetus, or

newborn measured from the time of conception.

Knowing the gestational age is essential in mon-

itoring fetal development and determining the

treatment of complications during pregnancy.

Embryologists measure the beginning of ges-

tation from ovulation. This typically occurs

within 1 or 2 h before conception. However,

because most women do not know the exact

time of ovulation, it has become practice to cal-

culate the beginning of gestation from the first

day of the last menstrual cycle which normally

takes place approximately 2 weeks prior to

ovulation.

In the past, different methods of measuring the

beginning of gestation led to confusion and

inconsistent usage of terminology. For this rea-

son, the Committee on Fetus and Newborn

(COFN) of the American Academy of Pediatrics

(AAP) suggested determining gestational age

from the first day of the last menstrual cycle.

This method has proven reliable in estimating

a normal duration of gestation and adds up to

approximately 40 weeks or 280 days. In cases of

pregnancy achieved by assisted reproductive

techniques (where the precise date of conception

can be determined), the length of gestation

adds up to 38 weeks or 266 days. In such cases,

2 weeks are added to the conceptional age in

order to monitor fetal development and growth

outcome in a standardized fashion and to be able

to compare results across studies.

The gestational period can be clustered into

three equal phases that are approximately of 3

calendar months duration or 13–14 weeks long.

Depending on the method of calculation, the first

trimester ranges fromweek 1 to the completion of

week 13 (1–14, respectively), the second trimes-

ter from week 14 to week 26 (15–28), and the
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third trimester extends from week 27 to week 39

(29–42). These three trimesters can be regarded

as reference intervals in the progression of gesta-

tion and fetal development. When dealing with

eventual obstetric problems, the more precise

method of calculating gestational age uses com-

pleted weeks and days, for example, 28 + 2 weeks

of gestation, for 28 completed weeks and 2 days.

The embryonic period is defined as beginning

3 weeks after ovulation and fertilization and

extends to week 8 after fertilization or to week

10 after the last menstrual cycle. It is followed by

the fetal period which ends at birth.

A Biopsychosocial Approach to
Pregnancy

Pregnancy-Induced Alterations of the

Endocrine and the Autonomic Nervous

System (ANS)

Every female organ system goes through remark-

able anatomical and functional adaptation during

gestation. The fact that these drastic alterations

return to the pre-pregnant state after delivery and

lactation is equally fascinating.

The Maternal Hypothalamus-Pituitary-
Adrenal (HPA) Axis

The maternal neuroendocrine system undergoes

significant changes as well. The placenta

becomes an additional source of hormone pro-

duction. From week 8 to week 10 of gestation

onward, it induces a drastic rise of maternal

plasma corticotropin-releasing hormone (CRH)

which leads to a 1,000-fold higher level than in

the nonpregnant state. It is furthermore assumed

that placental CRH stimulates the HPA axis and

causes an increase in maternal adrenocorticotro-

pin (ACTH) and cortisol levels. Therefore, preg-

nancy has also been described as a state of

hypercortisolism.

In the nonpregnant state, cortisol regulates the

HPA axis activity through a negative feedback

mechanism. By contrast, during gestation cortisol

has a stimulating effect on the CRH production in

the placenta. However, the exponential rise of

CRH does not lead to an overstimulation of the

maternal HPA axis, because CRH is bound to the

CRH-binding protein (CRH-BP) thereby reduc-

ing its bioactivity. While maternal plasma con-

centrations continue to rise with progressing

gestation, approximately 30 days before birth

CRH-BP levels suddenly drop by about 50%.

The result is an abundance of free bioactive

CRH and a cascade of reactions is triggered lead-

ing to the onset of labor and delivery. Findings

have linked higher CRH levels in early gestation

with a higher risk for preterm delivery. When

a certain level of CRH is reached during preg-

nancy, the onset of parturition (i.e., the process of

giving birth) is activated. It has therefore been

suggested that CRH functions as a placental

clock.

Although gestation induces profound changes

of the maternal HPA axis, the circadian rhythm is

nevertheless maintained during pregnancy.

After delivery, the placenta is expelled from

the body and maternal cortisol levels return to

normal. The state of hypercortisolism is followed

by a temporary suppression of the CRH secretion

from the hypothalamus.

The Interaction Between the Maternal
HPA Axis, the Fetal HPA Axis, and the
Placenta

In early gestation, a negative feedback mecha-

nism regulates the HPA axis of the fetus. Later,

however, placental CRH enters into the fetal

circulation through the umbilical vein and

begins stimulating the fetal HPA axis. In addi-

tion, maternal cortisol is to a certain degree

additionally able to cross the placenta and stim-

ulate the fetal HPA axis. One third of fetal cor-

tisol levels are ascribed to maternal levels. Fetal

cortisol finds its way through the umbilical arter-

ies back into the placenta and stimulates the

production of placental CRH. Thus, by the end

of gestation a positive feedback loop is

established. The resulting massive increase of

cortisol in the fetus is necessary for the devel-

opment and maturation of fetal organs, such as

G 862 Gestation



the brain and the lungs. An overexposure to

glucocorticoids can, however, have detrimental

effects on the fetus.

The ANS During Gestation

Maternal blood volume begins to increase during

the first trimester. At 32–34 weeks of gestation, it

can reach levels of up to 45% above the pre-

pregnant values. This expansion in blood volume,

also called hypervolemia, results from an increase

in plasma and red blood cell volume. It serves the

functions of meeting the metabolic requirements

of the enlarged uterus, providing enough nutrients

to the placenta and fetus, enabling blood flow back

to the heart when the mother is in a supine or erect

position, and protecting her from excessive blood

loss at delivery.

During gestation, the resting heart rate is

increased by approximately 10 beats per minute

and from week 5 there is an increase in cardiac

output. The increase in cardiac output is caused

by this heart rate acceleration and a decrease in

systemic vascular resistance. The latter originates

from a vasodilatory effect of progesterone and

prostaglandins. Correspondingly, arterial blood

pressure gradually falls. After reaching a nadir

at 24–26 weeks, these levels begin to rise again

until delivery.

In late gestation, the uterus pushes against the

pelvic veins and the inferior vena cava aggravat-

ing venous return from the lower body. As

a result, heart rate, cardiac output, and blood

pressure are influenced by the body position.

Conflicting findings have been reported

concerning epinephrine and norepinephrine that

range from no changes to decreased or even

increased levels during gestation. The diurnal

rhythm of epinephrine and norepinephrine, how-

ever, seems to be preserved.

With regard to heart rate variability (HRV),

the high frequency component reflecting the

parasympathetic branch of the ANS seems to

be decreased in comparison to nonpregnant

women, while the low frequency component

representing the sympathetic branch seems to

show no differences. Findings indicate no

alterations in the balance between the sympa-

thetic and parasympathetic branches during

gestation.

Stress Reactivity

Maternal stress and anxiety during gestation is

related to dysregulated physiological stress sys-

tems as well as pregnancy complications. In

order to better understand this association, it is

essential to examine the acute maternal stress

response of the HPA axis and the ANS under

controllable circumstances. In studies using

standardized laboratory stressors (the cold pres-

sor test, the mental arithmetic test, or the Stroop

color-word test) comparing nonpregnant and

pregnant women, the physiological stress reac-

tivity of pregnant women appears to be increas-

ingly attenuated with progressing gestation. It

has therefore been assumed that pregnant

women become less sensitive to the impact of

stress with advancing gestation. Similar results

have been found in studies using the Trier

Social Stress Test and the cortisol awakening

response, the latter of which measures the stress

response in a more natural but nevertheless

standardized setting.

Emerging findings indicate that psychologi-

cal factors can alter the stress response of the

HPA axis and ANS during pregnancy, provid-

ing new insight on how maternal prenatal stress

may affect the course of gestation, fetal devel-

opment, and maternal and child well-being

after birth.

Medical Complications During Gestation

Women suffering from obstetric complications

often experience anxiety about their own well-

being and that of their unborn child. These

women can benefit greatly from psychological

health treatment.

Following are a few common medical compli-

cations during gestation:

• Fetal growth restriction is defined as fetal

weight that is at or below the 10th percentile
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for gestational age. Intrauterine growth

restriction (IUGR) is an often-used synonym.

• Gestational diabetes describes a form of dia-

betes (high blood sugar) that begins (or is

diagnosed for the first time) during gestation.

The high blood sugar usually returns to normal

levels after delivery.

• Gestational hypertension occurs when the

maternal blood pressure rises rather than falls

during the second (or third) trimester of ges-

tation. In some cases, it may be a sign of

beginning preeclampsia.

• Preeclampsia is characterized by (a) an

increased blood pressure, (b) edema, and (c)

an excess of proteins in the urine. It can

develop after the 20th week of gestation.

• The HELLP syndrome is thought to be

a severe manifestation of preeclampsia. The

acronym stands for hemolysis (H; breakdown

of red blood cells), elevated liver enzymes

(EL), and low platelet count (LP). It is

a syndrome with a series of symptoms such

as headaches, nausea and vomiting, abdomi-

nal pain, increased blood pressure, and visual

problems.

• Hyperemesis gravidarum is severe, persistent,

and uncontrollable nausea and vomiting dur-

ing gestation that may lead to weight loss,

electrolyte disturbance, and dehydration.

This condition is not to be confused with

morning sickness which occurs in many preg-

nant women.

• Spontaneous abortion (miscarriage) is defined

as the involuntary loss of the fetus before

20 weeks of gestation. Over 80% of spontane-

ous abortions occur during the first 13 weeks

of gestation. Many women do not realize that

they are pregnant when this occurs. Both

mother and father often experience feelings

of bereavement and grief. Psychological inter-

ventions can help here as well.

• Preterm birth defines a birth before 37 weeks

of gestation. Studies have associated preg-

nancy anxiety, prenatal depression, and

chronic stress with preterm birth and low

birth weight (which is defined as birth weight

of 2,500 g or less).

Psychosocial and Behavioral Factors
Influencing Gestation

Psychosocial and behavioral factors can have

a strong influence on the course of gestation and

have been associated with pregnancy complica-

tions and birth outcome. While the detrimental

influence of poor health behavior such as

smoking, alcohol and drug abuse, malnutrition,

inadequate weight gain, and physical strain are

well established, the negative impact of psycho-

social stress has recently received increased

attention.

Psychological Maladaptation During
Gestation

Although pregnancy is ideally expected to be

a happy experience in life, adapting to the phys-

ical, hormonal, psychological, social, and socio-

economic changes can be challenging. Gestation

is, therefore, also a vulnerable phase that can be

sufficiently stressful to cause psychological mal-

adaptation. A Swedish study found that every

fourth pregnant woman expressed considerable

fear of childbirth. Other studies have reported

no heightened or even a decreased risk of mental

problems in pregnant women compared to

nonpregnant women. All in all, the prevalence

rates show inconsistent results depending on the

country or region in which the study was

conducted, the measuring instruments used,

whether psychiatric disorders or psychological

symptoms were examined, or how the investi-

gated time period was defined (during pregnancy

only, postpartum only, or both combined), among

other factors. For example, a report of the World

Health Organization (WHO) and the United

Nations Population Fund (UNFPA) in 2008 states

that the prevalence rates of mental disorders dur-

ing gestation tend to be twice as high in low- and

middle-income countries as in high-income

countries.

Several studies have called the attention to

maternal suicide as the leading cause of death

during gestation and the postpartum period with
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significant higher rates compared to nonpregnant

and nonpuerperal women.

Despite the unresolved question whether prev-

alence rates of psychiatric disorders are higher

during gestation or not, there is general consensus

that the rates worldwide are high and that mental

health problems during gestation appear to be

greatly under-identified and untreated.

Examples of possible risk factors discussed in

the literature for psychological maladaptation

and psychiatric disorders during gestation are

adolescent or unwanted pregnancy, an

unsupportive marital or partner relationship, pre-

vious stillbirth, or repeated miscarriages. Also,

women belonging to an ethnic minority seem to

be at an increased risk of experiencing

a depressive disorder during the prenatal or post-

partum period. Further risk factors for psycholog-

ical maladaptation include trauma, domestic

violence, multiple stressful life events, chronic

stress, poverty, and lack of financial resources.

Psychiatric disorders during gestation are

associated with adverse birth outcome and poor

maternal and infant mental health in the postpar-

tum period.

Prevention of Psychiatric Disorders
During Gestation

The fact that psychiatric disorders often remain

unidentified and untreated indicates that much

needs to be done in the field of prevention.

A vital measure would be the correct and early

identification of pregnant woman at risk and

improving access to psychological health treat-

ment. The WHO and the UNFPA suggest includ-

ing prenatal mental health care in general

antenatal care.

Some studies on the impact of partner support

and social support have found a buffering effect of

these factors on anxiety and depressive symptoms

during gestation. Further psychosocial resources

such as self-efficacy and the experience of daily

uplifts seem to attenuate the psychological as well

as physiological response to acute stress in preg-

nant women. In one study, a simple intervention

instructing pregnant women to avoid stress and

increase relaxation in everyday life caused

a decrease in the perception of stress, negative

affect, and morning cortisol levels.

However, broad systematic studies on the

impact of psychological treatment still seem to

be scarce, calling for further research in this field.

Strengthening coping strategies in the preg-

nant woman and enhancing resilience through

behavioral medicine interventions may greatly

reduce maternal stress and prevent related psy-

chiatric disorders and protect the mother and

infant from their detrimental effects.
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Gestational Carrier

▶ In Vitro Fertilization, Assisted Reproductive

Technology

Ghrelin

Yoshiyuki Takimoto

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine,

The University of Tokyo, Bunkyo-ku,

Tokyo, Japan

Definition

Ghrelin is a 28-amino acid peptide that has the

particularity to be octanoylated in the serine in

position 3. Ghrelin is a hormone produced mainly

by the endocrine X/A-like cells of the stomach

submucosa that stimulates hunger. Ghrelin is an

endogenous orexigenic peptide and considered the

counterpart of the satiety hormone, for example,

leptin. Plasma ghrelin is regulated by several fac-

tors. A key regulator of plasma ghrelin level is

food intake. Plasma ghrelin levels increase under

starvation and decrease after meals in response to

an increase of glycemia. Ghrelin stimulates appe-

tite by acting on the hypothalamic arcuate nucleus.

Ghrelin activates the nucleus of tractus solitaries

communicating with ARC through afferent vagal

stimulus in the stomach. Moreover, ghrelin mod-

ulates gastric acid secretion and motility. Ghrelin
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is also secreted in the hypothalamic arcuate

nucleus, where it dose-dependently stimulates

growth hormone secretion.
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▶Leptin
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Glucocorticoids

Mustafa al’Absi

University of Minnesota Medical School,

University of Minnesota, 235 School of

Medicine, Duluth, MN, USA

Synonyms

Corticosteroids; Cortisol; Cortisone

Definition

Glucocorticoids are a group of hormones that

share steroidal structure and affect every tissue

in the body due to the wide presence of their

receptors. As indicated by their name, glucocor-

ticoids have a significant role in regulating the

metabolism of glucose.

Description

Glucocorticoids are released from the adrenal

cortex in response to a cascade of hormonal

events initiated by the release of corticotrophin-

releasing factor (CRF) from the paraventricular

nucleus (PVN). CRF reaches the median emi-

nence of the hypothalamus through the portal

circulation where it then activates the release of

adrenocorticotropic hormone (ACTH) into the

systemic circulation from the corticotrope cells

of the anterior pituitary. Upon reaching the corti-

cal part of the adrenal gland, ACTH stimulates

the synthesis and release of glucocorticoids –

most notably cortisol – in humans.

Glucocorticoids are derived from a common

precursor, cholesterol, formed from circulating

lipoprotein. The formation of cortisol takes

place in the intermediate zone of the adrenal

cortex, an area called Zona fasciculata. About

95% of cortisol is usually bound to corticoste-

roid-binding globulin (CBG), and the remaining

free cortisol enters cells to affect their metabolic

activity. The liver is the main site for cortisol

metabolism, and free cortisol is excreted in

urine. The daily secretory rate of cortisol is

20–30 mg/24 h, and its highest level is obtained

in the morning (10–20 mg/dl) and lowest level

(2–5 mg/dl) is reached in the early evening hours.
Glucocorticoid Receptors. There are two

types of receptors, mineralocorticoid receptor

(MR) and glucocorticoid receptor (GR). MR has

a high affinity for cortisol and is found primarily

in the limbic system. When occupied, MR serves

as the major receptor regulator of normal activity

of the hypothalamic-pituitary-adrenocortical

(HPA) axis. GR is more widespread and has

a lower affinity for cortisol. GR becomes occu-

pied when there are higher levels of circulating

cortisol. When cortisol concentrations are high,

such as during diurnal peaks or under conditions

of stress, this receptor may be up to 60%
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occupied. Because of the wide distribution and

different levels of sensitivity of both types of

receptors, a wide range of peripheral and central

nervous system functions are mediated by their

actions.

Effects of Glucocorticoids

Metabolic Effects. Glucocorticoids exert numer-

ous peripheral effects that lead to changes in

metabolic activities. For example, one of corti-

sol’s main functions in the periphery is to make

energy stores available for use throughout the

body. This happens through multiple processes.

Cortisol increases the expression of the enzymes

that are responsible for a process known as glu-

coneogenesis, and this occurs primarily in the

liver leading to the increased synthesis of glu-

cose. Cortisol also decreases glucose uptake by

cells in muscles and adipose tissues while also

stimulating the release of fatty acids from adipose

tissue leading to further increase in gluconeogen-

esis. The results are a net increase in plasma

concentrations of glucose as well as amino acids.

Immune Effects. As a group of hormones, glu-

cocorticoids are known to suppress the immune

response and are used to suppress inflammation.

These effects take place because glucocorticoids

increase the expression of anti-inflammatory pro-

teins, while they also suppress the expression of

pro-inflammatory proteins. The increased levels

of cortisol in response to stress have been seen as

a mechanism to regulate changes in immune

activity caused by stress. This is consistent with

the hypothesis that stress-related glucocorticoids

activity helps curtail the activity of endogenous

cytokines and other stress-reactive immune func-

tions. This action helps prevent the occurrence of

harmful effects that may be produced by an

unchecked immune response. Because of the

immune suppression effects of glucocorticoids,

they have been used in the treatment of various

conditions that involve increased immune

activity.

Central Effects. Glucocorticoids have a wide

range of effects on central nervous system func-

tions. These central effects are also implicated in

the development of affective disorders. One of

the primary functions of glucocorticoids is regu-

lating their own release. For example, cortisol

regulates its own secretion through its feedback

effects on the pituitary, hippocampus, medial

region of the frontal cortex, and central amyg-

dala. Cortisol action includes modifying CRF

expression leading to reduced release. Cortisol

also decreases secretion of ACTH and pro-

opiomelanocortin (POMC) from the pituitary.

Because it influences gene expression of adren-

ergic receptors, it regulates effects of

catecholamines.

There has been also evidence that cortisol

affects cognitive functions, and studies that

involved blocking glucocorticoids activity lead

to impairment in the recall of emotionally rele-

vant information. It has also been shown that fear

learning associated with high cortisol levels leads

to stronger consolidation of this memory and that

memory performance materials not related to

stress are reduced by glucocorticoids. Studies

have also shown that formation of long-term

memories occurs efficiently when glucocorticoid

levels are mildly elevated. Higher levels or

absence of glucocorticoids using adrenalectomy

was associated with poor formation of long-term

memories. Stress hormones have also been asso-

ciated with reduced retrieval of stored

information.

Research has demonstrated dysregulation in

cortisol release usually characterized by high

basal levels and low sensitivity to cortisol feed-

back in patients with depression. There is also

evidence that antidepressants help restore the

normal pattern of cortisol release. Patients with

depression have greater ACTH and cortisol

secretion, greater free cortisol in urine, and

increased cortisol and CRF levels in cerebrospi-

nal fluid compared with nondepressed controls.

This dysregulation is also evidenced by greater

incidence of escape from a test called dexameth-

asone suppression test, which test the feedback

effects of cortisol on the brain.

Cardiovascular Effects. Glucocorticoids have
various cardiovascular effects. For example,
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cortisol may increase cardiac output by its effects

in enhancing beta adrenergic sensitivity and

increasing the synthesis of epinephrine. The

latter effect is caused by cortisol’s effect in stim-

ulating phenylethanolamine-N-methyltransferase

(PNMT), resulting in increased epinephrine syn-

thesis, and by inhibiting the catabolic actions of

catechol-o-methyltransferase (COMT) on cate-

cholamines. Cortisol may act in the kidneys to

increase the plasma volume by causing a fluid

shift from intracellular to extracellular compart-

ments increasing volume retention, and contrib-

uting to increased stroke volume and cardiac

output. In addition, cortisol increases alpha

adrenergic sensitivity contributing to increased

vascular resistance and leading to increased

blood pressure.

Cross-References
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▶ Stress

References and Readings

al’Absi, M., & Arnett, D. K. (2000). Adrenocortical

responses to psychological stress and risk for hyper-

tension. Biomedicine & Pharmacotherapy, 54,
234–244.

Cahill, L., & McGaugh, J. L. (1998). Mechanisms of

emotional arousal and lasting declarative memory.

Trends in Neuroscience, 21, 294–299.
de Quervain, D., et al. (1998). Stress and glucocorticoids

impair retrieval of long-term spatial memory. Nature,
394, 787–790.

Lupien, J. S., et al. (2009). Effects of stress throughout the

lifespan on the brain, behaviour and cognition. Nature
Reviews Neuroscience, 10, 434–445.

Glucometer

▶Glucose Meters and Strips

Glucose

Michael James Coons

Department of Preventive Medicine, Feinberg

School of Medicine, Northwestern University,

Chicago, IL, USA

Synonyms

Glycemia; Hyperglycemia; Hypoglycemia

Definition

Glucose is a monosaccharide (i.e., simple sugar),

which is an essential form of energy for cells

and organs in the human body. Glucose is an

important carbohydrate that is imperative for the

survival of organisms.

Description

Glucose is the usable form of energy in humans.

Following ingestion, carbohydrates in the

stomach are broken and converted to glucose.

Glucose then passes through the stomach and

enters the bloodstream. Glucose metabolism

triggers insulin secretion from the ß-cells in the

pancreas, which are responsible for endogenous

insulin production. Insulin circulating in the

bloodstream binds to receptors facilitating

the uptake of glucose into the red blood cells.

Glucose can then be used for energy, or converted

to glycogen for storage in the liver, muscles,

and fat. Glucose metabolism is a homeostatic

mechanism that is essential for human survival.

Blood glucose is measured on a continuum.

The normal range of blood glucose is between

4.0 and 7.0 mmol/L, or 82–110 mg/dL. When

concentrations fall below the lower bound, it is

considered to be a state of hypoglycemia (i.e., low

blood glucose). When concentrations surpass the

upper bound of this range, it is considered to be
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a state of hyperglycemia (i.e., high blood glucose).

Among healthy individuals, actions of the pan-

creas maintain blood glucose homeostasis. When

the availability of metabolized carbohydrates is

low, resulting in a decline in plasma glucose con-

centration, the a-cells of the pancreas secrete glu-
cagon. Glucagon is a hormone that facilitates the

conversion of glycogen in the liver, muscles, and

fat to glucose that is released into the bloodstream

to restore euglycemia (i.e., normal blood glucose

concentration). In the presence of excess circulat-

ing blood glucose, resulting in a state of hypergly-

cemia, insulin is secreted from the ß-cells of the

pancreas to facilitate glucose uptake and conver-

sion to glycogen for storage. Disruption of this

metabolic process is a hallmark feature of diabetes

(i.e., type 1 diabetes mellitus, type 2 diabetes

mellitus, gestational diabetes mellitus).
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Glucose Meters and Strips

Janine Sanchez

Department of Pediatrics, University of Miami,

Miami, FL, USA

Synonyms

Glucometer; Point of care testing; Self-

monitoring of blood glucose

Definition

Glucose meter (glucometer) is a medical device

used to determine the approximate level of glu-

cose in the blood. It is used for monitoring at

home and in the hospital. Patients obtain a small

drop of blood using a fingertip lanceting device.

Blood is placed on a disposable test strip, and in

less than 20 s on average, a reading is given. Most

meters are approximately the size of the palm of

the hand. Some meters require the user to manu-

ally enter in a code specific to the test strip. If the

code does not match the strip, then the glucose

reading is inaccurate. The glucose value is

displayed in mg/dl (USA) or mmol/l.

Meters have different features such as mem-

ory, calculation of average sugar, volume of

blood sample required, back light, color, and

size. Some meters allow manual entry of addi-

tional data, such as insulin dose, amounts of car-

bohydrates eaten, or exercise. Some link with

insulin pumps and send the sugar reading directly

to the pump. Information such as all readings for

3 months, average sugar at different times of the

day, and percentage of high or low readings may

be displayed. The software is available for doc-

tor’s offices and patients’ home use.

This information is used to adjust the medical

regimen (primarily insulin) as well as to monitor

adherence. The goal is to obtain tight glucose con-

trol and prevent complications of abnormal glucose

levels. Patientswith diabetes are educated on how to

maintain glucose levels within target limits using

information from blood glucose measurement.
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Glucose Test

▶Oral Glucose Tolerance Test (OGTT)

Glucose: Levels, Control, Intolerance,
and Metabolism

Michael James Coons

Department of Preventive Medicine, Feinberg

School of Medicine, Northwestern University,

Chicago, IL, USA

Synonyms

Glycemia; Hyperglycemia

Definition

Glucose is a monosaccharide (i.e., simple sugar),

which is an essential form of energy for cells

and organs in the human body. Glucose is an

important carbohydrate that is imperative for the

survival of organisms. A homeostatic process

regulates the glucose available in the blood-

stream that is used by the cells and organs of

the body.

Description

Glucose is the usable form of energy for the

central nervous system in humans. Following

ingestion (within 3–4 h), carbohydrates in the

stomach are broken and converted to glucose.

Glucose then passes through the stomach and

gastrointestinal tract into the bloodstream. Glu-

cose metabolism triggers insulin secretion from

the beta cells of the pancreas, which are respon-

sible for endogenous insulin production. Insulin

circulating in the bloodstream binds to receptors

facilitating the uptake of glucose into the red

blood cells. Glucose can then be used for energy

or converted to glycogen for storage in the liver,

muscles, and fat. Glucose metabolism is

a homeostatic mechanism that is essential for

human survival and is influenced by the actions

of a variety of hormones, enzymes, and

substrates.

Blood Glucose Homeostasis

Blood glucose is measured on a continuum.

The normal range of blood glucose is between

4.0 and 7.0 mmol/L, or 70 and 120 mg/dL. When

concentrations fall below the lower bound, it

is considered to be a state of hypoglycemia

(i.e., low blood glucose). Clinically, mild

symptoms include trembling, heart palpitations,

sweating, anxiety, hunger, nausea, and tingling,

whereas severe symptoms include impaired con-

centration, fatigue, confusion, weakness, vision

changes, difficulty speaking, dizziness, or loss

of consciousness. When concentrations surpass

the upper bound of this range, it is considered to

be a state of hyperglycemia (i.e., high blood

glucose). Clinically, mild symptoms include

excessive thirst, excessive urination, fatigue,

itchy skin, and, over time, weight loss. However,

extreme states of hyperglycemia can trigger

a state of ketoacidosis, during which individuals

lose excessive amounts of electrolytes through

urine and sweat that can trigger a myocardial

infarction if untreated.

Among healthy individuals, actions of the

pancreas maintain blood glucose homeostasis.

When the availability of metabolized carbohy-

drates is low, resulting in a decline in plasma

glucose concentration, the alpha cells of the pan-

creas secrete glucagon. Glucagon is a hormone

that facilitates the conversation of glycogen that

is stored in the liver, muscles, and fat, to glucose,

which is then released into the bloodstream to

restore euglycemia (i.e., normal blood glucose

concentration). In the presence of excess
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circulating blood glucose, resulting in a state of

hyperglycemia, insulin is secreted from the beta

cells of the pancreas to facilitate glucose uptake

and conversion to glycogen for storage. Disrup-

tion of this metabolic homeostatic process is

a hallmark feature of diabetes (i.e., type 1 diabe-

tes mellitus, type 2 diabetes mellitus, gestational

diabetes mellitus).

Glucose Intolerance and Diabetes Mellitus

In the majority of cases of type 1 diabetes mellitus

(T1DM), an autoimmune process destroys the

pancreatic beta cells resulting in insufficient insu-

lin production. With both type 2 diabetes mellitus

(T2DM) and gestational diabetes mellitus (GDM),

the cellular receptors become resistant to the

endogenous insulin produced by the pancreas.

Prior to the onset of T2DM or GDM, individuals

enter a prediabetic state that is characterized by

impaired glucose tolerance (IGT), which is an

intermediate step in disordered blood glucose

metabolism. In such cases, the cellular receptors

become resistant to the insulin produced by the

pancreas, resulting in excess glucose circulating in

the bloodstream. IGT is assessed using the 2-h oral

glucose tolerance test (OGTT). During this proce-

dure, individuals are orally administered 75 g of

a glucose solution. Over the subsequent 2 hours,

their plasma blood glucose is assessed. IGT is

characterized by a 2-h OGTT between 7.8 and

11.1 mmol/L or 140 and 199 mg/dL. If untreated

by adaptive health behavior change (e.g., nutri-

tional therapy, increased physical activity) or

pharmacotherapy, individuals with IGT will typi-

cally progress to a diabetic state. Although the

pathophysiology and underlying mechanisms are

different for the various diabetes subtypes, all

forms of the disease result in chronic hyperglyce-

mia if untreated.

Blood Glucose Management

Among individuals with diabetes, blood glucose

control is influenced by four health behaviors

including dietary intake, physical activity, medi-

cation adherence, and self-monitoring of blood

glucose. Specifically, individuals must reduce

their carbohydrate intake, frequently participate

in moderate physical activity (i.e., 150 min per

week, with no more than two consecutive days of

inactivity), adhere to their medication regimen (of

oral medications that aid in blood glucose metab-

olism or of exogenous insulin to overcome their

beta cell deficiency), and regularly self-monitor

their blood glucose before and after meals (partic-

ularly in the context of insulin therapy) to inform

their future decisions to maintain normal blood

glucose levels. Failure to maintain blood glucose

in the normal range increases the risk for develop-

ing serious short-term and long-term complica-

tions associated with this disease process.

A1C is considered to be the “gold standard”

measure of blood glucose control. It provides an

index of the mean blood glucose levels over the

previous 90–120 days. A1C is assessed through

a blood sample that is analyzed in the laboratory.

Over the 120-day life span of red blood cells,

glucose molecules bind to hemoglobin in the

red blood cells to form glycated hemoglobin.

A concentration of glycated hemoglobin in

the red blood cells reflects the average level of

glucose that the red blood cells have been

exposed to during its life span. This glycated

hemoglobin is then expressed as a percentage.

Optimal A1C is considered to be �6%. Higher

A1C is indicative of worse glycemic control.

Failure to maintain A1C �6% has been shown

to increase the risk of developing serious vascular

pathology and premature mortality. Specifically,

poor blood glucose control (A1C �6%) can lead

to blindness, renal failure, pain and loss of sensa-

tion in the extremities, myocardial infarctions,

cerebrovascular accidents, and amputations.

Following the assessment of individuals’ A1C,

these data are then used to inform clinical deci-

sion-making regarding pharmacotherapy and

self-management practices.

Blood glucose metabolism is a complex

homeostatic process. Various states of metabolic

dysregulation can occur that require intensive

pharmacological and behavioral intervention.

Failure to achieve and maintain normal blood

glucose levels can result in short-term and

long-term complications and potentiate serious

morbidity and premature mortality.
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Glycated Hemoglobin

▶Glycosylated Hemoglobin

▶HbA1c

Glycemia

▶Glucose

▶Glucose: Levels, Control, Intolerance, and

Metabolism

▶Hyperglycemia

Glycemia: Control, Load-High

Michael James Coons

Department of Preventive Medicine, Feinberg

School of Medicine, Northwestern University,

Chicago, IL, USA

Synonyms

Glucose; Hyperglycemia

Definition

Glycemia refers to the concentration of glucose

circulating in the blood plasma. Glycemia is

influenced by a metabolic homeostatic process.

As carbohydrates are ingested, they are

broken down and converted to glucose, which

then enter the bloodstream. Glycemia is mea-

sured on a continuum. The normal range of

blood glucose is between 4.0 and 7.0 mmol/L,

or 82 and 110 mg/dL. Glycemia can be assessed

in the laboratory using antecubital venipuncture,

either in a fasting or nonfasting state. Among

patients with diabetes, glycemia may also be

assessed by using portable glucometer. With

such devices, individuals lance their fingertip to

acquire a droplet of blood from the capillaries in
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the fingers. The blood droplet is placed on a test

strip that is inserted into the device for analysis.

These meters provide cross-sectional data on

the state of glycemia at a single point in time.

However, these devices do not provide data on

glycemic variability. For individuals with diabe-

tes receiving insulin therapy, recent technologi-

cal advances have resulted in the development of

continuous glucose monitoring systems (CGMS)

that provide a virtually continuous assessment

of glycemia. These devices are worn on the

abdomen and wirelessly transmit to the receiver

(a pager-like device worn on the belt). The

abdominal sensors sample the interstitial fluid at

a rate of once every 5 s and provide an average

blood glucose concentration over a period of

several minutes. Although data from CGMS are

less accurate than plasma blood glucose, these

devices provide information on blood glucose

variability that would otherwise be unavailable

outside of the laboratory setting. For the surveil-

lance of diabetes self-management outcomes,

individuals can provide a blood sample for A1C

analysis. A1C is collected by a venipuncture

in the medical clinic. It provides an index of

the mean level of glycemia over the previous

90–120 days. Optimal A1C is considered to be

�7%. Higher A1C is indicative of worse glyce-

mic control and places individuals at risk of seri-

ous long-term vascular complications. A1C is

considered to be the “gold standard” measure of

achieved blood glucose control among patients

with diabetes.
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Glycemic Index

▶Low Glycemic Index

Glycosylated Hemoglobin

Luigi Meneghini

Diabetes Research Institute, University of

Miami, Miami, FL, USA

Synonyms

A1C; Glycated hemoglobin; Glycosylated hemo-

globin; Hemoglobin A1c

Definition

HbA1c, or glycosylated hemoglobin, is a mea-

sure of how much glucose is irreversibly bound

(glycated) to hemoglobin, and can be used to

assess the degree of exposure to glycemia in the

preceding 2–3 months (corresponding to the life

span of the red blood cell where hemoglobin is

contained). In a person with normal blood glu-

cose levels, the amount of glycated hemoglobin is

around 4–6%, representing an average blood glu-

cose level between 70 and 120 mg/dl. In individ-

uals with diabetes, HbA1c can be measured every

3 months with a goal of keeping the value as close

to normal as possible, or at least under 7% inmost

patients. The higher the HbA1c, the greater the

risk over time (usually measured in years) of

developing microvascular complications, such

as diabetic retinopathy, nephropathy, and neurop-

athy. HbA1c remains the best predictor for future

diabetes-related chronic complications that is

available in the clinical setting.

G 874 Glycemic Index

http://dx.doi.org/10.1007/978-1-4419-1005-9_740
http://dx.doi.org/10.1007/978-1-4419-1005-9_1604
http://dx.doi.org/10.1007/978-1-4419-1005-9_1140
http://dx.doi.org/10.1007/978-1-4419-1005-9_759
http://dx.doi.org/10.1007/978-1-4419-1005-9_100004
http://dx.doi.org/10.1007/978-1-4419-1005-9_100702
http://dx.doi.org/10.1007/978-1-4419-1005-9_755
http://dx.doi.org/10.1007/978-1-4419-1005-9_755
http://dx.doi.org/10.1007/978-1-4419-1005-9_100790


Cross-References

▶Diabetes

▶HbA1c

▶Hyperglycemia

References and Readings

Joslin, E. P., & Kahn, C. R. (2005). Joslin’s diabetes
mellitus (14th ed.). Philadelphia: Lippincott Williams

& Willkins.

Goals

▶Meaning (Purpose)

Gonadal Female Hormones

▶Estrogen

Goodness of Fit Hypothesis

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

This term refers to the effectiveness of matching

(fitting) a coping strategy to a situation’s level of

controllability, in relation to adaptation to stress.

This matching was proposed by Lazarus and

Folkman (1984) and Forsythe and Compass

(1987) and is termed the goodness of fit hypoth-

esis (GOFH). According to the GOFH, emotion-

focused coping (EFC) is more adaptive for

uncontrollable and unsolvable situations, while

problem-focused coping (PFC) is more adaptive

in controllable and solvable situations. EFC

includes denial, distraction, relaxation, or, in

negative forms, catastrophizing. In contrast,

PFC includes defining the problem, suggesting

solutions, and implementing one. The GOFH is

a major issue in the field of stress and coping and

reveals the complexity of the person-situation fit,

in relation to adequate responses to stress.

The GOFH has important implications for

behavior medicine as well. For example, Levine

et al. (1987) assessed levels of denial (an EFC) in

cardiac patients and examined its relation with

recovery indices during hospitalization (acute

phase) and over 12 months after discharge (long

term). Levine et al. found that while greater

denial predicted better short-term prognosis in

hospital, it predicted poorer prognosis in the

long-term. These results can be seen as

supporting the GOFH since during the acute

phase of hospitalization, cardiac patients have

less control over their situation, and hence, the

ability to deny may have reduced stress-related

excessive sympathetic responses, which may

have reduced the risk of further cardiac events.

In contrast, during recovery at home, when mod-

ifying one’s lifestyle is under a patient’s control,

denial would impede such efforts and, thus, prob-

ably contribute to adverse health outcomes.

Another more recent example is the study by

Rapoport-Hubschman, Gidron, Reicher-Atir,

Sapir, and Fisch (2009) that tested the relation-

ship between coping and outcomes in in-vitro

fertilization (IVF). This form of medical treat-

ment “bypasses” women’s hormonal system

and, thus, constitutes a strong example of reduced

control by the patient over the procedure and

outcome. In their study, women with higher base-

line levels of “letting go” (i.e., high EFC) had

a significantly higher chance of being pregnant

than those with lower levels of “letting go” cop-

ing, independent of confounders (age, number of

IVF cycles, and cause of infertility). While not all

studies have supported the GOFH, it has received

quite a bit support, and it has important implica-

tions for teaching stress management. Specifi-

cally, people can learn to first appraise whether

a situation is controllable or solvable or not and

then choose to use EFC or PFC. Importantly,

Forsythe and Compass (1987) also found that

people with both types of coping adapt the best,
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suggesting that people need to learn both EFC

and PFC, and know when to use or perhaps com-

bine both forms of coping strategies. The GOFH

is an important concept and framework in stress,

health, and illness.
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Grade of Activity

▶Activity Level

Graded Exercise

Alexandre Morizio and Simon Bacon

Department of Exercise Science, Concordia

University, Montreal Behavioral Medicine

Centre, Montreal, QC, Canada

Synonyms

Maximal exercise test; Multistage submaximal

exercise test

Definition

Graded exercise testing is a variety of exercise

testing where tests are designed to be

increasingly more difficult as they progress.

A graded maximal exercise test would ideally

progress until the participant reaches a level of

maximal exertion, while a graded (multistage)

submaximal exercise test would progress to

a predetermined point.

While graded exercise tests are typically

administered to determine a participant’s func-

tional aerobic capacity (VO2max), they can also

be used to diagnose certain diseases (primarily

cardiovascular) when used in conjunction with

other diagnostic tools, e.g., electrocardiograms

(ECG), echocardiography, or nuclear medicine

scanners. Graded exercise tests ideally involve

large muscle groups, e.g., the hip and leg muscu-

lature, so as to more accurately determine from

the results the need, delivery, and consumption of

oxygenated blood. As such, the modalities most

commonly used in graded exercise tests are tread-

mills and cycle ergometers. While cycle ergom-

eters generally provide more advantages than

treadmills, such as being less expensive, taking

up less space, and providing more precise ECG

readings due to reduced trunk movement, partic-

ipants tend to attain higher VO2max values when

using treadmills (this is primarily due to the

larger number of muscles which are engaged).

Though less common, it is also possible to con-

duct graded exercise testing on equipment

designed to assess specific muscle groups (e.g.,

arm ergometry) or activities (e.g., rowing

ergometry).

Maximal and submaximal graded exercise

tests have different advantages, and choosing

which type of test to administer will depend on

the parameter to be determined, the equipment

available, and the level of expertise of the test

administrators. For example, maximal graded

exercise tests are more sensitive in the diagnosis

of a number of cardiac problems, though the

participant will need to exercise to the point of

exhaustion. In contrast, a submaximal graded

exercise test will provide a standardized and con-

sistent level of exertion across all participants,
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which can be very useful in a research setting. In

addition, for all exercise testing, it is usually

recommended that a physician be in attendance

or available if a participant is at high risk of

cardiovascular problems.
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Graded Exercise Test

▶Maximal Exercise Stress Test

Graded Exposure
Counterconditioning

▶ Systematic Desensitization

Grave Yard Shift

▶Night-Shift Workers and Health

Gravidity

▶Gestation

Grief

▶Bereavement

▶Grieving

Grief Counseling

Jan R. Oyebode

School of Psychology, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

Bereavement counseling; Bereavement therapy;

Grief therapy

Definition

Grief counseling (also referred to as grief therapy

or bereavement counseling) is the term used for

the nonjudgmental counseling support that is pro-

vided for those who are suffering as

a consequence of a loss through death of someone

close to them. Grief counseling may also be used

to assist with adjustment to a range of losses that

involve a strong element of grief, such as ampu-

tation, loss of role, or loss of one’s home.

Bereavement therapy is a related term and may

be distinguished from bereavement counseling as

being provided for those who are having trouble

adjusting, rather than being provided more

routinely.

Grief counseling developed largely from the

1970s onward to provide support to people fol-

lowing bereavement in the increasingly

fragmented societies of the technologically

developed world, in which the religious rites,
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rituals, and support of more traditional commu-

nities had been eroded. Services have tradition-

ally been provided through professionals,

volunteers, and self-help groups alike. The pro-

cess of counseling offers an opportunity for the

bereaved to express thoughts and feelings to

someone trained and willing to listen, who has

an understanding of the impact of grief.

Raphael, Minkov, and Dobson (2001) distin-

guish four levels of bereavement intervention:

1. Universal primary preventative intervention,

that is, grief counseling being offered to all

who have experienced bereavement with the

aim of facilitating an adaptive response

2. Selective preventive intervention, that is, grief

counseling being offered to those who may be

vulnerable to difficulty in adapting due to the

presence of risk factors related to their prior

life, the nature of the death, or their circum-

stances following the death

3. Indicated preventive intervention, that is, grief

counseling being offered to those who have

unusually high levels of distress or

a disturbing or unusual response, soon after

bereavement

4. Treatment, that is, grief therapy offered to

those with a complicated grief reaction who

present to health services some time after the

index event

Research evidence suggests that carefully

targeted grief counseling at layers 2–4 of this

framework is most effective, since universal pro-

vision may disturb a person’s way of coping

through reliance on their own resources and

nonprofessional networks.

A number of scales have been developed

which can be used to help in the assessment of

whether someone might benefit from grief

counseling (see Neimeyer and Hogan, 2001, for

a useful review).

Where counseling is indicated, it may be

provided at one of a number of levels (group,

family, or individual) and using one of

a number of approaches (e.g., nondirective or

based on enhancing emotion-focused or prob-

lem-focused coping). Several approaches

to level 4 treatment have been evaluated includ-

ing behavior therapy, brief psychodynamic

psychotherapy, hypnotherapy, and self-help.

All appear to be helpful to a modest degree.

This may indicate that nonspecific therapeutic

factors are the key helpful ingredients in grief

counseling or it may reflect individual differ-

ences in response to different approaches. Evi-

dence-based factors to take into account in

providing grief counseling include consider-

ation of personal preferences; family, cultural,

and religious contexts; enabling the person to

reflect on both the past and the future; facilitat-

ing the person’s search for meaning, and

encouraging the person to consider both loss-

oriented (e.g., feelings of grief) and restoration-

oriented (e.g., dealing with the practicalities of

day-to-day life without the deceased) stressors.

Cross-References

▶Death Anxiety

▶Grieving

References and Readings

Lendrum, S., & Syme, G. (2004).Gift of tears: A practical
approach to loss and bereavement counselling
(2nd ed.). Hove: Routledge.

Neimeyer, R. A., & Hogan, N. S. (2001). Quantitative or

qualitative? Measurement issues in the study of

grief. In M. S. Stroebe, R. O. Hansson, W. Stroebe,

& H. Schut (Eds.), Handbook of bereavement
research: Causes, consequences and care
(pp. 89–118). Washington, DC: American Psycho-

logical Association.

Raphael, B., Minkov, C., & Dobson, M. (2001). Psycho-

therapeutic and pharmacological intervention for

bereaved persons. In M. S. Stroebe, R. O. Hansson,

W. Stroebe, & H. Schut (Eds.), Handbook of bereave-
ment research: Causes, consequences and care
(pp. 587–612). Washington, DC: American Psycho-

logical Association.

Worden, J. W. (2001).Grief counselling and grief therapy
(3rd ed.). London: Tavistock.

Grief Therapy

▶Grief Counseling

G 878 Grief Therapy

http://dx.doi.org/10.1007/978-1-4419-1005-9_1580
http://dx.doi.org/10.1007/978-1-4419-1005-9_1337
http://dx.doi.org/10.1007/978-1-4419-1005-9_862


Grieving

Jan R. Oyebode

School of Psychology, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

Bereavement; Grief; Loss

Definition

In a narrow sense, grieving is the term used to

describe the experience and expression of the

emotional state, of sadness, anguish, and pining,

that commonly follows the death of one who was

significant in the life of the bereaved, along with

the somatic, cognitive, and behavioral facets of

this response.

In a broader sense, grieving may be understood

as referring to the whole period of time from first

news of a death, through to a point when reason-

able adjustment has been made; a period which

may encompass a wide range of emotions (includ-

ing numbness, disbelief, fear, anger, guilt, anguish,

and sorrow) and a lengthy process of adaptation.

Description

Bereavement, by definition, is the loss of a person

through death. However, grieving, the emotional

response to bereavement and loss,may start prior to

bereavement (anticipatory grief). Thus, facing

death and issues of bereavement are closely

intertwined.

Grief is often viewed as an individual emo-

tional reaction, and its nature can be understood

using ideas from the psychology of attachment

and bonding, as the individual experiences irrev-

ocable detachment and separation. However,

bereavement affects all who knew a person, and

therefore, families and social networks set the

wider context for grieving and for support, and

religious and cultural factors also influence the

ways that grief is expressed and the way the dead

are mourned and remembered. In some societies

and in relation to some relationships, grief of

a particular individual may not be sanctioned,

this position being named “disenfranchised grief.”

The end point of grief is hard to define with

adaptation to life without the person who has died

having a range of markers. For most people, life

is never the same again, but many people report

elements of growth and development through

grief as well as distress and pain. However,

about 15% of people experience prolonged and

very distressing grief, and this is often referred to

as “traumatic,” “pathological,” or “complicated.”

A number of descriptive and theoretical

frameworks have been used to try and capture

the essence of grief. Parkes, in his seminal

work, described common phases of response dur-

ing the period of time following bereavement,

usually described as (1) numbness, (2) searching

and yearning, (3) disorganization and despair,

and (4) reorganization. It should be noted that

this framework is not intended to be applied rig-

idly to each individual case. A related view that

places premium upon the active nature of grief is

that of “grief work” (Worden). This conceptual-

izes the bereaved as needing to address four par-

ticular tasks: to accept the reality of the loss, to

work through the pain of the loss, to adjust to the

environment in which the deceased is no longer

present, and to emotionally relocate the deceased

and move on with life. In recent years, further

concepts and models have been proposed. The

most predominant at the present time is the dual

process model (Stroebe & Schut, 1999) which

lays emphasis on the concurrent existence of

both loss-oriented stressors (related to the pain

of separation) and restoration-oriented stressors

(related to living life without the deceased) and

considers the necessary oscillation in coping as

the bereaved person responds to both of these

sources of grief, addressing the emotional and
the practical consequences. In addition, there is

a recognition that rather than needing to let go,

continuing bonds with the deceased can be help-

ful, as long as these are symbolic rather than very

literal. It is also recognized that each person has

their own grief narrative and that the process of
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meaning-making is central to “coming to terms”

(Neimeyer, 2000) with grief.

All the frameworks referred to in this entry can

be found in the Handbooks of Bereavement

Research named below.
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Group Interview

▶ Focus Groups

Group Therapy/Intervention

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Group therapy interventions refer to a format of

several individuals taking part in a psychological

intervention aimed at helping them change or

deal with a long-lasting problem they are encoun-

tering, guided by a therapist or counselor. Group

therapies have important advantages and are thus

suitable for several types of problems, mainly

those involving interpersonal issues. These

include, for example, stress management,

a common medical problem (cancer, heart dis-

ease), or addictions. The advantages of group

over individual interventions include vicarious

learning from others, knowing and being

comforted by the fact that others share one’s

difficulties, and practicing in a safe environment

constructive solutions for interpersonal prob-

lems. In behavior medicine, studies have used

such a format to treat cancer patients (e.g., Ander-

sen et al., 2008), cardiac patients (e.g., Gidron,

Davidson, & Bata, 1999), and many other patient

samples. In cardiac patients, one review found

psychosocial interventions to reduce mortality

and cardiac risk factors (Dusseldorp, van

Elderen, Maes, Meulman, & Kraaij, 1999). Such

group interventions can also take place at

a workplace setting, enabling to solve work-

related problems, for the benefit of individual

workers, the team and the workplace as a whole.

Some studies have also begun to identify

patient, therapist, and process variables predic-

tive of positive outcomes following group inter-

ventions. In a unique and large-scale study on 40

groups of 266 Israeli children undergoing group

therapy for emotional and behavioral problems,

child bonding affected group functioning, which,

in turn, affected behavioral outcomes. Similarly,

therapist variables including encouragement and

self-disclosure positively affected outcomes

while challenging negatively affected outcomes

(Shechtman & Leichtentritt, 2010). Thus, group

interventions are an important medium for behav-

ior modification and have been used in medical

and health settings as well.
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Synonyms

Mental imagery; Visualization

Definition

Guided imagery involves a practitioner verbally

leading an individual through the processes of

mentally representing situations in their mind.

The representation can occur in one ormore senses

so that the person (or imaginer) experiences the

sights, tastes, sounds, smells, and feelings associ-

ated with the situation. Details about people,

places, and events can also be included to make

the experience as realistic and vivid as possible.

To aid the process of generating the mental

“images”, guided imagery is usually performed

with closed eyes, in a quiet environment, while

the imaginer reclines in a comfortable position.

Instructions on how and what to image can be

delivered individually or in groups and are

imparted either live or as an audio recording.

Similar to hypnosis or meditation, guided imag-

ery is often combined with music and relaxation

techniques, such as deep breathing or progressive

muscle relaxation, to help clear and focus the

mind in preparation for the imagery.

What is imaged depends on personal prefer-

ence or the technique used, such as Bonny’s

(1980) Method of Guided Imagery and Music

(GIM). The content, however, is predominately

determined by the imager’s desired outcomes or

reasons for using the guided imagery. For exam-

ple, to feel more positive and reduce anxiety,

instructions may direct the person to image

a sense of calmness and therefore feel their

mood improve. For pain sufferers, the imagery

might lead them to focus on numbing and relief

from pain or noxious symptoms. Alternatively,

they might be guided to escape from the pain by

imaging themselves in a pleasant location, such

as a beach or the countryside.

Classed as a complementary alternative med-

icine (CAM), guided imagery is frequently

recommended to cancer patients to help maxi-

mize pain relief in conjunction with pharmaco-

logical regimens; reduce aversion to certain

treatments, such as chemotherapy; manage

stress; aid in relaxation; and to empower patients

to manage issues arising from their treatment. It

has also been suggested that using the power of

your mind to influence psychological and physi-

ological states can help improve the quality of life

and psychological well-being of individuals suf-

fering from respiratory disease (e.g., asthma,

chronic bronchitis, and emphysema), chronic

pain (e.g., fibromyalgia, chronic headaches, and

osteoarthritis), and hypertension. Guided imag-

ery is also recommended as a coping strategy for

perioperative patients and end-of-life palliative

care to reduce anxiety. It has been used to help

increase physical strength and aid in the recovery

of motor function following musculoskeletal

injuries and for individuals with stroke and

Parkinson’s disease. Further, guided imagery
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has been recommended for changing health

behaviors, including physical activity, smoking

cessation, and weight management.

To evaluate its effectiveness, guided imagery

has been compared to standard care practice in

patient populations. For example, an intervention

combining relaxation and guided imagery was

used to improve immune function by asking

patients undergoing surgery for breast cancer to

mentally experience immune cells destroying

cancer cells (Lengacher et al., 2008). The effects

on the immune system were explained by relax-

ation and imagery reducing stress and leading to

the release of neuropeptides and cytokines to

improve the immune response. Despite these

promising results, much of the available research

evaluating the effectiveness of guided imagery

for use with patients suffers from poor, inconsis-

tent methodologies combined with small samples

that make the efficacy of guided imagery difficult

to compare across studies. However, a review of

six randomized clinical trials by Roffe, Schmidt,

and Ernst (2005) indicates that guided imagery

can be psychology supportive and increase com-

fort of cancer sufferers but not improve their

physical symptoms, such as nausea and vomiting.

A more recent five-study review by King

(2010) found some support for the use of guided

imagery as an aid in alleviating the pain associ-

ated with cancer. When guided imagery is effec-

tive in controlling pain, it seems to provide

patients with a source of distraction from the

discomfort or serve to stimulate their relaxation.

However, the pain characteristics of certain

patients (i.e., the intensity of the pain) may

make it difficult for them to image, which could

explain why the technique is not always effective

in managing pain (see Kwekkeboom, Hau,

Wanta, & Bompus, 2008).

Another barrier is individual differences in

the ability to create and control vivid images.

Although everyone has the ability to image,

there is considerable variability from person to

person. Those who are more proficient in gener-

ating, transforming, and maintaining images

will more likely benefit from imagery interven-

tions. To identify who would be most helped, the

Imaging Ability Questionnaire (IAQ) was

developed by Kwekkeboom (2000) as a valid

and reliable screening tool for cancer patients.

The IAQ measures the ability to generate vivid

images using various senses and to be involved

or engaged in the imagery experience. Similar

questionnaires have been developed for specific

use with other clinical populations, such as the

Kinesthetic and Visual Imagery Questionnaire

(KVIQ; Malouin et al., 2007), to measure motor

imagery ability in individuals with physical

impairments. Although termed “ability”, it is

also important to note that individuals become

more proficient at imaging following instruction

and practice. Those who score low on imagery

ability questionnaires therefore might first need

training exercises to improve their skills of

imaging before receiving a guided imagery

program.
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Synonyms

Habitual automaticity

Definition

A habit can be defined as a learned behavioral

response to a situational cue. The repeated per-

formance of a behavior in a specific context leads

to the development of a behavioral habit that is

triggered by features of the environment that

have covaried frequently with past performance

of the behavior. Such features of the environment

might include performance locations, preceding

actions in a sequence, the presence of particular

people, or an internal thought or feeling. As

a consequence of repetition in the same cue-

contexts, a habit becomes capable of being trig-

gered directly by perception of the cue. This is

referred to as cue contingent automaticity.

A person might experience his or her habit as

something “I cannot help doing.”

Habit strength is a function of the frequency

with which an action has been repeated in

a stable context and has acquired a high degree

of habitual automaticity. Verplanken and Orbell

(2003) developed and validated a metacognitive

12-item instrument to measure habit strength,

the Self-Report Habit Index (SRHI). This is

a generic instrument that asks respondents

whether their performance of a target behavior

occurs frequently; requires conscious aware-

ness, thought, and effort; and is difficult to

control.

From an empirical perspective, stronger habits

are associated with heightened attention to cues

associated with the performance of a habit and an

increased likelihood of making an action slip

when the cue is detected (Orbell & Verplanken,

2010). Removal of the cue (e.g., by changing

one’s environment) disrupts the performance of

a previous habit (Wood, Tam, & Guerrero Witt,

2005). Strong habits also disrupt the ability to

enact a counterhabitual intention. Strong habits

may be useful in health contexts where, for exam-

ple, good adherence is required and may be
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promoted by interventions that promote repeti-

tion in stable contexts (Orbell & Verplanken,

2010).
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▶Hospital Anxiety Depression Scale

Hamilton Anxiety Rating Scale
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Definition

The Hamilton Anxiety Rating Scale (HAM-A) is

a widely used 14-item clinician-administered

rating tool in the public domain used to measure

the severity of anxiety symptoms among individ-

uals previously diagnosed with anxiety disorders

(McDowell, 2006). The HAM-A was originally

developed byMax Hamilton in 1959 as an assess-

ment tool to evaluate anxiety symptoms among

people diagnosed with “anxiety neurosis.” Since

that time, anxiety neurosis has been reconcep-

tualized and the HAM-A is used among individ-

uals with a variety of anxiety disorders (panic,

phobia, and generalized) (McDowell, 2006).

The 14 items reflect 13 categories of anxiety-related

symptoms including anxious mood, tension,

fear, insomnia, intellectual/cognitive symptoms,

depressed mood, general somatic (muscular and

memory symptoms), cardiovascular, respiratory,

genitourinary, and gastrointestinal symptoms, with

one item capturing the rater’s assessment of behav-

ioral symptoms. The HAM-A takes approximately

15–30min to administer and score and contains two

subscales – psychiatric anxiety (psychological dis-

tress) and somatic anxiety (physical symptoms of

distress) (Hamilton, 1959).

The HAM-A is not designed to be used as

a diagnostic tool and has poor discriminant valid-

ity between anxiety disorders and depression.

Instead, it is a standard primary outcome measure

used to asses the efficacy of clinical interventions

for DSM-IV anxiety disorders – most commonly
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generalized anxiety disorder – within psycho-

pharmacologic randomized controlled trials and

psychotherapeutic clinical trials (Roemer, 2001).

It also used for monitoring anxiety symptoms

during treatment. The severity of the item is

determined on a five point scale (0 ¼ not present,

4 ¼ severe). A computerized version as well as

a pen-and-paper format is available (Kobak,

Reynolds, & Greist, 1993), and a structured inter-

view guide has also been developed to standard-

ize its administration (SIGH-A), as its

administration is not predefined in the initial

instrument (Williams, 1988). A six-item abbrevi-

ated scale capturing psychic anxiety, tension,

restlessness, inability to relax, startle response,

worry, and apprehension called the Clinical

Anxiety Scale was also proposed by Snaith,

Baugh, Clayden, Husain and Sipple (1982). The

HAM-A has also been translated into several

languages, including Spanish, German, and

Polish (Roemer, 2001).
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Definition

The Hamilton Rating Scale for Depression or

Hamilton Depression Rating scale (HAM-D,

HRSD, or HDRS) is a 21-item clinician-

administered multiple-choice measure of depres-

sion symptom severity. The first 17 of the 21 items

contribute to the total score (Hamilton, 1960) and

items 18–21 give additional information not part

of the scale, such as paranoia and diurnal variation

(Hedlund & Vieweg, 1979). Other versions have

been developed, ranging from 7 to 29 items (e.g.,

Hamilton, 1964; Williams, 1988). In all versions,

symptoms are defined by anchor point descriptions

(ranging from 3 to 5 possible responses), which

increase in severity. Clinicians consider intensity

and frequency of symptoms based on patient

response and observations. A score of �7 is

widely thought to indicate remission on the

HAM-D17 (Frank et al., 1991).

The HAM-D was first published in 1960 and

reviewed subsequently (Hamilton, 1964, 1980).

Due to its comprehensive coverage of depressive
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symptoms, strong psychometric properties

(Hedlund & Vieweg, 1979), and the total

score demonstrating high concurrent and

differential validity as well as strong reliability

(Carroll, Fielding, & Blashki, 1973), the HAM-D

is considered by many to be the “gold standard”

of assessing depressive symptomatology.

However, most individual items demonstrate

fair to poor agreement (Cicchetti & Prusoff,

1983). Use of the Structured Interview Guide,

published in 1988, increased the reliability of

the items (Williams, 1988). Self-report and

computerized versions have been developed to

improve the psychometric properties of individ-

ual items (Williams, 2001).

The HAM-D is primarily applied for research

purposes to determine severity of depressive

symptoms throughout treatment and in response

to psychotherapy or antidepressants (O’Sullivan,

Fava, Agustin, Baer, & Rosenbaum, 1997;

Williams, 2001). More specifically, in the area

of behavioral medicine, the HAM-D is used to

measure the severity of depression in people with

comorbid chronic illness. As assessment of

depression can be particularly complicated in

this population due to the co-occurrence of

somatic features of depression and physical

illness, the HAM-D has been criticized for its

sensitivity to somatic symptoms (Maier &

Philipp, 1985; Sutton, Baum, & Johnston,

2004). Consequently, researchers have evaluated

the utility of the HAM-D for assessing depression

in chronic illness. An early study assessing

somatic comorbidity in a sample of elderly

patients found that eight of the HAM-D scale

items rated as positive scores for depression by

psychiatrists were rated by internists as being

related to somatic conditions (Linden, Borchelt,

Barnow, & Geiselmann, 1995). Additionally,

researchers compared depression rating scales in

chronic fatigue syndrome and found that the

HAM-D overestimated the number of depressed

patients (Henderson & Tannock, 2005). Never-

theless, a more recent study evaluated the scale in

depressed participants with multiple sclerosis

and found that the majority of items (12 out of

17) captured depressive symptoms and ade-

quately differentiated from somatic symptoms

(Moran & Mohr, 2005). Results suggest that this

co-occurrence must be considered when using the

HAM-D in behavioral medicine settings.
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Definition

This term refers to a common measure used

often in rehabilitation medicine to determine

the maximum forearm muscular isometric

strength. Given that muscle strength has general

characteristics, the handgrip strength test may

often indicate general muscular strength. The

test includes a dynamometer, with a scale in

kilogram, where people are asked to perform

their maximal press with their hand. Different

protocols exist concerning the angle of the arm

and hand in relation to the body, the number of

pressing trials, and the duration of pressure, nor-

mally lasting 3–5 s. This test can be used to

indicate various health factors in different

populations.

A review of the value of the handgrip strength

test in dialysis patients found this test to correlate

with general muscle mass, nutritional status (of

importance in dialysis), and future complications

(Leal, Mafra, Fouque, & Anjos, 2011). A review

of 114 studies in the general population and 71

studies with arthritic patients found a strong

age-related decline in handgrip strength, and

much lower scores among arthritic patients,

suggesting a relationship between inflammation

and performance on this test (Beenakker et al.,

2010). In some pain patients, this test is also

helpful in assessment of their condition. For

example, handgrip strength is lower in patients

with fibromyalgia, and is inversely related to their

levels of pain, fatigue, and stiffness (Aparicio

et al., 2010). This test was used in several cohort

studies to predict risk of death. For example, in

elderly French women, a low handgrip test score

significantly predicted risk of mortality, indepen-

dent of confounders (Rolland et al., 2006).

In patients with congestive heart failure, low

handgrip strength also predicted risk of death,

independent of confounders (Izawa et al., 2009).

Furthermore, handgrip scores also prospectively

predict decline in activity of daily living and in

cognitive performance in the elderly (Taekema,

Gussekloo, Maier, Westendorp, & Craen, 2010).

Thus, the handgrip test is a simple, rapid, and

objective test which provides information on

important physical factors and has predictive

validity in relation to functional, cognitive, and

vital status measures.
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Happiness

▶Well-Being: Physical, Psychological, Social

Happiness and Health

Sarah D. Pressman1 and Emily D. Hooker2

1Department of Psychology, University of

Kansas, Lawrence, KS, USA
2Department of Psychology and Social Behavior,

University of California, Irvine, Irvine, CA, USA

Synonyms

Physical well-being; Positive affect; Positive

emotion; Subjective well-being

Definition

Positive emotions (including happiness) arise

as the result of pleasurable engagement with

the environment and may present themselves

in a variety of forms (e.g., enthusiasm, calm, con-

tentment). Traditionally, physical health is defined

as the objective absence of disease or illness, but

can also include perceptions of wellness.

Description

While the concept that happiness is tied to better

health is not novel and is widely accepted by the

public, the research in this area remains in its

infancy. Due to the surge of interest in positive

psychology over the last decade, researchers are

beginning to unveil the predictive and protective

effects of positive emotions on health. There

are however many remaining critical research

questions. This section will focus on the most

robust and striking findings in the literature on

positive emotions and physical health, in addition

to a brief discussion on some of the important

methodological concerns for the field.

What Is Positive Affect?

While there is some debate in the literature as to

what adjectives and precise feelings make up

positive affect (PA), it is typically considered to

be the general positive emotions or feelings (e.g.,

happiness, enthusiasm, calm, or contentment)

resulting from pleasurable interactions with the

environment. These feelings may persist for long

periods of time and define an individual’s general

disposition (often called trait PA) or they may be

transient moments of emotion that last for

minutes or days, typically referred to as state

PA, positive mood, or emotion (emotion being

the shorter lasting of the two). Research on PA

and health primarily focuses on trait PA given

its more likely long-lasting effects on physical

well-being; however, on occasion, studies will

assess the effects of state PA (commonly assessed

via a one-time mood assessment asking questions

like “How happy are you this week?”). While

shorter time assessments of positive feelings

are less likely to influence long-term health

outcomes, they are known to have transient

effects on physiology and are highly correlated

with dispositional measures of PA.

Measuring Positive Affect

PA is most frequently assessed via self-report

scales asking about the frequency, duration, or

intensity of positive feelings. There are a host of

different scales to do this with wide discrepancies

between them. In the health field, the most

frequently used multi-item tool is the 20-item

Positive and Negative Affect Schedule

(PANAS), which assesses affect by having

individuals rate the degree to which each emotion

word (e.g., enthusiastic or irritable) describes

their typical mood with flexibility in the assessed

time period covered. This scale focuses on

aroused emotions and is therefore not useful for

individuals interested in assessing the health

impact of low-energy states (e.g., calm).

There are however many other mood adjective

checklists that include low-arousal emotions such

as those using Circumplex Models of Emotion

(Russell, 1980), which includes measures of both

arousal and valence, or the extended 60-item

version of the PANAS (the PANAS-X)
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(Watson & Clark 1999). Studies have also

utilized single-item questionnaires (e.g., “Are

you happy?”), confederate report, positive items

drawn from other scales (e.g., depression

measures), or even autobiographical writing

samples. Given the known high levels of social

desirability and response bias to emotion scales,

future research would benefit from greater use of

unobtrusive and non-self-report methodologies to

determine an individual’s level of PA. One other

critical measurement concern relates to the role

of negative affect (NA) in the PA health associa-

tion. At the trait level, PA and NA are often

weakly correlated; however, they are sometimes

considered to be opposite ends of the same

spectrum by many researchers. It may be the

case that benefits of PA on health are simply

attributable to the absence of NA. The majority

of studies do not test for the independence of

these affect variables in relation to their health

impact; however, those that do frequently report

that PA is beneficial to health irrespective of NA.

Also critical is to better understand what types

of PA are beneficial to health. Given the

divergent physiological impacts of high- versus

low-arousal emotions (e.g., ecstasy versus relax-

ation), it is not unrealistic to anticipate

differential health results. Nevertheless, this is

rarely considered and frequently unmeasured

due to the choice of affect items within scales.

Associations Between Positive Affect and

Health

In their major review, Pressman and Cohen

(2005) evaluated the results of over 150 studies

on PA and health and physiological outcomes.

They consistently found that greater PA was

associated with increased longevity in individ-

uals older than 55, in studies with years to

decades of longitudinal follow-up. For example,

in one creative study by Danner, Snowdon, and

Friesen (2001), autobiographical writing samples

from 180 young nuns entering the convent were

coded for positive and negative emotion word

usage. At a 50-year follow-up time point,

researchers found that nuns who used higher

levels of positive words lived almost 11 years

longer than their counterparts who used the

fewest positive emotion words. This finding was

not attributable to negative word usage. Similar

results have been demonstrated in multiple

studies of healthy, community-dwelling older

individuals revealing that those individuals who

report greater amounts of PA at baseline live

years longer than their less positive counterparts.

There is also consistent evidence that positive

emotions are protective against a multitude of

morbidity outcomes including decreased falls

and injuries, reduced heart attack and stroke

incidences, fewer hospitalizations for coronary

complications, and improved pregnancy out-

comes. An exemplary example of this is the

viral challenge work of Cohen, Doyle, Turner,

Alper, and Skoner (2003). In this study, PA

(determined via interviews averaged over several

weeks) was found to prospectively predict the

decreased likelihood of developing an objective

cold (and cold symptoms) after being experimen-

tally exposed to a novel virus. These results were

independent of the influence of trait NA, which

was only tied to the perception of having a cold as

opposed to actual incidence. This finding was

replicated, in that positive emotion styles

predicted fewer objective flu cases and fewer flu

symptoms reported when the flu virus was exper-

imentally administered.

Additional findings from the literature gener-

ally show that cross-sectionally, individuals with

higher PA report fewer symptoms and generally

feel better. What remains unknown is whether

this is a true physiological process (e.g., altered

opioid levels) or whether PA simply leads to

altered attention to or perception of symptoms.

Similarly, it may also be true that feeling of

health lead to greater positive emotion. Most

studies to date do not address these mechanistic

and directional questions.

Finally, survival studies of diseased patients

have provided some indication that PA may lead

to improved health outcomes, but not in every

circumstance. Research on those with early-stage

life-threatening diseases (e.g., HIV, stage I–II

breast cancer) indicates that PA may lengthen

life. This may be due to physiological changes

(outlined below) or due to greater adherence to

treatments and/or positive behavioral changes,
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but these mediators have not been thoroughly

evaluated. To date, there is little and mixed

evidence regarding the effects of PA in late

stage disease (e.g., stage IV breast cancer,

end-stage renal disease). There are several possi-

ble reasons for this: high PA during the end stages

of life may indicate unusual or inappropriate

coping and possible underreporting of important

symptoms. It is also likely that the small physio-

logical changes tied to PA may be too weak to

alter the course of disease in its late stages.

How Could Positive Affect Improve Health?

Pressman and Cohen (2005) proposed two

pathways by which PA might benefit health and

prevent disease. The first is the main effect

hypothesis, which contends that PA influences

health via its positive influences on health

practices, physiological functioning (e.g.,

immune, cardiovascular, endocrine), and social

relationships (also known to have health

benefits). The second theory indicates that PA

may be tied to better health via its beneficial

impact on the stress response. Specifically, it

may ameliorate the negative impact of stress

by altering perceptions of severity, reducing det-

rimental physiological responses, and by helping

individuals build resources (e.g., physical health,

social support) to aid in coping and stress recov-

ery. It is likely that both pathways play some role,

although to date no one has directly contrasted

the pathways in a single study. There is, however,

growing evidence for both types of connections.

Critiques and Future Directions

Future research needs to distinguish what types of
positive factors are most important to health

outcomes and when. To date, most studies focus

on “happiness”; however, there is equally good

evidence for multi-adjective scales in addition to

related positive constructs (e.g., optimism, life

satisfaction). It is also important for researchers

to better understand at what intensity and

frequency positive emotions must be felt to

show real physiological benefits and to what

extent changes are independent from negative

feelings. There is also a need to better understand

the mediators of the PA health association and to

have studies that prospectively test both health

and physiological pathways together. Finally, it is

an exciting notion to consider the possibility that

PA-inducing interventions might improve health

in a meaningful fashion, but it is too soon to

determine whether or not these types of studies

have robust effects.

General Conclusions

Happiness and other positive emotions have been

linked to a greater lifespan, reduced disease

susceptibility, improved health perceptions, and

better outcomes for those with early-stage dis-

eases. Meanwhile, researchers continue to explore

the extent to which positive emotion can be

beneficial, when it is most important in disease

prevention and treatment, and finally the

mechanisms by which it is most helpful.
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▶ Salutogenesis

▶Williams LifeSkills Program

Hardiness and Health

Deborah J. Wiebe

Division of Psychology, Department of

Psychiatry, Southwestern Medical Center,

University of Texas, Dallas, TX, USA

Synonyms

Personality hardiness

Definition

Hardiness is a personality construct composed of

three traits – control, commitment, and challenge

– that are theorized to make one resilient in the

face of stress. Individuals high in hardiness tend

to believe and act as if life experiences are

controllable (control), to engage meaningfully

in life activities and to appraise these activities

as purposeful and worthy of investment even in

the face of adversity (commitment), and to view

change in life as a challenge toward growth and

development rather than as a threat to security

(challenge). Based on existential personality

theory, the combination of these characteristics

is believed to provide individuals with the

courage and motivation to cope adaptively with

life stress, thereby buffering its adverse effects on

health.

Description

Hardiness has historical significance because it

played a significant role in the re-emergence of

research examining the relationship between

personality and health, and it foreshadowed the

current positive psychology movement that

focuses on transformation, growth, and resilience

in the face of adversity (e.g., optimism, benefit

finding, posttraumatic growth). Hardiness was

developed by Maddi and Kobasa (Kobasa,

1979; Kobasa, Maddi, & Kahn, 1982) out of

a longitudinal study of executives at Illinois

Bell Telephone who were facing work upheaval

due to deregulation. Executives were studied

before, during, and after deregulation to identify

characteristics of those who remained healthy

and thrived in this time of heightened life stress

versus those who showed signs of strain. Individ-

uals who displayed little strain differed from their

high strain counterparts on the characteristics of

control, commitment, and challenge.

Associations Between Hardiness and Health

Evidence has accumulated across the decades to

suggest that hardiness is associated with lower

levels of physical and psychological strain

following exposure to stress. Higher hardiness

has been associated with lower reports of

physical symptoms and psychological distress in

both cross-sectional and longitudinal analyses.

Such associations have been found across

samples experiencing diverse stressors including
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school-related stress in undergraduates, work-

related stress among business executives,

bus drivers and lawyers, and military personnel

undergoing stressful military procedures.

The characteristics of hardiness have also been

consistently associated with better performance

under stress as revealed in higher GPAs, athletic

performance, and leadership skills.

Research has also examined the biobehavioral

mechanisms by which hardiness may attenuate

adverse responses to stress. There is compelling

evidence that characteristics of hardiness facilitate

adaptive cognitive appraisals in the face of stress.

For example, high hardy individuals make more

positive appraisals when experiencing laboratory-

induced threat, and appraise the same life stressors

as less threatening and more controllable than do

low hardy individuals. Hardiness is also associated

withmore adaptive coping characterized by higher

problem-focused and support-seeking coping, bet-

ter health behaviors, and lower avoidance coping.

Consistent with hardiness theory, these more

positive perceptions of stress and active versus

passive coping strategies have been found tomedi-

ate associations between hardiness and health.

Controversies Regarding Hardiness and

Health Associations

Despite such encouraging findings, numerous

criticisms of this literature have led some

researchers to question the evidence supporting

an association between hardiness and health.

Concerns have centered on: (a) problems with

the measurement of hardiness, (b) problems

with the measurement of health outcomes, and

(c) inconsistent evidence that hardiness “buffers”

the adverse effects of stress.

Measurement of hardiness. Progress in the

field has been hampered by a number of problems

with the measurement of hardiness. First,

the measure of hardiness has gone through

multiple iterations and no standard measure of

hardiness exists. The use of multiple measures

makes it difficult to evaluate findings across

studies. Second, the existing measures have not

consistently supported the three-factor structure

theorized to underlie the hardiness construct,

raising questions about whether hardiness should

be examined as a single composite variable.

Research that has examined the three constructs

individually suggests that control and commit-

ment are more consistently associated with

lower strain than is challenge. No study has

provided compelling evidence that all three

components are necessary to promote adaptive

responses to stress. Third, the items on the initial

hardiness scales were negatively keyed, raising

questions about whether the scale was measuring

the absence of maladaptive traits (e.g., neuroti-

cism) rather than the presence of adaptive traits.

Construct validity studies have demonstrated that

hardiness scores are strongly correlated with

neuroticism, and that some associations between

hardiness and lower strain are reduced or

eliminated when shared variance with neuroti-

cism is statistically controlled. The most recent

version of the hardiness scale – Personal Views

Survey III-Revised (PVS III-R) – appears to have

partially addressed these issues. However, the

psychometric properties of this scale have not

been published in a peer-reviewed journal.

Measurement of physical health outcomes.
Another concern with the hardiness and health

literature is that health outcomes are commonly

measured with self-reported somatic complaints

or other subjective signs of strain, rather than

with objective signs of illness. Such outcomes

are imperfect measures of health; they are heavily

influenced by illness cognition and illness

behavior processes that occur with heightened

distress. The use of such health measures

combined with the overlap between measures of

hardiness and neuroticism have raised concerns

that hardiness-health associations reflect shared

variance with neuroticism. Few published studies

have examined associations between hardiness

and more objective signs of physical health

(e.g., psychophysiological reactivity to stress;

blood pressure; immune function; mortality),

and those that exist have yielded inconsistent

findings.

Evidence of stress buffering. Although

developed in the context of work-related stress,

the question of whether hardiness “buffers” the

adverse health effects of stress is not fully

answered. If hardiness works by buffering stress,
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its associations with health outcomes should be

stronger under high versus low stress conditions,

as evidenced by a statistical interaction between

hardiness and stress. Many studies have not been

designed to test this stress-buffering hypothesis

(e.g., hardiness is often tested among samples

exposed only to high levels of stress), and those

that have provide inconsistent support for stress

buffering. Nevertheless, the consistent finding of

adaptive perceptions of stress noted above

suggests that hardiness may reduce one’s

level of psychological stress even in the face of

objectively similar stressful life events.

Conclusion

The construct of hardiness continues to be studied

in a variety of settings around the world, and

interventions to increase levels of hardiness

have been developed. This recent wave of hardi-

ness research has focused on psychological strain

and performance-based outcomes more than on

physical health outcomes, but may provide

answers to some of these ongoing controversies.
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Definition

Harm reduction is a public health framework

that refers to policies, programs, and practices

that focus on reducing potentially adverse

health, social, and economic consequences

related to engagement in high-risk behaviors.

Harm reduction has been controversial as it

focuses on preventing or reducing harm and

not necessarily on preventing or eliminating

risky behavior. Although it has been used in

many different settings, harm reduction is

most often associated with issues related to

substance use and became a more prominent

framework in the mid-1980s as a public health

response to the HIV epidemic among injection

drug users.

In the field of substance abuse, harm reduction

provides an alternative to abstinence. The harm

reduction framework recognizes that there are

many people who are unable or unwilling to

stop using illicit drugs. Subsequently, it focuses

on reducing the societal and individual harms that

may occur as a result of drug use. Needle

exchange programs are an example of a harm

reduction approach to HIV among injection

drug users. These programs focus on providing

clean syringes so that individuals who continue to

inject drugs do not get infected with HIV.

Through a nonjudgmental approach, education,

and offering clean equipment, the programs

strive to prevent adverse health outcomes

(e.g., HIV infection) among injection drug

users. These programs do not encourage or pro-

mote drug use but instead offer realistic options

to individuals who are unable to quit their drug

use. This framework has been proven to be effec-

tive in reversing and preventing the HIV

epidemic among injection drug users (Des

Jarlais, 2010).

The harm reduction framework encom-

passes multiple levels as policy, environments,

and individual behaviors can all be targeted

and modified to reduce harm. The framework

acknowledges that risky behaviors occur along

a continuum ranging from minimal risk to

excessive risk. The goal is to identify feasible

and realistic options along this continuum that

can be adopted to reduce risk. Instead of

seeking to criminalize or moralize behavior,

harm reduction seeks to meet individuals in

their current situation and identify ways to

reduce the harmful outcomes to society and

the individual that may be a result of engag-

ing in risky behavior. According to a recent

editorial in the International Journal of Drug

Policy, harm reduction started as a public

health strategy informed by social justice and

over time has increasingly drawn attention to

structural issues and the need to reform policy

so that disenfranchised populations can avoid

harm (Stimson & O’Hare, 2010).
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Synonyms

A1C; Glycated hemoglobin; Glycosylated hemo-

globin; Hemoglobin A1c

Definition

HbA1c, or glycosylated hemoglobin, is a mea-

sure of how much glucose is irreversibly bound

(glycated) to hemoglobin, and can be used to

assess the degree of exposure to glycemia in the

preceding 2–3 months (corresponding to the life

span of the red blood cell where hemoglobin is

contained). In a person with normal blood glu-

cose levels, the amount of glycated hemoglobin is

around 4–6%, representing an average blood

glucose level between 70 and 120 mg/dl. In indi-

viduals with diabetes, HbA1c can be measured
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every 3 months with a goal of keeping the value

as close to normal as possible, or at least under

7% in most patients. The higher the HbA1c, the

greater the risk over time (usually measured in

years) of developing microvascular complica-

tions, such as diabetic retinopathy, nephropa-

thy, and neuropathy. HbA1c remains the best

predictor for future diabetes-related chronic

complications that is available in the clinical

setting.
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Definition

Cluster headache, migraine, and tension-type

headache are three major types of primary

headaches. Primary headaches are headaches

with no apparent underlying organic disease

process.

Description

The International Classification of Headache

Disorders, 2nd edition (Headache Classification

Subcommittee of the International Headache

Society, 2004), is a widely used classification of

headaches, and it contains diagnostic criteria

for headaches. Cluster headache, migraine, and

tension-type headache are classified as primary

headaches, and their diagnosis is based on the

pain characteristics and associated symptoms.

Generally, neuroimaging is not necessary for

the diagnosis; however, it is considered to

exclude underlying abnormalities of the brain in

some cases. Assessment of psychosocial aspects

is also important especially in migraine and

tension-type headache because psychosocial fac-

tors can be precipitating and aggravating factors

of headache and headache may affect psychoso-

cial condition.

In these headaches, treatment consists of acute

therapy and prophylactic therapy. Prophylactic

therapy is important because frequent use of anal-

gesics places patients at risk for medication

overuse headache.

Cluster Headache

Cluster headache is a headache which is severe,

strictly unilateral, and orbital, supraorbital, or

temporal in location. Attacks usually occur in

series for a period of weeks or months which is

called a cluster period. Cluster periods are sepa-

rated by remission periods which are usually

months to years. The attack lasts 15–180 min,

and its frequency ranges from once per 2 days

to eight times a day. The attack accompanies

ipsilateral autonomic symptoms such as ptosis,

miosis, lacrimation, conjunctival injection,

rhinorrhoea, nasal congestion, and forehead and

facial sweating. Pain is severe enough to disturb

daily activities, and most patients are restless or

agitated during attack.
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The prevalence of cluster headache is less than

1%, and prevalence is three to four times higher

in men than in women (May, 2005).

Pathophysiological involvement of hypothal-

amus is suggested by time pattern of attacks.

Neurovascular factors are also important.

Acute therapy for cluster headache includes

inhalation of pure oxygen and triptan. Subcuta-

neous injection and nasal spray are preferable to

oral administration. As preventive therapy for

cluster headache, verapamil is established. Lith-

ium, methysergide, and corticosteroids are also

used. Non-pharmacological treatment is gener-

ally ineffective.

Migraine

Migraine is further classified into two major sub-

types: migraine without aura and migraine with

aura.

Migraine without aura is recurrent headache

disorder whose pain is generally unilateral, pul-

sating (throbbing), moderate to severe in inten-

sity, aggravated by daily physical activities, and

accompanied by nausea and/or photophobia and

phonophobia. The attack lasts 4–72 h, and its

median frequency is 1.5 per month. Migraine

with aura is characterized by a complex of revers-

ible focal neurological signs (visual, sensory,

motor, or speech signs) which gradually pro-

gresses in 5–20 min and last for less than

60 min generally before headache. Typically,

headache of the same quality as migraine without

aura follows aura, but sometimes, the quality of

headache is different and even headache can be

absent. Symptoms such as fatigue, difficulty in

concentrating, neck stiffness, sensitivity to light

or sound, nausea, blurred vision, yawning, pallor,

or emotional lability sometimes occur several

hours to 2 days prior to migraine (either with or

without aura), and they are called premonitory

symptoms. Migraine may be aggravated (i.e.,

increased in the severity or frequency in

a relatively long term) by psychosocial stress,

frequent intake of alcohol, and other environmen-

tal factors. An attack may be triggered by men-

struation, chocolate, etc.

Prevalence has been reported to be between

5% and 25% in women and 2% and 10% in men.

Trigeminovascular theory is now a broadly

accepted pathophysiological mechanism of

migraine (Silberstein, 2004). Perivascular tri-

geminal terminals are stimulated by certain

causes and vasoactive substances such as calcito-

nin gene-related peptide (CGRP) are released.

Vessels dilate and neurogenic inflammation

occurs, which leads to pain and accompanying

symptom such as nausea. Central pain modula-

tion is also thought to be involved. Cortical

spreading depression is associated with aura.

Acute therapy for migraine consists of specific

(triptans and ergots) and nonspecific (analgesics)

(Silberstein, 2004). Triptans are 5HT1B/1D recep-

tor agonists and have effects of vasoconstriction

and inhibition of vasoactive substances release

and of neurogenic inflammation. Prophylactic

therapy includes calcium channel blocker, beta-

blocker, ergots, antidepressants, and anticonvul-

sants (Silberstein, 2004). Refraining from drink-

ing alcohol and eating certain foods (chocolate,

cheese, etc.) may also be effective for prevention

of migraine attacks. Relaxation therapy, thermal

and electromyography biofeedback, and cogni-

tive behavior therapy are also used as prophylac-

tic therapy.

Tension-Type Headache

Tension-type headache typically causes pain

which is bilateral, pressing or tightening, and

mild to moderate in intensity, and is not aggravated

by daily physical activities. Although anorexia

may accompany, neither nausea nor vomiting

does. Photophobia and phonophobia can coexist.

Tension-type headache is the most common

type of primary headache, and its life prevalence

estimates range from 30% to 78%, and tension-

type headache is slightly more in women than in

men (Headache Classification Subcommittee of

the International Headache Society, 2004). Its

prevalence is most at 40s (Loder & Rizzoli, 2008).

Increased muscle tension was formerly

thought to be a major cause of tension-type head-

ache; however, now it is thought that peripheral

factor (hypersensitivity to pain in the head and

neck tissue) plays a major role in less frequent

headache (i.e., infrequent and frequent episodic

tension-type headache), while central factor
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(alteration of pain sensitivity in the central ner-

vous system) plays a major role in more frequent

headache (chronic tension-type headache).

Acute therapy for tension-type headache is

analgesics (nonsteroidal anti-inflammatory

drugs (NSAIDs) and acetaminophen). Over-the-

counter analgesics are commonly used. As phar-

macological prophylactic therapy, amitriptyline

is the most widely researched (Millea & Brodie,

2002). With less evidence, other antidepressants

such as selective serotonin reuptake inhibitors

(SSRIs) and tizanidine are considered as prophy-

lactic therapy. Relaxation therapy, electromyog-

raphy biofeedback, and cognitive behavior

therapy are also used for prophylaxis.

Cross-References
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Definition

Psychological management of headache includes

assessment of psychosocial aspects of headache,

screening and treating psychiatric comorbidity,

and application of psychological treatments to

manage pain.

Description

Psychological management of headache has been

researched mostly in tension-type headache and

migraine.

When diagnosing headache, assessment of

psychosocial aspects is also important because

psychosocial factors can be precipitating and

aggravating factors of headache and headache

may affect psychosocial condition. In both

migraine and tension-type headache, 50–80% of

patients report that psychological stress is

a precipitating or aggravating factor of headache

according to some reports. Identifying individual

precipitating or aggravating factors is fundamen-

tal for the prophylaxis of headache. In both

migraine and tension-type headache, anxiety

and depressive mood are reported to be higher

than healthy controls and social activities are also

affected. Overall assessments of those psychoso-

cial conditions are necessary to understand the

burden of headaches.

Comorbidity with mood disorder and anxiety

disorder is also reported to be high in both

migraine and tension-type headache (Holroyd,

2002). In addition, psychiatric comorbidity is

reported to be a possible risk factor for

chronification of headache. Therefore, screening

and treating psychiatric comorbidity is also nec-

essary for headache management.

Representative psychological treatments of

headache are relaxation therapy, biofeedback

therapy, and cognitive behavioral therapy

(Holroyd, 2002).

In tension-type headache, relaxation therapy

in the form of progressive muscle relaxation and

autogenic training, electromyographic biofeed-

back therapy (reducing muscle activity in fore-

head or neck and shoulder muscles), and

cognitive behavioral therapy are used. Although

relaxation therapy alone is suggested to be effec-

tive, it is reported that the percentage of patients
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whose headache was improved was increased

when biofeedback therapy was added. Cognitive

behavioral therapy is also conducted in combina-

tion with other therapies as well as alone. Cogni-

tive behavior therapy increases the effectiveness

of relaxation therapy when it is added to relaxa-

tion therapy.

In migraine, relaxation therapy in the form of

progressive muscle relaxation and autogenic

training, thermal biofeedback therapy (warming

hand), and cognitive behavioral therapy are

generally thought to be treatment options for

prevention of migraine as psychological treat-

ment. However, it is reported that cognitive

behavioral therapy did not appear to enhance

the effectiveness of relaxation therapy or thermal

biofeedback.

In cognitive behavioral therapy, it is

assumed that irrational cognition and maladap-

tive behavior underlie pain, psychological

stress, and mood disturbances and those cogni-

tion and behavior are the targets of interven-

tion. Usually, treatment program comprising

several components is conducted and relaxa-

tion therapy is often included. Treatment aims

at achieving adoptive coping behavior to pain

as well as approaching psychosocial factors.

Psychological treatments have a feature that

they all aim at self-control in common. There

is not any recommendation about which of

these psychological treatment to choose for

specific patients.

Psychological treatment is usually used either

with or without medication. In chronic tension-

type headache, the combination of cognitive

behavioral therapy and tricyclic antidepressants

are reported to possibly improve outcome relative

to monotherapy.

The mechanism of how these psychological

treatments improve headache is still unclear. Pre-

vious studies that showed the effect of psycho-

logical treatment on headache was not limited to

patients with psychiatric comorbidity, and it is

not likely that the improvement of comorbid psy-

chiatric disorders fully mediates the improve-

ment of headache.
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Synonyms

Health phobia; Hypochondriasis

Definition

Health anxiety refers to an excessive concern or

preoccupation about being ill based on the mis-

interpretation of somatic symptoms despite med-

ical reassurance indicating otherwise.

Description

Health anxiety refers to an excessive concern or

preoccupation about the meaning and potential
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consequences of somatic symptoms. Individuals

high in health anxiety are more likely to believe

that their physical symptoms are signs of a seri-

ous disease than their low anxious counterparts

despite medical reassurance indicating otherwise.

Several environmental, biological, and

psychological (e.g., behavioral and cognitive)

factors have been implicated as causes of

health anxiety (Abramowitz & Braddock, 2008;

Kirmayer & Looper, 2006). Evidence from

research examining the environmental anteced-

ents of health anxiety indicate that individuals,

especially females, who have experienced seri-

ous illness as children, suffered the death of

a loved one from a devastating medical condition,

or were victims of physical, sexual, and/or emo-

tional abuse in childhood are at higher risk of

developing health anxiety when compared to

individuals without a history of traumatic expe-

riences (Stein et al., 2004). Another environmen-

tal risk factor is parental modeling of illness

behaviors via observational learning (Mineka &

Ben Hamida, 1998). For instance, children can

learn from overprotective parents that any

somatic symptom is a sign of a serious disease

which can result in the regular use of emergency

and/or primary care clinics to care for nonthreat-

ening symptoms. Finally, informational trans-

mission (e.g., media and Internet) can serve as

a trigger for health anxiety and health anxious-

related behaviors (Abramowitz & Braddock,

2008; Rachman, 1991). Examples of this include

mass psychogenic illness, mass anxiety hysteria,

“Koro” in Southeast Asia, and medical student’s

syndrome.

Family and twin studies suggest that heritabil-

ity may play a role in the development of health

anxiety and hypochondriasis; however, evidence

about the specific genes involved is inconclusive

(Smoller, Gardner-Schuster, & Covino, 2008).

Research on the neurobiological basis of health

anxiety suggests that hyperactivity in the amyg-

dala and limbic regions and an inability of higher

cortical executive areas to inhibit limbic

responses may be involved in initiating and

maintaining anxiety episodes (Martin, Ressler,

Binder, & Nemeroff, 2010). Additionally, neuro-

pharmacological studies have shown that either

decreased inhibitory control utilizing GABA, or

an increase of the excitatory neurotransmitter

Glutamate, or a synergistic combination of both

systems play key roles in the development of

health anxiety. It must be noted, however, that

these neurobiological antecedents are not unique

to health anxiety but rather shared by various

anxiety disorders.

The identification and understanding of

psychological antecedents of health anxiety

have received wide attention from researchers

(Marcus, Gurley, Marchi, & Bauer, 2007). Indi-

viduals high in health anxiety have been found to:

(1) have catastrophic beliefs about their somatic

symptoms, (2) be more sensitive to and aware of

their somatic symptoms (i.e., somatosensory

amplification), and (3) be more likely to interpret

their somatic symptoms as signs of a serious dis-

ease. Health-anxiety beliefs can be elicited by

various triggers such as benign physical symp-

toms, nonthreatening disease, and hearing or

reading about illnesses from different sources

(e.g., friends, media). Once triggered, these

beliefs are responsible for maintaining

a feedback loop that results in automatic hypo-

chondriacal thoughts which, in turn, increase

attention to somatic sensations that may confirm

illness (i.e., confirmatory bias). Increased

somatic vigilance compounded with a confirma-

tory bias help perpetuate health anxiety.

Health anxiety is best understood as a contin-

uum ranging frommild to severe. Although many

people have benign health anxiety, it can become

extreme and result in hypochondriasis, a

somatoform disorder (Faravelli et al., 1997;

Looper & Kirmayer, 2001). The prevalence of

hypochondriasis in the general population (0.2%)

is low, while nonclinical levels of health anxiety

(6%) are more common (Looper & Kirmayer,

2001). To diagnose an individual with hypochon-

driasis, he or she must believe that his/her somatic

symptoms result from a serious disease despite

medical reassurance. These symptoms must last

a minimum of 6 months and cause significant
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distress or interfere with social, occupational, or

other forms of functioning (American Psychiatric

Association [APA], 2000). Hypochondriasis is

typically treated with a combination of cognitive

behavioral therapy and psychotropic medication

(e.g., SSRI, Pimozide, and Clomipramine).

Health anxiety can be assessed with different

tools including self-reports and structured clini-

cal interviews. The most widely used self-reports

include the Short Health Anxiety Inventory

(Salkovskis, Rimes, Warwick, & Clark, 2002),

the Illness Behavior Questionnaire (Pilowsky &

Spence, 1994), and the Health Anxiety

Questionnaire (Lucock & Morley, 1996). Struc-

tured clinical interviews include the Composite

International Diagnostic Interview (World

Health Organization [WHO], 1990) and Struc-

tured Clinical Interview for DSM disorders

(First, Spitzer, Gibbon, & Williams, 1995). Clin-

ical interviews should be used when the goal of

assessment is the diagnosis of clinical levels of

health anxiety.

Cross-References

▶Anxiety

▶Anxiety and Heart Disease

▶Hypochondriasis

▶Neuroticism

▶ Pain Anxiety
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Health Assessment

▶ Physical Examination

Health Assessment Questionnaire

Bonnie Bruce

Division of Immunology and Rheumatology,

Stanford University Department of Medicine,

Palo Alto, CA, USA

Synonyms

Activities of daily life assessment; Disability

assessment; Self-reported patient outcome

measure

Definition

The Health Assessment Questionnaire (HAQ)

was developed three decades ago by James F.

Fries, MD, and colleagues at Stanford University

(Fries, Spitz, Kraines, & Holman, 1980) as

a model of patient-reported outcome (PRO)

assessment for assessing physical function.

Three reviews examined the HAQ’s history, its

reliability, validity, and applicability (Bruce and

Fries, 2003; Ramey, Fries, & Singh, 1995;

Ramey, Raynauld, & Fries, 1992).

The HAQ has been administered globally and

validated in patients with a wide variety of rheu-

matic diseases, HIV/AIDS, and in studies of nor-

mal aging, in diverse disciplines and different

cultures, and in dozens of languages without

impacting reliability or validity with properly

designed adaptations. The HAQ is usually

self-administered. However, it can be adminis-

tered face-to-face or over telephone by a trained

interviewer. Further, the HAQ has been validated

for Internet administration (Bruce, Fries, &

Lingala, 2011). The HAQ is available online

(The Arthritis, Rheumatism, and Aging Medical

Information System, 2011).

The original HAQ was developed using clas-

sical test theory methodology, is sensitive to

change, and a good predictor of future disability

and costs. However, it did not benefit from use of

modern psychometric approaches. Modern

methods, such as Item Response Theory (IRT)

(Embertson & Reise, 2000), which quantitatively

assess item properties, enable development of

more precise instruments (Rose, Bjorner, Becker,

& Fries, 2008).

Recently, items in the HAQ, along with the

SF-36’s PF-10, have undergone extensive

revamping using both classical and IRT methods

as part of the Patient-Reported Outcomes Mea-

surement Information System (PROMIS) (Reeve

et al., 2007). PROMIS is part of the National

Institutes of Health (NIH) Roadmap Initiative

aimed at re-engineering the clinical research

enterprise. Work in PROMIS resulted in

a 20-item revised HAQ and the IRT-derived

PROMIS PF-20, both of which more precisely

measure physical function and are available for

use on the PROMIS website (http://www.

nihroadmap.nih.gov) (US Department of Health

and Human Services, 2011). Investigation of the

psychometric functions showed that instruments

utilizing these items are more patient-centered,

more validly translatable, and have better clarity

in diversely educated groups. In addition, they

also show responsiveness and precision that is
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better than the parent instruments, the original

HAQ and PF-10 (Fries, Krishnan, Rose, Lingala,

& Bruce 2011).
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▶ SF-36
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Health Behavior Change

▶Behavior Change

▶Behavior Change Techniques

▶Behavioral Medicine

▶Health Behaviors

▶Health Communication

▶Health Education

▶Health Promotion and Disease Prevention

▶Lifestyle, Modification

▶ Population Health

Health Behavior Predictors

▶ Psychosocial Predictors

Health Behavior Variables

▶ Psychosocial Variables

Health Behaviors

▶Aerobic Exercise

▶Alcohol Consumption

▶Alcohol Abuse and Dependence

▶Healthy Eating

▶ Illness Behavior

▶Lifestyle

▶Lifestyle, Healthy

▶Meditation

▶Medication Compliance

▶Relaxation: Techniques/Therapy

▶Tobacco Cessation

▶Tobacco Use
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Health Beliefs

▶Beliefs

▶ Illness Cognitions and Perceptions

Health Beliefs/Health Belief Model

Tana M. Luger

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Definition

Rosenstock’s Health Belief Model (HBM) is

a theoretical model concerned with health

decision-making. The model attempts to explain

the conditions under which a person will engage

in individual health behaviors such as preventa-

tive screenings or seeking treatment for a health

condition (Rosenstock, 1966).

Description

Under the HBM, a person’s likelihood for health

behavior is assumed to be related to four main

variables. First, action is more likely if the person

perceives himself to be susceptible to or at risk

for the condition. For example, if Lucy has

a history of breast cancer in her family, she may

see herself as more susceptible to developing

breast cancer, and thus, be more likely to get

a mammogram each year. Second, the likelihood

for action depends on the perceived seriousness

of the condition. Seriousness may be judged

based on the amount of emotional arousal

produced by thinking about the condition as

well as the anticipated physical, social, and

psychological consequences of developing the

condition. For example, Lucy’s mother passed

away from breast cancer so she deems it to be

a serious condition requiring preventative action.

Third, the perceived benefits of performing the

action are considered. Lucy considers the effec-

tiveness of a mammogram in detecting breast

cancer when determining whether to get the

screening. Finally, the perceived barriers of

performing the action are weighed. Lucy knows

that a mammogram can be uncomfortable and

scheduling an appointment is inconvenient. How-

ever, for Lucy, the benefits outweigh the barriers.

Additional modifying variables like age and sex

have been introduced with the assumption that

they influence the above beliefs.

The variables of HBM are intended to measure

a person’s psychological readiness or intentions

to act (Kirscht, 1988), and on the whole, research

has found the HBM to be predictive of people’s

individual health behaviors (Janz &

Becker, 1984). Self-reported susceptibility, ben-

efits, barriers, and severity were shown to be

correlated with health behavior outcomes such

as attending preventative screening, seeking

medical care, and utilizing health clinics.

However, the HBM has been unable to consis-

tently predict adherence to a medical treatment

regimen or terminating an unhealthy behavior

such as smoking (Kirscht, 1988). Additionally,

while the variables of HBM may measure

a person’s individual level of readiness, the

optimal level of readiness for health behavior

change is still unknown.

Further critiques state that HBM ignores

self-efficacy (a person’s belief that he has control

over a particular behavior) which has been

shown to play a large role in behavior change

(Kirscht, 1988). Thus, while the predictive valid-

ity of HBMwith regard to health behaviors seems

firm, the usefulness of focusing only on HBM

factors in interventions has been contested

(Davidhizar, 1983; Kirscht, 1988).

Cross-References
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▶Health Behaviors

▶ Self-efficacy
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Health Care

Peter Allebeck

Department of Public Health Sciences,

Karolinska Institute, Stockholm, Sweden

Definition

Health care is a general term comprising services

provided to improve health in the general popu-

lation as well as to cure diseases and relieve

symptoms in diseased patients. Health care may

denote the organization of services (e.g., private

vs public health care), a facility (e.g., hospital or

health care center), as well as the actual delivery

of care (e.g., to provide health care or to obtain

health care). The term may comprise preventive

services, such as vaccination, and mother and

child care as well as curative services.

Health Care Access

Peter Allebeck

Department of Public Health Sciences,

Karolinska Institute, Stockholm, Sweden

Definition

Health care access is the extent to which patients

and groups have access to health care. It depends

on factors related to general living conditions in

society, and to organization of health services as

well as factors in individuals. General conditions

comprise availability overall of economic

resources and how they are distributed,

manpower for health care, and availability of

health care facilities and transport systems to

reach them. Organization of health services

comprises how they are organized in primary

and secondary care, adequate staff at various

levels, geographical distribution, and insurance

system to cover costs. Factors in individuals

and groups are related to their knowledge about

health care services, capacity to pay for fees and

transport, and knowledge of the language and

other cultural codes needed to access health care.

Health Care Costs

▶Health Economics

Health Care System

Peter Allebeck

Department of Public Health Sciences,

Karolinska Institute, Stockholm, Sweden

Definition

The concept “health system” has been developed

and defined by the World Health Organization

(WHO), and is now widely used internationally

by scientists and policy makers. The WHO

defines health system as “all organizations,

people, and actions whose primary intent is to

promote, restore, or maintain health.” The con-

cept thus includes not only public and private

health care facilities and staff, but also health

insurance organization, water control, occupa-

tional health, and safety legislation. The WHO

has described a health system framework

consisting of six building blocks: Service deliv-

ery; Health workforce; Information; Medical

workforce, vaccines, and technologies, Financ-

ing, and Leadership/Governance.
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Health Care Utilization

Olveen Carrasquillo

Division of General Medicine, Miller School of

Medicine, University of Miami, Miami, FL, USA

Definition

Health Care Utilization is the quantification or

description of the use of services by persons for

the purpose of preventing and curing health prob-

lems, promoting maintenance of health and well-

being, or obtaining information about one’s

health status and prognosis.

Description

Health Care Utilization refers to the use of health

care services. People use health care for many

reasons including preventing and curing health

problems, promoting maintenance of health and

well-being, or obtaining information about their

health status and prognosis.

Utilization is often reported in a variety of

different methods:

1. The number of services used over a period of

time divided by a population denominator

(e.g., in 2008, there were 320.1 ambulatory

Care Visits to Physicians’ Offices per 100

persons living in the USA).

2. The percentage of persons who use a certain

service over individuals eligible for that service

in a period of time (in the USA in 2008, 75% of

all women aged 18 years and over reported

having a Pap smear in the last 3 years).

3. An aggregate number without a denominator

(in 2008, there were 39.9 million discharges

from US hospitals).

Health care utilization can vary by many fac-

tors. Sociodemographically persons at extremes

of age (very old or very young) have higher

health care utilization. Women also have higher

utilization than men, partially explained by need

for obstetric and gynecologic care. By race and

ethnicity, members of minority groups have

lower utilization of certain health care services.

For example, despite a higher burden of cardio-

vascular disease, after adjusting for factors that

predict utilization, African-Americans are less

likely to receive invasive cardiac procedures.

Latinos are less likely to have colorectal cancer

screening tests. By health status, persons with

poorer health have higher utilization.

However, of all the factors that drive utiliza-

tion, perceived need for health care by the patient

is probably the single most important indepen-

dent factor. In addition, since many people may

not fully know how medical conditions are

prevented, diagnosed, or treated, perceived need

also includes the perceptions on what health care

is needed for a particular person by their pro-

viders and others who make health care recom-

mendations to patients. In addition to need, there

are many other factors that also impact utiliza-

tion. Often these are conceptualized as

predisposing, enabling, and need related factors.

Examples of predisposing factors include

a person’s propensity to seek care as well as

cultural norms on health care seeking behaviors.

Ability to pay or health care coverage is the most

important enabling factor. However, other impor-

tant enablers include accessibility and location of

services, language and cultural barriers, and

availability of resources to appropriately provide

such services.

Data on utilization can be gathered and com-

piled from various sources. One is administrative

or claims data collected from those delivering
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health care services or serving as payers of those

health care services (such as insurers). An exam-

ple is data on the number of cardiac catheteriza-

tions performed among Medicare beneficiaries

which can be examined from the Medicare Pro-

vider Analysis and Review (MEDPAR) files.

Data can also be collected from providers using

surveys. An example of this type of utilization

data is the CDC’s National Ambulatory Medical

Care Survey in which a representative sample of

office-based providers are queried to provide data

on health care services delivered over a 1-week

period. Another example is the Nationwide Inpa-

tient Sample containing discharge abstracts from

a 20% stratified sample of US community hospi-

tals (part of AHRQ’s Healthcare Cost and Utili-

zation Project). A limitation of these methods is

that collecting and compiling accurate such data

through these approaches can be resource inten-

sive, particularly in countries with multi-payer

and delivery systems. Also, it will not capture

services delivered outside the health care sector

being sampled. An example is data on alternative

medicine.

Another approach used in many countries to

collect information on healthcare utilization is

through population-level surveys using self-

reported data from patients themselves. In the

USA, examples are the CDC’s National Health

Interview Survey and AHRQ’s Medical Expen-

diture Panel Survey. Since these are based on

patient self-reports, accuracy is always

a concern. Thus, careful attention needs to be

paid in design, collection, and analysis of data

from such surveys so that the data presented is

valid and accurate.

Utilization data is used for a variety of pur-

poses. Cross-sectional data can be used to com-

pare services received across different settings, to

relate provider characteristics to patient utiliza-

tion, to compare utilization rates among subpop-

ulations, and to assess how the health care

delivery system is being used and by whom. It

can provide interested parties with information to

help determine if utilization is appropriate or

inappropriate, high or low quality, and expensive

or inexpensive, and highlight areas that may war-

rant in-depth examination. For example, data on

a higher than expected rate on cesarean sections

or less use of cancer screening tests by certain

population subgroups may highlight areas in need

of attention. Longitudinally, health care utiliza-

tion data is also used to monitor changes in the

use of health care resources and to forecast future

health care expenditures, or as the basis for

projecting future healthcare needs such as facili-

ties, personnel, or supplies.
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Definition

In the context of behavioral medicine, health

communication is best defined as transmission

or exchange of information designed to modify

behaviors related to health. This can be

envisioned broadly to encompass communication

in medical settings (e.g., patient counseling to

increase adherence to regimens), in communities

and populations (e.g., media and community out-

reach campaigns to increase condom use), and in

the political sphere (e.g., internet messaging plat-

forms designed to spur advocacy to influence

policies that affect health).

Description

Modalities include (1) face to face, telephone, and

telecommunicated interpersonal communication

between individuals and groups; (2) text and

graphic messaging in print and electronic form,

e.g., newspaper stories, posters, leaflets, websites;

(3) audiovisual messaging inmass communication,

e.g., television and documentary film; and (4) new

media integrating multiple modalities through

interactive web-based and mobile applications.

Skills training and guidelines for health com-

munication are widely available online (e.g., U.S.

Centers for Disease Control, 2011). Key tasks for

effective health communication include assess-

ment of audiences’ health literacy, composition

of appropriate messages through cultural compe-

tency, selection of channels of communication to

effectively reach defined audience segments, and

creation of message content to influence specified

intermediate cognitive or emotional factors to

achieve measurable changes in behavior. Audi-

ence research is central to effective health com-

munication, as observations, interviews, focus

groups, and surveys can be used to prioritize the

segmentation of audiences within populations

and identify most suitable channels and forms of

communication for those audiences, and the

knowledge, attitudes, perceptions, feelings, com-

petencies and other factors that will provide the

most effective message content for achieving

behavior change.

Health communication is an important part of

health education and promotion (Glanz, Rimer, &

Viswanath, 2008), which also is concerned with

changing behavior through both communication

and the modification of environmental circum-

stances to facilitate or incentivize healthy behav-

iors. However, changing environmental

circumstances requires effective media advocacy

and related political communication skills. Social

marketing (Andreason, 2006), in which tech-

niques and strategies from advertising and sale

of consumer products are adopted for

noncommercial purposes, has become the domi-

nant professional model for much health commu-

nication and been associated with numerous

successful behavior change campaigns in both

the developed and developing world (Wakefield,

Loken, & Hornik, 2010). Alternatives and com-

plements to the marketing model include behav-

ioral journalism (McAlister, 2000) and the use of

narrative storytelling (Kreuter et al., 2007), illus-

trated by reality-based television programs that

follow individuals through the process of

smoking cessation or weight loss, and edutain-

ment in the form of radio dramas to promote

family planning.

The basic theoretical foundation for health

communication was articulated by William

McGuire (2001) in his classic communication

matrix model which considers how channels,

sources, and message content influence exposure,

attention, comprehension, yielding to persuasion,

skill acquisition, trial of new behaviors, and

long-term behavior change. This kind of sequen-

tial analysis of communication effects on individ-

ual behavior change has been elaborated in

the transtheoretical model (Prochaska &

DiClemente, 2005), which highlights specific

processes in particular steps such as emotional

arousal in the initial contemplation of change and

feelings of self-efficacy and competence in the

acquisition and maintenance stages of behavior

change. Health communication effects on

sequential processes in behavior change on the

societal level are described in Rogers’ (2003)

diffusion of innovation model, which distin-

guishes between early adopters (who acquire

innovations after being exposed to them via
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media communication) and later adopters

(who are more influenced by peer modeling,

interpersonal communication, and conformity

pressures).

The integrative model of behavioral prediction

(Fishbein & Cappella, 2006) classifies mediating

psychological factors that are influenced when

communication yields behavior change: (1) mod-

ification of belief and expectations regarding

behavior outcomes and values, (2) increases

in perceived “normative” social pressure and

anticipations of social sanctions, and (3) rise in

“self-efficacy” expectations regarding personal

or collective ability and competence. The latter

factor is central to Bandura’s (2001) social cog-

nitive theory, which emphasizes a dual link com-

prised of peer modeling via mass media and

social reinforcement in learning to perform

healthy behaviors. Social cognitive theory also

provides a formulation for self-management

training methods widely used in patient education

and behavioral counseling. Motivational

interviewing (Rollnick, Miller, & Butler, 2007)

is another notable theory-based technique for

interpersonal communication to change behavior.

Innovation in health communication, while

largely based on theoretical foundations noted

above, has followed emerging technologies.

Computer and web-based interactivity has

opened new capacities for communicators to pre-

cisely segment differentiated audiences and tailor

messages to their observed preferences. Internet

and mobile applications for gaming have become

notable modalities for health communication

(Read & Shortell, 2011). New platforms for inter-

active social media and mobile messaging are

providing opportunities for more compelling

communication with patients in behavioral med-

icine, communities in health promotion, and

advocates for policies to strengthen public health

(Korda & Itani, 2011).
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Synonyms

Health inequalities; Health inequities

Definition

A health disparity is defined as an observed dif-

ference in health outcomes (e.g., diabetes) or

health status between the most advantaged

group in a given category (e.g., the wealthiest)

and all other groups in that category. Observed

differences in the health outcomes are not only

limited to differences between better- and-worse-

off groups, given they reflect varying levels of

social advantage and disadvantage (Braveman,

2006).

Description

The term “health disparity” is often times used

interchangeably with the terms “health inequal-

ity” or “health inequity.” The use of “health dis-

parity” is most common in the United States,

whereas the other terms are most often used out-

side of the United States (Carter-Pokras &

Baquet, 2002). The underlying distinction

between these terms is that the latter ones distin-

guish between health differences that are unfair,

unjust, and unavoidable. To illustrate, differences

in health among men and women that are due to

sex-specific problems (e.g., ovarian cancer)

would be attributed to biological variation and

therefore unavoidable, whereas health differ-

ences due to social or environmental factors

(e.g., socioeconomic status, unequal access to

resources), for example, would be considered

unjust and avoidable (Whitehead, 1992). How-

ever, the term “health inequality” requires both

an ethical and moral consideration regarding

what constitutes a difference as “unavoidable”

and “unjust/unfair,” and therefore leaves its def-

inition open to interpretation (Braveman, 2006;

Carter-Pokras & Baquet, 2002).

Health disparities are typically thought of as

referring to racial/ethnic disparities in health sta-

tus. This is partly due to the long legacy of racism

and racial inequality in the United States, for

example. In fact, it has been consistently argued

that health disparities must not be stripped from

the social, cultural, political, and historical con-

texts in which they occur. However, differences

in health can be present along other social dimen-

sions, other than those based on race and ethnic-

ity. These may include differences in health

indicators with respect to gender, socioeconomic

status (e.g., education, occupation, income), dis-

ability, age, and sexual orientation, among other

characteristics. Several social determinants of

health disparities have been identified, including

but not limited to socioeconomic status (e.g.,

education, income, poverty), residential segrega-

tion, differential access to resources, lack of

health insurance, and differential exposure to dif-

ferent types of stressors. These factors can both

initiate as well as sustain health disparities. Fur-

ther, systematic differences in health outcomes,

such as those noted for African Americans across

a number of health indicators (e.g., heart disease,

certain types of cancer, diabetes, HIV, infant

mortality), can further compromise the health

status of already disadvantaged social groups

(Myers, 2009).
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There is no clear consensus on how to best

measure health disparities, given the differences

that exist in the use of the terms “health dispar-

ities,” health inequalities,” and “health ineq-

uities.” Likewise, different approaches to

measuring health disparities exist given the

research question one is trying to answer. None-

theless, a direct way of measuring a health

difference is by comparing the health of one

group (the reference group) with the health of

another group(s). In general, one could compare

the non-minority to the majority population

(e.g., non-Hispanic whites compared to Asian

Americans); compare a group against the general

population; or compare differences among seg-

ments of the population. Other considerations

include subgroup comparisons; for example,

comparing differences within the Latino category

(e.g., Mexican Americans against Cuban Ameri-

cans). However, for any of these approaches, lack

of clarity exists in who the reference group should

be, although the most widely used approach has

been to identify specific social groups a priori and

examine differences in health status between

them (Carter-Pokras & Baquet, 2002). Addition-

ally, the U.S. National Center for Health Statis-

tics has advocated for using the group with the

most favorable rate in a given health indicator as

the reference category, since it can potentially

avoid dealing with concerns regarding who is

considered to be the “most” socially advantaged

group (Braveman, 2006; Keppel, Pearcy, &

Klein, 2004). Other approaches to measuring

health disparities have included obtaining rela-

tive indicators of health (e.g., black–white ratios),

as well as measuring the distribution across indi-

viduals in a population on health status (similar to

the measurement of income distribution in

a population) (Asada, 2005). Depending on the

field and question of interest, any of these

approaches may be used, though they all have

advantages and disadvantages to them.

Importantly, health disparities do not equate to

health care disparities. In contrast to a health

disparity, the Institute of Medicine, in its report

“Unequal treatment: Confronting Racial and

Ethnic Disparities in Health Care,” defines

a health care disparity as a difference in access

to and quality of health care treatment between

population groups that are not justified by access-

related factors, treatment preferences, or the

underlying health condition(s) of the population

groups. Important to note is that limited access to

treatment and good quality health care services

play a significant role in observed differences in

health status, particularly in producing racial/

ethnic health disparities (Institute of Medicine,

2002).

Significantly, although specifying that both

a difference in health exists and that they are

socially patterned are important first steps to

addressing the problem, they alone are not

enough to reduce or eradicate health disparities.

Indeed, addressing health disparities will require

multi- and interdisciplinary research approaches

to better understand the causes of specific types of

health disparities, as well as multilevel interven-

tions that target social disparities known to con-

tribute to differences in health status (Braveman,

2006; Myers, 2009).

Cross-References
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Definition

Health economics applies the principles of eco-

nomics to address problems of health and health

care. It identifies the factors that contribute to

the health of individuals and populations and

identifies the most productive ways of using

whatever resources are available for improving

health.

Description

Health economics is an area of economics that

applies the principles of the discipline of eco-

nomics to address problems of health and health

care. Both health and health care are commod-

ities with characteristics that make them differ-

ent from standard goods and services that are

bought and sold in private markets. This means

they require particular attention from econo-

mists in order to consider the use of resources

devoted to producing health care and changing

health.

Health as a Commodity

Health cannot be purchased directly. Instead it is

“produced” by the levels and combinations of

health “determinants,” that is, factors that influ-

ence health and illness. Some of these factors can

be purchased directly (e.g., exercise equipment,

healthy foods, health care), while others may be

in the form of public goods (or bads) such as air

pollution. The individual may have little control

over exposure to some of these determinants.

Although health care is an important determi-

nant of health, other factors might also influence

an individual’s health, for example, an individ-

ual’s genes, his lifestyle (Does he smoke?), his

places of home and work, his diet and activity

levels as well as limitations placed on choices

about many of these factors by income and

wealth. The relationship between health determi-

nants and health outcomes is often complex and

conditional on other health determinants. For

example, the improvement in health produced

from a heart bypass procedure may depend on

the environment in which an individual lives and

works (Are there factories close by that pollute

the air that he breathes? Is he exposed to

unhealthy work conditions?), the lifestyle he fol-

lows (Does he smoke?), the skill levels of the

doctors treating him, etc. Economics provides

a means of analyzing the production of health

both at the level of an individual but also in

terms of the production of health in populations.

The estimation of health production functions

(the relationship between health determinants

and health outcomes) enables us to consider the

following:

1. The returns to investment in health determi-

nants across a range of different levels of

investment. For example, is the relationship

between the quantity of health care and the

health outcome produced constant for all

levels of health care or does the change in

health produced from health care change

with the level of investment in health care?

This is similar to the dose–response relation-

ship in clinical research.

2. Whether the returns to investment differ

among a range of different health determinants.
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For example, does investing resources in public

health programs to reduce smoking produce

more health outcomes than investing the

same amount of resources in additional cardiac

care services?

3. Whether the return to investment in

a particular health determinant is conditional

on the levels of other health determinants. For

example, is the health outcome associated

with a public health program to reduce

smoking conditional on the socioeconomic

circumstances of the population targeted by

the program.

Health Care as a Commodity

Health care represents a range of services aimed

at improving health or reducing the risks of health

loss. It is often labor intensive requiring the

inputs of a mix of skilled professionals (physi-

cians, nurses, dentists, etc.) together with non-

labor inputs such as capital equipment (hospitals,

beds, diagnostic and surgical equipment) into

a health care production function. The production

function represents the particular technology (or

production process) used to combine inputs to

produce health outcomes. For example, primary

care physicians may work independently, or in

groups or as part of multidisciplinary health care

teams.

Often opportunities arise for substitution

between inputs. For example, nurse practitioners

are trained to be able to perform services pro-

vided by family physicians. The production of

primary care services could be changed by

deploying more nurse practitioners and fewer

family physicians. Decisions about the choice of

production function need to be informed by evi-

dence of the difference in outcomes and costs of

the different ways of producing primary care

services. Substitution can also occur between

human and physical capital often as a result of

new technologies. Cataract replacement surgery

used to involve an inpatient stay requiring con-

siderable inputs of physician time. The introduc-

tion of new laser technology has reduced the

amount of physician time required, with the

procedure now taking only a few minutes deliv-

ered in an outpatient clinic.

In addition, health care often involves epi-

sodes of care that are made up of a complex series

of complementary services (e.g., prevention,

treatment, and rehabilitation). The health out-

comes of each item of care within an episode

may not be simply additive. Failure to provide

one element of the package of services may

undermine the outcomes of the other elements.

Both the demand and supply of health care are

complex issues that cannot be analyzed in the

same way as many other commodities. Because

of the complex nature of the association between

health care use and health outcomes, individuals

are unable to determine what services they need

to address their health problems. Instead they rely

on the advice of their health care provider. In an

unregulated market, any individual could set

themselves up as an “expert” in diagnosing the

cause of an individual’s health problem,

recommending a treatment and delivering that

care. However, changing provider as a result of

poor advice would not avoid the potentially pro-

found consequences of poor health care deci-

sions (serious injury, illness, disability, or

death). Supply is, therefore, organized through

a system of strict licensure that involves restric-

tions on entry to the market to individuals with

defined qualifications as well as professional

codes of practice in order to protect the public

interest.

Health care is not demanded for its own intrin-

sic value. On the contrary, individuals would

generally prefer to not consume health care

since it is often unpleasant, uncomfortable, or

painful. Instead, the demand for health care is

derived from the demand for the health outcomes

it is expected to produce. Providers, in addition to

being a major input in the supply of health care,

also influence (or induce) the demand for health

care through their role as advisor, or agent, of

the patient. Supplier-induced demand is not

a problem per se because the whole purpose of

a licensure system is to have “experts” advising

individuals what services they need to improve

their health. However, it can become a problem

where the earnings of providers respond to the
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level and type of health care delivered. As a result

changes in levels of services used over time need

not reflect (only) changes in need for those ser-

vices among patients but also responses of pro-

viders to income opportunities. This means that

the traditional market of supply and demand does

not exist for health care and hence market mech-

anisms fail to achieve the socially optimum

allocation of health care resources.

Health care economics is that part of health

economics concerned with the supply of health

care and the evaluation of health care services

and patient uptake of and compliance with treat-

ment. In the context of scarce health care

resources, it considers the impact on the health

and well-being of individuals and populations of

using the available resources in alternative ways

by comparing both the effects (outcomes) and

costs of different health care interventions (Eco-

nomic evaluation). Such evaluations are, in iso-

lation, simply descriptive information on the

expected rate of return on additional investment

(what extra outcome can be produced by

investing more resources in this particular treat-

ment?). In addition, consideration needs to be

given to the opportunity cost of the additional

investment (what has to be forgone in order to

provide the additional investment required) and

how to ensure the services supported by the

additional investment will be produced by pro-

viders and consumed by patients in the way

intended. Hence, health care economics extends

beyond the area of economic evaluation of

health care interventions to also incorporate the

study of the behavior of providers and con-

sumers. So, for example, there may be interest

in introducing a new screening service. Health

care economics would involve inter alia the

following:

1. Estimating the additional costs and effects of

the new service compared to existing practice

2. Calculating the expected rate of return of the

additional costs

3. Considering the alternative ways of

supporting the additional investment within

the existing resource constraint and the for-

gone effects associated with taking the

resources required from these other uses

4. Analyzing the behavior of providers and

patients when presented with the opportunity

to deliver/use the new service

This final set of challenges involves studying

the funding, planning, management, and delivery

of health care. Health problems can be caused by

problems associated with low income and wealth,

and health problems can lead to reductions in

income and wealth as they can restrict normal

activities. As a result an individual’s need for

health care is greatest when his ability to pay for

health care is lowest. Health economics is, there-

fore, concerned with addressing this “conun-

drum” by analyzing alternative approaches for

funding provision, allocating resources, and man-

aging performance.
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Definition

The World Health Organization defines health

education as “any combination of learning expe-

riences designed to help individuals and commu-

nities improve their health, by increasing their

knowledge or influencing their attitudes.”

Because knowledge alone may not be powerful

enough to motivate change, health education

works to enhance knowledge, attitudes, and skills

to positively influence health behaviors of indi-

viduals and communities.

Adult learning theory is an important con-

struct to consider for effective health education.

Malcolm Knowles has identified five crucial

assumptions about the characteristics of adult

learners. These characteristics are (1) self con-

cept, as a person matures, they move from

a dependent personality to a self-directed one;

(2) experience, an accumulation of experiences

are a resource for learning; (3) readiness to learn,

an adult’s readiness to learn is oriented to the

tasks of their social roles; (4) orientation to

learning, adult learning shifts from subject-

centered to problem-centered; and (5) motiva-

tion, an adult learner’s motivation to learn is

internal.

Health education is provided in a variety of

settings and can be targeted at individuals,

groups, or larger populations. Although health

education is generally considered primary pre-

vention as a health promotion strategy, it can

also occur at the secondary and tertiary levels.

Health education at the primary prevention level

is aimed at educating to promote healthy behav-

iors and to prevent the occurrence of illness or

injury; at the secondary and tertiary levels, health

education focuses on teaching strategies to detect

problems early by identifying risk factors, and

rehabilitation to optimize function and prevent

complications of disease.

Health education is a dynamic process that

requires planning and evaluation of interven-

tions. Important steps include assessing the need

for education of a target population, setting

learner-centered goals and objectives,

implementing the educational intervention,

and evaluating and revising education to meet

the targeted goals. Other considerations needed

for education to be effective include one’s read-

iness to learn, and personal, cultural, political,

and environmental factors that may impact

learning.
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Health Insurance

▶Health Insurance: Comparisons

Health Insurance Portability and
Accountability Act (HIPAA)

Howard Sollins

Attorneys at Law, Ober, Kaler, Grimes &

Shriver, Baltimore, MD, USA

Synonyms

Patient protection

Definition

Health Insurance Portability and Accountability

Act of 1996 (HIPAA)

HIPAA is a federal law that addresses

a variety of health care subjects in various titles.

These address health insurance coverage, enroll-

ment and preexisting conditions, fraud and abuse,

administrative simplification, electronic billing

and coding for health care services, and the

protection of certain individually identifiable

health information that is obtained by “covered

entities.” These titles affect how health care

claims are documented and billed and amended

laws governing health insurers. Tax laws were

amended to establish medical savings accounts

and address the deductibility of health insurance

premiums by self-employed individual, long-

term care insurance, and provide other benefits.

With respect to fraud and abuse, HIPAA also,

for example, provide for advisory opinions,

increased and expanded fraud and abuse investi-

gation and enforcement penalties and tools for

regulatory agencies and outline when induce-

ments by health care providers to Medicare and

certain other health care beneficiaries are

prohibited. The use, disclosure, and retention of

protected health information is addressed under

both a privacy rule and a security rule. Covered

without limitation entities include health care

providers such as physicians, nurse practitioners,

physician assistants, psychologists, health care

facilities such as hospitals, nursing homes and

pharmacies, health insurance companies and

health plans, and entities that process nonstan-

dard health information they receive from

another entity into a standard format (a health

information clearing house). There are also

regulations governing the sharing and use and

accounting of information by business associates

of covered entities. Any discussion of HIPAA

should also include reference to the statutes and

regulations enacted under the Health Information

Technology for Economic and Clinical Health

(HITECH) Act, enacted as part of the American

Recovery and Reinvestment Act of 2009. Subtitle

D of the HITECH Act addresses the privacy and

security concerns associated with the electronic

transmission of health information, in part,

through several provisions that strengthen

the civil and criminal enforcement of the

HIPAA rules.
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Synonyms

Health care system; Health insurance; Risk

pooling

Definition

The term health insurance is generally used to

describe a form of insurance that pays for medical

expenses of the insured. The main aim of a health

insurance is to spread the financial risk arising

from ill-health. Health insurance may apply to

a limited or comprehensive range of medical

services and may provide for full or partial pay-

ment of the costs of specific services. Moreover,

the insurance could be provided either through

a governmental national insurance program, or

from private for-profit or non-for-profit insurance

companies. Some health care systems rely more

on private health insurance than others, for exam-

ple, the health care system in the United States.

Description

A health care system includes all activities and

structures whose primary purpose is to influence

health in its broadest sense. The goals for health

systems are good health, responsiveness to the

expectations of the population, and fair financial

contribution (World Health Organization

(WHO), 2000). Health care systems are orga-

nized differently, that is, the way health care is

provided and how it is financed differs between

countries. Most health care systems are

characterized by both providers (primary care

centers, hospitals), who supply health care ser-

vices, and purchasers (insurers, health authori-

ties) who buy health care for a certain

population. Health care systems can be funded

via social health insurance, general taxation to the

state, county or municipality, direct or out-of-

pocket payments, voluntary or private health

insurance, and donations or community health

insurance. Most countries’ systems constitute

a combination of these. One common feature is

that all health care systems implicitly pool the
risks associated with individual health care needs

(WHO, 2000). A risk pool allows a large group of

people to share the risk that they may become ill

and need expensive care. Funds dedicated for

health care are collected through pre-payment

(e.g., via insurance) and are managed in such

a way as to ensure that the risk of having to pay

for health care is borne by all the members of

a pool and not by each contributor individually.

Since improving access to health care services

has been a fundamental objective of health sys-

tems in the past 30 years, most countries today

have a national health insurance, which means

that it insures a national population. By having

a national health insurance governments ensure

that people have access to affordable health ser-

vices without risking, ending up in financial dif-

ficulties. Very often national health insurance

systems are established by national legislation.

The clear benefit of national insurance is that

the pool of pools is very large representing the

national population. The contribution from the

individual is regulated by the government and

paid into the pool over a lifetime. This is different

from private health insurance, where the price is

set in a competitive insurance market and health

risks are matched with the price of the insurance.

National health insurance can be administered

by the public sector, the private sector, or

a combination of both. These insurance programs

differ both in terms of how the money is col-

lected, and how the services are provided. Even

if several countries raise part of the revenue for

health in the same way, they may operate differ-

ently in how they pool funds and how they pur-

chase and provide services. This is why the
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traditional way of categorizing health financing

systems into tax-based or social health insurance

is not longer useful (WHO, 2010). In some coun-

tries, payment is made by the government (or

local governments) directly from tax revenue,

for example, Canada and Sweden. In other

countries, for example, the UK, an additional

contribution is collected for all workers, paid by

employees and employers based on their earn-

ings. In both of these cases the collection is

administered by the government. The collection

of compulsory contributions can also be admin-

istered by non-profit organizations like in the case

of France. This is sometimes related to as

a single-payer health care system. The health

care providers may be either publicly or privately

owned. The Netherlands, on the other hand, has

adopted a completely different funding approach,

where competing health insurance funds receive

the compulsory contributions. These insurance

funds can be either public bodies, private for-

profit companies or non-profit companies. They

are all obliged to provide a minimum standard of

coverage and are not allowed to discriminate

between patients by charging different rates

according to age, occupation, or previous health

status. Other countries’ national health insurance

plans, for example, Germany and Belgium, are

largely funded by contributions by employers and

employees to sickness funds. With these pro-

grams, funds usually come from three sources

(private, employer-employee contributions, and

national/subnational taxes). These funds are

usually not for profit; institutions run entirely

for the benefit of their members.

Some national insurance plans also provide

compensation for loss of work due to ill-health,

or covering things such as pensions, unemploy-

ment, and occupational retraining.

Countries’ national health insurance systems

also differ in terms of the amount of out of pocket

payments that are required. Out-of-pocket

expenses are direct outlays of cash made by the

patient when seeking care, which may or may not

be later reimbursed. Many countries still rely

greatly on out-of-pocket payments from individ-

uals to health service providers to fund their

health systems. Some countries have abolished

out-of-pocket payments completely, for example,

the United Kingdom, and the patient is not paying

anything when seeking health care, while in other

countries patients are expected to pay part of their

medical expenses and to pay more for higher

level of services, for example, as provided in

Singapore. In other countries like France, patients

pay medical bills and are later reimbursed by

sickness insurance funds. These outlays made

by patients, usually just represent a symbolic

part of the real cost of services in developed

countries, as in the majority of these the govern-

ment subsidizes basic healthcare. However, in

many developing countries these financial out-

lays made by patients lead to severe financial

difficulties as a consequence. A high propor-

tion of the world’s poor have no access to health

services merely because they cannot afford to pay

at the time they need them (Preker et al., 2004).

Separate to national health insurance there is

in many countries also the possibility to have

private health insurance. Private health insurance

schemes are financed through private health pre-

miums, that is, payments that a policyholder

agrees to make for coverage under a given insur-

ance policy. A contract is issued by an insurer to

the covered person. Commonly private health

insurance is voluntary; however, it can be com-

pulsory for employees as part of their working

conditions. Premiums paid by the covered person

are non-income-related, although the actual pur-

chase of private health insurance can in some

cases be subsidized by the government. An

important distinction between private and

national health insurance is that the pool of

financing is not channeled nor administered

through the government. Private health insurance

can be a controversial form of insurance because

of the conflict between the need for the insurance

company to make profit versus the need of its

customers to remain healthy, which many view

as a basic human right.

Some countries’ health systems depend greatly

on private health insurance, for example, the

United States (US) which has a complex health

care system. In the USA, public programs (e.g.,

Medicare, Medicaid, and Veterans Health Admin-

istration) provide coverage for health care of those
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citizens that meet their eligibility requirements.

The US insurance system has made discussions,

and in 2010, a new law came into force making it

mandatory to have health insurance.

The health sector is extremely complex, and

health care expenditure represents a major use of

a nation’s resources and has been growing during

the last three decades. Factors such as an aging

population, the increased personal use of health

care, and medical advances that have opened the

way for more treatment options and diagnostics

have contributed to a rise in the demand for health

care and increased the costs for health care. At the

same time enormous pressure is being put on the

health system in terms of their capacity to

improve outcomes and ensure consumer satisfac-

tion, in an equitable, efficient, and financially

sustainable manner. Health financing is, there-

fore, an issue of growing importance.

Cross-References

▶Health Care System
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Synonyms

Literacy

Definition

Health literacy refers to an individual’s ability to

understand and use written and spoken health

information. An applied version of the broader

construct of “literacy” (i.e., the ability to read

and understand all written information), health

literacy encompasses the tasks necessary for

a patient to navigate the modern medical system.

This includes tasks such as dosing medication

according to written instructions, interpreting

a food label, following an immunization

schedule, completing personal health information

at the doctor’s office, understanding a patient-

centered brochure, completing health-insurance

forms, or finding health information on the

Internet. At least one in three US adults has

limited health literacy (Kutner, Greenberg,

Jin, & Paulsen, 2006; Nielsen-Bohlman,

Panzer, & Kindig, 2004; Yin et al., 2009).

According to the 2003 National Assessment

of Adult Literacy (NAAL), 78 million US

adults (36% of the population) are unable to

perform “basic” health literacy tasks, such as

using an immunization schedule, following

recommendations from a preventive-health

brochure, and interpreting a growth chart

(Doak, Doak, & Root, 1996; Rich, 2004). Unfor-

tunately, most health information in the

USA is written with a complexity of form and

language too difficult for most US adults to

understand (Davis et al., 1994; Kutner et al.,

2006; Rothman, Housam, & Weiss, 2006;

Sanders, Federico, Klass, Dreyer, & Abrams,

2009; Yin et al., 2009)

Health literacy is a critical and potentially

modifiable factor that influences health behaviors

and may help reduce health disparities. Health

literacy may contribute to the health-behavior

model of health outcomes by attenuating the

relationship between social factors and health

behaviors. Many of the leading sources of

morbidity and health disparities (e.g., preterm

birth, obesity, chronic lung disease, cardiovascu-

lar disease, type 2 diabetes, mental health

disorders, and cancer) are the result of literacy-

sensitive health behaviors acquired across the life

course (e.g., physical activity, nutrition, smoking,
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risky sexual behaviors). Recent studies among

adults have established an independent associa-

tion between lower health literacy and decreased

access to preventive-care services, increased

use of urgent care services, increased risk for

depression, and worse chronic-illness outcomes.

Controlling for income, gender, and age, several

studies have demonstrated that adults with

limited literacy skills are significantly less likely

than those with stronger skills to receive basic

preventive care, including vaccines, weight man-

agement, and screening for breast, cervical, and

prostate cancer (Bennett et al., 1998; Scott,

Gazmararian, Williams, & Baker, 2002;

Schillinger et al., 2002). In similarly adjusted

analyses, children living with low-literacy

caregivers have decreased access to primary

preventive care, are more likely to be uninsured,

less likely to access needed social services, less

likely to be breastfed, and more likely to be

exposed to second-hand tobacco smoke (Sanders

et al., 2009). Adolescents who read below

grade level are at an increased risk for violent

and aggressive behavior, substance use, and

sexually transmissible illnesses (Abrams &

Dreyer, 2009)

As a result of these research findings, leading

government agencies and national medical

organizations – including the National Institutes

of Health, the Institute of Medicine, and

the Agency for Research in Healthcare Quality –

have developed guidelines that call for more

strategic attention to individuals’ health

literacy as a way of addressing major health

disparities and public health challenges in the

USA (Kutner et al., 2006; Nielsen-Bohlman

et al., 2004; Yin et al., 2009). Experimental,

clinical, community-based, and policy approaches

to attenuating literacy-related health disparities

have been proposed and tested. Evidence

suggests that the most effective solutions

apply to simplifying systems of care, particularly

in the domains of medication delivery, chronic-

illness management, and informed consent

(Doak et al., 1996; Edwards, Elwyn, & Mulley,

2002; Rich, 2004; Sanders, Thompson, &

Wilkinson, 2007; Weiss, Francis, Senf, Heist, &

Hargraves, 2006). The most innovative and

effective strategies apply interdisciplinary solu-

tions that integrate cognitive behavioral theory,

visual images, cultural sensitivity, and new interac-

tive technologies.

Health Literacy,
Fig. 1 This conceptual

model proposes collective

health literacy (“Family

Health Literacy”) and

institutional health literacy

(the “Health Systems”) as

modifiable determinants of

child health outcomes.

Note the contribution of

other social determinants

(e.g., SES, culture,

language) as moderating

factors and of health

behaviors as mediators
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▶ Promotoras

Health Outcomes Research
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Definition

Health outcomes research refers to the entire

evaluation of all health professionals’ efforts

in ameliorating patients’ health conditions, in

relation to various dimensions of health. Further-

more, it refers to the work not only of health

professionals but of health-related organizations

and their policies as a whole as well. Thus, in

contrast to research on the effectiveness of

specific medical or health interventions on

specific health indices (e.g., blood pressure, sur-

vival), health outcomes research is a broader

concept, both on the side of the intervention

agents as well as on the side of the outcomes.

Health outcomes research thus can guide

health policy makers, health economists, as well

as specific types of health professionals and

clinicians.
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The setting or context of health outcomes

research includes clinics, hospitals, patients’

homes, or even entire regions. The typical

measures used in health outcomes research are

also broader than those commonly used in

medical intervention trials. While in the

latter, outcomes mainly include physiological

parameters (e.g., HbA1C, tumor markers, pulmo-

nary functioning), health outcomes research

additionally focuses on patients’ satisfaction

with health care, daily functioning, and, more

broadly speaking, on their well-being. In addi-

tion, health outcomes research uses the method of

meta-analysis to summarize and infer from

multiple, yet comparable, clinical studies of

a given treatment. Measures of functional status

include physical (e.g., carrying), role (e.g., being

a parent or worker), and social functioning (e.g.,

taking part in social events) in general or as

influenced by a disease. The Brief Pain Inventory

assesses the level of interference of pain in these

factors. Measures of well-being include dimen-

sions such as mental health, health perceptions,

pain, and general life satisfaction. A common

measure assessing most of these dimensions is

the SF-36 (Aaronson et al., 1992). This measure

is also used in health economics studies to assess

quality-adjusted life years, a major outcome

in health outcomes research, as it encompasses

survival time with its quality.
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Synonyms

Health plan; Health planning; Health program;

Health strategy

Definition

A nation’s, state’s, city’s, or other community’s

decisions regarding matters affecting health.

Description

Health policy refers to the systematic and/or

organized approach to decision making regarding

matters affecting health by a national or regional

governmental entity (such as state or city) or

other organized group (company, agency, etc.)

(Patrick & Erickson, 1993). Most often, the

term is used synonymously with health-care

policy. However, the latter more narrowly applies

to decisions affecting the formal medical system.

Ideally the goal of such decision making would
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be toward improving the well-being of members

of the community (Bodenheimer & Grumbach,

2009; Weiner, Famadas, Waters, & Gikic, 2008).

Further, such a decision-making process should

be largely informed and driven by factual knowl-

edge and evidence from the natural and social

sciences. However, in reality, health policy is

heavily influenced by many factors outside the

scientific realm such as economic and political

forces. In addition, such policies also heavily

reflect a region’s and society’s ethics and values

(Bodenheimer & Grumbach, 2009; Weiner et al.,

2008). Thus, health policies vary widely around

the world.

An example is the ways countries choose to

finance their formal health-care sector, for

which there are five major approaches: direct

taxation; social health insurance, with mandatory

premiums; voluntary or private health insurance;

out-of-pocket payments; and charitable care

(World Health Organization, 2005). In some

countries such as Norway, the vast majority of

health care is financed through direct government

taxation. In Taiwan, social health insurance,

financed by a payroll tax, covers nearly all

health care. In the USA, a mixed market exists,

with the government paying for slightly under

half of all costs, and most of the rest covered

by private insurance and/or out-of-pocket pay-

ments. In extremely poor countries, such as

Mali, much of the care is provided by charitable

organizations (World Health Organization,

2005).

Health-care policy also includes decisions

around how health care is organized and

delivered and the amount of money that should

be devoted to health care. While it is generally

agreed that countries spending less than $60 per

person annually on health care have difficulty

providing minimal essential services (World

Health Organization, 2005), absolute funding

levels do not necessarily correlate with health

or health-care outcomes. For example, the

USA spends nearly twice as much as most other

developed countries on health care, yet is often

ranked lower than many other countries with

respect to measures of health outcomes

and access to care. How health-care funding is

allocated is also a major focus of health

policy deliberations. In many countries, more

population-based medical interventions, such as

immunization programs, are prioritized as it

is felt that these may result in a more efficient

allocation of limited health-care resources.

In poorer countries, such population level

interventions may also be administered by

transnational organizations such as the World

Health Organization or nongovernmental

organizations operating at the national, state, or

local levels (World Health Organization, 2005).

Another example of differences in health-care

policies across countries is evident with respect to

counseling and therapies meant to promote

behavior change, such as dietary counseling or

counseling to promote tobacco cessation. Given

extensive evidence that such programs can

reduce complications related to obesity and

long-term tobacco use, many countries provide

coverage for such services. In contrast,

until recently many insurance plans in the USA

provided limited or no coverage for counseling

directed at shaping health behaviors.

Health policy also includes programs and

legislation which may influence health-related

behaviors but are not typically considered part

of the formal health-care sector. An example is

outdoor smoking bans, which not only protect

nonsmokers from secondhand smoke but are

also associated with decreases in tobacco use

among smokers. Laws allowing police to issue

tickets to drivers of cars with unbelted passengers

are associated with increased seat belt usage

and a corresponding decrease in motor vehicle

accident-related deaths. Another example is

land-use policies that create pedestrian-friendly

built environments that promote healthy

behaviors, such as walking, and result in lower

obesity rates (U.S. Centers for Disease Control).

Often times, the health effects of such policies

may not even be apparent at the time they are

implemented. For example, the intention of a fed-

erally mandated decrease in highway speed limits

in the 1970s was to improve conservation of fuel,

but resulted in fewer automobile accident-related

deaths. Thus, while health-care policy often dom-

inates health policy deliberations, interventions
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outside of the formal health-care delivery sys-

tem may also have a major influence on health

(Connolly, 2008).
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Synonyms

Behavioral medicine; Medical psychology;

Psychosomatic medicine

Definition

Health psychology is a relatively new subfield of

psychology that studies psychological factors

related to how people stay healthy, why they

become ill, and how they respond when they

do become ill. The American Psychological
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Association’s official definition of health

psychology comes from Matarazzo (1982):

“Health Psychology is the aggregate of the spe-

cific educational, scientific, and professional con-

tributions of the discipline of psychology to the

promotion and maintenance of health, the pre-

vention and treatment of illness, the identification

of etiologic and diagnostic correlates of health,

illness, and related dysfunction and to the analy-

sis and improvement of the health care system

and health policy formation.”

Health psychology emphasizes the

biopsychosocial model where physical well-

being and disease reflect a complex set of inter-

related processes including biological factors

(e.g., genetics, hormonal fluctuations), psycho-

logical factors (e.g., mood, personality, health

behaviors), and social factors (e.g., cultural

norms, health policy, social support). Health psy-

chologists may focus their professional activities

on consultation, intervention, public health pol-

icy and administration, and/or research. They

commonly collaborate with other health care pro-

fessionals in multidisciplinary settings in order to

provide optimal care for patients and to improve

health care systems, policy, and public health.

From its inception, health psychology has had

a dual focus on research and practice, reflecting

the philosophy of the broader discipline of

psychology.

The field of health psychology was formally

recognized in the USA in 1978 with the estab-

lishment of the Division of Health Psychology

(Division 38) within the American Psychological

Association. A confluence of factors contributed

to the development of the field of health psychol-

ogy at this time including (a) research demon-

strating compelling mind-body associations (e.g.,

Neal Miller’s work on the conditioning of phys-

iological processes), (b) recognition that the lead-

ing causes of mortality (e.g., coronary heart

disease) could be prevented, delayed, or treated

through health behavior change, and (c) the

possibility to curb health care costs through pre-

vention and low-cost behavioral initiatives. The

mission of Division 38 was – and still is – to

advance the contributions of psychology as

a discipline to understanding health and illness

through basic and clinical research, to promote

education and services in the psychology of

health and illness, and to inform the psychologi-

cal and biomedical community of these research

and service activities. Parallel movements and

related fields have developed over the years but

remain distinct from that of health psychology.

Behavioral medicine is an interdisciplinary

organization devoted to integrating biomedical

and psychosocial factors in health and illness, in

contrast to the intradisciplinary focus of health

psychology; health psychologists engage in

behavioral medicine when they collaborate with

colleagues outside of psychology (e.g., medicine,

nursing, public health, etc.). Medical psychology,

or clinical health psychology, is a term most

commonly used to describe the work conducted

by clinical psychologists who practice in medical

settings. Another interdisciplinary field, psycho-

somatic medicine, which developed somewhat

earlier than health psychology and behavioral

medicine, focuses similarly on understanding

biobehavioral links between psychology, psychi-

atry, internal medicine, physiology, and other

disciplines.

Division 38 (Health Psychology) of the Amer-

ican Psychological Association, the Society of

Behavioral Medicine, and the American Psycho-

somatic Society are organizations that promote

research and practice of health psychology and

related fields. Many scholarly journals are dedi-

cated to disseminating research generated by

health psychologists. The official journal of

Division 38 is Health Psychology, but there are

also international journals that publish peer-

reviewed research in health psychology (e.g.,

Journal of Health Psychology; Psychology and

Health; Health Psychology Review). Health

psychology research is also routinely published

in journals linked to the interdisciplinary organi-

zations of behavioral medicine (Annals of Behav-

ioral Medicine) and psychosomatic medicine

(Psychosomatic Medicine). Finally, consistent

with the goal of informing the biomedical com-

munity about the research and service activities

of health psychologists, health psychologists

increasingly publish their research in relevant

medical journals.
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Health Risk

▶Cancer Risk Perceptions

Health Risk (Behavior)

Peter Allebeck
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Definition

Health risk is a comprehensive term covering

all phenomena that carry a hazard to health

of individuals or communities. Health risks can

be divided into social, environmental, and

behavioral risks. Another, partly overlapping,

division is into health risks at population level,

community level, or individual level. However, it

is important to understand that health risks oper-

ate on various levels, so even if one talks about

health risks on individual level, such as an indi-

vidual’s smoking, alcohol consumption, or lack

of physical activity, these are often related to

social and environmental conditions under

which people live. Behavioral health risks, such

as those related to eating habits, physical activity,

stress, etc., have often been referred to lifestyle

risk factors, although more specific terms are

usually preferred.

Health Science

▶Occupational Therapy

Health Strategy

▶Health Policy/Health-Care Policy

Health Survey Questionnaire

▶ SF-36

Health Systems

▶Health Insurance: Comparisons
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Synonyms

Quality of life
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Definition

In 1948, the World Health Organization defined

health as “the state of complete physical, mental

and social well-being and not merely the absence

of disease or infirmity” (World Health Organiza-

tion [WHO], 1948). Since then, QoL has become

increasingly important in health-care practice

and research. The term “health-related quality

of life” (HRQoL) narrows QoL to aspects rele-

vant to health. However, HRQoL is a comprehen-

sive and complex concept for which no universally

accepted definition is available (Fayers &Machin,

2000). Two aspects of HRQoL are central in most

definitions. First, it is a multidimensional concept

that can be viewed as a latent construct which

describes the physical, role functioning, social,

and psychological aspects of well-being and func-

tioning (Bullinger, 1991; Calman, 1987; Spilker,

1990). Second, in contrast to QoL, HRQoL can

include both objective and subjective perspectives

in each domain (Testa & Simonson, 1996). The

objective assessment focuses on what the individ-

ual can do, and it is important in defining the

degree of health. The subjective assessment of

QoL includes themeaning to the individual; essen-

tially it involves the translation or appraisal of the

more objective measurement of health status into

the experience of QoL. Differences in appraisal

account for the fact that individuals with the same

objective health status can report very different

subjective QoL.

HRQoL as an Outcome

It has become clear in the last decade that HRQoL

is an important outcome variable on its own inde-

pendent of medical outcomes. HRQoL outcomes

can guide decisions on alternative treatments or

effectiveness of interventions at a patient group
level (Koot, 2001). In clinical research trials in

children, HRQoL has long been neglected as an

outcome, but this changed rapidly over the last

10 years (Clarke & Eiser, 2004). An important

step towards a more structured and frequent use

of patient-reported outcomes (PROs) in drug

development is represented by the US Food and

Drug Administration (FDA) guidance, issued in

2006. This describes how the FDA evaluates

PROs, including HRQoL, to be used as effective-

ness end points in clinical trials (U.S. Department

of Health and Human Services, 2006).

This guidance emphasizes the importance of con-

sidering HRQoL separate from medical effec-

tiveness. From the individual patient
perspective, HRQoL can guide the choice of

best treatment, made by the patient himself/her-

self and the health-care professionals (Koot,

2001). Evaluating the impact of diabetes on the

adolescents’ HRQoL and vice versa can help both

the patient and physician decide on the optimal

individual treatment (de Wit et al., 2008).

HRQoL in Children

Attention to the QoL of children has evolved rap-

idly from the 1980s. Advances in medical care

have changed the emphasis in pediatric medicine

from the diagnosis and management of infectious

disease to prevention and control of chronic con-

ditions. This means that health-care professionals

should have insight into the child’s views and

experiences. Early attempts to rate children’s

QoL were based on data provided by mothers as

children are often regarded as unreliable respon-

dents. However, children and parents do not nec-

essarily share similar views about the impact of

illness. As children grow older and develop their

own life, the HRQoL reports of parents become of

less relevance. It has been shown that parents and

children agree more on objective domains of

HRQoL (i.e., physical functioning) than on subjec-

tive domains, like emotional and social function-

ing (Eiser & Morse, 2001; Janse, Sinnema,

Uiterwaal, Kimpen, & Gemke, 2008). Therefore,

the child’s HRQoL is included more and more in

decisions about their care and treatment.
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Definition

The term healthy cities (HC) refers to a policy

and activity at the village, town, or city levels to

promote health. This follows the World Health

Organization’s (WHO) conceptualization of

health as one’s physical, psychological, and

social well-being and current health profes-

sionals’ growing emphasis on people’s self-care.

Furthermore, HC reflect the emerging need to

allocate resources to disease prevention and to

the maintenance of health and well-being,

beyond treatment of existing illnesses alone.

When this is done at the level of a town or city,

“peer pressure” becomes positive and can influ-

ence people toward more healthy lifestyles

including balanced diets, physical activity,

smoking cessation, moderate alcohol consump-

tion, and provision of communal social support.

Furthermore, recognizing that environmental fac-

tors influence health (e.g., crowding, pollution),

HC also provide an excellent opportunity to

change one’s environment in order to foster

health and well-being. Such initiatives are

supported by the WHO via fostering programs

and networks, inside and between countries

(Goldstein, 2000). Additional core values in the

HC project are equity, community participation,

and community empowerment (Tsouros, 2009),

particularly fostered by the European Healthy

Cities Network (Heritage & Dooris, 2009).

An example of a HC project, which was tested,

includes the Minnesota Heart Health Program

(MHHP), where three intervention towns/cities

were compared to three control towns/cities.

The MHHP focused on health education with

the aim to reduce cardiovascular morbidity and

mortality. It succeeded to mobilize many com-

munity leaders, large segments of the adult pop-

ulation, and repeatedly exposed health-education

information to residents via multiple channels of

communication (Mittelmark et al., 1986). van

Oers and Reelick (1992) developed quantitative

indicators for evaluating HCs and also showed

that such evaluation can feedback into local pol-

icy making, thus influencing health-related deci-

sions at the city levels. According to initial

findings from the European Healthy Cities Net-

work, 80% of such cities used various forms of

community participation, and more than two

thirds of cities tried to empower their citizens

(Heritage & Dooris, 2009). Empowerment is of
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course central to health since it fosters

self-efficacy, a major predictor of health out-

comes (e.g., Ironson et al., 2005). This term

reflects an important area of intervention for

behavior medicine, where its theoretical models,

methodological rigor, and clinical practice could

contribute to societies’ health at the “macro” level.

Cross-References
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▶ Prevention: Primary, Secondary, Tertiary

▶ Self-Care
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Synonyms

Food pyramid

Definition

A healthy diet is one that maintains a state of

well-being and reduces the risk of chronic dis-

eases such as obesity, cancer, heart disease, and

diabetes. A healthy food intake will have an

adequate amount and balance of macronutrients

(protein, carbohydrates, and fats), micronutrients

(vitamins and minerals), and fluids. This goal can

be accomplished with different dietary patterns.

Description

A healthy diet produces an appropriate body

weight. Maintaining a healthy weight, with

a body mass index between 18.5 and 24.9, is

achieved by balancing total calorie intake with

calorie requirements. The 2010 report of the

Dietary Guidelines for Americans states that too

many calories from foods high in solid fats and

added sugars are contributing to obesity. These

same foods offer few nutrients other than calo-

ries. Eating with mindfulness and an awareness

of what, when, and how much is eaten is a useful

technique for weight loss and maintenance.

Limiting solid fats such as butter and lard and

using limited amounts of mono- and polyunsatu-

rated fats from plants and seeds support healthy

weight and normal blood lipids.

The base of a heart-healthy intake is nutrient-

rich plant foods. In addition to essential vitamins

and minerals, plant foods provide phytonutrients.

Phytonutrients are chemical compounds that

occur naturally in plants. Phytonutrients have

a beneficial effect on health but are not yet

established as essential nutrients. Examples of

phytonutrients are lutein and zeaxanthin in dark

greens that reduce the risk of cataracts and sulfo-

raphane in broccoli that reduces the risk of

cancer. It is recommended that half of the food

consumed at a meal be plant based.

The recommendation for dietary fiber is

between 25 and 35 g a day. Dietary fiber assists

with weight management, control of blood glu-

cose levels, and healthy blood cholesterol levels.

Dry beans, whole grains, fruits, and vegetables

with skin are sources of fiber. Many different
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foods, including breakfast cereals and yogurts,

are fortified with extra fiber. The Nutrient Facts

Label on all packaged foods lists fiber content.

Dietary protein provides essential amino acids

to build body proteins and is also a calorie source.

Most Americans are eating the required 0.8 g

protein/kg body weight/day. Major sources of

protein are lean meats, chicken, fish, dry beans,

and soy products. Proteins from dry beans and

soy products have the added benefit of fiber.

For a healthy diet, sodium intake should be

less than 2,300mg for healthy adults and less than

1,500 mg for individuals with hypertension,

African Americans, and middle-aged and older

adults. Seventy-five percent of sodium intake

comes from processed and fast food. Increasing

plant-based foods, cooking and eating at home,

and using low-sodium canned products assist in

reducing sodium intake.

Potassium helps to reduce the impact of

sodium on blood pressure and is deficient in

the average American diet. Most fruits and

vegetables are good sources of potassium.

Excellent sources are bananas, melon, oranges,

spinach, fat-free milk, tomatoes, and vegetable

juice.

Most fluid requirements are met through water

and beverages, and a lesser amount through food.

Adequate fluid is necessary for maintaining body

temperature, lubricating joints, protecting spinal

cord and other sensitive tissues, and ridding the

body of waste. Greater fluid intake is necessary

in hot climates, among physically active people,

during illness such as a fever, diarrhea, or

vomiting. Primary source of fluid should be

water and calorie-free drinks.

A healthymeal is one half vegetables and fruits,

¼ whole grains, and ¼ lean meats or high-protein

plant foods. The FoodGuide Pyramid is a resource

for further information about portion sizes, meal

plans, and food tracking.
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Hearing Impairment

▶Hearing Loss

Hearing Impairment (Noise Pollution
Related)

Margaret Wallhagen

Department of Physiological Nursing, University

of California San Francisco School of Nursing,

San Francisco, CA, USA

Synonyms

Noise-related hearing loss

Definition

Hearing impairment is the alteration in the per-

ception and interpretation of sound secondary to

changes in the auditory system as a result of

exposure to noise.

Description

Hearing is a complex phenomenon that depends

on the capture, transmission, and interpretation of

sound waves from the environment. Ultimately,

hearing occurs in the brain where incoming infor-

mation is synthesized and interpreted. However,

appropriate and accurate transmission of sound

has to occur for correct interpretation to be pos-

sible. Exposure to a single loud noise or chronic

exposure to noise above a sound pressure level of

85 dB (decibels) can damage the inner elements

of the ear responsible for the translation of sound

into signals that can be transmitted by the audi-

tory nerve to the central nervous system.

Although other components may be affected, of

special concern is the impact that loud noise can

have on the hair cells within the cochlea that

transform sound into electrical signals that can

be transmitted via the auditory nerve to the audi-

tory cortex and related structures The level of

noise exposure needed to cause permanent hear-

ing loss may vary with the individual because of

genetic or other environmental conditions. The

hair cells that are responsive to high-frequency

sounds, located near the base of the cochlea, are

especially vulnerable. Thus, hearing loss as

a result of noise exposure tends to present with

a distinct audiogram pattern which usually

includes a “notch” at about 4,000 Hz (Hertz;

4 kHz). A “notch” is a drop in hearing acuity at

a given frequency, indicating that the sensory

receptors responsive to that frequency have

been damaged. Current data suggest that the dam-

age from noise may be caused by oxidative stress.

Individuals vary in their susceptibility to noise

exposure, and other concurrent exposures, such

as to certain medications or environmental

toxins, may act synergistically with noise to fur-

ther damage the hair cells. Strategies are being

tested to try and protect the sensitive inner ear

components before noise exposure and/or to min-

imize the traumatic response to the noise expo-

sure. However, most current efforts are aimed

at preventing exposure to excessive noise or

minimizing the level of exposure. For example,

the Occupational Safety and Health Administra-

tion has established specific requirements for

hearing protection in settings where noise

exceeds a given level as well as a permissible

noise exposure.
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Occupational Safety & Health Administration, Regula-

tions (Standards 29 CFR), Part Number 1910, Standard

Number 1910.95, Occupational noise exposure.

Retrieved May 1, 2012, from http://www.osha.gov/

pls/osha.gov/pls/oshaweb/owadisp.show_document?

p_table=STANDARD&p_id=9735

Hearing Loss

Margaret Wallhagen

Department of Physiological Nursing, University

of California San Francisco School of Nursing,

San Francisco, CA, USA

Synonyms

Hearing impairment

Definition

A decrease, alteration, or distortion in the percep-

tion of sound.

Description

Hearing involves the perception and interpreta-

tion of sounds transmitted from the environment

and occurs within the central nervous system.

Sound waves enter the ear canal and stimulate

the ear drum or tympanic membrane. The move-

ment of the tympanic membrane changes the

acoustic energy into mechanical energy that can

then be transmitted by the three tiny inner ear

bones or ossicles to the oval window of the

inner ear or cochlea. The mechanical energy

transmitted to the oval window initiates move-

ment of the fluid within the inner ear. The sound

energy now carried by the inner ear fluid stimu-

lates sensitive hair cells and is transformed into

electrochemical energy that can be transmitted by

the auditory nerve to the auditory centers of the

central nervous system. It is at the central level

that sound is perceived and interpreted.

Disturbances anywhere in the transmission pro-

cess can lead to hearing loss. Thus, hearing loss

can be conductive (disturbance in transmission

from the external environment to the inner ear),

sensorineural (involving alterations in the inner

ear and/or auditory nerve), mixed conductive/

sensorineural, or central. The cause of hearing

loss can be multifactorial. Conductive loss can

be caused by cerumen or wax in the ear canal

which blocks sound transmission. The accumula-

tion of wax is more common in older adults

because of changes in its consistency with age.

Conductive loss can also occur as a result of

changes in the middle ear related to the ossicles

or other diseases. Sensorineural losses can be

caused by noise, ototoxic agents (e.g., environ-

mental toxins or ototoxic medications), chronic

conditions, or age. Chronic conditions such as

diabetes mellitus are increasingly recognized as

associated with increased incidence of hearing

loss, possibly through their impact on the cardio-

vascular system. Age-related hearing loss is usu-

ally called “presbycusis” and is characterized

initially by loss in the perception of high-

frequency tones. Because consonants (such as s,

p, t) are high frequency while vowels (a, e, i, o, u)

are low frequency, individuals often feel they can

“hear but not understand” or that individuals

mumble because they are only hearing the vowels

in any given word. This leads to distortion and

misinterpretations. For example, “time” and

“dime” may be confused. Hearing loss can

occur at any time in the life cycle but becomes

increasingly common with age. While hearing

loss is usually not considered a life-threatening

condition, it is associated with multiple negative

outcomes including isolation, depression, and

altered interpersonal relationships. There is also

increasing interest in the relationship between

hearing loss and cognition. Approaches to the

treatment of hearing loss usually focus on

enhancing amplification in the frequencies that

are most affected. Newer hearing aids have

a greater capacity to be individualized but remain

aids. Individuals need to understand that they will

need to relearn how to hear and to get use to

hearing sounds that they may not have heard in

some time. The underlying damage to the ear is
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not repaired. In addition to hearing aids, other

assistive listening devices are available to facili-

tate communication or participation in activities

or events (510).
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Heart

Siqin Ye

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

The heart is the principle organ of the circulatory

system and is responsible for pumping blood

through the pulmonary and systemic circulations.

Description

In humans, the heart has four structural cham-

bers: two upper ones, the left and right atria,

serving as reservoirs for blood return from the

pulmonary and systemic venous vasculature,

respectively; and two lower chambers, the left

and right ventricles, that eject blood forward into

the aorta and the pulmonary arteries. In a typical

cycle, peripheral venous blood returns to the

right atrium via the superior and inferior venae

cavae, and then empties into the right ventricle

through the tricuspid valve, both passively and

with contribution from right atrial contraction.

Contraction of the right ventricle then opens the

pulmonic valve and propels the deoxygenated

blood through the main pulmonary artery on the

way to the lungs. After passing through lung

alveoli where gas exchange takes place, oxygen-

ated blood from the pulmonary circulation even-

tually drains into the left atrium through the four

pulmonary veins, and from there fills the left

ventricle via passage across the mitral valve.

Contraction of the left ventricle then opens the

aortic valve, and oxygenated blood is pumped

into the aorta to perfuse the other organs of the

body. The blood supply to the heart itself is

provided by the coronary arteries: the left main

artery, arising from the left coronary cusp at the

root of the aorta, and giving rise to the left ante-

rior descending and the left circumflex arteries;

and the right coronary artery, arising from the

right coronary cusp. Venous return from the heart

drains into the right atrium via the coronary sinus

(Kusumoto, 2005).

Anatomically, the heart lies within the medi-

astinum and is encapsulated by the pericardial

sac, which normally contains small amounts of

serous fluid to minimize friction as the heart

moves during each contraction. At the cellular

level, the heart is composed of myocytes, which

contain sarcomere units that form the basic con-

tractile elements. The myocytes also possess gap

junctions that allow propagation of electrical

impulses from cell to cell. In addition, there

are specialized myocytes with unique electrical

properties that form the conduction system of

the heart. Electrical impulses are typically
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initiated in the sinoatrial node (SA node),

located within the right atrium, then travel to

the atrioventricular node (AV node), which lies

along the inferior-posterior aspect of the

interatrial septum near the opening of the coro-

nary sinus. The AV node allows conduction

from the atria to the ventricles, and its refrac-

tory properties help to prevent rapid ventricu-

lar response in case of atrial arrhythmias. From

the AV node, the electrical impulses travel

rapidly down the bundle of His and then

the right, left anterior and left posterior bundle

branches, eventually arriving at the Purkinje

fibers that reach the rest of the heart. It is this

carefully timed activation sequence that makes

possible the ordered and efficient contraction

that occur with each heartbeat (Kusumoto,

2005).

Numerous disease processes are known to

affect the heart. Early in life, abnormalities of

cardiac development can lead to various forms

of congenital heart disease. Disorders of the

conduction system can manifest as tachyar-

rhythmias and bradyarrhythmias, and can pre-

sent at any age, either in isolation or in

conjunction with other cardiac diseases. Valvu-

lar heart disease may involve stenotic or

regurgitant lesions of any of the four cardiac

valves or combinations thereof. The clinical

syndrome of heart failure, defined as the inabil-

ity of the heart to generate enough forward flow

except at elevated filling pressures, can occur

through diverse mechanisms including ischemia

due to coronary artery disease to genetic disor-

ders such as hypertrophic cardiomyopathy.

Ischemic heart disease caused by coronary ath-

erosclerosis is currently the most frequently

diagnosed cardiac disorder, in part due to the

increased life expectancy and changes in life-

style and diet that occurred in the past century.

Taken as a whole, cardiovascular diseases rep-

resent one of the most significant global public

health burdens of the modern age, accounting

for 30% of all deaths worldwide and up to

40% of all deaths in the industrialized world

(American Heart Association Statistics Com-

mittee and Stroke Statistics Subcommittee,

2010; Gaziano, 2008).
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Heart and Estrogen/Progestin
Replacement Study (HERS)

Jonathan Newman

Columbia University, New York, NY, USA

Definition

The heart and estrogen/progestin replacement

study (HERS) was a randomized, double-blinded

placebo-controlled trial of the effect of 0.625 mg

of conjugated estrogens plus 2.5 mg of

medroxyprogesterone acetate daily on coronary

heart disease (CHD) event risk among more than

2,700 postmenopausal with women with known

CHD.

Description

The primary outcome of this trial was CHD

events (nonfatal myocardial infarction (MI) plus

CHD-related death). Secondary cardiovascular

outcomes included coronary revascularization,

unstable angina, congestive heart failure,
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resuscitated cardiac arrest, stroke or transient

ischemic attack, and peripheral arterial disease.

Overall, during more than 4 years of

follow-up, there were no significant differences

between the hormone and placebo groups in the

primary outcome of CHD events (nonfatal MI

plus CHD-related death) or in any secondary

outcomes.

However, post-hoc analyses showed a statis-

tically significant time effect, wherein partici-

pants taking hormone therapy experienced

more CHD events in the first year of treatment,

and fewer in years 3–5. This led the investi-

gators to speculate that the early risk due to

estrogen/progestin treatment may be due to a

prothrombotic, proischemic, or proarrhythmic

effect which was gradually outweighed by the

beneficial effects of hormone therapy, poten-

tially mediated by observed changes in low-

and high-density lipoprotein cholesterol.

This apparent pattern of an early increase in

CHD events followed by a later decrease led to

the recommendation that women with CHD

should not start hormonal therapy for the

purposes of preventing CHD events, but that

those who were taking hormones could con-

tinue to do so. As reported in HERS II,

women in HERS tended to follow this advice

and many of those randomized to hormones

during the trial continued with open-label

treatment. This provided an opportunity to con-

tinue outcome surveillance for several years

(HERS II).

The HERS II study contained both cardiovas-

cular and non-cardiovascular components. Par-

ticipants from the initial HERS study were

followed for an additional 4 years. The HERS

cardiovascular study demonstrated the absence

of late benefit of hormone therapy, effectively

answering the important question raised by the

original HERS study of whether the lower CHD

event rate observed during the final years of the

trial suggested the presence of a long-term benefit

of hormone replacement therapy. The non-

cardiovascular component of the HERS study

demonstrated an increase in venous thromboem-

bolism and biliary tract surgery over the near

7 years of follow-up and demonstrated

unfavorable trends in the incidence of some can-

cers and incidence of fractures.

The follow-up study (HERS II) has been

critiqued because randomized assignment was

no longer blinded in HERS II, and event ascer-

tainment may have been influenced by the

knowledge of randomization assignment.

Regardless, the HERS I/II provided useful

information regarding the short- and long-term

use of hormone replacement therapy, and

supported the larger, more definitive trials on

hormone replacement and cardiovascular and

non-cardiovascular events, such as the

Women’s Health Initiative.
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▶Bypass Surgery

H 938 Heart Attack

http://dx.doi.org/10.1007/978-1-4419-1005-9_89
http://dx.doi.org/10.1007/978-1-4419-1005-9_1243


Heart Disease

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

Heart disease encompasses a range of conditions,

including coronary artery disease, heart failure or

inadequate cardiac output, and cardiac arrhythmia.

See ▶Coronary Heart Disease (CHD) and

▶Congestive Heart Failure for further

explanations.

Cross-References
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Heart Disease and Cardiovascular
Reactivity

Mark Hamer

Epidemiology and Public Health, Division of

Population Health, University College London,

London, UK

Synonyms

Cardiac risk factor

Definition

There has been a long-standing notion that exag-

gerated responses to mental stress are linked to

the development of future heart disease (Hamer

& Malan, 2010). Although not clinically mean-

ingful in themselves, if heightened responses to

stress are elicited on a regular basis, they might

become clinically relevant over time. Existing

work has largely focused on cardiovascular reac-

tivity to stress as a tool to predict future risk.

Blood pressure and heart rate responses to mental

stress are largely augmented by the sympathetic

nervous system and release of catecholamines.

The issue of whether stress reactivity contributes

to the progression of underlying disease or only to

the incidence of clinical cardiac events has led to

research involving indicators of subclinical dis-

ease. Several studies have indicated that height-

ened blood pressure and heart rate responses to

laboratory-induced stressors predict future pro-

gression of subclinical atherosclerosis and hyper-

tension in initially healthy participants,

independently from conventional risk factors

such as blood cholesterol, resting blood pressure,

and smoking (Chida & Steptoe, 2010). Few stud-

ies have examined the association between car-

diovascular reactivity and the incidence of

clinical cardiac events, and the available evi-

dence is equivocal. Since individuals cannot be

randomized to being high or low cardiovascular

reactors to stress, it is impossible to prove or

disprove beyond doubt that exaggerated reactiv-

ity is a causal risk factor in cardiovascular dis-

ease. On balance, there is substantive evidence to

support the reactivity hypothesis although effect

sizes are small and the clinical utility is question-

able. Reasons for inconsistencies in the data

include variability in the type of mental stressors

employed and individual differences in responses

that might be influenced by factors such as per-

sonality, race and ethnicity, genetics, chronic

background stress, and lifestyle habits.

From a mechanistic standpoint, stress-induced

blood pressure surges that contribute to increased

shear stress in the arteries could promote endo-

thelial damage and inflammatory responses that

are thought to play a role in atherogenesis. Endo-

thelial dysfunction plays a key role in the initia-

tion of atherosclerosis because nitric oxide

production from healthy endothelial cells has an

anti-atherogenic effect by inhibiting cellular

adhesion, migration, and proliferation responses.

Individual differences in blood pressure reactiv-

ity have also been linked with activation patterns

in corticolimbic brain areas (e.g., divisions of the
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cingulate cortex, insula, and amygdale) that are

jointly involved in processing stressors and reg-

ulating the cardiovascular system (Gianaros &

Sheu, 2009). Thus, this data might provide the

vital piece in the missing jigsaw puzzle

explaining the interaction between brain and

body.

Cross-References
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Heart Disease and Emotions: Anger,
Anxiety, Depression

Timothy W. Smith

Department of Psychology, University of Utah,

Salt Lake City, UT, USA

Definition

The negative emotions of anger, anxiety, and

depression exist in several different forms – sta-

ble individual differences in negative emotional-

ity (i.e., personality traits), brief emotional

episodes, symptoms of emotional distress, and

emotional disorders. Each of these emotion con-

structs has been examined as an influence on the

development and course of coronary heart dis-

ease, a common cause of death resulting from the

progression of atherosclerosis in the arteries that

otherwise supply blood to the myocardium.

Description

Negative emotions have been suggested as an

influence on the development and course of coro-

nary heart disease (CHD) for centuries since the

earliest descriptions of this common and costly

medical condition. CHD begins as early as child-

hood or adolescence, with the development of

fatty streaks within the walls of the coronary arter-

ies. Over decades, these progress to more substan-

tial coronary artery lesions, with the buildup of

lipids and inflammatory processes at these sites.

After decades of asymptomatic or silent progres-

sion of coronary artery disease (CAD), the symp-

toms of CHD appear in mid to later adulthood in

the form of angina pectoris (chest pain due to

myocardial ischemia), myocardial infarction, or

sudden coronary death. Recent research indicates

that negative emotion may play a role in CHD at

each stage of this decades-long process. However,

the various specific negative emotions and forms

of these emotion characteristics are closely

related, and it is not clear if they have independent

or overlapping effects on the development and

course of CHD (for reviews, see Smith, 2010;

Suls & Bunde, 2005).

Virtually all major conceptual descriptions of

basic emotions distinguish among anxiety and

related emotions (e.g., fear), depression and

related emotions (e.g., sadness), and anger. In

contrast to a state of calm, anxiety is characterized

by nervousness, tension, and apprehension. In the

extreme, it is characterized by dread. Depression is

characterized by sadness, sorrow, and unhappi-

ness, and in the extreme by despair. Anger varies

in intensity from irritation or annoyance to the

extreme of rage. In terms of accompanying

cognitive content, anxiety is associated with

perceptions of threat and vulnerability to potential

harm. In contrast, depression is associated with
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a sense of loss, separation from important others,

failure, and hopelessness. Anger is associated with

thoughts of interpersonal transgression, frustrated

goals, and unfair victimization or mistreatment.

These affective phenomena take several

forms, ranging from brief episodes well within

the range of normal experience to much more

enduring and maladaptive conditions. Episodes

of negative emotion (e.g., anger during a pointed

disagreement) have been examined as precipi-

tants or “triggers” of acute coronary events

(e.g., myocardial infarction, sudden coronary

death), and the related findings suggest that

these episodes can indeed evoke such life-

threatening events, although this is most likely

limited to individuals who have advanced CAD

(Bhattacharyya & Steptoe, 2007). Episodes of

negative emotion can be distinguished from

related moods, in that emotions are more intense,

briefer, and much more strongly related to phys-

iological changes and the activation of associated

behavioral response tendencies.

There are stable individual differences in the

tendency to experience negative emotions and

moods, such as the Five-Factor Model trait of

neuroticism versus emotional stability. This trait

contrasts individuals who are prone to anxiety,

depression, anger, and related characteristics

(e.g., self-consciousness, feelings of vulnerability

or inferiority) with individuals who are generally

calm. A closely related construct – negative

affectivity – differs from neuroticism by includ-

ing only the affective elements of this broad trait.

In these trait models, individual differences in the

tendency to experience anxiety, depression, and

anger are seen as lower level, more specific

aspects or “facets” of the broader trait.

These emotions are also seen in various forms

of psychopathology. Anxiety disorders (e.g., gen-

eralized anxiety disorder, social phobia) and

mood disorders (e.g., major depressive disorder)

are common, and intense and destructive anger is

the major feature of intermittent explosive disor-

der. Individuals can report elevated symptoms of

anxiety, depression, or anger without reaching

the severity, duration, or level of related impair-

ment necessary to qualify for a diagnosed emo-

tional disorder. Such elevations in symptoms are

presumed to be less enduring than the negative

emotionality seen in related personality charac-

teristics, and diagnosable emotional disorders are

seen as qualitatively distinct from personality

traits in their severity, related features, and levels

of general impairment or dysfunction. Hence,

anxiety, depression, and anger are typically con-

ceptualized and studied as distinct emotions, as

are their various forms in emotional episodes,

symptoms, disorders, and personality traits.

If these distinctions were in fact firm, the com-

mon approach of studying one emotional risk

factor for CHD at a time would not pose

a problem. Unfortunately, these distinctions are

quite difficult to support empirically (Smith,

2010; Suls & Bunde, 2005). There is a high

degree of correlation among anxiety, depression,

and anger, and this is true in each of the various

forms. Further, the distinctions between the var-

ious forms of negative emotions are

problematic. Symptoms of emotional distress

are closely correlated with related personality

traits, and scores on such symptom inventories

are more stable than should be the case if they

were unrelated to personality (Suls & Bunde;

Watson, 2009). Neuroticism and negative affec-

tivity are closely associated with anxiety and

mood disorders (Weinstock & Whisman, 2006),

and symptoms of emotional disorders often

appear to take the form of continuous severity

distributions rather than the discrete structure

implied by categorical models of emotional dis-

order (Haslam, 2007). Emotional disorders co-

occur so frequently that alternative diagnostic

frameworks involving “distress disorders” have

been proposed (Watson, 2009). Hence, when one

specific negative affect risk factor is related to the

development or course of CHD, this association

could easily involve another negative affect and/

or another form of negative affect. This lack of

specificity complicates the design and implemen-

tation of risk-reducing interventions, in that it is

not clear which specific negative affect or which

form of negative affect should be targeted.

Reviews of the many studies of negative emo-

tional factors and the development and course of

CHD suggest reliable associations for depression,

anxiety, and anger when these characteristics are
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considered separately (Chida & Steptoe, 2009;

Nicholson, Kuper, & Hemingway, 2006; Suls &

Bunde, 2005). However, the far fewer studies

attempting to parse the potentially overlapping

effects of these negative emotional phenomena

have produced mixed results. Studies of preclin-

ical, asymptomatic atherosclerosis that have

measured multiple negative affective character-

istics have sometimes found that depression but

not anxiety or anger predicts disease severity

(Stewart et al., 2007), whereas others have

found that anxiety and anger but not depression

are related to CAD (Smith, Uchino et al., 2008).

Studies of multiple indicators of negative affect

as predictors of the initial occurrence of CHD

have produced evidence of the unique or inde-

pendent effects of anxiety (Phillips et al., 2009;

Kubzansky et al., 2006; Shen et al., 2008),

depression (Grossardt et al., 2009; Phillips et al.,

2009), and general emotional distress (Boyle

et al. 2006; Kubzansky et al., 2006). In studies

of patients with CHD, the evidence is again

mixed. Some studies suggest that anxiety and

depression are independent predictors of recur-

rent cardiac events (Frasure-Smth & Lespérance

2008), whereas others suggest that anxiety but

not depression has an independent effect (Tully

et al., 2008).

Additional research is clearly needed to sort out

the independent versus overlapping effects of the

various negative emotions and their various forms,

across the multiple phases of the development and

course of CHD. The design of future studies must

attend to the fact that anxiety, depression, and

anger are correlated, and the overlap across

various forms of these emotions is considerable.

Figure 1 presents two conceptual models that can

guide these efforts. In the first (panel A), anxiety,

depression, and anger are each considered and

assessed separately, as are the various forms of

these emotional constructs. In the second, the

general factor (i.e., general emotional distress) is

considered and assessed directly, as are the unique

aspects of anxiety, depression, and anger. For

example, depression differs from anxiety and

anger in its associated low levels of positive affect

and physiological activation (Watson, 2009),

and anger involves approach motivation (e.g.,

overcoming obstacles in frustrated goals, redress

social transgressions or mistreatment), whereas

anxiety is mostly associated with avoidance

motives (i.e., minimize harm). Additional studies

that measure these multiple aspects and forms of

negative emotion could help define targets for

risk-reducing interventions more precisely.

Interventions for CHD patients focused on

a specific negative affect (e.g., depression) gen-

erally have not been found to be effective in

reducing recurrent coronary events (ENRICHD

Investigators, 2003). In contrast, more general

interventions focusing on stress and negative

emotion broadly considered have been found to

be effective in improving the prognosis of CHD

patients (Linden, Phillips, & Leclerc, 2007). If

supported in future research, it is possible that

this pattern of intervention results indicates that it

is the general or overlapping aspects of negative

emotion – rather than the specific aspects – that

Personality Traits

Depression

a b

Anger

Emotional Symptoms

Emotional Disorders

Personality Traits

Depression Anger

Emotional Symptoms

Emotional Disorders

Anxiety

Specific Symptoms
General
Factor

Anxiety

Heart Disease and Emotions: Anger, Anxiety,
Depression, Fig. 1 (a) Conceptual framework for

overlapping negative affective risk factors (b) Alternative

framework including general and specific aspects of neg-

ative affect (Reprinted with permission from Smith (2010)

(Fig. 12.1, p. 161))
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are important risk factors and important interven-

tion opportunities. However, much additional

research is needed.

Cross-References
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Heart Disease and Smoking

Scott DeBerard

Department of Psychology, Utah State

University, Logan, UT, USA

Synonyms

Cardiovascular disease (CVD); Coronary heart

disease (CHD); Nicotine

Definition

Heart disease is a relatively broad term which

refers to many diseases associated with the

heart. Coronary heart disease (CHD) refers to

a narrowing or even complete occlusion of the

blood vessels which supply the heart with blood

and oxygen. Cardiovascular disease (CVD) is

often used as a synonym for CHD. Smoking is

defined as inhalation of smoke from burning

tobacco via a cigarette, cigar, pipe, or other

smoke delivery device (e.g., hookah).

Description

Approximately 20% of adults smoke in the

United States, and this percentage has remained

fairly consistent across the last 10 years (Centers

for Disease Control and Prevention, 2010). It is

currently estimated that over 140,000 individuals

in the US will die annually due to smoking-

attributable CHD (Centers for Disease Control

and Prevention, 2008). There is currently com-

pelling evidence that smoking is causally related

to cardiovascular diseases. The most extensive

current compilation of evidence supporting

a causal link between smoking and CHD is

found in the 2010 Surgeon General’s Report:

How Tobacco Smoke Causes Disease: The Biol-

ogy and Behavioral Basis for Smoking-
Attributable Disease (U.S. Department of Health

and Human Services, 1994). What follows is

a brief overview of the evidence for a causal

link between smoking and CHD including

a discussion of the biological processes impacted

by smoking that are implicated in CHD.

There are numerous studies which demon-

strate a clear dose–response relationship between

number of cigarettes smoked per day and risk for

developing CHD. The recent Surgeon General’s

Report on Smoking (Centers for Disease Control

and Prevention, 2010) indicated that risk for

CHD is increased across all levels of smoking

and that smoking even a few cigarettes per day

(less than five) resulted in increased risk of devel-

oping CHD. This report also indicated that dura-

tion of smoking is associated with increased risk

of CHD-related mortality.

Exposure to secondhand smoke also increases

the risk of CHD. One study determined that the

relative risk of CHD for smokers is 1.78 as com-

pared with 1.31 in nonsmokers exposed to sec-

ondhand smoke. This study also revealed that

exposure to secondhand smoking resulted in sim-

ilar negative circulatory changes to those which

occur in smokers. There is also evidence of

decreased hospital admissions due to myocardial

infarction rates in locations which have banned

public smoking (Barnoya & Glantz, 2005)

There are multiple physiological changes

which occur in response to smoking which are

thought to be associated with CHD. Cigarette

smoking results in decreased blood flow to the

heart and increased blood pressure and heart rate

(U.S. Department of Health and Human Services,

1994). Smoking damages and impairs regenera-

tion of the inner lining of blood vessels (endothe-

lium). Damaged blood vessels increase the risk of

developing arterial plaques (atherosclerosis)

which consequentially increases the risk of devel-

oping blood clots which can lead to myocardial

infarct (U.S. Department of Health and Human

Services). Cigarette smoking causes inflamma-

tion in the circulatory system and also impairs

vasodilation of blood vessels, both of which

increase the risk for negative cardiac events

(U.S. Department of Health and Human Services).

Smoking can also cause platelets in the blood to

become sticky, and this is thought to increase the

likelihood of clot formation (U.S. Department of

Health and Human Services). Importantly, similar
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physiological changes have been demonstrated in

persons exposed to secondhand smoke (Barnoya&

Glantz 2005).

Quitting smoking will reduce the risks of

developing CHD (U.S. Department of Health

and Human Services). The risk for CHD and

CHD-related mortality drops in half after approx-

imately 1 year of smoking cessation. After

10 years of smoking cessation, the risk for devel-

oping CHD-related issues is essentially equiva-

lent to that of a nonsmoker (U.S. Department of

Health and Human Services). Smoking cessation

at any age is also clearly associated with

increased longevity (Taylor et al. 2002).
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Heart Disease and Stress

Peter A. Shapiro

Department of Psychiatry, Columbia University,

New York, NY, USA

Definition

Stress is a hard concept to define precisely, but

like obscenity (to paraphrase Supreme Court Jus-

tice Potter Stewart (Jacobellis vs. Ohio. 378

U.S. 184, 197, 1964)), you (sometimes, but per-

haps not always) know it when you feel it. For

any given system, stress implies a load that chal-

lenges the homeostasis and integrity of the sys-

tem. Stress may be intrinsic to the system, for

example, the weight of a suspension bridge’s

roadway platform, or extrinsic to the system,

such as the effect of hurricanes, earthquakes, or

traffic jams loading the bridge. Both intrinsic and

extrinsic stressors pose the risk of bridge

collapse. Whether a stressor is intrinsic or extrin-

sic, the system must have a capacity to withstand

it in order to maintain structural and/or functional

integrity. Thus for a suspension bridge, to

continue the example, this capacity is built into

the tensile strength of its suspension cables and

the mass and strength under compression of the

towers and buttresses supporting the cables and

transmitting force to the surrounding ground. In

behavioral cardiology, concern about stress and

heart disease has focused on external psycholog-

ical stressors, and related behaviors and affective

and psychophysiological states, associated with
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the onset and progression of heart disease,

especially coronary artery disease and sudden

cardiac death.

Description

For lack of a precise, gold-standard, quantifiable

measure of stress as it relates to heart disease,

stress is usually defined by subjective measures

of perceived stress, by characterization and

counts of common life experiences generally

regarded as stressful, unwanted, or at least as

disturbing homeostasis (e.g., daily hassles, hos-

tile interactions, job strain, job loss, loss of

a loved one, divorce, interpersonal conflict, mov-

ing to a new city, marriage, promotion to new

work responsibilities), by experimental manipu-

lations or ecological measurement of short-term

challenges, and by exposures to epidemiologi-

cally significant events such as natural disasters,

missile attacks during wartime, and terrorism. It

is evident that stress is often associated with

negatively valenced affective states such as anx-

iety, depression, and anger, but can also be asso-

ciated with more positively experienced acute

excitement and life experiences.

Evidence for the association of stress with

heart disease is overwhelming. Numerous studies

demonstrate that earthquakes are associated with

a subsequent increase over background rates in

myocardial infarction and sudden death. Iraqi

missile attacks on Israel during the Gulf War in

the 1990s, the destruction of the World Trade

Center in New York in 2001, and sports events

such as World Cup Soccer matches have been

consistently observed to be associated with

increased rates of acute coronary syndromes and

lethal ventricular arrhythmias, even in individ-

uals not physically endangered by proximity to

the events. Acute episodes of anger appear to be

an especially potent trigger of acute coronary

events in vulnerable patients. In INTERHEART,

a very large case–control study of first myocar-

dial infarction involving over 24,000 subjects in

52 countries, chronic exposure to stress, mea-

sured by self-reports of problems with family

relationships, work, or financial strain over

a 1-year period, was associated with increased

rate of MI, with population-attributable risk esti-

mated at 12–33%. A dose–response relationship

was observed between the number of stressful life

events reported and risk of myocardial infarction,

with an odds ratio for MI risk of 1.5 for individ-

uals reporting two or more stressful life events

compared to those reporting no stressful life

events. Thus, epidemiological evidence supports

the role of emotional stress both over the long

term, in processes contributing to the develop-

ment of coronary atherosclerosis, and in the

short term, as a trigger of acute coronary events

in vulnerable patients. Perceived stress is height-

ened in people with low socioeconomic status,

which may also be associated with numerous

other behavioral and physiological cardiac risk

factors. Conversely, stress effects on cardiovas-

cular risk are moderated by the presence of good

social support. Studies comparing heart disease

risk in men and women have found that for

women, the relationship of stress at work to

coronary heart disease risk is less clear-cut than

in men, but stress at home and in interpersonal

relationships is associated with increased risk of

coronary disease-related events.

Stressful experiences result in derangements of

autonomic nervous system regulation of the car-

diovascular system, with reduced vagal tone and

relatively increased sympathetic tone. Heart rate

and blood pressure increase in response to acute

mental stress; the extent of this increase depends in

part on the nature of the stressor and also in part on

individual characteristics such as trait anxiety and

hostility. Interruption of sympathetic inflow to

the left side of the heart by left stellate

ganglionectomy reduces stress-induced ischemia

and ventricular arrhythmias. Stressful experience

is associated with hemoconcentration and

increased blood viscosity, which may increase

the risk of thrombosis, especially as clotting

factors and platelet activation also increase

during acute stress. Stressful experiences alter

hypothalamic-pituitary axis function, with lasting

consequences, such that childhood trauma is

associated with elevated circulating levels of

corticotrophin-releasing factor in adulthood, and

stress in adulthood leads to hypercortisolemia.
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Endothelial dysfunction and paradoxical vasocon-

striction during acute mental stress are observed in

atherosclerotic coronary artery segments. During

mental stress, increased heart rate and blood pres-

sure along with coronary vasoconstriction may

result in myocardial ischemia, which may be man-

ifest as ST segment changes in the electrocardio-

gram, reduced left ventricular ejection fraction and

regional wall motion abnormalities; stress-

induced impairment of left ventricular function is

associated with an increase in the risk of recurrent

coronary events and survival. Yet, although men-

tal stress–induced ischemia occurs primarily in

individuals with exercise-induced ischemia, it is

notable that mental stress–induced myocardial

ischemia is frequently asymptomatic, and occurs

at a level of increased heart rate and blood pressure

less than that required to achieve ischemia during

exercise. Acute mental stress also induces an

inflammatory response, with elevated levels of

inflammatory cytokines IL-6 and TNF-alpha,

which can destabilize atherosclerotic plaque

and promote plaque rupture or superimposed

thrombosis. The extent to which each of these

mechanisms mediates the effect of stress on heart

disease risk is unknown.

Sudden emotional stress can also lead to acute

cardiac events in patients who do not have coro-

nary artery disease. Takotsubo cardiomyopathy is

a rare syndrome characterized by transient left

ventricular dysfunction with apical ballooning

and acute heart failure in response to emotional

shocks, such as surprise parties or receiving unex-

pected bad news. The syndrome has been attrib-

uted to rapidly increasing sympathetic tone and

catecholamine levels in response to the

psychological stressor.

Studies of the effects of interventions to

reduce stressful experience or improve resilience

in managing stress on heart disease outcomes

have had decidedly mixed results. Behavioral or

cognitive behavioral stress management treat-

ment groups to reduce angry responding and

time urgency reduce the incidence of recurrent

MI. Inclusion of “stress management” in cardiac

rehabilitation programs for post-MI patients is

associated with reduced recurrent cardiac events

and reduced mortality, but individualized life

stress monitoring and problem-solving interven-

tions for post-MI patients resulted in no benefit in

men and increased recurrent cardiac events

in women in the Montreal Heart Attack

Readjustment Trial (M-HART). Cognitive

behavior therapy aimed at bolstering social sup-

port also had a negative effect on recurrent

cardiac events in women in the ENRICHD trial.

Overall, however, exercise and stress manage-

ment programs appear to reduce recurrent cardiac

events, improve subjective well-being, and may

reduce hemodynamic and other physiological

responses to stress.

Cross-References

▶Coronary Artery Disease

▶ Social Support

▶ Stress
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Heart Disease and Type A Behavior

Yoichi Chida

Research Department of Epidemiology & Public

Health, University College London, London, UK

Synonyms

Coronary heart disease (CHD); Type A behavior

pattern (TABP)

Definition

A comprehensive meta-analysis of prospective

studies between 1966 and 1998 failed to show

an association between Type A behavior pattern

(TABP) and coronary heart disease (CHD)

(Myrtek, 2001), and since then there has been

no evidence showing such an association. How-

ever, the recent meta-analytic investigation on

prospective studies showed that anger and hostil-

ity, one of the key dimensions of TABP, are

significantly associated with not only increased

CHD events in initially healthy populations but

also poor prognosis in the patients with existing

CHD (Chida & Steptoe, 2009).

Description

Type A behavior pattern (TABP) was first noted

by two American cardiologists, Meyer Fredman

and Ray Rosenman, in 1959 (Friedman &

Rosenman, 1959). They demonstrated that

a group of 83 men, mainly executives, had

seven times the risk of coronary heart disease

(CHD) when compared with that in the other

two groups of 83 men from unions and account-

ing firms and 46 unemployed blind men. The

behavior pattern of group A is characterized by

intense ambition, competitive “drive,” constant

preoccupation with “deadlines,” and a sense of

time urgency. Over time, together with input

from psychologists, they refined the notion of

TABP with an increasing focus on the elements

of aggressiveness and easily aroused annoyance

or hostility (Rosenman, 1978). Persons not show-

ing these characteristics are labeled Type

B behavior pattern. Data published in 1974 and

1976 from the Western Collaborative Group

Study containing approximately 3,000 middle-

aged men, exhibited a relative risk of 1.8 for

nonfatal myocardial infarction (MI) or angina

over 4 years in those were TABP, and a relative

risk of 1.9 for fatal CHD, nonfatal MI, or angina

over 8.5 years in those who were TABP (Jenkins,

Rosenman, & Zyzanski, 1974; Rosenman, Brand,

Sholtz, & Friedman, 1976). Nevertheless, as time

passed, these original findings were not supported

by an increasing number of subsequent studies

(Brotman, Golden, & Wittstein, 2007; Everson-

Rose & Lewis, 2005). More comprehensively,

a meta-analysis of prospective studies between

1966 and 1998 failed to show an association

between TABP and CHD (Myrtek, 2001), and

since then there has been no evidence showing

such an association.

Some researchers, therefore, changed their

focus to investigate whether anger, hostility, and

related constructs, one of the key dimensions of

TABP, would be more closely linked to the

development of CHD. Hostility is typically

described as a negative attitude or cognitive trait

directed toward others, anger as an emotional

state that consists of feelings that vary in intensity

from mild irritation or annoyance to intense fury

or rage, and aggressiveness as a verbal or physi-

cal behavioral pattern manifest in yelling, intim-

idation, or physical assaults. These constructs,

these terms often are used interchangeably and

their interrelationship remains poorly delineated

(Martin, Watson, & Wan, 2000; Schulman &

Stromberg, 2007). Over the past 25 years, the

body of research investigating associations

between anger and hostility and CHD develop-

ment and progression has grown. The recent

meta-analytic investigation on prospective stud-

ies showed that anger and hostility are signifi-

cantly associated with not only increased CHD

events in initially healthy populations but also

poor prognosis in the patients with existing

CHD (Chida & Steptoe, 2009). The harmful

effects of anger and hostility were slightly greater

in the CHD patients than the healthy population

H 948 Heart Disease and Type A Behavior

http://dx.doi.org/10.1007/978-1-4419-1005-9_101823
http://dx.doi.org/10.1007/978-1-4419-1005-9_101823
http://dx.doi.org/10.1007/978-1-4419-1005-9_100392


studies, making it possible that frequent anger

episodes related to trait anger and hostility trait

might accelerate recurrence of CHD.

If anger and hostility do influence CHD risk,

effects might be primarily mediated via behav-

ioral pathways, with anger and hostility promot-

ing high-risk behaviors such as poor diet, less

physical activity, smoking, poor sleep, or lower

treatment adherence (Scherwitz et al., 1992; Shin

et al., 2005; Siegler, Peterson, Barefoot, & Wil-

liams, 1992). Indeed, the apparently harmful

effects of anger and hostility on CHD were no

longer significant in either the healthy or disease

populations after fully controlling for behavioral

covariates such as smoking, physical activity or

body mass index, and socioeconomic status

(Chida & Steptoe, 2009). However, other

unmeasured factors cannot rule out that could

potentially have confounded the associations,

and direct physiological pathways might also

contribute. Anger and hostility may alter suscep-

tibility to CHD via autonomic nervous

dysregulation (Chida & Hamer, 2008; Thomas,

Nelesen, & Dimsdale, 2004; Vella & Friedman,

2007), increases in inflammatory and coagulation

factors such as interleukin-6, C-reactive protein,

and fibrinogen (Markovitz, 1998; Stewart,

Janicki-Deverts, Muldoon, & Kamarch, 2008),

and higher cortisol levels (Steptoe, Cropley,

Griffith, & Kirschbaum, 2000). Furthermore,

a number of studies have demonstrated that

anger and cynical hostility predict the progres-

sion of subclinical atherosclerosis (Matthews

et al., 1998; Raikkonen, Matthews, Sutton-

Tyrrell, & Kuller, 2004), suggesting that the asso-

ciations between anger/hostility and CHDmay be

due to the impact of anger and hostility on the

development of coronary atherosclerosis,

although acute trigger effects may also contribute

(Dimsdale, 2008; Mittleman et al., 1995; Möller

et al., 1999).

Taken together, given a recent meta-analysis

on randomized controlled trials endorsing the

efficacy of psychological interventions in cardiac

patients (Linden, Phillips, & Leclerc, 2007), clin-

ical trials focusing on anger and hostility in CHD

interventions are necessary for the more effective

prevention and treatment of CHD.
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Heart Doctor

▶Cardiologist

Heart Failure

Valerie Sabol

School of Nursing, Duke University, Durham,

NC, USA

Synonyms

Congestive heart failure

Definition

Heart failure is a general term used to describe

a clinical syndrome characterized by shortness of

breath, exertional dyspnea, paroxysmal nocturnal

dyspnea, orthopnea, peripheral and/or pulmonary

edema, and exercise intolerance. Since individual

experiences of these clinical indicators may vary,

it is important to understand how heart failure is

classified. The underlying etiology and associ-

ated pathophysiology are keys to appropriate

diagnosis and management.

Several categories are used to describe, orga-

nize, and classify heart failure. Acute versus

chronic heart failure are terms used to describe

both the onset and intensity of symptoms. Acute

heart failure refers to the sudden appearance of

symptoms (e.g., usually over hours or days),

which have progressed to a point at which imme-

diate or emergency medical intervention is

necessary. Chronic heart failure refers to the

development of symptoms over a period

(e.g., months to years). Chronic symptoms repre-

sent the baseline condition or symptoms that an

individual lives with on a daily basis. If the cause

of the acute onset of heart failure is not reversible

(e.g., left ventricular damage from a myocardial
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infarction), then the heart failure may become

chronic. Other classification categories include

left versus right-sided heart failure.

Right-sided heart failure refers to failure of the

right ventricle to pump adequately, and is most

commonly caused by left-sided heart failure. It

can also be caused by pulmonary disease and

primary pulmonary hypertension. Left-sided

heart failure refers to failure of the left ventricle

to fill or empty properly, which leads to increased

pressures inside the ventricle and congestion in

the pulmonary vascular system. Left-sided heart

failure may be further classified into systolic and

diastolic dysfunction.

Systolic dysfunction is usually estimated by

ejection fraction, or the percentage of the left

ventricular end-diastolic volume (LVEDV) that

is ejected from the ventricle in one cycle. For

example, if the LVEDV is 100 mL and the stroke

volume is 70 mL, the ejection fraction is 70%.

Normal ejection fraction is 50–70%. Systolic

dysfunction is defined as an ejection fraction of

less than 40% and is caused by a decrease in heart

contractility. Diastolic dysfunction, which is

more common among older adults, is less well

defined and more difficult to measure (i.e., left

ventricular function is preserved). Although heart

contractility is normal or even increased (e.g.,

normal or even high ejection fractions), diastolic

dysfunction is caused by impaired relaxation and/

or filling (e.g., fast heart rate, stiff or poorly

compliant ventricle, rhythm that is poorly

organized).

Diagnosis and management of heart failure

begins with a clinical history and physical exam-

ination, and confirmatory evidence of cardiac dys-

function on an echocardiogram. Once a diagnosis

has been made, it is important to characterize the

degree of impairment using the standardized

New York Heart Association (NYHA) Functional

Classification. The American College of Cardiol-

ogy (ACC) and the American Heart Association

Guidelines (AHA) outline four stages of heart

failure that are useful for organizing the preven-

tion, diagnosis, management, and prognosis for

patients with heart failure; only stages C and D

are applicable to the NYHA functional classifica-

tion system.

Cross-References
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Heart Rate

Annie T. Ginty
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Synonyms

Pulse rate

Definition

Heart rate is the number of beats of the heart per

unit of time. Typically it is measured in beats per

minute (bpm). Heart rate is based on the time

interval between one R wave and the next. The

R wave is the onset of ventricular depolarization.

For further details, see Andreassi (2006).
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Heart Rate Variability
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Synonyms

Autonomic; Parasympathetic; Sympathetic

Definition

Like many organs in the body, the heart is dually

innervated. Although a wide range of physiologic

factors determine cardiac functions such as heart

rate (HR), the autonomic nervous system (ANS)

is the most prominent. Resting cardiac autonomic

balance favors energy conservation by way of

parasympathetic dominance over sympathetic

influences. In addition, the HR time series is

characterized by beat-to-beat variability over

a wide range, which also implicates vagal domi-

nance as the sympathetic influence on the heart is

too slow to produce beat-to-beat changes. There

is an increasing interest in the study of this heart

rate variability (HRV) among researchers from

diverse fields. Low HRV is associated with

increased risk of all-cause mortality and has

been proposed as a marker for disease. In the

following, I will briefly describe the nature and

assessment of HRV.

Heart Rate Variability

The basic data for the calculation of all the mea-

sures of HRV is the sequence of time intervals

between heart beats. This interbeat interval time

series is used to calculate the variability in the

timing of the heart beat. Relative sympathetic

increases cause the time between heart beats

(the interbeat interval) to become shorter and

relative parasympathetic increases cause the

interbeat interval to become longer. The para-

sympathetic influences are pervasive over the

frequency range of the heart rate power spectrum

whereas the sympathetic influences “roll-off”

at about 0.15 Hz. Therefore high-frequency

HRV represents primarily parasympathetic influ-

ences with lower frequencies (below about

0.15 Hz) having a mixture of sympathetic and

parasympathetic autonomic influences. The dif-

ferential effects of the ANS on the sinoatrial

node, and thus the timing of the heart beats, are

due to the differential effects of the neurotrans-

mitters for the sympathetic (noradrenaline)

and parasympathetic (acetylcholine) nervous

systems. The sympathetic effects are slow, on

the timescale of seconds, whereas the parasym-

pathetic effects are fast, on the timescale of

milliseconds. Therefore the parasympathetic

influences are the only ones capable of producing

rapid changes in the beat-to-beat timing of the

heart.

Measures of HRV

A variety of measures have been used to

operationalize HRV. Long-term measures like

the standard deviation of all interbeat intervals

in 24 h, short-term measures like the standard

deviation of 5 min intervals and beat-to-beat

measures like the root mean square of successive

RR differences (RMSSD) have all been used.

Power spectral analysis of interbeat interval

time series is frequently used to quantify HRV.

The power spectrum of short-term time series

contains twomajor components, a high-frequency
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(0.15–0.40 Hz) and low-frequency (0.01–

0.15 Hz) component reflecting cardiac vagal

influences and a mixture of vagal and sympa-

thetic influences, respectively. RMSSD and the

high-frequency component of the power spec-

trum are closely related and reflect vagal cardiac

influence. More recently, measures derived from

nonlinear dynamics have been used to describe

aspects of HRV. One such measure is approxi-

mate entropy (ApEn). It quantifies the complex-

ity or irregularity of time series data.

Cross-References

▶Autonomic Balance
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Hematopoietic Stem Cell
Transplantation

Yoshinobu Kanda

Division of Hematology, Saitama Medical

Center, Jichi Medical University, Omiya-ku,

Saitama, Japan

Description

In general, hematological malignancies show

good response to antineoplastic agents. However,

less than half of patients with hematological

malignancies can be cured with chemotherapy

alone. Since some antineoplastic agents show

linear dose–response relationship, increasing

the dose of chemotherapy may increase the

antineoplastic effects, but it is precluded by the

adverse effects of antineoplastic agents, so-called

dose-limiting toxicities. The dose-limiting

toxicity of many antineoplastic agents is

myelosuppression. Therefore, hematopoietic

stem cell transplantation has been investigated

to allow high-dose chemotherapy over the

maximum tolerated dose by supporting the

hematopoietic system with the infusion of hema-

topoietic stem cells from a donor (allogeneic

transplantation) or the patients themselves (autol-

ogous transplantation). In addition to the effect of

the high-dose chemotherapy, an immunological

antineoplastic effect of donor cells, so-called

graft-versus-leukemia/lymphoma effect, can be

harnessed after allogeneic transplantation. Cur-

rently, the application of hematopoietic stem cell

transplantation is extended to solid tumors and

nonmalignant hematological disorders such as

aplastic anemia.

Previously, bonemarrowwas the sole source of

hematopoietic stem cells. However, in the 1990s,

the peripheral blood stem cells, which were mobi-

lized by the use of granulocyte-colony stimulating

factor alone or in combination with chemotherapy

in autologous transplantation, becamewidely used

as a source of hematopoietic stem cells, since the

hematopoietic recovery is faster after peripheral

blood stem cell transplantation than that after bone

marrow transplantation. In addition, cord blood

cells are currently the third source of hematopoi-

etic stem cells. A major drawback of cord blood

stem cell transplantation is the longer duration

between transplantation and hematopoietic recov-

ery. However, cord blood units are readily

accessible, since they are already frozen in

cord blood banks and there is no need for time-

consuming door coordination.

The procedure of hematopoietic stem cell

transplantation starts with a conditioning regimen

using high-dose chemotherapy with or without

total body irradiation. The major object of the

conditioning regimen is to eradicate malignant

cells from the recipient. However, in allogeneic

transplantation, conditioning regimens are also

required to suppress host immune system to

prevent rejection of donor hematopoietic cells.

The latter is the sole object of the conditioning

regimen in allogeneic transplantation for aplastic

anemia. After the conditioning regimen, hemato-

poietic stem cells are infused to the recipients

intravenously. In general, hematopoietic recov-

ery is observed within 2–4 weeks. However, sup-

portive managements to prevent or treat

transplant-related complications are required at

least several months (or much longer in alloge-

neic transplantation) after transplantation.

The major complications after allogeneic

hematopoietic stem cell transplantation include

toxicities directory due to the conditioning

regimen, infection, and graft-versus-host disease

(GVHD). Increasing the dose of chemotherapy or

total body irradiation over the maximum

tolerated dose may induce toxicities that are not

observed after standard-dose chemotherapy.

For example, a fatal cardiac toxicity may

develop after high-dose cyclophosphamide as

a conditioning regimen. To extend the applica-

tion of allogeneic transplantation to the elderly or

clinically infirm patients who cannot tolerate

these conditioning regimens, reduced-intensity

or non-myeloablative stem cell transplantation

has been investigated. Clinical studies of

reduced-intensity or non-myeloablative trans-

plantation have shown that the incidence of trans-

plant-related morality was decreased, but the

increase in relapse rate was the problem.
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Hematopoietic stem cell transplantation recipi-

ents experience various infections. In the early

phase after transplantation (day 0 to day 30), neu-

tropenia is the primary immunologic defect. In

addition, mucosal damage caused by the

conditioning regimen adds the risk of infection.

Flora of the skin, gastrointestinal tract, and mouth

are the primary causes of infection during this

phase. The second phase (day 30 to day 100),

infectious complications due to Cytomegalovirus,

Aspergillus, and Pneumocystis jiroveci are

common due to the impaired cellular immunity.

The development of acute or chronic GVHD is

associated with severely impaired cellular

immunity. In the later phase (after day 100),

impaired cellular and humoral immunity is the

major risk factor for infectious complications,

especially in allogeneic transplant recipients with

chronic GVHD. The causative organisms of infec-

tious complications in this phase include Cyto-

megalovirus, Varicella-zoster virus, Epstein-Barr

virus, Aspergillus, and Pneumocystis jiroveci.

GVHD is an immunological reaction of the

donor immunological cells targeting host

antigens. Clinical manifestations of acute

GVHD include erythroderma, diarrhea, and

jaundice. On the other hand, chronic GVHD

resembles autoimmune disorders such as

scleroderma, Sjögren’s syndrome, primary

biliary cirrhosis, bronchiolitis obliterans, and

immune cytopenias. GVHD can be observed

even after human leukocyte antigen (HLA)

matched transplantation, but both its incidence

and severity are increased by the presence of

HLA-mismatch between the donor and the

recipient. A combination of calcineurin inhibitors

(cyclosporine or tacrolimus) and methotrexate is

the mainstay of the pharmacological prevention

of GVHD, whereas steroid is the first choice of

the treatment of acute GVHD. The use of these

immunosuppressive agents increases the risk of

infectious complications.

In general, the incidence of transplant-related

mortality is less than 5% after autologous

transplantation, but it exceeds 10–20% after

allogeneic transplantation, even from an HLA-

matched donor. In addition, transplant-related

complications, especially the development of

chronic GVHD, affect the quality of life of sur-

vivors after allogeneic transplantation. There-

fore, the indication of hematopoietic stem

cell transplantation should be considered by

balancing the risk and benefit obtained after

transplantation. Many clinical trials have been

performed to evaluate the indication of hemato-

poietic stem cell transplantation in a variety of

hematological disorders. However, information

is not yet sufficient to identify patients who will

clearly benefit from undergoing hematopoietic

stem cell transplantation.

Cross-References

▶ Stem Cells

Hemodynamic

Jonathan Newman

Columbia University, New York, NY, USA

Definition

Hemodynamics is a general term referring to the

movement or flow of blood. More specifically,

this term refers to the measurement of and

general principles governing the flow of blood

in the human body. Movement or flow of blood

throughout the body is dependent upon

many factors. Two of the most important of

these factors are the pressure differences and

resistances between different elements of the

circulatory system, such as the cardiac chambers,

large arteries, arterioles, veins, and venules.

Along with the heart rate (HR), pressure and

resistance are major determinants of the amount

of circulatory blood flow. Measurement of

certain hemodynamic parameters, such blood

pressure (BP) and heart rate (HR), can be deter-

mined noninvasively. Resistance is a calculated

parameter determined by flow and pressure. For

example, systemic vascular resistance is equal to

the cardiac output divided by mean arterial
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pressure. As will be described, cardiac output is

determined by heart rate and stroke volume.

These measures are important in understanding

the pathophysiology of cardiovascular disease

diagnosis and treatment. However, more detailed

measures of cardiac structure, function, and

intracardiac pressures are frequently necessary,

and advanced measurement modalities are

required.

Description

In the field of cardiology and cardiovascular

medicine, hemodynamics are most commonly

measured by two different modalities in the clini-

cal setting: two-dimensional/Doppler echocardi-

ography and cardiac catheterization. Each

modality has limitations, and these two techniques

are frequently used in concert. Importantly, abso-

lute pressures can only be directly measured

by cardiac catheterization. In contrast, absolute

pressure cannot be measured by echocardiogra-

phy; only pressure differences can be measured.

Echocardiography measures: Cardiac ultra-

sound, or echocardiography, uses ultrasonic

beams through tissue. M-mode and two-

dimensional (2D) echocardiography are used for

structural imaging, while Doppler echocardiog-

raphy uses ultrasound to record the movement of

blood, enabling the assessment of hemodynamics

and cardiac physiology. Each tissue has different

properties that influence the amount of ultrasound

beam that is reflected back to the ultrasound

machine, generating a very small electrical cur-

rent that can then be integrated into a composite

image of the structure. Doppler ultrasound

measures the difference between the scatter of

ultrasound by different tissues and the frequency

of the transmitted ultrasound beam. Doppler

echocardiography is especially useful for the

hemodynamic measurement of blood flow across

stenotic valves of the heart and for measuring the

pressure differences between different chambers.

Assessment of blood flow is approximated by

measurement of cardiac stroke volume. Stroke

volume, in turn, is measured by taking the prod-

uct of the velocity-time-integral (VTI, measured

by Doppler echocardiography) and the cross-

sectional area (CSA, measured with 2D echocar-

diography) between certain chambers. Cardiac

output is then determined by the product of stroke

volume and heart rate. The change in pressure

between two cardiac chambers, a useful principle

in cardiac hemodynamics, is frequently assessed

using a modified form of the Bernoulli equation,

which is itself a derivation of basic principles of

conservation of energy in closed systems.

Catheterization measures: During catheteriza-

tion, a special type of catheter is introduced into

either the internal jugular vein in the neck or

a femoral vein in the leg. The catheter is

advanced into different chambers of the right

(venous) side of the heart, the side responsible

for collecting and pumping deoxygenated blood

from the systemic circulation into the lungs. Typ-

ically, these catheters have an inflatable balloon

built into the catheter. Inflation of the balloon in

a pulmonary artery allows for the measurement of

the pulmonary capillary “wedge” pressure

(PCWP), which is, in most circumstances,

a clinically useful approximation of intravascular

fluid balance. To measure pressures in the left

(arterial) side of the heart, a similar type of

catheter and wire system is introduced into the

right femoral artery and advanced retrograde up

to and across the aortic valve into the left ventri-

cle. Routine hemodynamic pressure measure-

ments obtained from the right side include right

atrial pressure, right ventricular pressure, pulmo-

nary artery pressure, and PCWP. Left-sided

pressure measurements include measurement of

aortic pressure and left ventricular pressure.

Cardiac output can be measured directly with

cardiac catheterization using the thermodilution

or Fick method. In the thermodilution method,

cold saline is injected into the proximal port of

the pulmonary artery catheter and mixes with

body temperature blood in the right ventricle.

As blood flows past the distal port, a small sensor

records the change in temperature over time. The

area under this curve is proportional to the flow in

the pulmonary artery which, assuming there is

no intracardiac shunt, is proportional to cardiac

output. Stroke volume is determined by dividing

this measured cardiac output by the heart rate.
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The Fick method of cardiac output uses measures

of oxygen consumption measured by either

exhaled breath analysis or determined by an

age, sex, height, and weight specific nomogram

and is dependent on hemoglobin and levels of

arterial oxygen saturation.
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Hepatitis Types A, B, C

Carrie Brintz

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Definition

Hepatitis involves inflammation of the liver and

is most commonly caused by a number of viruses.

Hepatitis can be an acute or a chronic condition.

Hepatitis A is an acute viral infection of the liver

due to the hepatitis A virus (HAV), and is the

least serious of the hepatitis viruses. Hepatitis

B and C are viral infections of the liver due to

the hepatitis B virus (HBV) and the hepatitis

C virus (HCV). Both hepatitis B and hepatitis

C can become chronic infections and result in

chronic liver disease.

Description

HAV is the main cause of acute viral hepatitis and

is endemic worldwide. The virus is spread by the

fecal-oral route, and very rarely by blood trans-

fusion, and is often contracted from

a contaminated water or food source. Major epi-

demics of hepatitis A are uncommon in the

United States of America (USA), and most com-

mon in regions of the world with poor sanitary

hygiene and overcrowding. The severity of the

illness tends to increase with age. More than 80%

of childhood cases of hepatitis A are asymptom-

atic, which encourages the spread of the virus.

Adults with hepatitis A are more likely to have

clinical symptoms such as jaundice (a yellowing

of the skin and whites of the eyes). Symptoms

tend to appear 2–6 weeks after exposure to HAV,

and mild symptoms may last several months,

particularly in adults. The virus does not remain

in the body when the infection is gone. Vaccina-

tion for HAV is available, but there are no spe-

cific treatments for unvaccinated individuals who

are exposed to the virus or develop the infection.
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HBV is also found worldwide. It is spread

parenterally and by sexual contact. Hepatitis

B infection is most prevalent in sub-Saharan

Africa, China, and Southeast Asia. Less than

1% of people in modern Europe, the USA, and

Canada carry the virus, and in these areas, hori-

zontal transmission occurs predominantly in

younger individuals (ages 15–39) by sexual con-

tact or intravenous drug use. Vertical transmis-

sion of the virus from mother to child and

horizontal transmission from household members

to unimmunized children occurs more frequently

in high prevalence countries and helps maintain

the virus in these areas. Most cases of hepatitis

B are acute, but a small percentage of individuals

will not clear the virus from their bodies and

develop chronic infection. Hepatitis B infections

are typically asymptomatic, especially in infancy

through young adulthood, but early symptoms of

acute hepatitis may occur such as jaundice, appe-

tite loss, low-grade fever, and nausea and

vomiting. Symptoms may not appear for up to 6

months after infection with HBV. Chronic infec-

tion with HBV can result in cirrhosis and hepato-

cellular carcinoma (HCC), also known as

primary liver cancer. Up to 40% of individuals

with chronic infection die from liver-related

causes. A vaccination for HBV is available, and

unvaccinated individuals exposed to the virus

may be treated with Hepatitis B Immune Globu-

lin. Those who develop chronic liver disease may

need liver transplantation.

Like HAV and HBV, HCV is a worldwide

endemic. It is primarily spread parenterally,

while vertical and sexual transmissions of HCV

are much less common than in HBV. Intravenous

drug use is the most common cause of the virus.

More than 80% of acute HCV cases lead to

chronic infection, with long-term infection often

leading to cirrhosis and HCC. As with hepatitis

A and B, hepatitis C infection is usually asymp-

tomatic, with the possible appearance of symp-

toms such as jaundice, dark urine, abdominal

pain, and others. There is currently no vaccina-

tion for HCV. However, there are treatments such

as antiviral medications that have a high likeli-

hood of removing the virus from the blood or

preventing the development of cirrhosis or liver

cancer. Chronic hepatitis C with comorbid alco-

hol liver disease is the most common reason for

liver transplantation in the USA.

Relevant to the field of Behavioral Medicine,

the behavioral nature of numerous risk factors for

exposure to viral hepatitis has led to research

examining relevant psychosocial and behavioral

predictors of viral hepatitis and its symptoms,

as well as behavioral interventions for the pre-

vention of viral hepatitis. Behavioral interven-

tions researched include those targeting risk

factors for viral hepatitis such as intravenous

drug use and unsafe sex practices that could result

in exposure to viral hepatitis.

Cross-References
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Herbal Medicines

Timothy Whittaker
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Homeopaths, Cinderford, Glos., UK

Definition

Herbal medicine is the use of plants to treat

human illnesses and debility. Parts used can be

roots, bark, flowers, seed, leaves, or sometimes

total aerial parts.

Description

Until early twentieth century, materials required

for herbal medicine were collected in the

countryside, dried by hanging in a warm room,

and cut into small pieces to facilitate infusion in

hot water, the resulting liquor being consumed as

a dose. Mid-twentieth century saw the

introduction of fluid extracts where 1 ml of fin-

ished liquid preparation represented 1 g of the

starting material (dried herb). The industrial pro-

cess to make these incurred considerable use of

heat, very deleterious to fragile plant chemistry

via hydrolysis, and/or oxidation. The last quarter

of the century saw a substantial swing to the use

of tinctures, aqueous-alcoholic preparations,

made by steeping the dried herb in the liquor for

a few weeks, cold, and pressing the residue to

separate the liquid. Tinctures are typically 1:5,

i.e., 1 g herb represented by 5 ml tincture. These

products are very versatile for practitioner use, as

the dose can be varied precisely from one pre-

scription to the next, as the patient requires.

The herbal practitioner diagnoses and

then writes his/her prescription. This will

comprise a mixture of tinctures (and sometimes

water) to make a 5-ml or 10-ml spoonful dose,

using from 3 to about 25 per prescription.

Experience teaches that there is a high degree

of synergy accompanying the use of many

together, with the advantage of an absolute

minimum of adverse reactions as far less is

used of each.

Some modern teachers have promoted the

use of single plant extracts, standardized by assay

of a single chemical constituent, dried to a powder,

and formulated into tablets. This approach fails to

appreciate the wide diversity of constituents in

a plant (often several hundred), all of which

work together therapeutically.

Significant behavior modifiers include hops

(Humulus lupulus), scullcap (Scutellaria
lateriflora), valerian (Valeriana officinalis),

kava (Piper methysticum), and vervain (Verbena

officinalis), as sedatives and hypnotics; St. John’s
wort (Hypericum perforatum) and Rhodiola rosea

as antidepressants; and the ginsengs, Chinese or

Korean (Panax ginseng) and Siberian

(Eleutherococcus senticosus). The latter

group acts as stamina providers, called

adaptogens, because of their ability to

improve the body’s response to stress. Most

of the named plants have added support

from orthodox clinical trials. There are other

less-studied herbs also in this area of therapeutics.
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Definition

Heritability, or h2, is the fraction of the total

variation in a phenotype that can be explained

by genetic factors. Heritability is not about cause.

Description

Interpretation

Heritability has values between 0 and 1. A herita-

bility of 0 would be a trait where none of
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the phenotypic variance is due to genetic factors,

whereas a heritability of 1 would be a trait where

all of the variance can be explained by genetic

factors.

Heritability is based on measuring the correla-

tions of phenotypes within families. Families

share more than their genes; they also share envi-

ronments. Therefore, the correlationsmay not sim-

ply reflect their shared genetic profiles but also

environmental (behavioral) exposures. Heritabil-

ity can also be affected by other factors such as the

population (ethnicity, age, gender, location, etc.)

from which it was measured (measurement error)

and their environmental exposures.

Calculations

Twin studies are commonly used to measure

heritability, as well as family studies. In the

classic twin model, heritability is calculated by:

h2 ¼ 2ðrmz � rdzÞ;

which is the difference between intraclass corre-

lations of a quantitative trait between monozy-

gotic twins and dizygotic twins.

Intraclass correlations are subject to low

power and large standard errors, necessitating

the development of newer methods which take

advantage of variances and covariances.

Path analysis or structural equation modeling

estimates the genetic and environmental parame-

ters that give the best fit of the variances and

covariances observed in twins or families.

E C A

ac
e d

D

Phenotype

Variance Components

P = eE + aA + cC + dD

where E is the unique environment of each twin,

C is the shared environment within the twin pairs,

A is the additive genetic effects, and D is the

dominant genetic effects.

Path analysis, or the ACE model, allows

a diagrammatic representation between the linear

models of the relationships between variables.

E C

ce a

PT1 PT2

ECA A

MZ = 1.0 / DZ = 0.5

1
ACE Model for Twin Data

a c e

where MZ is monozygotic twins that share 100%

of their genomes, and DZ is dizygotic twins that

share 50% of their genomes, on average. It is

assumed that both of the twins in a pair share

100% of their shared environment.

The ACE model can parse the variance of

a trait into additive genetic, shared environmen-

tal, and non-shared environmental influences on

the basis of the trait covariance observed among

both monozygotic and dizygotic twin pairs. This

model can accommodate hypothesis testing, both

continuous and categorical variables, multiple

variables, and more complex pedigrees or

questions.

Cross-References
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▶Monozygotic Twins
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Herpes Simplex Virus (HSV) Infection

▶Genital Herpes

Heterogeneity

▶Diversity

Heterozygous

Laura Rodriguez-Murillo1 and Rany M. Salem2

1Department of Psychiatry, Columbia University

Medical Center, New York, NY, USA
2Broad Institute, Cambridge, MA, USA

Definition

Humans have two alleles on homologous

chromosomes for each gene or trait, one from

their mother and one from their father. If the

allele inherited from the mother is different

from the allele inherited from the father, then

the individual is heterozygous for that trait or

gene. Alleles are variants of a gene and can also

lead to a differential manifestation of the trait or

disease they codify. Recessive alleles are not

observed in the phenotype of heterozygous

individuals.

The degree of heterozygosity (proportion of

genes that are heterozygous by individual and by

population) is used as a measure of genetic diver-

sity in populations. The higher the mean hetero-

zygosity is across the genome and across

individuals in one population, the higher the

genetic diversity.

Cross-References

▶Allele

▶Dominant Inheritance

▶Gene

▶Genotype

▶Homozygous

▶Recessive Inheritance
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Hidden Variable

▶Latent Variable

Hierarchical Linear Modeling (HLM)

Yutaka Matsuyama

Department of Biostatistics, School of Public

Health, The University of Tokyo, Bunkyo-ku,

Tokyo, Japan

Synonyms

Covariance components model; Linear mixed-

effects model; Multi-level analysis; Random-

coefficient model

Definition

Hierarchical linearmodeling (HLM) is a particular

regression model that is designed to take into

account the hierarchical or nested structure of the

data. HLM is also known as multi-level modeling,

linear mixed-effects model, or covariance compo-

nents model (Leyland & Goldstein, 2001).
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Description

HLM has historically been used in educational

research where hierarchies occur naturally: stu-

dents nested within classrooms, classrooms nested

within schools, and schools nested within districts

(Sullivan, Dukes, & Losina, 1999). Recent

advances in statistical computing capabilities

have made this model more available to

researchers across a variety of disciplines. For

example, in organizational psychology research,

data from individuals must often be nested within

teams or other functional units. For repeated mea-

sures or longitudinal data, time can be considered

as another level which occurs within subjects

(Fitzmaurice, Laird, &Ware, 2004). For assessing

differences in mortality rates across hospitals rel-

ative to a specific condition or procedure, data are

collected on random samples of patients nested

within each hospital. In this application, it might

be appropriate to adjust for covariates at both the

patient level (such as patient age, patient gender,

and the severity of the disease) and at the hospital

level (such as hospital size and hospital teaching

status) (Austin, Yu, & Alter, 2003). These hierar-

chical data structures are often seen in many med-

ical research applications.

HLM is a more advanced form of traditional

linear regression models which were developed

making certain assumptions about the nature of

the dependency structure among the observed

responses. For example, in a simple linear regres-

sion model, yi ¼ b0 + b1xi + ei, where yi is the

response for individual i; the standard assumption

is that the yi given the covariate xi is indepen-

dently identically distributed, that is, the error

term ei is independent among individuals. In

many real-life situations, however, one has data

structures, whether observed or by design, for

which this assumption does not hold.

Suppose, for example, that the response vari-

able is the birth weight of a baby and the predictor

is maternal age and data are collected from

a large number of maternity units located in dif-

ferent physical and social environments. One

would expect that the maternity units would

have different mean birth weights so that knowl-

edge of the maternity unit already conveys some

information about the baby. A more suitable

model for these data is

yij ¼ b0 þ b1xij þ uj þ eij;

where another subscript j was added to identify

the maternity unit and a unit-specific effect ujwas

included to account for mean differences among

units. If one assumes that the maternity units are

randomly sampled from a population of units,

then the unit-specific effect is a random variable

and the above model becomes a simple example

of a two-level model. Its complete specification,

assuming normality for random variables, can be

written as follows:

yij ¼ b0 þ b1xij þ uj þ eij;

uj � N 0; su
2

� �
; eij � N 0; se

2
� �

;

cov uj; eij
� � ¼ 0;

where su
2 represents the degree of heterogeneity

among maternity units (between-unit variance)

and se
2 is the pure random error variance

(within-unit variance). In this model, the correla-

tion among birth weights in the same unit can be

written as su
2/(su

2 + se
2), which is known as an

intra-cluster correlation. This lack of indepen-

dence, arising from two sources of variation at

different levels of the data hierarchy (births and

maternity units), contradicts the traditional linear

model assumption, and an HLM is a suitable

regression model for this situation.

The above most simple HLM can be elabo-

rated in a number of directions, including the

addition of further covariates (both births and

units levels) or levels of nesting. An important

direction is where the coefficient of covariates is

also allowed to have a random distribution, for

example, the age relationship can vary across

units. This is particularly important for assessing

the covariate-by-unit interaction. The regression

coefficients b are usually referred to as fixed

effects parameter, and the unit-specific effects uj
are referred to as random effects parameter, and

the above model is often referred to as a mixed-

effects model or random coefficient model.
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The parameters of fixed effects and variance

components (su
2 and se

2) in HLM are obtained via

a restricted maximum likelihood (REML) esti-

mation method (Cnaan, Laird, & Slasor, 1997;

Leyland & Goldstein, 2001). The random effects

are estimated using shrinkage estimators, which

is referred to as an empirical Bayes estimator or

a best linear unbiased predictor (Fitzmaurice

et al., 2004). This estimator is essentially an opti-

mally weighted linear combination of the esti-

mated overall mean and unit-level mean. The

degree of shrinkage toward the overall means

depends on the magnitude of the relative magni-

tude of su
2 and se

2. When se
2 is relatively large

and the within-unit variability is greater than the

between-unit variability, more weight is assigned

to overall mean. On the other hand, when the

between-unit variability is large relative to the

within-unit variability, more weight is given to

the unit-specific observed response.

There are two major specialized software

packages for conducting HLM analysis, one is

MLwiN and the other is HLM. MLwiN (version

2.21) can be found via the links provided on the

Centre for Multilevel Modelling (CMM), which

is a research center based at the University of

Bristol, with Internet address http://www.cmm.

bristol.ac.uk/. HLM (version 6.08) is available

from Scientific Software International, Inc.,

where HLM has its homepage with Internet

address http://www.ssicentral.com/hlm/index.

html. HLM analysis can also be conducted

using general purpose packages such as SAS or

SPSS. SAS (version 9.2) has full-fledged possi-

bilities for HLM analysis, using PROC MIXED

or PROC GLIMMIX.
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Hierarchy of Evidence

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Evidence hierarchy

Definition

The concept of the “hierarchy of evidence” refers

to a tabular representation (sometimes presented

as a pyramid) of the relative strengths of various

investigational methodologies in providing the

evidence that is used in evidence-based medicine

and evidence-based behavioral medicine.

Byar (cited by Piantadosi, 2005) listed different

types ofmedical studies in terms of the (increasing)

strength of the evidence provided by them: case

report, case series, database analysis, observational

study, controlled clinical trial, and replicated clin-

ical trials (independent verification of treatment

efficacy estimates), referring to this progression

as a “hierarchy of strength of evidence.”

While the concept is simple, there can be dis-

agreement on the order of some methodologies,
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particularly toward the top of the pyramid. Ran-

domized controlled clinical trials have typically

been placed at the top, and many researchers

still agree with this positioning. Others regard sys-

tematic reviews and meta-analyses as providing

stronger evidence since they combine information

garnered frommore than one study (althoughmany

authors note the considerable care that is necessary

when publishing a systematic review or meta-

analysis). One such order, therefore, might be:

• Systematic reviews and meta-analyses

• Randomized controlled trials

• Cohort studies

• Case-control studies

• Cross-sectional surveys

• Case reports

• Expert opinions

More detailed accounts of several of these

methodologies (listed in the “Cross-References”

section) can be found in the encyclopedia.

Cross-References

▶Case-Control Studies

▶Meta-Analysis

▶Randomized Clinical Trial
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High Blood Pressure

▶Blood Pressure, Elevated

▶Hypertension

High Blood Pressure Medications

▶Antihypertensive Medications

High Cholesterol

▶Dyslipidemia

High-Risk Drinking

▶Binge Drinking

HIPAA

▶Confidentiality

Hispanic Community Health
Study/Study of Latinos

Neil Schneiderman

Department of Psychology, Behavioral Medicine

Research Center, University of Miami,

Coral Gables, FL, USA

Synonyms

Epidemiological studies; Ethnicity

Description

Behavioral, psychosocial, and sociocultural fac-

tors pose adverse cardiovascular disease (CVD)

risks similar in magnitude to those caused by

traditional risk factors such as smoking, high

cholesterol, or hypertension. Little research has

examined the risk and protective factors that con-

tribute to CVD outcome of Hispanics/Latinos in

the United States or that may lead to differential

effects across subpopulations of Hispanics/

Latinos. Consequently, the Hispanic Community

Health Study/Study of Latinos (SOL), sponsored

by the National Institutes of Health, was initiated

to provide the largest, comprehensive, multicen-

ter, community-based, longitudinal cohort study
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of Hispanic/Latino health ever conducted in the

continental United States. Objectives of the study

include: (a) characterizing the health status and

disease burden of the largest minority population

in the United States; (b) describing the positive

and negative consequences of their immigration

and acculturation to the mainstream United

States in relation to lifestyle, environmental fac-

tors, and access to health care; and (c) identifying

likely causal factors of disease in this diverse

population.

By June 2011, 16,000 men and women,

18–74 years of age, who self-identified as being

Hispanic or Latino completed a 6.5 h baseline

clinical exam. The participants were recruited

from a stratified random sample of households

in defined communities in the Bronx, Chicago,

Miami, and San Diego. These communities were

chosen so that the overall sample would include

adequate representation from Central and South

American, Cuban, Mexican, Puerto Rican, and

Dominican ancestral backgrounds.

The study assessed risk factors for and preva-

lence of heart, lung, blood, and sleep disorders,

kidney and liver dysfunction, diabetes, cognitive

impairment, dental problems, and hearing disor-

ders. Among the physical exam procedures

employed were electrocardiogram, blood

pressure, comparison of ankle and arm blood

pressures to detect evidence of peripheral artery

disease, evaluation of pulmonary function,

physical activity assessed by activity monitors

worn for a week by participants, and disordered

breathing overnight to evaluate sleep interruption

due to sleep apnea. Questionnaires assessed

health histories of participants and their

families, information about acculturation, social

variables, education, occupation, smoking, nutri-

tion, alcohol consumption, sleep, physical

activity, and prescription and nonprescription

drug use.

During annual follow-up phone calls, deaths,

hospitalizations, and emergency department

visits that occurred since the baseline examina-

tion are identified and followed up by examining

hospital charts and death certificates. These

records include documentation of acute myocar-

dial infarction, heart failure, resuscitated cardiac

arrest, cardiac revascularization, stroke, transient

ischemia attacks, and asthma.

In general, SOL is designed to inform health

care providers, the public health community, and

the Hispanic/Latino population about the preva-

lence of impaired health in that population, the

likely causes of such impairments as well as the

measures needed to improve Hispanic/Latino

health in the United States. In addition to the

SOL parent study, the NIH has also sponsored

ancillary studies that allow expansion of the

major objectives of SOL. Thus, for example, an

ancillary sociocultural study based on 5,280 of

the original SOL participants is examining the

influence of such factors as socioeconomic status

(e.g., effects of cumulative deprivation during

the lifespan), sociocultural factors (e.g., ethnic

identity, fatalism), psychosocial risk (e.g.,

stress, negative emotions), and protective

factors (e.g., social resources, family cohesion).

In summary, SOL is providing the most compre-

hensive study of Hispanic/Latino health that

has ever been conducted in the continental

United States.

Cross-References

▶Cardiovascular Disease

▶Cardiovascular Disease Prevention

▶Cultural Factors

▶Epidemiology

▶Ethnicity

▶Health Disparities

▶Hispanic/Latino Health
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Hispanic Health

▶Hispanic/Latino Health

Hispanic/Latino Health

John Ruiz, Mariana Garza and Lauren Smith

Department of Psychology, University of North

Texas, Denton, TX, USA

Synonyms

Hispanic health

Definition

The terms Hispanic and Latino/a are used to

collectively refer to people from Mexico, Central

and South America, Spain, and Spanish-speaking

or influenced countries. According to the 2010

Census, Latinos comprised 16.3% of the total US

population, making them the largest racial/ethnic

minority group in the USA (PewHispanic Center,

2011). Like other minorities, Latinos have

a significant health risk factor profile marked by

educational, economic, and disease challenges.

Despite these disparities, Latino’s appear to live

longer than non-Hispanic Whites, an epidemio-

logical phenomenon commonly referred to as the

Hispanic or Latino Mortality Paradox.

Description

Background

Defining Latinos in the USA

Latinos in the USA are a heterogeneous group

representing more than 23 nationalities and

speaking at least 12 languages and dialects

(Pew Hispanic Center, 2010). Approximately

two-thirds (66%) of US Latinos are of Mexican

descent followed by Puerto Ricans (8.9%),

Cubans (3.5%), Salvadorans (3.3%), and

Dominicans (2.8%). Latinos are largely defined

and differentiated from other groups by cultural

factors. In particular, Latino culture is collectiv-
istic, meaning they place an emphasis on the

needs of the group over those of the individual.

Several specific values including the valuing

family (familismo) valuing and warm interper-

sonal relationships (personalismo) and valuing

interpersonal harmony (simpatico) facilitate

strong social cohesion (Zea, Quezada, &

Belgrave, 1994).

Demographics

Latinos account for approximately 16.3% of the

total US population, accounting for 56% of the

nation’s population growth over the last decade

(Pew Hispanic Center, 2011). By the year 2050,

the Latino population is projected to triple in size

to approximately 29% of the US population. Of

the 50.5 million Latinos currently residing in the

USA, an estimated 38% are foreign-born

(Pew Hispanic Center, 2010). Importantly, for-

eign-born should not be equated with illegal

immigration as unauthorized immigrants account

for only 4% of the US population and, thus,

a small percentage of the Latino community.

Rather, native births are by far the largest source

of growth in the US Latino population. Nearly

one in five children in the United States is of

Latino descent with approximately 89% of those

children born in the USA, making them citizens

by birth (Fry & Passel, 2009). It is estimated that

by the year 2025, 30% of all children born in the

USA will be of Latino descent.

The demographic profile of US Latinos differs

significantly from other racial/ethnic groups. For

example, Latinos are by far the youngest group

with a median age of 27 years compared to

41 years for non-Hispanic Whites, 32 years for

non-Hispanic Blacks, 36 years for non-Hispanic

Asians, and a median age of 36 years for the total

US population (Pew Hispanic Center, 2010).

Latinos are less likely to have ever been married

compared to non-Hispanic Whites (66.3% vs.

76.7%) but more likely to live in a “household”

or family unit (81% vs. 69%). Latino households

tend to be larger than non-Hispanic White house-

holds, and US-born Latinos are more likely to
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live with family members than non-Hispanics of

any race (Pew Hispanic Center, 2010).

Socioeconomic Profile

Socioeconomic status (SES) is among the most

robust psychosocial modifiers of physical health

and mortality. Similar to other racial/ethnic

minorities, Latinos experience significant SES

disparities relative to non-Hispanic Whites and

the US population in general. For example, nearly

one in five (19.5%) Latinos is classified as living

in poverty, a rate comparable to the percentage of

non-Hispanic Blacks (21.9%) and significantly

higher than non-Hispanic Whites (8.2%; Pew

Hispanic Center, 2010). Latinos have the lowest

median income for full-time, year-round work

relative to other racial/ethnic groups, which may

be due in part to their overrepresentation in man-

ual labor jobs and underrepresentation in man-

agement and technology (U.S. Bureau of Labor

Statistics, 2009).

Education is an important determinant of

future earning potential and is an integral part of

the conceptualization of SES. Latinos are at

a significant educational disadvantage relative

to other racial/ethnic groups including other

minorities. For example, nearly 40% of Latinos

have less than a high school diploma, a rate that is

twice that of any other racial/ethnic group and

markedly higher than the national average of

15.1%. In addition, the college graduation rate

for Latinos is just 12.9% compared to 17.7% of

non-Hispanic Blacks, 30.7% of non-Hispanic

Whites, and the national average of 27.7%.

Together with the economic disparities, Latinos

are at or near the bottom of most of the major SES

indicators – a profile associated with significant

health risk.

Latino Health Status

Perceived Health

Latinos’ self-reported health ratings are typically

lower than those from non-Hispanic Whites

(Perez-Stable, Napoles-Springer, & Miramontes,

1997). For example, in a large survey of

California residents, Latinos were less likely

than non-Hispanic Whites to rate their health as

“excellent” or “very good” (50.2% vs. 30.2%)

and more likely to rate their health as “fair”

(9.9% vs. 27.5%). This finding is consistent

with the challenges of lower SES, although

some data suggests that SES does not explain

the entire effect.

Diabetes Diabetes is amongst the most common

chronic diseases in the USA with an incidence

rate of approximately 8.3% and rising (Center for

Disease Control [CDC], 2011). Racial and ethnic

minorities suffer a disproportionate burden of the

diabetes epidemic (CDC, 2011). In general, Lati-

nos are nearly 1.7 times as likely to have diabetes

as compared to non-Hispanic Whites (11.8% vs.

7.1%) and are at 50% greater risk of dying from

diabetes-related complications. There is consid-

erable heterogeneity in diabetes risk among

Latino subgroups with persons of Puerto Rican

and Mexican descent twice as likely to have

diabetes compared to non-Hispanic Whites

(13.8% and 13.3%, respectively) whereas indi-

viduals of Cuban descent experience prevalence

rates more similar to non-Hispanic Whites

(7.6%). End-stage renal disease (ESRD) is

a major complication arising from diabetes.

Latinos are nearly 1.7 times more likely to initiate

ESRD treatment compared to non-Hispanic

Whites.

Cardiovascular Disease Cardiovascular dis-

ease (CVD) is the leading cause of death in the

United States, accounting for approximately

34.3% of all deaths annually (American Heart

Association, 2010). Race-related disparities in

CVD incidence and mortality are well

documented. The CDC and the Office of Minor-

ity Health report that African Americans are

1.5 times more likely to have hypertension (high

blood pressure) and 1.3 times more likely to die

from heart disease compared toWhites. Although

far less Latino comparative health data is avail-

able, there are important differences to consider.

Latinos are more likely to be overweight and

have uncontrolled diabetes, two robust risk fac-

tors for heart disease. However, the age-adjusted

mortality rate from heart disease is significantly

lower for Latinos compared to non-Hispanic

Whites (165.0 vs. 239.8 per 100,000). Emerging
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data suggests that although the incidence rate of

heart disease is similar between Latinos and non-

Hispanic Whites, the rate at which the disease

progresses to critical endpoints, such as heart

attacks, is significantly slower for less accultur-

ated Latinos.

Cancer Overall cancer incidence is approxi-

mately 30% lower for Latinos relative to non-

Hispanic Whites (U.S. Cancer Statistics Working

Group, 2011). This advantage is evident among

both men and women although there is heteroge-

neity by cancer type. For example, Latina women

are at 33% lower risk for breast cancer and Latino

men are 23% less likely to have prostate cancer

relative to their non-Hispanic White counter-

parts. However, Latinos are twice as likely to

develop stomach and liver cancer relative to

non-Hispanic Whites. In addition, Latina

women have an 80% greater risk of being diag-

nosed with cervical cancer than non-Hispanic

women. Unfortunately, the relative survival rate

of Latinos following diagnosis is unclear due to

a lack of available data. What is known is that

relative mortality rates mirror incidence rates

with Latinos more likely to die from stomach

and liver cancers compared to non-Hispanic

Whites.

Infectious Conditions Latinos suffer dispropor-

tionate rates of a range of infectious conditions.

For example, Latinos account for approximately

75% of newly diagnosed tuberculosis cases and

are at twice the risk of hepatitis A, twice the risk

for gonorrhea and syphilis, and three times the

risk for chlamydia compared to non-Hispanic

Whites (CDC, 2009a). With respect to HIV/

AIDS, Latinos accounted for approximately

17% of all HIV/AIDS cases despite accounting

for less than 15% of the US population in 2008

(CDC, 2009b). Comparatively, Latinos are

3 times as likely to be diagnosed with HIV/AIDS

relative to non-Hispanic Whites. Although dis-

parities exist for both sexes, Latina women are

5 times more likely to be diagnosed with HIV

compared to non-Hispanic White women. The

AIDS-related mortality rate for Latino men is

approximately 2.5 times, and for Latina women,

3.6 times the rate of non-HispanicWhite men and

women, respectively.

Despite their lower SES profile, infant/child-

hood immunization rates are comparable

between Latinos and non-Hispanic Whites

(CDC, 2009c). However, there are critical differ-

ences in the vulnerable 65 and older age category.

At a time when risk increases, Latinos are 20%

less likely to get the annual influenza (flu) vacci-

nation and 40% less likely to be immunized for

pneumonia (CDC, 2010). Such differences may

increase vulnerability disparities in later life.

The Hispanic Mortality Paradox Substantial

evidence suggests Latinos live longer than non-

Hispanic Whites, an epidemiological paradox

given the relative differences in SES and mortal-

ity risk factors. This phenomenon was first iden-

tified by Markides (1983) who noticed that

among community samples in the Southwestern

United States, Latino mortality rates were more

similar to non-Hispanic Whites than to non-

Hispanic Blacks despite substantial SES differ-

ences. Subsequent national cohort data consis-

tently demonstrates a Latino mortality

advantage relative to other racial/ethnic groups,

including non-Hispanic Whites. For example, the

2006 CDC report on mortality by race/ethnicity

indicates that the age-adjusted death rate for Lati-

nos is approximately 27.4% lower than for

non-Hispanic Whites and 43.7% lower than for

non-Hispanic Blacks (Heron et al., 2009). Hence,

the Hispanic mortality paradox refers to the epi-

demiological finding that Latinos appear to live

longer than non-Hispanic Whites despite the

lower SES of the former relative to the latter.

Multiple explanations have been postulated to

explain these paradoxical findings. The most

common criticism concerns data reliability.

Critics argue that the national cohort data is

highly suspect as it is based on representative

statistics. For example, the Latino mortality rate

is estimated by entering the annualized Latino

mortality (determined by number of death certif-

icates indicating Hispanic ethnicity in a given

year) in the numerator and the corresponding

Latino population size (determined via census

estimates) into the denominator. The major
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concern is that the numerator relies on accurate

recording of Hispanic ethnicity on death certifi-

cates and that underreporting biases amore favor-

able ratio. However, recent data suggests that

ethnic misclassification is rare and comparable

for Latinos and non-Hispanics (Arias, Eschbach,

Schauman, Backlund, & Sorlie, 2010). In addi-

tion, two general explanatory hypotheses, the

salmon bias hypothesis (i.e., Latinos possibly

returning to their ancestral country of origin

prior to death) and the healthy immigrant hypoth-

esis (i.e., biased Latino health in the USA due to

better health among those who successfully

migrate) have been largely debunked by avail-

able data.

An alternative to representative estimates is to

examine longitudinal studies where individuals

are tracked over time. A recent systematic review

and meta-analysis of the longitudinal literature

further supports the validity of the paradox

(Ruiz, Steffen, & Smith, 2011). Across 58 iden-

tified studies involving over 4.6 million partici-

pants, Latinos were found to have a 17.5% lower

risk of mortality compared to other racial groups.

The advantage was most evident in initially

healthy samples and in the context of cardiovas-

cular disease. In conjunction with the consistent

national cohort data, it may be time to turn the

corner on questioning the validity of the paradox

and direct efforts to identifying the mechanisms

leading to these surprising outcomes.

It is important to note that a mortality advan-

tage is not synonymous with better health. As the

risk factor data illustrates, Latinos experience

high rates of diabetes, infectious diseases, and

several types of cancer. They are less likely to

have access to regular medical care, and when

they do seek care, it is often in more emergent

conditions. Hence, Latinos may live longer but

suffer a lower health-related quality of life.

Future Directions

The Hispanic mortality paradox illustrates the

heterogeneity in minority health. Despite a risk

profile similar to African American/Blacks, His-

panics have significantly different disease inci-

dence, burden, and mortality outcomes. Such

differences necessitate research specifically on

the health and disease course of Latinos. It is

possible that traditional risk factors simply are

not the best predictors for disease and mortality

among Latinos. It is also possible that Latinos

may have resilience advantages at important

time points in the disease course such as resis-

tance to initial incidence, slower disease progres-

sion, or the ability or resources to more

effectively recover from acute incidences. Addi-

tional research is also needed to understand the

moderating and mediating factors specific to

Latinos. Such studies may encompass the role

of individual level factors (e.g., personality,

experiences of stress), social (e.g., social network

size and function) and cultural factors (e.g., cul-

tural values, collectivism), as well as genetic/

biological differences that may influence health

outcomes. Finally, models are needed to under-

stand the interplay between diverse factors and

their impact on Latino health.
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Histamine

Scott DeBerard

Department of Psychology, Utah State

University, Logan, UT, USA

Synonyms

Substance H

Definition

Histamine is a biogenic amine which is involved

in a number of biological processes including

immune system, gastrointestinal, and nervous

system functioning. Histamine is typically

released in response to a pathogen or allergen

and serves to increase capillary permeability

allowing fluid and other immune system cells to

leave the capillaries and enter tissues. The fluid

will contain white blood cells which can attack

and minimize the effect of the pathogen. In

response to an allergen, histamine results in typ-

ical allergy symptoms of runny nose, congestion,

sneezing, and watery eyes. Antihistamines are

medications which block receptor sites for hista-

mine and can reduce such allergy symptoms.

Histamines are also thought to be implicated in

memory, learning, and sleep regulation.
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HIV Infection

Nicole Overstreet

Social Psychology, University of Connecticut,

Storrs, CT, USA

Synonyms

AIDS: Acquired immunodeficiency syndrome;

Sexually transmitted disease/infection

(STD/STI)

Definition

HIV infection can be characterized as a condition

caused by the human immunodeficiency virus

(HIV) (National Center for Biotechnical

Information [NCBI], 2010a). HIV is a retrovirus

that weakens the body’s immune system by

infecting and replicating in CD4 + T-cells

(Morris & Cilliers, 2008). CD4 + T-cells stimu-

late lymphocytes that assist the body in attacking

antigens and fighting off disease. When HIV

infection occurs, the virus gains entry to host

T-cells by attaching to CD4 receptors via glyco-

protein (gp120). gp120 allows HIV to bind to

CD4 receptors and kill off helper T-cells. During

this process, HIV’s genetic material integrates its

viral DNA into the cell’s host DNA and allows

the virus to replicate in the immune system

(Morris & Cilliers, 2008).

Description

HIV Infection: Prevalence

Since its co-discovery by Drs. Luc Montagnier

and Robert Gallo in 1983, millions of people have

been infected with HIV. Current prevalence

estimates reveal that there are approximately

33.3 million people living with HIV worldwide

(UNAIDS, 2010). HIV prevalence varies greatly

by region: HIV disproportionately affects

sub-Saharan Africa, a region that accounts for

68% of the global total of persons living with

HIV (22.5 million); HIV prevalence has nearly

tripled in Eastern Europe and Central Asia

(1.4 million) and has risen in North America

(1.5 million), Western and Central Europe

(820,000), Oceania (57,000), and in the Middle

East and North Africa (460,000); HIV prevalence

remains relatively stable in South and Central

America (1.4 million), the Caribbean (240,000),

and Asia (4.9 million); however, there is consid-

erable variation in HIV prevalence within these

regions (UNAIDS, 2010).

HIV Infection: Incidence

Advances in HIV prevention have markedly

reduced the number of new HIV infections. How-

ever, there are noticeable differences in HIV

incidence trends worldwide, and incidence pat-

terns vary within countries. Many new cases of

HIV infection are concentrated among people

who inject drugs, commercial sex workers, and

men who have sex with men (UNAIDS, 2010).

HIV incidence is particularly high in developing

countries (Merson, 2006). However, countries

with higher incomes are not immune from the

HIV epidemic. In the United States, the epidemic

disproportionately affects racial and ethnic

minorities and men who have sex with men

(MSM), especially in urban areas of the

Northeast, West Coast cities, and small towns in

the South (El-Sadr, Mayer, & Hodder, 2010).

Higher HIV incidence in Western Europe can

also be attributed to increases in risky sexual

behavior among MSM. Concentrated epidemics,

particularly among people using injection drugs

and sex workers, contribute to the growing epi-

demic in Eastern Europe and Central Asia

(UNAIDS, 2010). HIV incidence by region is as

follows (UNAIDS, 2010):

• Sub-Saharan Africa: 1.8 million

• South and Southeast Asia: 270,000

• Eastern Europe and Central Asia: 130,000

• Central and South America: 92,000
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• East Asia: 82,000

• Middle East and North Africa: 75,000

• North America: 70,000

• Western and Central Europe: 31,000

• Caribbean: 17,000

• Oceania: 4,500

Stages of HIV Infection

Within 2–4 weeks after HIV infection, individ-

uals may experience acute retroviral syndrome

(ARS) or acute HIV infection. Acute HIV infec-

tion can appear flu-like and may be accompanied

by a number of symptoms such as sore throat,

headache, fever, and swollen lymph glands

(National Center for Biotechnical Information

[NCBI], 2010b). It may take several months for

individuals to exhibit ARS symptoms; however,

many people never develop ARS or exhibit

symptoms associated with the syndrome. During

this phase, the virus is actively replicating and is

highly transmissible (NCBI, 2010b). After

primary HIV infection, the illness may be asymp-

tomatic in which there are no major symptoms of

HIV. Individuals vary in their detectable HIV

viral load but can still transmit the virus to others.

The asymptomatic stage can last up to 10 years.

Over time, the body’s immune system weakens

from fighting the virus and transitions into symp-

tomatic HIV infection. In this period, individuals

exhibit symptoms typical of chronic HIV

infection (e.g., diarrhea, fatigue, fever, weight

loss). Acquired immunodeficiency syndrome

(AIDS) is the final stage of HIV and is defined

by <200 CD4 + T-lymphocyte cell counts per

microliter of blood (CDC, 1993). The body’s

immune system is severely damaged and is

susceptible to opportunistic infections

(e.g., Kaposi’s sarcoma). Individuals vary in

their progression through these phases. Adher-

ence to antiretroviral medications plays a vital

role in suppressing HIV viral replication and the

progression of AIDS. There are two types of

HIV infection – HIV-1 and HIV-2: both types

of HIV weaken the body’s immune system; how-

ever, HIV-2 has a longer asymptomatic phase

with slower and milder immunodeficiency and

is predominately found in West Africa

(CDC, 2010).

Two classification systems are currently used

to assess the progression of HIV infection: the

Centers for Disease Control (CDC) classification

system and the World Health Organization

(WHO) Clinical Staging and Disease Classifica-

tion System.

The CDC classification system (CDC, 1993)

categorizes the progression of HIV infection into

three CD4 + T-lymphocyte categories and three

clinical categories. These categories are accom-

panied by particular illnesses or conditions. The

corresponding CD4 + T-lymphocyte categories

are as follows:

1. Category 1: �500 cells/mL

2. Category 2: 200–499 cells/mL

3. Category 3: <200 cells/mL

These categories correspond to

CD4 + T-lymphocyte counts per microliter of

blood in which an acute HIV infection (�500
cells/mL) progresses to acquired immunodefi-

ciency syndrome (AIDS) (<200 cells/mL). The

clinical categories of HIV infection and

corresponding illnesses are as follows:

1. Category A (asymptomatic/acute HIV):

Asymptomatic or acute retroviral

syndrome/acute HIV infection (acute HIV

infection occurs 2–4 weeks after HIV infection,

and its symptoms include fatigue, fever, head-

ache, sore throat, and decreased appetite).

2. Category B (symptomatic conditions): Condi-

tions include, but are not limited to, cervical

dysplasia, shingles, and pelvic inflammatory

disease.

3. Category C (AIDS-indicator conditions):

Presence of opportunistic infections such as

Kaposi’s sarcoma and Mycobacterium
tuberculosis.

In settings with limited capability to test for

CD4 viral loads, the WHO Clinical Staging and

Disease Classification System (WHO, 2007) may

be used to determine the progression of HIV infec-

tion and the appropriate antiretroviral therapy. This

classification system is categorized into four stages

ranging from primary HIV infection to AIDS-

indicator illnesses. The stages of HIV infection

and some accompanying illnesses are as follows:

1. Clinical stage 1 (asymptomatic): Asymptom-

atic, persistent generalized lymphadenopathy
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2. Clinical stage 2 (mild symptoms):

Unexplained weight loss, fungal nail

infections

3. Clinical stage 3 (advanced symptoms):

Unexplained severe weight loss, oral hairy

leukoplakia

4. Clinical stage 4 (severe symptoms): HIV

wasting syndrome, Kaposi’s sarcoma

HIV Transmission

HIV is primarily spread through the following

modes of transmission (CDC, 2010): unpro-

tected sexual contact with a person who has

HIV infection (unprotected oral sex is lower

risk for transmitting HIV than vaginal or anal

sex; unprotected anal sex is riskier than vaginal

sex; unprotected receptive anal sex is riskier

than unprotected insertive anal sex; having mul-

tiple sex partners also increases risk of HIV

infection, especially in the presence of other

sexually transmitted diseases during sex), shar-

ing needles or syringes used to prepare illicit

drugs for infection, and being born to an

infected mother (HIV can be passed from

mother to child through pregnancy, birth, or

breast-feeding). Less common modes of HIV

infection are through blood transfusions. These

modes of HIV transmission occur by

the transfer of semen, blood, vaginal fluid, or

breast milk.

HIV Diagnosis

HIV is typically diagnosed by a set of blood tests

(HIV ELISA) that detect the presence of HIV

antibodies but can also be diagnosed by tests

that identify HIV’s genetic material

(CDC, 2010). The presence of HIV antibodies

marks the body’s response to HIV infection.

A “window period” between HIV infection and

seroconversion (presence of detectable HIV anti-

bodies) can range from 2 weeks to 3 months, in

which an individual’s immune system may not

produce enough antibodies for the antibody test

to detect. HIV is highly transmissible during this

period even if the virus is not yet detectable. Most

people will develop detectable antibodies within

2–8 weeks of HIV infection, and HIV test should

be considered positive after a second confirma-

tory HIV test (CDC, 2010; Puren, 2008).

HIV Treatment

There is no cure for HIV infection. However,

antiretroviral therapy can suppress HIV viral

replication and the progression of AIDS.

These medications help people living with

HIV to lead longer and healthier lives. Incon-

sistent adherence allows HIV to acquire resis-

tance to antiretroviral therapy. There are

considerable barriers in HIV prevention and

treatment, but global efforts continue to address

these challenges.
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Synonyms

AIDS prevention

Definition

HIV prevention is the science of designing,

implementing, and evaluating the effectiveness

of interventions, programs, and services that

aim to prevent an individual from acquiring HIV.

Description

The acquired immune deficiency syndrome

(AIDS) was first recognized in 1981 and is caused

by the human immunodeficiency virus (HIV)

(CDC, 2010). Since the 1980s, science has

significantly increased our knowledge about

HIV and AIDS. We now know how HIV is trans-

mitted from one person to another, the physiolog-

ical processes of how the virus replicates once

acquired, which medications help stop the virus

from replicating, why individuals are more

susceptible to opportunistic infections, and how

best to prevent HIV transmission between two

individuals. As a result, the field of HIV preven-

tion science has emerged to better understand

how individuals can help protect themselves

from acquiring HIV, and among those who are

living with HIV, how best to improve their adher-

ence to treatment and reduce the transmission of

HIV to others.

Efforts to reduce new HIV cases are based on

how the virus is transmitted. There are three

primary modes of transmission, including sexual

transmission, transmission through blood, and

mother-to-child transmission (Avert, 2011). In

detail, an individual may acquire HIV from

infected donated blood and organ products, ver-

tically from mother-to-child during labor and/or

from feeding the infant breast milk, sexually from

having unprotected anal or vaginal intercourse,

and from sharing contaminated works when

injecting drugs or being stuck with a contami-

nated needle. Accordingly, HIV prevention inter-

ventions, programs, and services are designed to

target specific populations based on their primary

risk factor(s) for acquiring HIV. For example,

self-identified heterosexual individuals who may

be more likely to have unprotected intercourse,

otherwise known as “high-risk heterosexuals,”

would be targeted for a particular HIV prevention

program that was specifically designed for them.

Another HIV prevention program may target

HIV-negative men who have sex with men

(MSM) to help them sustain from having unpro-

tected anal intercourse (UAI) with multiple

sex partners of HIV-positive and/or unknown

serostatus. As such, HIV prevention interven-

tions, programs, and services are typically

designed and implemented to reach certain

populations that engage in behaviors that put

them at risk for acquiring HIV.

HIV prevention also has evolved to include

individuals living with HIV. For instance, people

living with HIV may want help with adherence to

their medications, finding appropriate doctors for

their treatments, access to care, assistance with

disclosing their HIV serostatus, or learning how

to help protect others from acquiring HIV from

them. In sum, HIV prevention interventions,
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programs, and services include two broad types:

(1) primary prevention which aims to prevent

individuals from acquiringHIV and (2) secondary

prevention which helps individuals living with

HIV to maintain their health and to reduce the

possibility of transmitting HIV onto others

(Avert, 2011).

Moreover, the implementation of these inter-

ventions, programs, and services is further

divided based on the context of the implementa-

tion and how many individuals will be targeted.

Specifically, interventions are classified as indi-

vidual-level, group-level, or community-level

interventions. Each of these levels describes the

population context of the intervention for the

primary or secondary HIV prevention services

that would be provided to the participants. For

example, an individual-level, primary HIV pre-

vention intervention would focus on reducing

HIV risk for each individual who participates

in that particular intervention.

Many interventions, programs, and services

of HIV prevention include an aspect of psycho-

behavioral modification and/or a biomedical

approach. Several theories of behavior change

and models have been developed or modified

for the prevention of HIV. For example, many

studies and interventions aimed at preventing

HIV have used constructs from the health belief

model (Rosenstock, Strecher, & Becker, 1994),

social cognitive theory (Bandura, 1997), theory

of reasoned action (Fishbein & Ajzen, 1975),

theory of planned behavior (Ajzen, 1991),

transtheoretical model (Prochaska, DiClemente,

& Norcross, 1992), AIDS risk reduction model

(Catania, Kegeles, & Coates, 1990), and the

information-motivation-behavioral skills model

(Fisher & Fisher, 1992). Constructs from these

theories and models are used to help participants

and their networks change their beliefs, attitudes,

perceived ability, and norms to lower their risk

for acquiring HIV. Scientists and other

researchers also use these constructs to better

understand individuals’ thoughts, actions, and

feelings about HIV and/or risk behaviors.

In contrast, the biomedical approach uses

a “test and treat” approach that may or may not

include a psycho-behavioral component to it. The

biomedical approach emphasizes the importance

of being tested for HIV. The frequency of being

tested for HIV will depend on the individual

needs, her or his risk, and access to receiving

the HIV test. Because an individual’s viral load

is highest after initially being infected, the

premise of the approach is to link HIV-positive

individuals with care as soon as possible and,

preferably, before the possibility of transmitting

the virus to others. Regardless of which HIV

prevention approach is used, only correct and

consistent condom use for anal and vaginal inter-

course, being in a long-term mutually monoga-

mous relationship with an uninfected partner, or

abstaining from anal and vaginal intercourse will

significantly prevent an individual from

contracting HIV (CDC, 2010).

In addition to testing, consistent condom use,

and modifying behaviors to reduce HIV risk,

new advances with treatments have led to the

development of other promising HIV prevention

methods. Current studies are assessing the

efficacy and cost-effectiveness of administering

a pill or inserting a microbicide (i.e., gel or foam)

inside an anus or vagina as additional modes of

preventing HIV transmission (AVAC, 2011).

These new biomedical advances are still being

studied in a variety of populations around the

world.

The success of the psycho-behavioral and bio-

medical approaches to preventing primary and

secondary HIV infections is not without debate.

Evaluation of HIV prevention interventions

is crucial for determining what works best in

HIV prevention. For example, the US Centers

for Disease Control and Prevention (2007)

provides a list of interventions that have been

shown to prevent HIV among a variety of at-risk

populations. These interventions are called

evidence-based interventions (EBIs). Further,

new studies that examine the different

contexts of HIV are constantly needed in order

to address how the epidemic changes with

time across the world. The Further Readings sec-

tion provides additional information about HIV

prevention.
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Home Health Care

Olveen Carrasquillo1 and Osvaldo Rodriguez2

1Division of General Medicine, Miller School of

Medicine, University of Miami, Miami, FL, USA
2Miami VA Healthcare System, Miami, FL, USA

Definition

Home health care is the rendering of predomi-

nantly medically related services to patients in

a home setting rather than in a medical facility.

The goals of home health care include helping

patients recover from an injury or illness and

restoring, maintaining, or increasing their ability

to tend to their everyday needs at home.

Description

There are a wide range of services that fall under

the definition of home health care. These include

more skilled care often focused on a particular

condition such as wound care for pressure ulcers

or surgical wounds, physical and occupational

therapy, speech-language therapy, patient and

caregiver education such as for daily insulin

injections, other intravenous injections, and mon-

itoring serious or difficult to control chronic ill-

ness such as diabetes and congestive heart failure.

However, it may also include a broader range of

services such as social services or assistance from

a home health aide. Examples of home health

aide services include help with basic daily activ-

ities like getting in and out of bed, dressing,

bathing, eating, and using the bathroom, as well

as help with light housekeeping, laundry, shop-

ping, and cooking for the patient.

In addition to such formalized services, the

term can also include informal health-care
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services provided by spouses, family, friends, and

neighbors often similar in scope to those done by

paid home health aides. In some European coun-

tries, such informal care is partially funded, while

in most other countries, it is typically

unreimbursed. One estimate from the USA is

that one of every five adults in the United States

provides some sort of such informal home care to

someone else.

Historically, most health care was tradition-

ally provided in a patient’s home. For centuries,

midwives, medicine men, and traveling doctors

all performed their services in a patient’s home.

Sometimes, sick people went to a doctor’s office,

which was usually an extension of the provider’s

home or a small clinic, but more often than not,

the health-care specialists visited the sick in their

home. It was only at the start of the twentieth

century with the advancement in medical

knowledge, treatments, and technology, not fea-

sible to be provided in the home setting, that led

to movement of health service delivery for very

sick patients to a hospital setting. Of note, in

many countries, particularly those with fewer

resources where hospital growth and develop-

ment has been more limited, many very sick

patients are still not able to receive hospital-based

care and remain in their home, often cared, to the

extent possible, by family and friends.

In the latter half the twentieth century, patient

preferences and rising hospital care costs have led

to initiatives in many advanced countries to shift

some care back away from hospitals to a patients

home. Thus, governments and other payers began

reimbursing for services aimed at fostering home

health-care practices. At present, in the USA,

where nearly 12 million persons receive home

health care at an estimated cost of over $70 bil-

lion, the Center for Medicare and Medicaid ser-

vices is the largest payer for home health care.

CMS is also responsible for regulating most

home health companies and ensuring compli-

ance. Many states also have additional regula-

tions, licensing and certification requirements,

and compliance measures. However, determina-

tion of eligibility for coverage and length of ser-

vices is often a challenge. For example, under

CMS, to qualify for reimbursement for home

health services, an individual has to be “confined

to his home.” Operationalizing this definition is

often difficult as policy makers need to balance

ensuring patients needing services are not denied

home care while at the same time limiting poten-

tial fraud and abuse. Which services are covered

(e.g., skilled or unskilled), for how many hours

per day, and for how long are decisions that have

tremendous implications and need to be balanced

between need and available resources.

Given the extensive evidence that such care is

often less costly and sometimes of higher quality

than that delivered in an inpatient facility, there

will continue to be large growth in the home

health-care sector. Particularly given the aging

of the population in many countries, governments

and policy makers will need to continue to foster,

develop, and strengthen innovative programs

aimed at facilitating home-based care.

Cross-References

▶Aging

▶Disability

▶ Family, Caregiver

▶Health Care

▶ Patient Care
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Homeostasis

Jens Gaab

Clinical Psychology and Psychotherapy,

Department of Psychology, University of Basel,

Basel, Switzerland

Synonyms

Equilibrium; Milieu interieur

Definition

Tendency and/or ability of a system to strive for

and maintain stability of vital internal functions/

parameters under unstable, external, or internal

circumstances by means of negative or positive

feedback.

Description

The necessity of a constant internal stability in

face of external instability as a requirement of

a free and independent life has first been stated by

Claude Bernard, a French physiologist (1813–

1878). Walter Bradford Cannon (1871–1945),

physiologist at Harvard, then first coined the

term “homeostasis,” which he based on four

propositions: (1) Constancy needs mechanisms

to maintain constancy, (2) any change will be

automatically resisted, (3) controlling mecha-

nisms are interacting and cooperative, and

(4) homeostasis is organized. Thus, homeostasis

is the result of a complex interaction of multiple

physiological – as well as psychological and

behavioral – processes in order to secure and

maintain set levels. Formally, the components

of a homeostatic system encompass receptors

that assess and relay information afferent to

a central control which then send efferent signals

to subordinated effectors, such as muscles,

glands, organs, or systems. The responses are

then monitored and controlled by positive and/

or negative feedback. Examples for homeostasis

can be seen in the regulation of body temperature

by redistribution of blood flow (cold feet and

hands), activation of muscular (shivers) and

behavioral responses (put on a sweater), or in

the regulation of blood glucose concentration

(release of insulin and glucagon) as well as in

more complex interactions between perceived

challenges in social situations and emotional,

behavioral, as well as neuroendocrine

responses and their impact on the situational cir-

cumstances. The consequences of the regulatory

responses are manifold and encompass permis-

sive, stimulatory, suppressive, as well as prepar-

ative actions.

The concept of homeostasis have been

extended by the concept of allostasis (McEwen,

1998), which states that stability is not only

achievable through regulation, but also through

change. Thus, external or internal circumstances

are not only met by counterregulatory activation

of the respective response but also lead to adap-

tive changes in the activity and reactivity of the

respective system. For example, enduring stress

not only leads to enhanced output of adrenocor-

tical steroids, but also to changes in the negative

feedback regulation of the affected neuroendo-

crine system, depending on the duration and the

extent of the stressor (for review: Sapolsky,

Romero, & Munck, 2000).

Cross-References

▶Allostasis, Allostatic Load

▶Neuroendocrine Activation

▶ Stress
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Homocysteine

Siqin Ye

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Synonyms

HSCH2CH2CH(NH2)CO2H

Definition

Homocysteine is an amino acid that acts as the

intermediary during the synthesis of cysteine

from dietary methionine in the human body.

Description

Homocysteine is an amino acid that acts as the

intermediary during the synthesis of cysteine

from dietary methionine in the human body.

Homocysteine is not obtained from the diet but

rather formed from the demethylation of methio-

nine. It can then condense with the amino acid

serine to form cystathionine, in a step catalyzed

by the enzyme cystathionine b-synthase that

requires vitamin B6 as a cofactor. Cystathionine

is then cleaved by cystathionine g-lyase to

produce cysteine and alpha-ketobutyrate.

Alternatively, homocysteine can be converted

back into methionine by donation of a methyl

group from methyltetrahydrofolate, which is

derived from folic acid. This reaction is catalyzed

by the enzyme methionine synthase and requires

vitamin B12 as an essential cofactor (Konkle,

Simon, & Schafer, 2008).

In patients with the medical condition

homocystinuria, deficiencies in key enzymes of

homocysteine metabolism such as those

described above lead to dramatically elevated

levels of plasma homocysteine, which then spill

over and are detected in urine. In addition to

abnormalities of neurological and skeletal devel-

opment, these patients also suffer from premature

atherosclerosis and thrombophilia and have high

incidences of venous thromboembolism, cerebro-

vascular disease, and peripheral vascular disease,

beginning as early as the second and third decade

of life. Because of this, it has been suggested that

elevated homocysteine may play a causative role

in promotion of atherosclerotic disease. Both

in vitro and in vivo studies have tended to support

this hypothesis, demonstrating that homocysteine

can increase oxidative stress, cause endothelial

dysfunction, promote inflammation, and induce

smooth muscle proliferation (Ridker & Libby,

2008; Undas, Brozek, & Szczeklik, 2005).

Furthermore, multiple large, prospective epide-

miological studies have also concluded that even

mildly elevated levels of homocysteine may

carry increased risks for both initial and recurrent

cardiovascular events (Homocysteine Studies

Collaboration, 2002; Wald, Law, & Morris,

2002).

These observations have led to interest in

homocysteine reduction as a strategy for cardio-

vascular disease prevention. Since B-complex

vitamins (folic acid, vitamin B6, and vitamin

B12) play a vital role in homocysteine metabolism

and are often insufficiently obtained from dietary

sources, several large, randomized clinical trials

have been carried out to test the efficacy of

B-complex vitamin supplementation in patients

with cardiovascular disease. Despite uniform

reduction of homocysteine levels in the interven-

tion groups, however, none of the trials were

able to demonstrate any decrease in incidence of

cardiovascular events. Most recently, a meta-

analysis was performed by the Cochrane Collab-

oration in 2009 that included eight randomized

clinical trials with a total of 24,210 participants,

confirming that homocysteine lowering with

B-complex vitamin supplementation does not

significantly reduce the risk of fatal or nonfatal

myocardial infarction, stroke, or death from any

cause (Martı́-Carvajal, Solà, Lathyris, & Salanti,

2009). Given the inconsistency between these

results and previous experimental and epidemio-

logical data, there remains considerable debate

on whether the homocysteine hypothesis is itself

incorrect or whether there are other negative

effects of B-complex vitamin supplementation
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that may have countered the potential benefit of

homocysteine reduction (Loscalzo, 2006).
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1Department of Psychiatry, Columbia University

Medical Center, New York, NY, USA
2Broad Institute, Cambridge, MA, USA

Definition

An allele is one of the possible variants of a gene

or position in the DNA sequence. All humans have

two alleles on homologous chromosomes for each

gene or trait. If these two alleles are identical, the

person is considered to be homozygous for that

trait or gene.

Cross-References
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▶Gene
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▶Recessive Inheritance
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Hopelessness

Yori Gidron
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Definition

This is an important reaction to situations involv-

ing lack of, or reduced, control. The literature at

times confuses helplessness with hopelessness,

with the former included in the latter. Hopeless-

ness refers to the belief that one lacks control over

outcomes (response-outcome noncontingency

or helplessness) and to the expectation of

a negative future (negative outcome expectancies

or pessimism), as conceptualized by Everson

et al. (1996). Hopelessness includes thus two

cognitions, rather than feelings. In the general
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population, hopelessness is quite a stable

phenomenon and is predicted by economic

difficulties and unemployment. However,

positive changes in one’s living condition may

protect people from becoming hopeless

(Haatainen et al., 2003).

Multiple ways exist to assess hopelessness

including a 2-item scale by Everson et al.

(1996), the Beck Hopelessness Scale, and other

measures.

Hopelessness is amajor precursor or depression,

particularly in people with a negative attribution

style (attributing a negative event to an internal,

stable, and global cause; Sweeney, Anderson, &

Bailey, 1986). Hopelessness has also been found to

be a significant predictor of suicide. Given the

difficulty to prevent suicidal behavior, conducting

preventative interventions among high-hopeless

people may have important preventative value for

public health.

Hopelessness is a risk factor of death from

coronary heart disease and cancer and signifi-

cantly predicts progression of carotid atheroscle-

rosis. In Everson et al.’s (1996, 1997), Everson,

Kaplan, Goldberg, Salonen, and Salonen (1997)

studies, controlling for known cardiac risk factors

had little effect on the prognostic role of

hopelessness, leading them to conclude that

other, not tested factors, could explain these rela-

tionships. One model proposes that hopelessness

predicts poor prognosis in cancer by its link to

brain and systemic interleukin-1 (IL-1) since

blocking brain IL-1 prevents helplessness, since

brain IL-1 promotes peripheral metastases, and

since peripheral IL-1 at tumor sites promotes

tumor cell proliferation, angiogenesis, and

metastasis (Argaman et al., 2005). Thus, hope-

lessness could serve as an important predictor and

therapeutic target in behavior medicine interven-

tion trials since it is a risk factor of both mental

and physical illnesses.

Cross-References

▶Depression: Symptoms

▶ Perceived Control
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Hormone System

▶Endocrinology

Hormone Theory of Aging

▶Neuroendocrine Theory of Aging

Hormone Therapy

▶Hormone Treatment

Hormone Treatment

Oliver T. Wolf

Department of Cognitive Psychology

Ruhr-Universit€at Bochum, Bochum, Germany

Synonyms

Hormone therapy; Menopausal hormone therapy
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Definition

Serum concentrations of the female gonadal sex

steroid hormones estradiol and progesterone

decrease sharply after ▶menopause due to the

stop of ovarian hormone production. In order to

counteract this decline, several forms of hormone

(replacement) treatment (or therapy; HT or HRT)

have been developed. It has been suggested that

this hormone regime can treat menopausal symp-

toms and could potentially prevent several

age-associated disorders. Women with an intact

uterus can be treated with a combined regimen of

estrogens and progestins. The progestin is added

in order to prevent endometrial hyperplasia.

Women with a hysterectomy can be treated with

estrogen only preparations. Oral route of admin-

istration is still the most commonly used route as

of today, but other approaches (e.g., transdermal

applications) are available.

Sex steroid treatment after menopause has

beneficial effects on hot flushes and urogenital

atrophy. Moreover it has been shown to prevent

osteoporosis, fractures, and ▶ diabetes. Adverse

effects include venothrombotic episodes, stroke,

and ▶ breast cancer. Negative effects are more

pronounced when the combined treatment is

administered, when patients are older, and when

treatment is continued for longer periods of time

(more than 5 years). For reviews see Maki et al.

(2010) and Santen et al. (2010).

Due to the widespread action of sex steroids in

the brain, beneficial effects of hormone therapy

on mood and cognition have been postulated.

These could be of relevance for the prevention

and/or treatment of menopausal depression and

▶ dementia. Beneficial effects on cognition or

mood might occur if treatment is started during

or directly after menopause (“window of oppor-

tunity hypothesis”). However large randomized

controlled clinical trials in this age group are still

lacking. In contrast to the postulated beneficial

effects, adverse effects were observed in the

women’s health initiative (WHI) study. In older

women, the combined treatment with estrogens

and progestins increased the risk for stroke and

dementia. More clinical trials with cognitive

and affective measures are needed before

recommendations can be provided based on

solid empirical evidence. For reviews see Maki

et al. (2010) and Santen et al. (2010).

As of today, hormone therapy is recommended

by the food and drug administration (FDA) for the

treatment of menopausal symptoms only. The

FDA recommends that hormone therapy be used

at the lowest doses for the shortest duration needed

to achieve treatment goals.

Cross-References

▶Breast Cancer

▶Depression

▶Diabetes

▶Menopause
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Hormones

▶Leptin

▶Neuropeptide Y (NPY)

Hospice

Andrea Croom

Department of Psychology, University of Texas

Southwestern Medical Center, Dallas, TX, USA

Synonyms

Hospice care; Hospice programs; Hospice services
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Definition

Hospice is a specialized form of palliative care;

however, whereas palliative care can be provided

at multiple stages of illness, hospice care is

reserved for patients who are estimated to have

less than 6 months to live. The philosophy of

hospice care is to provide comfort and control

pain symptoms for patients in the last phases of

incurable disease while holistically providing for

the psychological, social, and spiritual needs of

the patient and their loved ones. Hospice care also

involves some components of home health care,

which focuses on patient rehabilitation and med-

ical management. Home health care focuses on

the patient and their physical needs while hospice

includes a focus on the family and also addresses

emotional and spiritual needs.

Description

History

The word “hospice” stems from the Latin word

“hospitium” meaning hospitality, lodging, or

guesthouse. The concept of a hospice can be

traced back to medieval times when it referred

to a place of shelter and rest for weary or ill

travelers on a long journey. There is evidence of

facilities like modern hospices dating back to the

1800s. For example, Jeanne Garnier founded sev-

eral hospices in France as early as 1842 and the

Irish Sisters of Charity opened hospices in Ireland

and England in the 1800s to provide care for

dying or incurable patients. The modern hospice

movement began in the 1960s when Dr. Cicely

Saunders established St. Christopher’s Hospice

near London to provide pain management and

compassionate care for the dying. The hospice

movement was propelled by Dr. Elisabeth

Kubler-Ross’ book, On Death and Dying, which

was published in 1969 and provided a personal

glimpse into the lives of terminally ill patients.

During the 1970s the Hospice movement gained

attention in the United States when Kubler-Ross

testified at the first national hearings on the sub-

ject of death with dignity (1972); the first hospice

organization was established in the United States

in New Haven, Connecticut (1974); and the first

hospice legislation was introduced by Senators

Frank Church and Frank E. Moss (1974). It was

not until 1983 that the Medicare hospice benefit

was officially introduced and in 1986 was made

permanent by Congress. In the past two decades,

hospice organizations have continued to evolve

from volunteer-based, grassroots organizations

into health care companies with paid staff and

quality practices. Today there are more than

4,000 hospice programs in the United States and

over one million people in the United States

receive hospice services each year. Hospice orga-

nizations are also widespread internationally.

Goals and Services

People choose hospice when the disease is not

responding to treatment (incurable) or when the

treatment has detrimental effects on quality of

life. While many hospice patients are diagnosed

with cancer (approximately 40%), hospice ser-

vices are also available to patients with pulmo-

nary disease, heart disease, neurological

disorders, Alzheimer’s disease, AIDS, and other

life-limiting illnesses. The majority of patients

who receive hospice services are over the age of

65 (approximately 80%). In the United States,

hospice services have historically been more

widely utilized by Caucasian patients (greater

than 80% of hospice patients in 2005); however,

hospice utilization among ethnic and racial

minorities has been increasing in recent years.

On average, patients spend 69 days on the hos-

pice service before dying (median

length ¼ 21 days). In the United States, the

majority of hospice services are funded through

the Medicare hospice benefit (84% of hospice

stays), although private insurers and other medi-

cal programs (e.g., Veteran’s Administration)

offer hospice benefits.

To qualify for the Medicare hospice benefit,

a physician and the hospice medical director must

certify that the patient has less than 6 months to

live if the disease were to run its normal course.

Then the patient or a durable medical power of

attorney signs a statement declaring that they

would like to be admitted to hospice. By signing

the statement, the patient agrees to no longer
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receive curative treatment related to their termi-

nal illness. Medicare will still pay for covered

benefits for any health needs that are not related

to the patient’s terminal illness. A terminally ill

patient may receive hospice care for as long as

necessary when a physician certifies that he or she

has a life expectancy of 6 months or less; how-

ever, recertification of life expectancy is required

at regular intervals (approximately 60 days). At

any time, patients or their family members have

the right to revoke the hospice benefit and resume

Medicare coverage of the benefits that were

waived when hospice care was elected. The

patient can reelect to return to receiving hospice

coverage at a later date. The hospice agency can

discharge a patient if their health improves and

they no longer have a 6-month prognosis.

Hospice services can be provided in multiple

settings. More than 90% of the hospice services

provided in the United States are based in

patients’ homes. Home hospice typically requires

that a family member or loved one be established

as the primary caregiver and be home with the

patient at all times. Members of the hospice ser-

vice will have regularly scheduled visits with the

patient and caregiver as well as being available

24 hours a day, 7 days a week by phone to handle

emergencies or questions. Hospice services can

also be provided in hospitals and nursing homes

or other long-term care facilities. These services

can be provided on specialized hospice units, by

trained nursing staff that can care for hospice

patients, or through arrangements made with

independent community-based hospice services

that provide care inside of the hospital or nursing

home facilities. These services can be a good

option for patients who want hospice care but

do not have primary caregivers to take care of

them at home. Finally, many communities have

free-standing, independently owned hospices that

feature inpatient care facilities as well as home

care hospice services.

Hospice affirms the concept of palliative care

as an intensive program that enhances comfort

and promotes the quality of life for individuals

and their families. When cure is no longer possi-

ble, hospice recognizes that a peaceful and com-

fortable death is an essential goal of health care.

Hospice philosophy recognizes that death is

a natural part of the life cycle and that people

have a human right to die in comfort and with

dignity. The goal of hospice is not to prolong life

or hasten death, but to allow people to achieve

high levels of quality of life at the end of their life.

Hospice care is also holistic and aims to treat the

whole person rather than just focusing on the

disease. The expected outcome is relief from

distressing symptoms, lower levels of pain, and/

or enhanced quality of life. Hospice philosophy is

a family-centered approach and aims to assist the

family and loved ones with the dying process as

much as the patient. Patients and family members

are encouraged to be in control of decision mak-

ing and treatment planning. Finally, hospice phi-

losophy promotes the idea that palliative care

should be available to all individuals and their

families without regard to age, gender, national-

ity, race, creed, sexual orientation, disability,

diagnosis, availability of a primary caregiver, or

ability to pay.

To provide holistic care, hospice services are

provided by an interdisciplinary team of doctors,

nurses, social workers, counselors, home health

aides, clergy, physical and occupational thera-

pists, and trained volunteers among others. Hos-

pice organizations typically become the primary

care coordinators during end-of-life care. Ser-

vices are provided during the last stages of ill-

ness, throughout the dying process, and to family

members during the first year after the patient’s

death. Hospice services provide medical treat-

ment to relieve pain and to control other physical

symptoms. Patients on hospice can continue to

receive palliative radiation and chemotherapy

that are designed to reduce pain. Hospice services

provide needed medications, medical supplies,

and equipment, as well as special services such

as speech therapy, physical therapy, or nutritional

consultation when indicated. Hospice services

also provide assistance with basic needs of daily

living by providing limited home health aide and

supervision/training for family members. Family

coaching and family conferences are common to

help patients and their family members under-

stand the illness, how to care for the patient, and

improve communication about end-of-life issues.
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Hospice staff may assist the patient with unfin-

ished legal or financial business and in making

funeral arrangements. Patients who need addi-

tional care are able to receive inpatient care as

well as brief periods of respite care (up to 5 days),

so that caregivers can attend special events or get

rest from caregiving responsibilities. Counselors

and clergy provide emotional support and address

the spiritual needs of patients and their family

members. Family members are able to receive

bereavement care up to 13 months after the

patient’s death, which might include counseling,

supportive phone calls, referrals to community

resources, support groups, and/or memorial

services.

Cross-References

▶End-of-Life Care

▶Home Health Care

▶ Palliative Care
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Hospital Anxiety

Hollie B. Pellosmaa and Tamer F. Desouky
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Synonyms

Fear of hospitals; Hospital stress;

Nosocomephobia; Operative anxiety

Definition

Hospital anxiety refers to the anxious response

and unusual preoccupation about noxious conse-

quences (real or not) that can result from visiting

hospitals or from undergoing medical procedures

in a hospital.

Description

Hospital anxiety and related concepts (e.g., “fear

of hospitals” and “hospital stress”) have been

widely examined in studies investigating barriers

to both seeking medical care (Tod, Read, Lacey,

& Abbott, 2001) and blood and organ donation
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(e.g., Boulware et al., 2002), and preparation for

medical procedures (Johnston, 1980). These

fears, if irrational, can lead individuals to avoid

appropriate medical care when needed or to dis-

regard medical instructions. Individuals with

excessive fear of hospitals (i.e., nosocomephobia)

often avoid hospitals which results in skipping

or missing appointments scheduled at hospitals

and avoid visiting friends/relatives who are hos-

pitalized. These fears are often founded on the

belief that visiting a hospital may result in serious

illness and even death. Original work focused on

nonspecific anxious responses, but recent work

has expanded the study of “hospital anxiety”

by focusing on specific triggers such as blood,

needles, injuries, and medical personnel.

Early studies examined the affective

responses that both adult and pediatric patients

experienced in hospital settings (e.g., hospital

stress). The aim of this work was to understand

the effects of anxiety and stress experienced

before and/or after undergoing a medical proce-

dure on medical outcomes (e.g., slow recovery

post-surgery, increased pain and physical symp-

toms). Pre- and postoperative anxiety was found

to disturb sleep patterns (Kain & Caldwell-

Andrews, 2003), reduce adherence to medical

recommendations (Mathews & Ridgeway, 1981),

and increase pain sensitivity (Chapman & Cox,

1977). Among children, self-report data also

showed an association between preoperative anx-

iety and postoperative negative behaviors (e.g.,

eating/sleeping problems) (Melamed, Dearborn,

& Hermecz, 1983).

Although it is well established that anxiety

levels are indirectly and directly associated with

physiological and psychological factors that

influence health outcomes, the mechanisms are

poorly understood (Kiecolt-Glaser, Page,

Marucha, MacCallum, & Glaser, 1998). For

example, psychoneuroimmunological data sug-

gest that anxiety may delay wound healing by

indirectly influencing immune function. Specifi-

cally, it has been proposed that individuals who

report high levels of anxiety when undergoing

medical procedures tend to experience increased

pain and may require more anesthesia during

surgery and more analgesics during recovery

than low anxiety individuals (Maranets & Kain,

1999). This increased use of anesthesia and anal-

gesics, in turn, can result in endocrinological and

immunological changes that delay wound

healing. Similarly, postoperative anxiety can

delay recovery from surgical procedures by

influencing adherence to medical recommenda-

tions. Existing data suggest that specific anxiety

and fear (e.g., fear of pain, cardiophobia, fear of

injury) and not general anxiety are the key deter-

minants of maladaptive behaviors (Berlin et al.,

1997).

Several individual and situational factors have

been implicated as antecedents of hospital anxi-

ety. Although the specific genetic contribution to

hospital anxiety is currently unknown, twin stud-

ies suggest that genetic predisposition accounts

for an important proportion of the variance in

anxiety disorders (Hettema, Neale, & Kendler,

2001). Personal experience and learning may

lead to specific anxiety/fear. For instance, needle

phobia is often the result of an aversive experi-

ence with needles involving doctors and/or den-

tists. These fears can also be the result of

watching another individual experience

a negative reaction to the medical procedures

(Willemsen, Chowdhury, & Briscall, 2002).

Other individual factors associated with increases

in hospital anxiety include sex (being female),

moderate to intense levels of depressive symp-

toms, and a history of chronic medical conditions

(Caumo et al., 2001). Adults undergoing surgical

procedures also indicated that they experienced

anxiety surrounding uncertainty of the outcomes

of the procedure (Caumo et al.). Among situa-

tional factors, poor or lack of communication

with hospital personnel and health care providers,

as well as loss of autonomy and control, are

considered some of the most stressful aspects of

hospitalization that could lead individuals to

experience anxiety (Volcier, 1974).

Assessments of hospital anxiety and related

concepts can be conducted in multiple ways.

Researchers often explore three main aspects of

anxiety, patients’ cognitions, emotional state, and

situation-specific anxieties. The most commonly

used self-report measures of anxiety for adults

include Spielberger’s State-Trait Anxiety
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Inventory and the Hospital Anxiety and Depres-

sion Scale (HADS). Spielberger’s State-Trait

Anxiety Inventory for Children and the Chil-

dren’s Manifest Anxiety Scale have been widely

used to assess anxiety among children. Observa-

tional tools used often include the Clinical Anx-

iety Scale, Yale Preoperative Anxiety Scale, and

the Palmar Sweat Index. Other instruments that

assess specific aspects of hospital anxiety (e.g.,

the Injection Phobia Scale Anxiety, Blood Injec-

tion Symptom Scale, Medical Fears Survey, and

the Disgust Scale) can provide important infor-

mation about the specific triggers that lead to

patients’ anxious responses.

Interventions to reduce hospital anxiety have

a long history. Melamed and collaborators used

behavioral modeling to reduce pre- and postop-

erative anxiety and negative behaviors among

children (Melamed & Siegel, 1975). Initial work

with adults focused on the reduction of pain and

anxiety caused by stressful and painful medical

procedures (e.g., endoscopy). Work with adults

conducted by Johnson and Leventhal (1974)

demonstrated that accurate sensory and proce-

dural information successfully reduced anxiety

and pain caused by medical procedures. This

type of intervention has been shown to be effec-

tive across various types of medical procedures

(Suls &Wan, 1989). Principles from these earlier

works are at the core of more recent and innova-

tive psychological interventions to reduce pre-

and postoperative anxiety. Exposure techniques

have been associated with reduction in fear of

blood-injection illness in adults (Olatunji, Smits,

Connolly, Willems, & Lohr, 2007); whereas

behavioral therapies (e.g., modeling) can reduce

anxiety levels in children with needle phobias

(Willemsen et al., et al., 2002).
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Hospital Anxiety Depression Scale

Steven C. Palmer

Abramson Cancer Center, University of

Pennsylvania, Philadelphia, PA, USA

Synonyms

HADS

Definition

The Hospital Anxiety and Depression Scale

(HADS; Zigmond & Snaith, 1983) is a 14-item

measure designed to be used as a brief screen

for depression (seven items) and anxiety (seven

items) disorders among nonpsychiatric, medi-

cally ill, outpatient populations. As a screening

instrument, the HADS does not provide definitive

diagnosis, but is the first step in a multistage

process of selecting individuals at elevated risk

for disorder to be evaluated through clinical inter-

view. For example, the HADS does not assess

specific symptoms of major depressive disorder

(e.g., suicidality, guilt) thought by its authors to

be less prevalent in nonpsychiatric populations,

functional impairment, or frequency of symp-

toms, and the time frame assesses the previous

7 days, rather than 2 weeks of mood disturbance.

Moreover, five of the seven items in the

Depression subscale assess anhedonia-related

experiences, and there is no question specifically

addressing low mood. The HADS attempts to

improve specificity of measurement by reducing

physical symptoms that confound physical and

psychological disorder (e.g., fatigue, insomnia)

and focusing more on behavioral and affective

symptoms. Anxiety and Depression subscales

can range in score from 0 to 21, with scores of

11 or higher indicating probable caseness for

clinical disorders and scores of 8–10 being sug-

gestive of caseness. However, numerous cut-

points have been suggested in the literature, as

have total rather than subscale scores, though this

has not been recommended by the scale authors.

The HADS has been used as a measure of symp-

tom severity among individuals with an anxiety

or depressive disorder to allow tracking of thera-

peutic response over time. Both Anxiety and

Depression subscales have demonstrated ade-

quate internal consistency (Cronbach’s alpha

�0.67 and �0.93) across numerous translated

versions, and adequate sensitivity and specificity

for disorder using a score of �8 (both approxi-

mately 0.80; Bjelland, Dahl, Haug, &

Neckelmann, 2002), though positive predictive

values have been shown to be substantially

lower (e.g., 0.17 for depressive disorder) in
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medical patients (Silverstone, 1994, cited in

Parker & Hyett, 2010).
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▶ Screening
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Hospital Stress

▶Hospital Anxiety

Hostile Affect

▶Trait Anger

Hostility

Kimberly M. Henderson, Susan A. Everson-Rose

and Cari J. Clark

Department of Medicine, University of

Minnesota, Minneapolis, MN, USA

Synonyms

Affective hostility; Aggression; Anger; Cynical

distrust; Cynical hostility; Mistrust

Definition

Hostility is a multidimensional personality trait

with distinct cognitive, affective, and behavioral

features. The cognitive component of hostility is

evident in the habitual patterns of cynical mis-

trust and negative, suspicious attitudes and

beliefs that hostile individuals have toward their

interpersonal network and the community at

large. The affective (emotional) component

reflects the internal and external expression of

anger and contempt, which may vary in degrees

from moderate to high. The behavioral compo-

nent may manifest through mannerisms and

actions that perpetuate interpersonal conflicts,

such as aggression and irritability. Although dis-

tinctions can be made among the cognitive, affec-

tive, and behavioral components of hostility, they

often are interrelated and co-occur.

Description

The role of hostility and anger in cardiovascular

disease (CVD) and more general health and well-

being has a long history. For centuries, anecdotal

reports and historical observations suggested that

strong negative emotions, and particularly feel-

ings of anger, aggressive tendencies, and hostile

attitudes, were related to poor health (Everson-

Rose & Lewis, 2005; Gallo & Matthews, 2003).

These beliefs were supported in early psychoan-

alytic and psychodynamic reports that identified

such personality characteristics in patients with

hypertension and heart disease (Everson-Rose &

Lewis, 2005). In the mid-1900s, this literature

and related observations prompted work on iden-

tifying and assessing “coronary-prone behavior”;

indeed, hostility, anger, and aggression were

identified as critical tenets of coronary-prone

behavior, which later came to be redefined as

Type A behavior pattern (Friedman &

Rosenman, 1971). Type A individuals are

described as highly ambitious, competitive,

time-urgent, impatient, quick-tempered, and

tightly wound. The seminal work by

Drs. Rosenman and Friedman in the Western

Collaborate Group Study provided clear evidence
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identifying Type A behavior as a risk factor for

coronary heart disease (CHD) (Rosenman et al.,

1975). Indeed, this study and initial empirical

confirmation of the study findings prompted the

medical community to accept Type A as the first

psychosocial factor clearly identified as a risk

factor for CHD (Cooper, Detre, & Weiss, 1981).

However, the reproducibility of these findings

was limited and negative findings on Type

A and CHD risk began to appear in the literature.

Consequently, researchers began to consider

whether one of the components of Type A was

driving the adverse effects previously identified

for the broader Type A construct. Strong empir-

ical evidence suggests that hostility is the “toxic”

component of Type A behavior pattern (Williams

et al., 1980), and an independent predictor of

CVD (Miller, Smith, Turner, Guijarro, & Hallet,

1996).

Measurement

The development of valid and robust tools for

measuring hostile characteristics and traits

enabled systematic investigations of the impact

of hostility on health. The Cook and Medley

Hostility scale (CMHS) (Cook & Medley, 1954)

was derived from the MMPI nearly 60 years ago

and remains one of the most commonly used

measures of hostility. It originally was devised

to identify teachers who had poor rapport with

their students, but subsequently was adopted as

a more general indicator of hostility following its

reported association with angiographic evidence

of CHD (Williams et al., 1980), and CVD events

and mortality (for reviews, see Everson-Rose &

Lewis, 2005, and Hemingway & Marmot, 1999).

The CMHS consists of 50 true-false items, where

1 point is assigned for each “hostile” response

and higher scores indicate greater hostility.

Several subsets of items on the CMHS have

been used to measure specific components of

hostility, the most common among them being

cynicism. Other commonly used measures

include the Buss-Durkee Hostility Inventory,

Multidimensional Anger Inventory, and the

Potential for Hostility measure derived from the

Type A Behavior Pattern structured interview.

Each measure is designed to broadly assess hos-

tility and expressions of anger; however, these

scales are not completely overlapping in terms

of the dimensions of hostility that they capture

(e.g., cynicism, hostile affect, anger expression,

anger suppression). The potential for these mea-

sures to tap into different components of hostility

should be taken into consideration when relating

them to health outcomes.

Hostility and Health

The literature on the relationship between hostility

and health is expansive, and spans across several

disciplines. Most of these observations focus on

the relationship between hostility (and its compo-

nents) and the risk for poor cardiovascular

outcomes. The literature relating hostility to

non-cardiovascular diseases remains scarce –

limited evidence has tied hostile traits to cancer

(Tindle, et al., 2009), cognitive function (Barnes

et al., 2009), and general health (Adams, 1994). In

contrast, numerous epidemiological studies have

investigated hostility in relation to various indica-

tors of CVD. Literature reviews summarizing this

work (Everson-Rose & Lewis, 2005; Gallo &

Matthews, 2003; Miller et al., 1996) highlight

significant inconsistencies between study findings.

Some of the studies reviewed found that higher

levels of hostility are associated with CHD inci-

dence, presence and progression of atherosclero-

sis, hypertension, peripheral arterial disease, and

all-cause and CVDmortality. However, the litera-

ture is not unequivocal – other studies have

reported marginal and/or null findings between

hostility and risk for CHD or CVD (Hemingway

& Marmot, 1999). Miller et al. (1996) conducted

a meta-analysis of 45 studies relating hostility to

CHD, and suggested that variations in the meth-

odology used by these studies may account for the

mixed findings in the literature, such as the type of

hostility measure, the study design, and the

sociodemographics of the study population.

Nevertheless, Miller et al. concluded that hostility

is indeed an independent predictor ofCHD and all-

cause mortality. More recent studies, particularly
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population-based studies, provide further support

for hostility as a significant risk factor for CVD

(Everson-Rose & Lewis, 2005); however, among

patients with documented CHD, there is limited

evidence that hostility or anger predict recurrent

coronary events or mortality (Hemingway &

Marmot, 1999).

Sociodemographic Characteristics

Hostility is related to a number of

sociodemographic characteristics, with some sup-

port for differences between groups. Consistent

evidence has shown an inverse relationship

between socioeconomic status (SES) and hostility.

This effect is linear, and suggests that thosewith the

lowest education, income, and occupational status

are more likely to express hostile characteristics.

Furthermore, there is evidence that hostility may

mediate the relationship between SES and CVD

(Gallo & Matthews, 2003). In addition to social

and economic differences in the expression of hos-

tility, some studies show that hostile traits may vary

by race and sex. For instance, growing evidence

suggests that blacks andmen report higher levels of

hostility than their white and female counterparts

(Gallo & Matthews); other studies indicate that

hostility is higher in younger adults and the elderly

and lower in mid-aged adults (Barefoot, Beckham,

Haney, Siegler, & Lipkus, 1993). The same study

also found that education may moderate the rela-

tionship between race and hostility, with more edu-

cated blacks reporting lower levels of hostility

compared to less educated blacks, and more edu-

catedwhites reporting higher levels of hostility than

less educated whites. Nevertheless, the current

literature lacks clear evidence that differences

in the expression of hostility by race or sex trans-

late into disparities in the risk for CVD. Several

studies have tested this hypothesis and found no

association (Everson-Rose et al., 2006) and/or

lacked the sampling power necessary to test for

these interactions (Iribarren et al., 2000). Future

research should include large, balanced, and

diverse samples in order to further investigate

potential sociodemographic differences in the risk

of CVD related to hostility.

Hostility and Pathways to CVD

Hostility may confer independent risk for CVD

but also may operate through indirect pathways

via its relationship with a number of other psy-

chosocial and biobehavioral risk factors. Hostil-

ity is positively correlated with negative

emotional states, including depression, anger,

and anxiety, and inversely associated with posi-

tive psychosocial factors and personality traits,

including social support and optimism (Gallo &

Matthews, 2003; Tindle et al., 2009). Addition-

ally, a number of studies have identified behav-

ioral risk factors related to hostility. For example,

a recent meta-analysis of 27 studies found that the

CMHS was significantly associated with several

traditional CVD-related risk factors (Bunde &

Suls, 2006), including obesity (i.e., body mass

index, waist-hip ratio), alcohol consumption,

and smoking. Other studies link hostility to phys-

ical inactivity and dietary/caloric intake

(Scherwitz et al., 1992). Moreover, several stud-

ies have identified biological and physiological

pathways that may link hostility to disease. For

instance, hostility is related to metabolic

dysregulation, including impaired glucose

metabolism, insulin resistance, and metabolic

syndrome (Bunde & Suls, 2006; Goldbacher &

Matthews, 2007). Hostile attitudes, emotions,

and behaviors are associated with physiological

response patterns that reflect activation of several

biological systems in the body. Indeed, the phys-

iological responses induced by hostility are char-

acteristic of the “fight or flight” response,

including prolonged activation of the hypotha-

lamic-pituitary adrenal (HPA) axis and auto-

nomic nervous system (ANS). For example,

research shows that hostile individuals tend to

have higher systolic and diastolic blood pressure,

higher heart rates, as well as increased levels of

stress hormones (i.e., cortisol), catecholamines

(i.e., epinephrine, norepinephrine), and pro-

inflammatory cytokines (i.e., IL-6 and IL-1)

(Everson-Rose & Lewis, 2005). Furthermore,

hostility is related to increased platelet activation

and aggregation, which together with the other

physiological risk factors contributes to increased

atherosclerosis, and thrombus and plaque
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formation (Markovitz, Matthews, Kiss, &

Smitherman, 1996). On the whole, these obser-

vations support the fact that hostility clusters with

other psychosocial and biobehavioral factors and

may increase risk for CVD and other poor health

outcomes through both direct and indirect

pathways.

Summary

This entry provides a general insight into the

history and research relating hostility to CVD

and other health outcomes. Hostility is defined

by cynical and suspicious attitudes, anger, bitter-

ness, and varying levels of aggression and oppo-

sition. The role of hostility in health emerged

from the shadow of the classic Type A behavior

pattern and has gained momentum as one of the

most pathogenic components of Type A. Instru-

ments created to assess hostility have been vital

to measuring the impact of hostility on health,

and the CMHS stands out as a valid and reliable

assessment tool. The literature on the role of

hostility in cardiovascular health is somewhat

mixed: evidence is more limited for a role of

hostility in recurrent events or mortality among

persons with existing heart disease, whereas evi-

dence from methodologically sound, population-

based studies generally provides support for the

hypothesis that increased hostility is associated

with excess risk of CVD. Research targeted at

addressing these inconsistencies has investigated

a number of potential pathways and mechanisms

underlying the relationship between hostility and

CVD. As a result, it is becoming more apparent

that the impact of hostility on health may vary

based on an individual’s sociodemographic pro-

file, and that hostility may operate through other

psychosocial, behavioral, and physiological fac-

tors to influence CVD outcomes.
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Hostility, Cynical
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Synonyms

Cynicism; Cynical distrust; Cynical hostility

Definition

Hostility is a relatively stable personality trait that

is typically characterized as a multidimensional

construct with significant affective (e.g., anger),

cognitive (e.g., attitudes), and behavioral (e.g.,

aggression) components. Hostile individuals

have a suspicious, mistrustful attitude and often

disparaging view of others and generally have

a cynical worldview of their environment and

social interactions. Thus, this type of personality

disposition is often referred to “cynical hostility.”

An expansive literature on personality and

disease processes and health risks has developed

over the past 50–60 years. Hostility has featured

prominently in this literature, particularly with

regard to cardiovascular disease (CVD) risk

(Miller, Smith, Turner, Guijarro, & Hallet,

1996; Everson-Rose & Lewis, 2005). Though

some negative studies have been reported, on

balance, the available evidence from methodo-

logically strong, population-based studies sug-

gests that hostility is a significant risk factor for

myocardial infarction and cardiovascular mortal-

ity in healthy populations (Barefoot, Dodge,

Peterson, Dahlstrom, & Williams, 1989; Bare-

foot, Dodge, Dahlstrom, Siegler, Anderson, &

Williams, 1991; Everson et al., 1997). Less sup-

port has been shown for the role of hostility in

recurrent CVD or mortality in patients with diag-

nosed heart disease (Hemingway & Marmot,

1999). Recent studies in older adult populations

have looked at hostility in relation to other health

outcomes. Accruing evidence shows that hostility

levels are associated with worse metabolic func-

tion and glucose regulation (Niaura, Todaro,

Stroud, Spiro,Ward, &Weiss, 2002; Shen, Coun-

tryman, Spiro, & Niaura, 2008), higher levels of

inflammation (Graham et al., 2006), poorer lung

function (Kubzansky, Sparrow, Jackson, Cohen,

Weiss, & Wright, 2006), and lower levels of

cognitive function (Barnes et al., 2009).
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Hostility, Measurement of

Susan A. Everson-Rose, Cari J. Clark and

Kimberly M. Henderson

Department of Medicine, University of

Minnesota, Minneapolis, MN, USA

Synonyms

Cynical distrust; Cynical hostility; Cynicism

Definition

Hostility is defined by a suspicious, mistrustful

attitude and cynical disposition toward others.

Considered an enduring personality characteris-

tic, hostility is characterized by cognitive, behav-

ioral, and affective or emotional dimensions.

Description

Measurement of hostility can be based on struc-

tured interviews, with interviewer ratings of

behavioral dimensions and verbal expressions of

hostility based on participants’ actions and

responses within the interview setting. The clas-

sic example of this method of assessing hostility

is the structured interview for Type A behavior,

which was developed by Drs. Meyer Friedman

and Ray Rosenman, the two cardiologists who

first coined the term “Type A” to describe what

they perceived to be coronary-prone behavior

(e.g., hostility, aggressiveness, time-urgency,

and a need to be hard-driving) among their heart

patients (Friedman & Rosenman, 1971). The

Type A interview is administered by carefully

trained interviewers using a structured format in

which scenarios are presented that attempt to

elicit behavioral responses consistent with Type

A. For example, at varying points during the

interview, the interviewer will interrupt the

respondent, challenge his or her responses,

abruptly change topics, and also appear to be

distracted. Interviews are audiotaped for later

scoring. A scoring system is used that character-

izes respondents on “Potential for Hostility”

(PH), among other Type A characteristics, and

codes on three dimensions of hostility, including

intensity of response, hostile content, and style of

interaction (Dembroski & Costa, 1987). As

empirical support for the Type A construct in

relation to risk for coronary heart disease faltered,

investigators shifted focus to what were consid-

ered the most toxic components of Type A, and in

particular, emphasis was placed on hostility,

anger, and aggressiveness. Despite the seeming

advantages of having objective ratings of hostile

behaviors made by trained observers, such as PH
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ratings obtained within the context of the Type

A interview, such ratings are uncommon in the

current literature on personality and health.

Indeed, structured or semi-structured interview

formats are rarely used anymore, especially in

large community- or population-based studies of

health because of the considerable time and

expense involved in conducting such interviews.

In contrast, a vast majority of such studies

typically rely on self-administered or inter-

viewer-administered questionnaires or surveys

(i.e., “self-report”) to assess hostility and other

personality characteristics. Among the most

commonly used measures of hostility is the

50-item Cook-Medley Hostility Scale (CMHS;

Cook & Medley, 1954), which was derived

from the original Minnesota Multiphasic Person-

ality Inventory (Hathaway & McKinley, 1940).

Items include such statements as “It is safer to

trust nobody,” “Most people make friends

because friends are likely to be useful to them,”

“I think most people lie to get ahead,” and “Most

people are honest chiefly through fear of being

caught.” Several shortened versions of the CMHS

are commonly used as well; most of these ver-

sions focus on a subset of 8–13 items that specif-

ically assess interpersonal attitudes characterized

by cynicism, mistrust of others’ intentions, and

anger responses (Barefoot, Dodge, Peterson,

Dahlstrom, & Williams, 1989; Greenglass &

Julkunen, 1989; Everson et al., 1997). The orig-

inal CMHS employed a “true/false” response for-

mat with 1 point assigned for each “true”

response and a hostility score was then calculated

by summing across items. Alternate response for-

mats have been used with some of the shortened

versions of the CMHS, including a 4-point Likert

scale in which respondents are asked to indicate

the extent to which they agree or disagree with

each statement from completely agree (0) to

completely disagree (3). With this format, item

responses are reverse-coded and summed to cre-

ate a hostility score.

Other validated self-report instruments used to

assess hostility include the Buss-Durkee Hostility

Inventory (BDHI; Buss & Durkee, 1957) and the

Multidimensional Anger Inventory (Siegel,

1986). The BDHI includes 75 true/false items;

though the items were written to assess seven

aspects of hostility, as defined by the creators of

the scale, studies show that responses generally

reflect two broad categories related to overt ver-

bal and physical expressions of anger and hostil-

ity and to angry or hostile thoughts and emotions.

The BDHI commonly has been used by psychol-

ogists but has rarely been used in epidemiological

studies assessing personality or psychosocial fac-

tors and health outcomes, largely due to its length

and the availability of several shortened versions

of the CMHS. Similarly, the Multidimensional

Anger Inventory consists of 25 self-report items

that tap into four dimensions, only one of which

that is specific to hostility and the remainder

which are more specific to anger. The dimensions

assessed include hostile outlook, mode of anger

expression (anger-in and anger-out), anger

arousal, and range of anger-eliciting situations.

This scale was developed in a convenience sam-

ple of college students and though also validated

in a community sample of male factory workers,

it has not been used widely in population- or

community-based studies.

Cross-References
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Hostility, Psychophysiological
Responses

Kimberly M. Henderson, Susan A. Everson-Rose

and Cari J. Clark

Department of Medicine, University of

Minnesota, Minneapolis, MN, USA

Synonyms

Aggression; Anger; Antagonism; Cynical

distrust; Cynical hostility; Cynicism

Definition

Hostility has distinct cognitive components,

affective or emotional components, and behav-

ioral features. This multidimensional construct

most commonly is defined by a mistrustful and

suspicious attitude, cynical perceptions of others

and their motives, and a negative interactional

style characterized by anger, resentment, con-

tempt, antagonism, and suspiciousness. Behav-

ioral expressions of hostility typically include

verbally and/or physically aggressive actions.

The physiological consequences of hostility and

its components contribute to over-activation of

neurochemical and biological pathways, consis-

tent with the stress response system, that may

contribute to atherogenesis, alterations in glucose

metabolism and other bodily systems, and which

are harmful to cardiovascular health.

Description

Awealth of research has investigated physiologic

responses related to hostility (Everson-Rose &

Lewis, 2005). The emotional, behavioral, and

cognitive manifestations of hostility are interre-

lated, although they may operate via different

biologic pathways to influence health. This may

well be why the literature on hostility’s impact on

physiological functioning reveals effects on mul-

tiple biologic systems, including documented

effects on heart rate (HR), heart rate variability

(HRV), systolic and diastolic blood pressure

(SBP; DBP). One of the well-tested hypotheses

that was formulated nearly 30 years ago to under-

stand the linkages of psychosocial risk factors,

such as Type A behavior, with coronary heart

disease, focused on individual differences in

physiologic responding. What came to com-

monly be called the cardiovascular reactivity

hypothesis (Treiber et al., 2003; Smith & Ruiz,

2002) postulated that exaggerated autonomic ner-

vous system and/or neuroendocrine activation

occurred under conditions of interpersonal stress

in persons with particular psychological traits or

under certain emotional states. Hostility is one

such psychological trait that has been a focus of

the cardiovascular reactivity literature. Although

not unequivocal (Suls & Wan, 1993), the vast

majority of studies testing this hypothesis with

regard to hostility show that, indeed, hostile per-

sons tend to have higher HR (Jamner, Shapiro,

Goldstein, & Hug, 1991), reduced HRV

(Sloan et al., 1994), higher SBP and DBP

(Smith & Allred, 1989; Suarez & Blumenthal,

1991), increased levels of epinephrine and nor-

epinephrine (Zhang et al., 2006), and alterations

in cortisol secretion or patterning (Pope & Smith,

1991) particularly under conditions of challenge

and/or in ambiguous conditions, which are

thought to be interpreted as adversarial by hostile

persons (Everson, McKey, & Lovallo, 1995).

Furthermore, prolonged and frequent physiolog-

ical arousal experienced by hostile individuals

increase the risk for endothelial injury and

damage, a precursor of inflammation, platelet

formation, thrombogenesis, and atherogenesis.

Nonetheless, the literature on hostility and
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risk for cardiovascular disease morbidity

and mortality has not clearly shown that this

exaggerated cardiovascular reactivity evident

among hostile individuals is in fact the primary

pathway by which hostility increases cardiovas-

cular risk.

Other biologic pathways are important and

also have been associated with hostility. For

example, several studies have linked hostility

with altered glucose metabolism, central adipos-

ity, and metabolic dysregulation, which addition-

ally may serve as mediators between hostility and

CVD and related risk factors. In a recent review

of the literature, Goldbacher and Matthews

(2007) concluded that negative psychosocial fac-

tors, including depression, hostility, and anger,

were important contributors to the risk of meta-

bolic syndrome. Specifically in regards to studies

investigating the role of hostility on metabolic

syndrome, Goldbacher and Matthews found that

hostility and its components (i.e., cynicism,

aggression) related to increased risk of metabolic

syndrome over time, and found longitudinal and

cross-sectional evidence supporting the positive

association between hostility and visceral adi-

pose tissue, waist-hip ratio, and insulin. For

example, one of the studies reported from Niaura

and colleagues (2000) found that men high in

hostility, as assessed by the Cook-Medley Hos-

tility Scale, have increased insulin resistance and

higher fasting insulin levels in the presence of

high stress levels, and impaired glucose metabo-

lism thanmenwho are low in hostility. Moreover,

there is evidence that ties the combined effects of

high hostility and metabolic syndrome to

increased risk of myocardial infarction (Todaro

et al., 2005). Even so, the review of the literature

revealed studies that find no relationship between

hostility and metabolic syndrome (Goldbacher &

Matthews, 2007), and although steps have been

taken to address and conceptualize some of these

inconsistencies (Zhang et al., 2006), this work is

limited.

Studies also have examined neuroendocrine

and genetic biomarkers related to hostility, espe-

cially those involved in serotonergic function.

Williams (1994) proposed that reduced serotonin

levels in the central nervous system may

constitute an important brain mechanism by

which hostility and related biobehavioral risk

characteristics influence risk for cardiovascular

diseases. In his hypothesis, he suggested that

serotonin dysfunction was the underlying cause

of harmful traits (e.g., hostility, anger), behaviors

(e.g., excessive alcohol use, smoking), and phys-

iological responses (e.g., heightened sympathetic

arousal) which seem to cluster in certain individ-

uals. Justification for his theory is supported by

a growing number of studies that identify genetic

markers and environmental stimuli that regulate

serotonin levels and shape the expression of hos-

tile traits and behaviors. Indeed, more recent

studies have provided scientific evidence that

individuals with alleles that code for lower

CNS serotonin function are more likely to

express hostile-like traits (Manuck, Flory, Ferrel,

Mann, & Muldoon, 2000; Lesch et al., 1996),

including aggression and neuroticism, and other

negative psychosocial characteristics like

depression (Siegler et al., 2008). In addition,

there is some evidence that these genes may

vary by race and/or sex; however, this work is

limited and requires further investigation. More

work is needed to understand the development

of hostility and potential biomarkers that may

predispose individuals to hostile traits and

characteristics.

Hostility is a multidimensional personality

trait that functions through several biological

pathways to influence health and well-being.

The expression of hostile attitudes, emotions,

and behaviors are stress inducing, and particu-

larly cardio-reactive. Indeed, the body uses auto-

nomic and neuroendocrine pathways to interpret

hostile experiences, which may manifest as

heightened cardiovascular stimulation or meta-

bolic dysregulation. In addition, the tendency

for hostility to cluster with other negative psy-

chosocial factors and harmful behaviors, led to

the growing theory that low CNS serotonin func-

tion may predispose individuals to these disease-

inducing traits and behaviors. In order to fully

conceptualize the mechanisms that shape the

relationship between hostility and disease, fur-

ther research will be required that supports phys-

iological mediators.
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HPV

▶Human Papillomavirus (HPV)

HRmax

▶Maximal Exercise Heart Rate

HSCH2CH2CH(NH2)CO2H

▶Homocysteine

HSV-1

▶Genital Herpes

HSV-2

▶Genital Herpes

Human Factors/Ergonomics

Jonathan Z. Bakdash1,2,3 and Frank A. Drews1,2

1Department of Psychology, University of Utah,

Salt Lake City, UT, USA
2Center for Human Factors in Patient Safety, VA

Salt Lake City Health Care System, Salt Lake

City, UT, USA
3U.S. Army Research Laboratory, Aberdeen

Proving Ground, MD, USA

Synonyms

Applied cognitive psychology; Applied experi-

mental psychology; Engineering psychology;

Ergonomics

Definition

Human factors/ergonomics can be broadly

defined as optimizing the relationships between

systems and the humans using them. More spe-

cifically, it is defined as follows:

“. . .the understanding of interactions among

humans and other elements of a system, and

the profession that applies theory, principles,

data, and other methods to design in order to

optimize human well-being and overall sys-

tem performance” (Human Factors and Ergo-

nomics Society: About HFES, n d).

In health care, the goal of human factors is to

improve patient outcomes by supporting provider

performance and by increasing patient safety

through the reduction of iatrogenic error. In the

context of behavioral medicine, the specific goal

of human factors is to promote effective clinical

interventions for disease prevention and treat-

ment and to facilitate positive changes in patient

behavior. The application of human factors to

health care is discussed in more detail below.

Description

In the USA, an estimated 98,000 patients die each

year due to preventable medical errors (Institute

Of Medicine, 1999). Generally, health care has

lagged far behind other industries, notably avia-

tion, for improvements in safety (Leape, 1994).

However, some specialties in medicine (e.g.,

anesthesiology) have made tremendous progress

in patient safety over the last decades. For exam-

ple, by the late 1990s, the risk of death from

anesthesia was 1/60th the mortality rate in the

1980s, which translates into a 60-fold decrease

in the number of annual deaths in the USA (Kohn,

Corrigan, Donaldson, & Institute of Medicine

U.S. Committee on Quality of Health Care in

America, 2000). This phenomenal accomplish-

ment in anesthesiology patient safety resulted

from a combination of changes, most based on

the application of human factors principles.

Among the changes that increased anesthesia

safety were steps toward optimization and stan-

dardization of system components (equipment
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and training), establishment and implementation

of practice guidelines which were widely

accepted by providers, hospitals, and profes-

sional organizations, and significant advances in

technology (Gaba, 2000). In contrast to anesthe-

siology, other areas in health care have not made

as much progress in patient safety. For example,

approximately half to two-thirds of all annual

patient deaths in the USA are caused by

a preventable systemic infection that is associ-

ated with a central line (a catheter that is used to

draw blood and deliver fluids and medication)

placed in a patient (Institute of Medicine, 1999).

A human factors approach that pursues the

goal of improving patient safety focuses not

only on individual components of the system in

isolation, but also takes into account the interac-

tions of these elements with each other. Only

such an integrative perspective will result in sus-

tainable change of clinical practice and improve-

ments in patient outcomes and patient safety.

Socio-Natural Systems Perspective of Health

Care

Comprehensively addressing patient safety

requires considering human performance in

a range of different systems while acknowledging

the differences between such systems (Durso &

Drews, 2010). The safety improvements in anes-

thesiology were successful because human fac-

tors principles were applied to multiple elements

(optimization and standardization of equipment

and tasks with practice guidelines adopted by

providers and organizations), widespread imple-

mentation of simulator-based training with feed-

back, and patient monitoring technology was

improved (Gaba, 2000). This combination of

interventions improved the transparency of

patient outcomes through feedback with better

equipment and structured training and education.

Clearly, all of the multiple system components

(patients, providers, physical environment, orga-

nizational environment, tasks, and equipment/

tools; adapted from Carayon, Alvarado, &

Hundt, 2007) that are involved in health care

need to be included in a comprehensive systemic

intervention. In addition, to maximize improve-

ments in performance and safety, it is important

to acknowledge the differences and similarities

between different systems (e.g., technical sys-

tems in aviation vs. socio-natural systems in

health care).

For example, health care can be conceptual-

ized by applying a socio-natural systems perspec-

tive: patients are, at the core, biological or natural

systems, interacting with providers in an organi-

zational environment that constitutes a social sys-

tem, where often equipment/tools are used to

accomplish a goal with the equipment/tools con-

stituting the technical aspect of the system (Durso

& Drews, 2010). Interventions to improve safety

in aviation and health care are frequently com-

pared, and there are important similarities between

the two systems that allow adoption. However, the

comparison faces limitations when focusing on

a key distinction between the relevant system

components in each domain at the microlevel: in

health care, tasks are performed on a patient, a

natural system. Consequently, feedback on a task,

such as treating a patient, is often delayed or not

accessible because causality is not directly observ-

able. At the microlevel, tasks in aviation are

performed on an aircraft, an engineered system

that is designed to provide continuous feedback,

making it largely transparent and highly predict-

able (Durso & Drews, 2010).

In health care, transparency (observation and

understanding of a system) of the system compo-

nent (patients) is partial, at best. One challenge is

that the lack of transparency limits the opportu-

nities for learning and reduces the ability to pre-

dict the consequences of actions. Another

difference between health care and aviation can

be found in the approach toward training and

distinction in microlevel variability between

patients and aircraft. Due to the lack of standard-

ization in health care (Timmermans & Berg,

2003), providers are unlikely to receive detailed

training and practice with particular equipment

and frequently need to perform the same proce-

dure using different brands of equipment with

distinct designs. Whereas in aviation, pilots

train and become certified on a specific aircraft,

thus they do not encounter differences between

aircraft. Furthermore, tasks in aviation are highly

structured and therefore predictable, with
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checklists (protocols) for routine activities and

emergency situations (Wickens, Gordon, &

Liu,, 1998). In health care, protocols for every

possible situation and patient simply do not exist.

Thus, providers perform tasks based on their

training, local practices, and the specific needs

of patients, because the inter-individual variabil-

ity of patients is significant. This situation can be

contrasted with aviation, where it is one of

the most important goals of quality control in

aircraft manufacturing to minimize the variabil-

ity between aircraft.

Other differences between health care and

aviation extend to the physical and organizational

environment. The work environment in health

care has the potential to negatively impact cogni-

tion because of frequent error-producing condi-

tions: interruptions, multitasking, suboptimal

equipment, and inadequate staffing (Carayon

et al., 2007; Nolan, 2000). The work environment

in health care sharply contrasts with aviation,

where during critical phases of a flight

(e.g., takeoff, landing), nonessential conversations

in the cockpit are prohibited (sterile cockpit), min-

imizing interruptions and distractions. Finally,

health care is only beginning to establish a safety

culture such as that successfully established in

aviation. A consequence of this early stage of

safety culture adoption is that errors and “near

misses” generally go unreported (Leape, 1994),

limiting the opportunities for learning because

reoccurring patterns are not identified.

To improve performance in a complex system,

components such as equipment and training need

to be optimized and standardized by applying

human factors principles (Nolan, 2000, Wickens

et al., 1998). Specifically, this involves reducing

the cognitive demands of tasks that are

performed. For example, high reliance on percep-

tion, memory, attention, and decision-making

when performing a task is likely to increase the

probability of suboptimal actions and do not pro-

mote optimal performance (Wickens et al.). Con-

sequently, reducing the cognitive demand of

a task can provide defenses against human error

(Wickens et al.). To illustrate the application of

human factors in health care, two examples will

be discussed in more detail: the development of

a drug display (a visual monitor) to improve

medication delivery in anesthesiology and tools

to improve medication adherence.

Drug Display for Medication Delivery

Delivering correct drug concentrations and doses

over the course of administering anesthesia is

critical to patient safety. This task has significant

cognitive demands because the anesthesiologist

must remember the times and amounts of past

drug administrations, then use this recalled infor-

mation to calculate changes in concentration over

time, and finally, determine the difference

between the calculated current concentrations

and the appropriate levels to determine present

dosages. The consequences of high cognitive

demands are ample opportunities for errors.

Consequently, anesthesia drug delivery per-

formance can be improved with a drug display

consistent with human factors principles. Drews,

Syroid, Agutter, Strayer, andWestenskow (2006)

demonstrated the positive impact of such tech-

nology optimized by application of human fac-

tors by comparing the display to the standard

approach of delivering anesthesia without such

information available to the anesthesiologist. The

success of this approach can be attributed to the

fact that the drug display creates defenses against

error by providing “knowledge in the world”

which reduces demands on cognition (Norman,

2002). More specifically, the human factors prin-

ciples that were implemented in the drug display

are as follows (Norman, 2002; Wickens et al.,

1998):

1. Affordances (perceived functions of objects:

intuitive representations of medication doses

over time)

2. Chunking (meaningful grouping of related

items: different drugs separated, current dose

levels for all drugs together)

3. Reduced effort (mental/physical task demands

to perform actions: information is provided on

the monitor rather than requiring cognition)

4. Structure/guidance (design, layout, and

sequence: e.g., time in Western cultures goes

from left to right, chunking: information in

meaningful units that can be maintained in

memory)
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5. Visual feedback (visibility: graphical repre-

sentation depicting patterns of change over

time for past, current, and predicted future

drug concentration levels)

The drug display is an example of the applica-

tion of human factors principles to equipment

design (or tool design) to increase clinical task

performance and reduce human error. However,

equipment and tasks are only two of many addi-

tional components that are part of health care.

Macroergonomics emphasizes such a broad sys-

tem-based perspective when planning interven-

tions for improvement in performance.

Medication Adherence Tools

A socio-natural systems perspective can be

applied to a problem that is highly relevant for

behavioral medicine: medication adherence.

Lack of medication compliance has negative

effects on patient health and produces significant

economic costs (Osterberg & Blaschke, 2005).

There are a number of causes that can lead to

nonadherence, for example, the patient does not

understand how to weigh medication benefits

compared to the side effects, high access costs

(high purchase costs of the medication, difficulty

accessing a pharmacy, and other cognitive bar-

riers such as challenges in the complexity of

coordinating the timing and dosing of a number

of medications) (Osterberg & Blaschke, 2005).

One human factors approach to improve med-

ication adherence is providing cognitive aids or

tools to schedule times to take medications

(Waicekauskas et al., 2010). Participants sched-

uled the times to take several medications using

a paper or electronic daily calendar, working in

pairs (one participant was the “patient” and the

other participant was the “provider”). Together

the dyads solved examples of scheduling simple

and complex sample medication problems. Com-

plexity was increased by adding scheduling con-

straints, for example, fewer possible times to

take a medication because of routine activities

on the calendar, requiring the medication to be

taken on an empty stomach. Both, the paper and

electronic versions of the tool provided support to

creating more accurate medication schedules

than no aid.

The medication scheduling tool may serve as

an example for how human factors approaches

can help develop effective cognitive tools that

reduce memory and other cognitive demands in

coordinating the administration of medications

and may also lead to increases in compliance

with medication scheduling. However, such

a cognitive aid is a technical system component

that will likely only raise adherence if the causes

for noncompliance were either forgetting to take

medication or difficulty in figuring out when and

how to take medication. The limitation of this

approach is clearly associated with the fact that

no improvement in medication compliance can

be expected for patients that do not understand

how to weigh the benefits of medication versus

the medication side effects. For example, blood

pressure medication has significant long-term

health benefits, but the benefits are not directly

visible to most patients, and there are frequent

negative side effects (e.g., Osterberg & Blaschke,

2005). The tradeoff between the potentially invis-

ible or less salient therapeutic benefits of medi-

cation and noticeable side effects from the

perspective of the patient illustrates the chal-

lenges associated with a natural system that

lacks transparency.

Nevertheless, the efficacy of a medication

scheduling tool may be further enhanced by

addressing other factors that contribute to

noncompliance. For example, a clinical decision

support system (a system designed to improve

quality of care by providing cognitive support)

could be implemented in electronic medical

records or paper and applied to the problem of

medication compliance (e.g., Drews et al., 2010).

Implementing such a support system could

prompt providers to: (a) remind patients about

benefits versus side effects, (b) discuss medica-

tion cost and possible alternatives, and (c) pro-

vide pharmacy locations, etc. Although applying

human factors to a single system can improve

patient care, the example of medication compli-

ance demonstrates both the challenges that are

associated with applying an integrative human

factors approach to health care and the greater

benefits to patients that come with the application

of this comprehensive approach.
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Definition

The Human Genome Project (HGP) was an

international scientific research project to map

and sequence the entire human genome. The

project goals were to identify all 20,000–25,000

genes and determine the sequences of the three

billion base pairs that make up the haploid human

genome. The project was started in 1990 and

coordinated by the US Department of Energy

and National Institutes of Health, and in partner-

ship with the Wellcome Trust (UK). In 1998,

Celera Corporation launched a parallel private

effort to sequence the human genome. Most of

the government-sponsored sequencing was

performed in universities and research centers

from the USA, the UK, Japan, France, Germany,

and China. The public and private efforts

succeeded, with a draft sequence published in

2001 (International Human Genome Sequencing

Consortium, 2001; Venter et al., 2001), and com-

pletion of the HGP in April 2003 (Collins, Green,

Guttmacher, & Guyer, 2003; Collins, Morgan, &

Patrinos, 2003; Frazier, Johnson, Thomassen,

Oliver, & Patrinos, 2003). The HGP also included

parallel efforts to sequence select model organ-

isms, such as the bacterium Escherichia coli, the
fruit flyDrosophila melanogaster, and the mouse

(Mus musculus). Sequencing model organisms

served to both help to develop the technology

and interpret human gene function. Data from

the project are freely available to researchers.
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Human Herpesvirus-4 (HHV-4)

▶Epstein-Barr Virus

Human Immunodeficiency
Virus (HIV)

▶AIDS: Acquired Immunodeficiency Syndrome

Human Papillomavirus (HPV)

Luis I. Garcı́a

Center for AIDS Intervention Research, Medical

College of Wisconsin, Milwaukee, WI, USA

Synonyms

HPV

Definition

The human papillomaviruses (HPVs) aremembers

of the Papillomaviridae. These viruses

(Papillomaviridae) are specie specific, so they

can only infect humans. They are non-enveloped

viruses that carry their genetic information on

circular, double-stranded DNA. The virus mea-

sures approximately 55 nm in diameter. Nearly

200 types of HPV have been identified. While

many of them do not produce any symptoms in

humans, some strains of the virus can cause warts

and in a minority of cases can lead to cancer

(Bonnez&Reichman, 2009;Giuliano et al., 2011).

Description

HPV tends to infect skin or mucosal tissue, and

while many HPV subtypes do not cause

any symptoms, the subtypes that are known to

produce symptoms can cause a multitude of skin

diseases (e.g., plantar warts, common warts,

epidermodysplasia verruciformis, genital warts,

cervical and anal carcinoma). Each virus subtype

tends to be associated with a specific pathology,

for example, plantar warts tend to be caused

by HPV-1 or HPV-2, while cervical carcinoma

is frequently caused by HPV-16 and HPV-18.

However, other HPV subtypes may cause the

same diseases, although less commonly (Bonnez

& Reichman, 2009).

HPV is easily recognized when it causes

symptoms (i.e., clinically apparent infections);

however, subclinical and asymptomatic infec-

tions are more common. In addition, individuals

with past HPV infections represent an even larger

group of affected persons. These three types of

infections (i.e., clinical, asymptomatic, and past

infections) and their relationship to each other

make difficult their epidemiological study

(Bonnez & Reichman, 2009). HPV is also classi-

fied by the location of the infection. For example,

a significant distinction is made between

infections in genitals and mucosal tissue, and

non-genital infections (cutaneous infections).

In the United States, 20 million people are

currently estimated to be infected and contagious
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(Bonnez & Reichman, 2009), while an additional

6.2 million people between the ages of 15 and 44

become infected with genital HPV annually

(Richman, Whitley, & Hayden, 2009). HPV

transmission requires skin to skin contact; there-

fore, most genital infections are transmitted

through sexual activity (Giuliano et al., 2011;

Richman et al., 2009). Anal HPV infections

happen most frequently through anal intercourse,

although it is possible to spread the infection

from one area to another by contact with hands

or objects that have been exposed to infected

areas (Giuliano et al., 2011). Nonsexual

infections are rare. Most HPV infections (70%)

resolve within a year, up to 90% within 2 years.

However, individuals who do not clear their HPV

infection are at risk for cervical or anal cancer,

though the progression to cancer can take

10–20 years (Giuliano et al., 2011).

The three most observed cutaneous manifes-

tations of HPV are common warts (71% of all

cutaneous infections), plantar warts (34%), and

juvenile or flat warts (4%). Common warts and

flat warts are more common in children, while

plantar warts are more common in adolescents.

The prevalence of common warts in school-age

children is estimated to be 4–20% (Bonnez &

Reichman, 2009). Since contact with infected

skin cells is necessary for transmission, two

other vehicles of transmission besides sexual

contact are possible, though rare: mother-to-

child transmission and exposure to contaminated

objects (Giuliano et al., 2011). Infection during

birth is rare, but may lead to juvenile-onset

recurrent respiratory papillomatosis (JORRP) –

an infection that results in warty growths in

the upper respiratory tract and can lead to

obstruction of the airway in severe cases.

JORRP has an incidence of 2 per 100,000

children in the United States (Giuliano et al.,

2011). The other uncommon route of transmis-

sion is through contact with an object that has

residual infected skin cells or with infected

hands with a common wart or carrying infected

cells (e.g., after scratching) (Giuliano et al.,

2011). This means of transmission is more

likely if there is trauma to the receiving skin,

which may explain the higher frequency of

cutaneous warts seen among meat handlers

(Bonnez & Reichman, 2009).

Currently, there is no treatment to specifically

eradicate an HPV infection; infections have to be

cleared by the immune system of the infected

person. Treatment of HPV focuses on removing

the lesions by chemical or physical means, or

by local stimulation of cytokines, to reduce

or eliminate the symptoms of the infection

(Bonnez & Reichman, 2009). There are two

potential methods of preventing HPV transmis-

sion. Avoiding skin exposure to infected areas

can reduce the likelihood of transmission.

However, since HPV can be asymptomatic or

subclinical (i.e., an infected individual may not

have any visible skin lesions), avoiding contact

with infected skin can be difficult or impossible.

Condoms provide only limited protection from

HPV since they protect only skin that is covered

by the condom (Giuliano et al., 2011). A second

method of prevention is vaccination against HPV

infection, which has been proven to be quite

effective (Bonnez & Reichman, 2009; The

FUTURE II Study Group, 2007; Trotter &

Franco, 2006). The available HPV vaccinations

target only up to four HPV subtypes. However,

since these HPV subtypes cause the majority of

cervical cancers and genital warts, the vaccines

can prevent the vast majority of clinically impor-

tant and cosmetically unpleasant HPV infections

(Bonnez & Reichman, 2009).
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Human Subject Protections

▶ Protection of Human Subjects

Human Subjects Committee

Lynnee Roane

School of Nursing, University of Maryland,
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Synonyms

Institutional review board (IRB); Research ethics

committee

Definition

Ethical conduct of research requires an objective

and prospective review and approval by

a committee established for the purpose of

protecting human subjects involved in research.

In the United States, these human subjects

committees are usually called Institutional

Review Boards (IRBs). They may also be

known as Ethics Review Committees.

The main responsibility of the IRB is to

conduct a comprehensive scientific and ethical

review of the planned research activities. The

purpose of this review is to ensure the proposed

research meets the federal requirements for ethi-

cal research. It determines study feasibility, scien-

tific merit, ethical soundness, strength of study

design, balance of risk and benefits, and adequacy

of informed consent. The review ensures that the

design is scientifically sound and does not expose

subjects to unnecessary risk. A sound scientific

design is essential, as it is not ethically justifiable

to expose subjects to any risk, discomfort, or

inconvenience if the research is poorly designed

and not likely to obtain meaningful information

(Council for International Organizations of Medi-

cal Sciences, 1993). The IRB is also responsible

for identifying, minimizing, and eliminating con-

flicts of interests.

Key components of the system include the

federal government’s regulations, IRBs, the

sponsor, and the principal investigators (PIs)

conducting the research. Additionally, all inves-

tigators and members of the research team and

community are charged with protecting human

subjects. The federal regulations, issued by the

Department of Health and Human Services

(DHHS) and the Food and Drug Administration

(FDA), are the cornerstone in this system of pro-

tection. The DHHS regulates all research it funds

and conducts, and the FDA regulates research

involving drugs, biologics, and clinical devices.

The criteria for IRB approval are that risks to

research participants are minimized; risks are

reasonable in relation to anticipated benefits and

the knowledge that may result; selection of

participants is equitable; informed consent will

be sought from each participant or their legally

authorized representative and appropriately

documented, as required; adequate plans for

monitoring data to ensure participant safety are

in place; adequate provisions are made to protect

the privacy of the participant and the confidenti-

ality of the data; and additional safeguards are

provided to protect the welfare and safety of

vulnerable participants such as children, pris-

oners, pregnant women, mentally disabled per-

sons, or economically or educationally

disadvantaged individuals (U. S. Department of

Health and Human Services, 2009a).

IRBs are responsible for conducting compre-

hensive prospective and ongoing review of all

research activities at least annually. The level of

scrutiny and frequency of continuing review

depends upon the level of risk posed by the

research activities. To best protect human
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subjects, an objective review is required by

a diverse group of individuals with no direct

involvement in the planned research. The Federal

Regulations stipulate that the IRB is composed of

at least five members. The members must include

a scientist, nonscientist, and at least one person

who is not affiliated, and is not a family member

of an affiliated person, with the institution

conducting the research (U. S. Department of

Health and Human Services, 2009b). These are

the minimal requirements established by the fed-

eral guidelines; however, the size and composi-

tion may vary depending on the institutional

requirements and resources. On occasion, it may

be necessary for the IRB to invite an individual to

provide expertise in a specific area of research.

The responsible and ethical conduct of

research requires that the PI and all team mem-

bers are appropriately trained and well qualified

to conduct research with humans. Responsible for

the conduct of the study, PIs must consider the

participants’ safety and welfare at every phase of

the study including initiation, implementation,

closeout, and dissemination. Fundamental in pro-

viding these protections is ensuring subject pri-

vacy and confidentiality (Steneck, 2007).

Conducting research in a manner consistent

with the established ethical principles is of para-

mount importance to protect human participants

in research. Providing adequate protections

requires a broad range of knowledge and a sys-

tems approach. Such a system is essential to

accomplish comprehensive reviews of planned

research activities and to ensure sound ethical

interactions between the investigator and partic-

ipant, especially in the informed consent process.

Also important in the system of protection is

oversight, including safety monitoring and a

robust quality improvement and compliance pro-

gram (Federman, Hanna, & Rodriguez, 2002).

The Belmont Report and the Protection
of Human Subjects

Human subjects who participate in research ben-

efit society by contributing to the development of

new drugs, medical procedures, and a greater

understanding of how we think and act (Steneck,

2007). Individuals who assume the inherent risks

of participating in research deserve to be treated

with dignity and respect and to have their rights

as humans protected. The federal regulations just

discussed are founded upon ethical principles

written in the Belmont report. The ethical princi-

ples of respect for persons, beneficence, and jus-

tice are tightly integrated in the regulations. The

principle of respect for persons states that the

protection of autonomy and personal dignity

requires informed consent of each person before

they are involved in research. Special protec-

tions, to prevent coercion and undue influence,

are required for individuals who are unable to

make autonomous decisions, such as children,

prisoners, and those with compromised deci-

sion-making capacity. Securing the well-being

of research participants by minimizing risk and

maximizing benefits is essential to ensuring

beneficence and protecting subjects from harm.

Justice requires equitable subject selection to

reduce or prevent overburdening certain

populations and providing access to research

opportunities for others (The Belmont Report,

1979). While the federal government provides

the overarching governance for research in

humans, oversight and implementation of the

regulations are conducted by the IRB.
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Human Subjects Protections

▶ Protection of Human Subjects

Hybridoma Growth Factor

▶ Interleukins, -1 (IL-1), -6 (IL-6), -18 (IL-18)

Hybridoma Plasmacytoma Growth
Factor

▶ Interleukins, -1 (IL-1), -6 (IL-6), -18 (IL-18)

Hypercholesterolemia

▶Dyslipidemia

Hyperglycemia

Michael James Coons

Department of Preventive Medicine, Feinberg

School of Medicine, Northwestern University,

Chicago, IL, USA

Synonyms

Control; Glycemia; Load-high

Definition

Hyperglycemia is defined as a state of elevated

blood plasma glucose (�7.0 mmol/L, or 120 mg/

dL, before meals) and is a hallmark feature of all

diabetes subtypes. Hyperglycemia results from

disruptions in blood glucose metabolism, insuffi-

cient insulin production (in the case of type 1

diabetes), or the cellular resistance to the endog-

enous insulin produced by the pancreas (in the

cases of type 2 diabetes and gestational diabetes).

Hyperglycemia can be assessed at home using

a portable glucometer, or in the laboratory

setting by drawing a blood sample for analysis.

Symptoms include excessive thirst, excessive

urination, fatigue, itchy skin, and, over time,

weight loss. In mild forms, individuals are often

unaware of blood glucose elevations. However,

in more flagrant episodes, individuals may

self-detect these aforementioned symptoms.

Hyperglycemia may be managed by a number

of self-management behaviors including changes

in dietary intake and physical activity. Among

individuals with diabetes who are receiving insu-

lin therapy, they may also administer an injection

of short-acting insulin. These behaviors, in isola-

tion or combination, will help to restore normal

blood glucose levels. However, if unmanaged,

extreme hyperglycemia can precipitate a state of

diabetic ketoacidosis (DKA), which results in

both the production of ketones and metabolic

acidosis. DKA leads to excessive urination

and loss of both fluid and electrolytes that can

result in myocardial infarction and death.

Repeated episodes of DKA may be evidence
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of poor metabolic control, which potentiates

morbidity and premature mortality. Precipitants

for DKA include infection, abdominal crises

(e.g., gastrointestinal bleeding, pancreatitis),

physical trauma, and insulin omission. If

unmanaged, repeated episodes of hyperglycemia

lead to the development of serious vascular

pathology resulting in blindness, renal failure,

pain and loss of sensation in the extremities,

myocardial infarctions, cerebrovascular acci-

dents, and amputations.

Cross-References

▶Diabetes

▶Glucose

▶Glucose: Levels, Control, Intolerance, and

Metabolism

▶Glycemia

▶Glycemia: Control, Load-High
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Hyperinsulinemia

Alyssa Parker

UTSW Health Systems, South western Medical

Center, Dallas, TX, USA

Synonyms

Insulin Resistance; Metabolic syndrome X;

Prediabetes

Definition

Hyperinsulinemia is an indication of an under-

lying problem controlling blood glucose levels

and is characterized by an excess of insulin

circulating in the blood (Shanik et al. 2008).

Insulin is produced by the pancreas and helps

regulate blood glucose. Hyperinsulinemia may

be caused by insulin resistance, a condition in

which an individual’s body becomes resistant

to the effects of insulin and the pancreas com-

pensates by producing additional insulin.

Increases in insulin result in a decrease in

circulating blood glucose (Buse, Polonsky, &

Burant, 2008). Symptoms of hyperinsulinemia

are often absent unless hypoglycemia (abnor-

mally low glucose levels) occurs. When pre-

sent, symptoms may include temporary

muscle weakness, brain fog, fatigue, visual

problems, headaches, shaking, and/or thirst.

Treatment of hyperinsulinemia is directed at

the underlying problem and typically focuses

on diet and exercise (Diabetes.co.uk Team,

2011). Dieticians recommend a nutritional

regimen that is low in sugar and carbohy-

drates, while high in protein. Additionally,

regular monitoring of weight, blood glucose,

and insulin is advised. In some cases, typi-

cally where obesity is present, treatment with

metformin (i.e., an oral anti-diabetic drug)

may be used to reduce insulin levels (Glueck,

2007). Though it is often mistaken for diabe-

tes or hypoglycemia, hyperinsulinemia is

a separate condition. Left unmonitored and

untreated, however, it can develop into type

2 diabetes mellitus. A significant risk factor of

hyperinsulinemia is the increased likelihood of

developing a cluster of closely related abnor-

malities known as the metabolic syndrome

(Reaven, 2005). Within this syndrome, it is

believed that the more insulin resistant

a person, the more likely he or she will

develop some degree of glucose intolerance,

high triacylglycerol and low HDL concentra-

tions, essential hypertension, and procoagulant

and proinflammatory states (Reaven, 2006), all

of which are known to increase the chance of

cardiovascular disease.
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Cross-References

▶Blood Glucose

▶Diabetes

▶Glucose: Levels, Control, Intolerance, and

Metabolism

▶Hypoglycemia

▶ Insulin

▶ Insulin Resistance (IR) Syndrome

▶Metabolic Syndrome

▶Type 2 Diabetes Mellitus
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Hyperlipidemia

Kelly Flannery

School of Nursing, University of Maryland

Baltimore, Baltimore, MD, USA

Synonyms

Lipid disorder

Definition

Hyperlipidemia simply means high blood lipid

levels. Lipids refer to cholesterol, cholesterol

compounds, triglycerides, and phospholipids.

Lipids are carried in the blood by lipoproteins

(e.g., low-density lipoproteins (LDL) and high-

density lipoproteins (HDL)) (American Heart

Association, n.d.).

Description

Hyperlipidemia increases the risk for atheroscle-

rosis (i.e., hardening of the arteries, which is

a buildup of plaque in the arteries). Atheroscle-

rosis leads to narrow and stiff arteries that provide

a reduced blood flow (Society for Vascular

Surgery, 2010) and ultimately an increased risk

for high blood pressure, heart disease, stroke,

and poor lower leg circulation (Society for Vas-

cular Surgery; U.S. National Library of Medicine

& National Institutes of Health, 2011a, 2011b).

Risk Factors

Hyperlipidemia has several risk factors and many

are modifiable. Some risk factors include (Mayo

Clinic, 2010b; Society for Vascular Surgery,

2010; U.S. National Library of Medicine &

National Institutes of Health, 2011b):

• Having certain genetic disorders; for example,

familial hypercholesterolemia or familial

dysbetalipoproteinemia

• Having a (nuclear) family history of early

heart disease (before age 55)

• Age (men >45, women >55)

• Having certain diseases such as diabetes, high

blood pressure, kidney disease, hypothyroid-

ism, Cushing syndrome, polycystic ovary

syndrome

• Having a body mass index over 25 (also

defined as being overweight or obese)

• Drinking alcohol excessively

• Eating diets high in unhealthy fats (i.e., satu-

rated and trans fat)

• Eating diets high in dietary cholesterol

• Lack of exercise
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• Using certain medications such as estrogen,

birth control pills, corticosteroids, beta

blockers, some types of diuretics, and some

types of antidepressants

• Smoking cigarettes

Screening

Hyperlipidemia causes no symptoms; therefore,

screening is important (Mayo Clinic, 2010c). To

screen for hyperlipidemia a blood sample is

obtained and a lipid panel (e.g., total cholesterol,

LDL, HDH, triglycerides) is done (Mayo Clinic,

2011). Table 1 summarizes why the test is done,

the desired or optimal value, and some possible

modifiable reasons why the test is not at the

desired or optimal value (American Heart Asso-

ciation 2010, 2011; Centers for Disease Control

and Prevention, 2010; Mayo Clinic, 2011;

National Heart, Lung and Blood Institute, n.d.;

U.S. National Library of Medicine & National

Cancer Institute, 2011).

Screening Recommendations

Recommendations for when hyperlipidemia

screening should begin differ across organiza-

tions but generally testing is recommended to

begin for men between ages 20–35 and 20–45

for women and then checked every 5 years. Addi-

tionally, screening is recommended when some-

one develops certain diseases (e.g., diabetes).

Guidelines for cholesterol screening for children

and/or adolescents vary due to limited evidence.

However, some experts say those under age 18

should be screened if risk factors are present (e.g.,

family history of high cholesterol) while some

recommend screening all children (U.S. National

Library of Medicine & National Institutes of

Health, 2011a).

Treatment

There are two common treatment methods for

addressing an abnormal lipid panel. Sometimes

only a lifestyle change is needed. A lifestyle

Hyperlipidemia, Table 1 Cholesterol screening summary

Why the test is important

Desired or

optimal valuea
Some possible modifiable reasons why

value is not at desired or optimal value

Total

cholesterol

Tells the total amount of cholesterol in

blood

<200 mg/dL Being overweight

Eating a diet high in saturated and/or trans

fats

LDL (bad)

cholesterol

When LDL cholesterol is too high,

plaque can form in the arteries, which

can increase risk for cardiovascular

disease

<100 mg/dL Being overweight

Eating a diet high in saturated and/or trans

fats

HDL (good)

cholesterol

High levels can be protective whereas

low levels (<40 mg/dL for men and

<50 mg/dL for women) are a significant

risk factor for heart disease. HDLs also

help remove LDL cholesterol

�60 mg/dL Smoking cigarettes

Being inactive

Being overweight

Eating a diet high in trans fats

Triglycerides Unused calories are converted to

triglycerides (fat that is circulating in the

blood before it is stored)

<150 mg/dL Eating more calories than working off

Eating too many sweets

Drinking alcohol excessively

Being overweight

Having diabetes with elevated blood sugar

aThese are general guidelines and results should be discussed with primary care provider; the table was compiled with

information from American Heart Association 2010, 2011; Centers for Disease Control and Prevention, 2010; Mayo

Clinic, 2011; National Heart, Lung and Blood Institute, n.d.; U.S. National Library of Medicine & National Cancer

Institute, 2011
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change is often the first step in treating hyperlip-

idemia. However, if a lifestyle change is not

effective (especially if LDLs are still elevated),

a combination of lifestyle modification and

cholesterol medication may be recommended

(Society for Vascular Surgery, 2010).

Possible lifestyle recommendations (Centers

for Disease Control and Prevention, 2011; Mayo

Clinic, 2010a; Society for Vascular Surgery,

2010; U.S. National Library of Medicine &

National Cancer Institute, 2011):

• Eating the recommended amount of fruits and

vegetables

• Limiting saturated (e.g., butter, cheese, whole

milk) and trans (e.g., processed foods, fried

foods, commercially baked foods) fats and

replacing them with monounsaturated (e.g.,

canola oil, olive oil, avocados) and polyunsat-

urated (e.g., canola oil, walnuts, salmon) fats

• Limiting dietary cholesterol intake

• Eating whole grains

• Engaging in regular exercise

• Losing weight (if overweight)

• Quit smoking cigarettes

• Limiting alcohol consumption

There are five major classes of cholesterol

lowering medication, which include: (Agency

for Healthcare Research and Quality, 2009)

• Vitamins and supplements

• Statins

• Bile ace binders

• Cholesterol absorption inhibitor

• Fibrates

Cross-References

▶Cholesterol

▶Dyslipidemia
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▶Lipid Metabolism

▶ Plasma Lipid
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Hypertension

Douglas Carroll
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University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

High blood pressure

Definition

Hypertension has been variously defined over the

years. However, systolic (i.e., peak)

bloodpressure �140 mmHg and diastolic blood

pressure �90 mmHg are now considered indica-

tive of hypertension and of meriting treatment.

Blood pressure ca 120/80 mmHg is deemed to be

normal (normotensive). Although hypertension

may be a secondary consequence of problems

elsewhere, e.g., renal failure, the vast majority

of cases of hypertension have no proximal and

discrete cause. This is called essential hyperten-

sion and is a major focus of research in behavioral

medicine. This is easy to understand given the

prevalence and health consequences of hyperten-

sion. It is estimated to affect 15% and 20 % of the

adult population in Western countries, with

worldwide prevalence being around 10%.

Concern with hypertension also reflects its asso-

ciation with coronary heart disease and stroke;

the results of many studies testify that as blood

pressure rises, so life expectancy decreases. For

example, at the outset of the famous Framingham

study, some 5,000 of the citizens of that small

community in the USA had their blood pressures

recorded; around 20% of them were hyperten-

sive. Those with hypertension were three times

more likely to go on to have a heart attack and

eight times more likely to have a stroke. Given

the clinical importance of hypertension, it is

perhaps hardly surprising that there are several

dedicated scientific journals and many texts

devoted to hypertension. My favorite, however,

remains Beevers and MacGregor (1995).

Cross-References

▶Blood Pressure, Measurement of

▶Blood Pressure

▶Hypertrophy
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Hypertrophy

Leah Rosenberg
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Synonyms

Cardiovascular disease; Hypertension

Definition

Hypertrophy is a structural response of an ana-

tomic chamber, particularly the right and left

cardiac ventricles, to chronically increased

volumes or pressures. Left ventricular hypertrophy

has been shown to be independently predictive of

coronary heart disease onset and is associated with

common conditions such as hypertension

(high blood pressure) and cardiac valvular

dysfunction (Maron, Ridker, Grundy, & Pearson,

2010). While hypertrophy is initially an adaptive

mechanism for the heart, the chronic enlargement

leads to unsustainable pressures and deformation

that impedes contraction and relaxation. Serial
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measurements of hypertrophy can be helpful in

primary and secondary prevention for cardiovas-

cular events.
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Synonyms

Health anxiety

Definition

Hypochondriasis is defined by the Diagnostic and

Statistical Manual of Mental Disorders, Fourth

Edition, Text Revision (DSM-IV-TR) (American

Psychiatric, 2000), as preoccupation with fear of

having or the belief that one has a serious health

condition. Criteria for the diagnosis include that

the belief: is often based on the misreading of

physical symptoms, is not of intensity better

described as delusional, leads to clinically signif-

icant impairment in functioning, is of 6 months

duration or longer, and is not better accounted for

by a medical or psychiatric disorder. A specifier

of “with poor insight” may be added to the diag-

nosis if the individual does not have recognition

that the fears of illness are unwarranted and

unfounded.

Description

Epidemiology

The prevalence of hypochondriasis is estimated

to be between 1% and 5% in the general popula-

tion. However, the prevalence rates increase to

2–7% within primary care outpatient

populations, which is not unexpected given that

this population is likely to seek treatment (Amer-

ican Psychiatric, 2000). Hypochondriasis may

manifest at any age, but occurrences are com-

monly noted in early adulthood, with no gender

differences noted. The course of hypochondriasis

is typically described as chronic in greater than

50% of cases, and likelihood of chronicity is

increased by when the individual experiences

a number of bodily sensations, believes that one

has a serious illness, or has other comorbid psy-

chiatric diagnoses (Taylor & Asmundson, 2006).

Cross-cultural differences have been noted

among patients diagnosed with hypochondriasis;

(Taylor & Asmundson; Asmundson, Taylor, &

Sevgur, 2001) for example, gastrointestinal sen-

sations are predominant in the United Kingdom,

pulmonary complaints are common in Germany,

and concerns surrounding immunology and

chemical sensitivities frequently occur in the

USA and Canada (Taylor & Asmundson, 2006).

Evaluation

Essential features of an evaluation of hypochon-

driasis include a thorough medical examination

to rule out any potential physiological explana-

tion for the reported symptoms (Taylor

& Asmundson, 2006). Following this evaluation,

a detailed psychiatric interview should be

conducted and include any recent psychosocial

stressors and previous history of health-related

difficulties of the patient, family member, or sig-

nificant others. Interviewers should consider in

the evaluation that hypochondriasis typically

manifests in the forms of disease phobia, bodily

preoccupation, and disease conviction. For exam-

ple, a patient may present with the belief that they

have cancer (disease conviction) or may have

a preoccupation with gastrointestinal complaints

(bodily preoccupation) and insists on laboratory

tests and radiological imaging. Although a person
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with hypochondriasis may exhibit symptoms in

all three of these categories, symptoms that fall

within a predominant category can impact patient

presentation and treatment (Stewart & Watt,

2001). Adjunctive standardized assessments

may be utilized but with cautious interpretation.

For example, the Minnesota Multiphasic Person-

ality Inventory-2 (MMPI-2), which has a hypo-

chondriasis scale, does not necessarily measure

the fear associated with health complaints but

rather measures the degree to which one experi-

ences physical symptoms (Taylor & Asmundson,

2006). Other measures, such as the Structured

Clinical Interview for the DSM-IV (SCID), the

Structured Diagnostic Interview for Hypochon-

driasis (SDIH), and other self-report hypochon-

driasis measures (e.g., Whiteley Index, Health

Anxiety Questionnaire, Illness Attitudes Scale,

Somatosensory Amplification Scale and Illness

Behavior Scale), may be more appropriate tools

in gathering diagnostic information within

this patient population (Speckens, 2001; Stewart

& Watt, 2001).

Treatment/Best Practices

Although there is no evidence to date on com-

bined treatments, there is consistent evidence

suggesting that cognitive behavioral therapy

(CBT) and medication-based treatments indepen-

dently for hypochondriasis are effective (Taylor

& Asmundson, 2006). Specifically, CBT inter-

ventions that focused on exposure and response

prevention, psychoeducation, and cognitive ther-

apy were found to improve symptoms in patients

with hypochondriasis, and treatment gains con-

tinued to be present in a 12-month follow-up

(Asmundson, Taylor, & Sevgur, 2001; Fallon &

Feinstein, 2001; Taylor & Asmundson, 2006). As

an example of CBT with exposure and response

prevention for hypochondriasis, a patient with

a bodily preoccupation of skin rashes may be

exposed to anxiety associated with thoughts of

having a skin rash, and resist the typical subse-

quent responses to that anxiety that would usually

follow (e.g., calling a doctor, asking numerous

questions about the rash, researching information

on the internet/medical books, etc.) until the anx-

iety is relieved. Finally, while there are self-help

and internet resources available, there is a paucity

of evidence on the effectiveness of these

resources utilized independently and/or as

an adjunct to other therapies described (Taylor

& Asmundson, 2006).

With regard to pharmacotherapy, selective

serotonin reuptake inhibitors (SSRIs) and imip-

ramine, a tricyclic antidepressant, have been

shown in both head-to-head trials and random-

ized control trials to be useful in patients with

hypochondriasis. Of the SSRIs studied (paroxe-

tine, fluoxetine, fluvoxamine, and nefazadone),

fluoxetine appears to have greater potential

for desired treatment effects. However, there are

no recent studies on long-term use of these

medications with persons diagnosed with

hypochondriasis (Asmundson et al., 2001; Enns,

Kjernisted, & Lander, 2001; Taylor &

Asmundson, 2006).

In addition to these treatment choices, envi-

ronmental factors may impact treatment effec-

tiveness. For example, the relationship between

the patient and treating provider may impact

treatment and exacerbation of symptoms (Lipsitt,

2001). If the provider is perceived by the patient

as dismissing of symptoms or as not addressing

the patient’s concerns, the patient may choose to

move from provider to provider until such symp-

toms are addressed. It is also suggested that over-

reassurance can exacerbate symptoms because

the patient may perceive that their symptoms

are being dismissed, leading to patient dropout

(Starcevic, 2001). Optimally, providers who

communicate clearly about guidelines on when

to seek treatment and who have regularly

scheduled follow-ups may reduce unnecessary

treatment visits. Furthermore, patient preference

should be weighted heavily into the decision

to utilize pharmacotherapy, psychotherapy, or

combined treatments (Taylor & Asmundson,

2006).

Cross-References

▶Health Anxiety

▶ Somatoform Disorders
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Synonyms

Insulin shock; Low blood glucose

Definition

Hypoglycemia is characterized by an abnormally

low level of blood glucose concentration,

designated as less than or equal to 70 mg/dL.

Blood glucose serves as the body’s main energy

source (Pub Med Health, 2011). With hypogly-

cemia, there is an inadequate supply of glucose to

the brain, resulting in impairment of function that

requires immediate attention to prevent organ or

brain damage, especially when blood glucose is

extremely low (Cryer, 1997). Hypoglycemia

occurs when an individual’s glucose is metabo-

lized too quickly, when glucose is released into

the bloodstream too slowly, and when too

much insulin is released into the bloodstream

(Cryer, Davis, & Shamoon, 2003). Hypoglyce-

mia is relatively common among people with

type 1 diabetes, and may occur when too much

insulin or diabetes medication is taken, when

insufficient amounts of food are ingested, or

with sudden increases in exercise. Hypoglycemia

is characterized as mild (below 70 mg/dL),

moderate (below 55 mg/dL), or severe (below

35–40 mg/dL); and common symptoms include:

trembling, nausea, sweating, dizziness, irritabil-

ity, confusion, seizures, fainting, and coma.

Immediate treatment involves quick steps to

return blood glucose levels to a normal range.

Mild-to-moderate hypoglycemia is treated by

ingesting carbohydrates, while glucagon injec-

tions, a hormone that blocks insulin and raises

blood glucose, are used to treat severe cases

(Wysocki, Greco, & Buckloh, 2003). People

with type 1 diabetes suffer an average of two

episodes of symptomatic hypoglycemia per

week, and approximately one episode of severe,

at least temporarily disabling, hypoglycemia

per year (Cryer, 2010). Careful monitoring of

blood glucose levels can help predict or prevent

moderate to severe hypoglycemia in at-risk

individuals.

Cross-References

▶Blood Glucose

▶Diabetes

▶Glucose

▶Glucose: Levels, Control, Intolerance, and

Metabolism

▶Glycemia: Control, Load-High

▶ Insulin

▶Type 1 Diabetes Mellitus

H 1016 Hypoglycemia

http://dx.doi.org/10.1007/978-1-4419-1005-9_780
http://dx.doi.org/10.1007/978-1-4419-1005-9_1192
http://dx.doi.org/10.1007/978-1-4419-1005-9_1137
http://dx.doi.org/10.1007/978-1-4419-1005-9_1136
http://dx.doi.org/10.1007/978-1-4419-1005-9_1136
http://dx.doi.org/10.1007/978-1-4419-1005-9_1604
http://dx.doi.org/10.1007/978-1-4419-1005-9_740
http://dx.doi.org/10.1007/978-1-4419-1005-9_1187
http://dx.doi.org/10.1007/978-1-4419-1005-9_100994
http://dx.doi.org/10.1007/978-1-4419-1005-9_100902


References and Readings

Cryer, P. E. (1997). Hypoglycemia: Pathophysiology,
diagnosis, and treatment. New York: Oxford

University Press.

Cryer, P. E. (2010). Hypoglycemia in type 1 diabetes

mellitus. Endocrinology and Metabolism Clinics of
North America, 39, 641–654.

Cryer, P. E., Davis, S. N., & Shamoon, H. (2003).

Hypoglycemia in diabetes. Diabetes Care, 26(6),
1902–1912.

Hypoglycemia (General). Retreived from http://diabetes.

niddk.nih.gov/dm/pubs/hypoglycemia/

Pub Med Health (2011). A.D.A.M. Medical Encyclopedia:
Hypoglycemia. Retreived from http://www.ncbi.nlm.

nih.gov/pubmedhealth/PMH0001423/

Wysocki, T., Greco, P., & Buckloh, L. M. (2003).

Childhood diabetes in psychological context. In

M. C. Roberts (Ed.), Handbook of pediatric psychol-
ogy (pp. 304–320). New York: Guilford Press.

Hypothalamic Nuclei

▶Hypothalamus
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Synonyms

Pituitary-adrenal axis

Definition

The hypothalamic-pituitary-adrenal axis (HPA

axis) is an interactive neuroendocrine unit com-

prising of the hypothalamus, the pituitary gland,

and the adrenal glands. The hypothalamus is

located in the brain and the pituitary at the base

of it, whereas the adrenals are on top of the

kidneys.

The HPA axis plays key roles in basal homeo-

stasis and in the body’s response to stress. The

major pathway of the axis results in the produc-

tion and secretion of cortisol. The hypothalamus

responds to basal neural input which follows

a circadian rhythm and input as a result of stress

by increasing the secretion of corticotrophin-

releasing hormone (CRH) from the hypothala-

mus. This increase in CRH acts upon the anterior

pituitary gland to secrete adrenocorticotropic

hormone (ACTH), which in turn circulates to

the adrenal cortex to stimulate the release of

cortisol into the bloodstream. The HPA axis is

an example of a negative feedback loop; cortisol

can reduce its own secretion via feedback to the

anterior pituitary to reduce ACTH and the hypo-

thalamus to limit the secretion of CRH. ACTH

also provides negative feedback limiting its

secretion via CRH.

The importance of the HPA axis to homeosta-

sis is illustrated through the wide range of func-

tions that cortisol is involved in, including

metabolism, vascular activity, and immune and

inflammatory responses. Therefore, even in the

absence of stress, the production of cortisol via

the HPA axis performs vital roles within the

human body. In the presence of stress, be it phys-

ical, emotional, chemical, or environmental, the

HPA axis governs the body’s response. An

increase in the production of cortisol enhances

vascular activity, reduces immune responses,

limits inflammation, stimulates gluconeogenesis,

and inhibits nonessential functions. These effects

serve to protect the body from potential damag-

ing effects of stress, e.g., excessive immune and

inflammatory response, but also act to increase

resources to cope during the period of stress

through changes in metabolism. While the role

of cortisol in the stress response is initially pro-

tective, long-term stimulation of the HPA axis and

over exposure to cortisol can be damaging, leading

to immunosuppression and excessive catabolism of

body tissue. Dysregulation of the HPA axis has

been associated with various illnesses and disor-

ders, both physiological and psychological. More

detail on the HPA axis can be found from the

following sources: Widmaier et al. (2004) and

Greenspan and Forsham (1983) (Fig. 1).
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Synonyms

Anterior hypothalamic area; Arcuate nucleus;

Dorsal hypothalamic area; Dorsomedial nucleus;

Hypothalamic nuclei; Lateral mammillary

nucleus; Lateral nucleus; Lateral preoptic area;

Medial mammillary nucleus; Medial preoptic

area; Paraventricular nucleus; Posterior hypotha-

lamic area; Suprachiasmatic nucleus; Supraoptic

nucleus; Ventromedial nucleus

Definition

The hypothalamus is a subcortical collection of

nuclei that monitor, modulate, and regulate phys-

iology and behavior including feeding, thirst,

reproduction, temperature regulation, sleep, and

emotional behavior such as fear and aggression.

Description

This entry describes the hypothalamus in

humans. All vertebrates have a hypothalamus,

and while there is a high degree of conservation

across species and especially in mammals,

readers should refer elsewhere for phenotypic

and functional details regarding other animals.

The hypothalamus (Latin: hypo: “below” the

thalamus) is located below the thalamus on the

base of the brain on both sides of the ventral

portion of the third ventricle. Three main divi-

sions of the hypothalamus are the anterior, medial

• Basal stimuli – circadian rhythm
• Stress – physical, emotional, chemical,
environmental

Hypothalamus

CRH

Anterior Pituitary

Adrenal cortex

Cortisol

The hypothalamic-pituitary-adrenal axis
CRH: Corticotrophin releasing hormone
ACTH: Adrenocorticotrophic hormone
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Hypothalamic-Pituitary-Adrenal Axis, Fig. 1 The

hypothalamic-pituitary-adrenal axis. CRH Corticotrophin

releasing hormone, ACTH Adrenocorticotrophic hormone
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(or tuberal), and posterior regions, each made

up of several nuclei. These clusters of neurons

coordinate autonomic, endocrine, somatic, and

behavioral information to maintain homeostasis

and motivate behavior in both the short and long

term. Via bidirectional connections throughout

many areas of the brain, the hypothalamus

regulates a host of physiological processes and

related reflexes including feeding, drinking,

reproduction, temperature regulation, sleep, and

emotional behavior such as fear and aggression.

The hypothalamus receives sensory informa-

tion from the entire body about conditions in

the external world including smells and light

cycles and internal information from the visceral

somatosensory system. Other sensory cells

within hypothalamic nuclei monitor and respond

to changes in internal states and biological set

points such as temperature, salinity, and glucose,

in addition to other factors outside the blood-

brain barrier via connections with circumven-

tricular organs such as the area postrema.

A change in homeostasis (e.g., increased body

temperature) triggers a variety of responses

aimed at body temperature reduction, all

of which are regulated by the hypothalamus.

These include moving blood to the surface of

the skin, increased sweating, and increased

water conservation at the kidneys.

The hypothalamus controls the endocrine sys-

tem via the anterior and posterior pituitary gland.

The hypothalamus is neural tissue, but it also has

specialized neural cells that secrete neurohor-

mones from nerve cell terminals into blood

vessels in the pituitary gland. Although the

output of these neurosecretory cells is endocrino-

logical, they are morphologically similar to typ-

ical neurons and serve to bridge the neural and

endocrine systems. Oxytocin and vasopressin are

peptides produced in neuroendocrine cells in

the paraventricular and supraoptic nuclei of the

hypothalamus and released into general circula-

tion directly via projections into the arterial blood

within the posterior pituitary gland (also called

the neurohypophysis). Other hypothalamic nuclei

indirectly control the endocrine system through

the production of neuroendocrine factors that

inhibit or increase release of various hormones

from the anterior pituitary gland (also called the

adenohypophysis). For example, corticotropin-

releasing factor and growth hormone-releasing

factor regulate the release of adrenocorticotropin

and growth hormone from the anterior pituitary

respectively.

Finally, bidirectional communication between

higher cortical regions and the hypothalamus

occurs via the limbic system. In the temperature

regulation example above, information from

the hypothalamus to other limbic areas and the

cortex can regulate complex behavior and

motivation such as acting on the environment to

generate cooling or mobility to a cooler environ-

ment. Cognition and emotion related to the

situational context can also modulate hypotha-

lamic responses.
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Synonyms

Inferential statistical testing

Definition

Hypothesis testing is the core component of infer-

ential statistics, a branch of statistics that is
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employed to provide compelling evidence

that two or more groups of numbers (data) differ

from each other in a meaningful manner.

It is therefore a strategy that facilitates provision

of compelling evidence of the efficacy of a new

behavioral medicine intervention or treatment.

Description

One of the most efficient ways to acquire new

knowledge about any topic (including new behav-

ioral medicine interventions) is to devise questions

that guide our investigations. While relatively

loosely formed questions can be helpful in early

stages of the knowledge acquisition process, refin-

ing our knowledge is facilitated by asking more

specific questions, and, in turn, acquiring more

specific information and knowledge.

The scientific method is one particular method

of acquiring new knowledge. In scientific

research, our questions need to be asked in

a particular manner. These questions are called

research questions, and they lead to the develop-

ment of two research hypotheses in each case.

Turner (2007) provided an operational definition

of a useful research question:

• It needs to be specific (precise).

• It needs to be testable.

Consider a new behavioral medicine interven-

tion for pain management. To test its efficacy

against a standard (existing) treatment, it is

planned to conduct a randomized, controlled clin-

ical trial. The research question of interest is:

• Is the new treatment statistically significantly

more effective than the standard treatment?

Actually, the “pure” statistical version of this

question asks whether there is a statistically sig-

nificant difference in the efficacy demonstrated

by the two treatments. This question allows for

the fact that the new treatment could theoretically

be statistically significantly less effective than the

standard treatment as well as being significantly

more effective. That is, use of a two-sided

approach (hypothesis) is, in reality, appropriate

here. However, we will proceed here with interest

focused on just one of the two directions of dif-

ferential performance of the new treatment.

The research hypotheses are commonly called

the null hypothesis and the alternative hypothe-

sis. In this author’s opinion, the term “research

hypothesis” is more informative than the term

“alternative hypothesis,” and so it is used here.

The null hypothesis is the crux of hypothesis

testing. For our research question, the null

hypothesis would be:

• The new treatment is not statistically signifi-

cantly more effective than the standard

treatment.

The accompanying research hypothesis is:

• The new treatment is statistically significantly

more effective than the standard treatment.

It is important to note that, whatever the out-

come of the trial, the following statements are

true:

• It is never the case that neither hypothesis is

correct.

• It is never the case that both hypotheses are

correct.

• It is always the case that one of them is correct,

and that the other is not correct.

A helpful way of remembering which hypoth-

esis is which, i.e., which form the null hypothesis

takes and which form the research hypothesis

takes, is to conceptualize that the research

hypothesis states what you are “hoping” to find,

and the null hypothesis states what you are not

hoping to find (researchers who have developed

a new treatment have an understandable tendency

to want it to be better than other treatments). It

must be emphasized here, however, that, while

helpful, this conceptualization skates on very thin

scientific ice. In strict scientific terms, hope has

no place in experimental research. The goal is to

discover the truth, whatever it may be, and one

should not start out hoping to find one particular

outcome. In the real world, this ideologically

pure stance is not common for many reasons

(financial and personal recognition reasons

being not the least of them).

Statistical analysis of the data acquired in the

trial conducted to compare the two treatments

will enable us to decide between the twomutually

exclusive hypotheses, i.e., the null hypothesis and

the research hypothesis. Ameasure of pain reduc-

tion will be obtained for each person receiving
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the new treatment (the test treatment group), and

will also be obtained for each person receiving

the standard treatment (the control treatment

group). The mean (average) pain reduction

will be calculated for each treatment group. The

focus of attention can be captured by a treatment

effect associated with the new treatment, which is

calculated as follows: Treatment effect ¼ Mean

pain reduction in the test treatment group minus

mean pain reduction in the control treatment

group.

The concept of statistical significance

becomes important here because it is possible

for the mean pain reduction in the test treatment

group to be numerically greater than mean pain

reduction in the control treatment group, but for

the difference not to attain statistical significance.

To provide compelling evidence that the new

treatment is “better” than the standard one, there

must be a statistically significant treatment effect.

The statistical methodology involved in deter-

mining the presence or absence of a statistically

significant treatment effect is formulaic: The

treatment effect is either of statistically signifi-

cant magnitude or it is not. If it is, the appropriate

test will ultimately produce a result in the form

“p < 0.05” (see the ▶ Probability entry). If so,

given that a randomized study design has been

used, this evidence would allow the statement

that the difference in magnitude between the

mean response in the test treatment group and

that in the control group (the treatment effect)

is unlikely to have been due to chance, i.e., it is

sufficiently great to be declared statistically

significant. In this case, the null hypothesis is

rejected in favor of the research hypothesis. If

the result is “p � 0.05” statistical significance is

not achieved. This result allows the statement to

be made that the degree of difference in pain

reduction between the two treatment groups

could well have arisen by chance alone. In this

case, we fail to reject the null hypothesis.

Statistical methodology necessitates a choice

being made here: It is a forced choice paradigm.

It is always the case that the process of hypothesis

testing will result in one, and only one, of these

two mutually exclusive actions.

The connection between the terms “hypothe-

sis testing” and “inferential statistics” is a result

of the following statement. The ultimate purpose

of the results from a single clinical trial (or

a group of related trials) is not to tell us precisely

what happened in that trial, but to allow us to gain

insight into, i.e., to infer in an educated manner,

what is likely to happen in a much larger group of

patients should the treatment make it into wide-

spread clinical practice.

Cross-References

▶ Probability
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Synonyms

Nosocomial medical errors

Definition

Iatrogenesis refers to any unintended adverse

patient outcome due to a health-care intervention

not related to the natural course of an illness or

injury (Agency for Healthcare Research and

Quality).

Description

Iatrogenic conditions may be both preventable

(e.g., medical error, negligence, consumer

decisions) and unpreventable (e.g., the side

effects of chemotherapy). The study of iatrogenic

conditions has largely been in the acute care

hospital. Two Institute of Medicine reports

describe the staggering prevalence and ramifica-

tion of medical errors and elevated patient safety

as a major concern in health care and among

policymakers. The first report, To Err is Human:

Building a Safer Health System estimated that

preventable medical errors resulted in 44,000 and

98,000 deaths per year at a cost of up to $29 billion

in unnecessary health-care expenses, disability,

and lost income (Kohn, Corrigan, & Donaldson,

1999). The second report, Crossing the Quality
Chasm emphasized the need to reengineer

health-care delivery, and defined six aims of health

care. The report called for care to be safe, effec-

tive, patient-centered, timely, efficient, and equi-

table (Institute of Medicine, 2001).

The rate of preventable adverse events con-

tinues to increase. In a study published in 2011,

the National Center for Policy Analysis estimates

that there are as many as 187,000 preventable

iatrogenic deaths in hospitals and as many as

6.1 million injuries, both in and out of hospitals

(Goodman, Villarreal, & Jones, 2011). Iatrogenic

complications, in general, are related to medica-

tions (adverse drug events), therapeutic or diag-

nostic interventions, nosocomial infections, and

environmental factors.

Adverse Drug Events

Inappropriate drug prescribing, polypharmacy,

administration errors, and suboptimal adherence

by the patient are common preventable causes of

adverse drug events (ADEs). Medication recon-

ciliation upon admission, transfer, and discharge

is a key strategy to maintain medication safety.

The use of electronic medical records that pro-

vide information (e.g., past diagnoses and lab

studies), educational prompts, and warnings
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DOI 10.1007/978-1-4419-1005-9, # Springer Science+Business Media New York 2013

http://dx.doi.org/10.1007/978-1-4419-1005-9_101166


(e.g., allergy alerts and contraindications) are

used to reduce errors in prescribing. The Institute

for Safe Medication Practices provides guide-

lines for the use of well-designed standard order

sets, safe automated dispensing, and medication

labeling both in acute and community settings

(The Institute for Safe Medication Practices

Guidelines).

Guidelines for rational drug prescribing, par-

ticularly critical in the older adult, are another

strategy to prevent ADEs. The Beers criteria

address two key areas: (1) medications or medi-

cation classes that should generally be avoided in

persons 65 and older and (2) medications that

should be avoided in older persons with specific

medical conditions. The Centers for Medicare &

Medicaid Services (CMS) have incorporated the

Beers criteria into regulatory guidelines in long-

term care. The Joint Commission (TJC) describes

prescribing that is incompatible with the criteria

as a potential sentinel event in hospitals. While

the Beers criteria for inappropriate medications

are an accepted guideline for assessing potential

inappropriate medications, they need to be used

in conjunction with clinical assessment of the

individual patient’s clinical presentation and

needs (Swagerty & Brickley, 2005).

Patient understanding of medications needs to

be addressed as a potential barrier to medication

adherence. The National Quality Forum (NQF)

identified the “teach back” method as an essential

safe practice to improve health care (National

Quality Forum, 2005). Asking the patient to

recount what he or she has been told can help

gauge the level of understanding and facilitate

individualized educational approaches. This

method is recommended for all types of provider

settings.

Therapeutic or Diagnostic Interventions

Excessive venipuncture increases the risk of

anemia, infection, phlebitis, and venous throm-

botic embolism (VTE). Another common com-

plication, especially in persons with diabetes

mellitus and preexisting renal insufficiency, is

nephropathy induced by the use of contrast dye.

When a radiocontrast dye is deemed necessary,

a low-osmolar agent should be used at the lowest

dose possible, with careful hydration before

and after the procedure. Medical procedures,

such as thoracentesis and cardiac catheterization,

have also been linked to preventable adverse

effects, such as cardiac arrhythmias, bleeding,

infection, and pneumothorax. Aspiration deaths

due to barium, emollient laxatives, and contrast

medium; colonic perforations due to endoscopy

or enema; and complications associated with per-

cutaneous endoscopic gastrostomy tubes are not

uncommon.

Older adults in any setting, but particularly the

acute care hospital, are at risk for “geriatric syn-

dromes” which can be caused by inadequate care

processes and environmental factors. Functional

decline, delirium, falls with injury, and pressure

ulcers are associated with the use of restrictive

devices and immobility, prolonged use of inva-

sive lines, lack of attention to nutrition, sensory

deprivation, inappropriate medication use, inad-

equate pain control, and environments that do not

accommodate age-related changes. Bed rest, in

and of itself, can have serious negative effects on

older patients and is associated with greater risk

for venous thrombotic embolism (VTE), ortho-

static hypotension, pneumonia, anorexia, consti-

pation, and fecal impaction (Creditor, 1993).

Iatrogenesis can also occur due to

misdiagnosis. For example, the older woman

who presents to the emergency department

with shortness of breath and abdominal discom-

fort may not receive appropriate evaluation for a

myocardial infarction because of her “atypical

presentation.” She suffers from underdiagnosis

due to the provider’s lack of knowledge of

aging pathophysiology. Similarly, psychologi-

cal conditions may be underdiagnosed as well

as overdiagnosed. For example, a normal

bereavement reaction can be pathologized and

described as major depression, leading to inap-

propriate pharmacologic therapy rather than

grief counseling.

Nosocomial Infections

Common nosocomial or facility-acquired infec-

tions include those of the urinary tract, those
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related to intravascular devices, and pneumonia.

Potentially preventable and antibiotic-resistant

infections include those of the skin (e.g., methi-

cillin-resistant Staphylococcus aureus), urinary

tract (e.g., vancomycin-resistant Enterococci),

oropharyngeal (e.g., Candida species), and gas-

trointestinal (e.g., Clostridium difficile). Antibi-

otic resistance is associated with overprescribing

of antibiotics, cross-colonization due to poor

hand-washing techniques of health-care workers,

and the transfer of colonized patients between

institutions.

The use of indwelling urinary catheters is asso-

ciated with urinary tract infections. In addition to

aseptic technique during insertion and careful cath-

eter hygiene, providers are advised to avoid their

use whenever possible. Also, implementing sys-

tems that prompt providers to review the need for

the catheter and encourage early removal are

warranted (CDCGuidelines for Prevention ofCath-

eter-Associated Urinary Tract Infections, 2009).

Intravascular infections are related to central

intravenous or intra-arterial lines. Organizational

practices to limit their occurrence include: the use

of antimicrobial catheters, proper disinfection of

the skin, and prompt removal of the catheter as

soon as possible and whenever there is clinical

evidence of infection. Factors associated with

nosocomial pneumonia include gastric aspira-

tion, fecal-oral spread of pathogens, spread from

the hands of health-care personnel, and cross-

contamination from other patients. Nosocomial

pneumonia is most common in critically ill, ven-

tilated patients. Preventive measures include

proper hand-washing and cleaning of respiratory

and medical (including stethoscopes) equipment

and maintaining the patient in an upright position

to prevent aspiration of gastric contents (CDC

(Center for Disease Control) Guidelines for

Preventing Health-Care–Associated Pneumonia,

2003).

Environmental Factors

The physical environment of health-care facili-

ties, especially hospitals, may pose fall hazards

and limit patient mobility and physical activity.

Thus, they may actually contribute to iatrogenic

outcomes such as fall-related injuries, skin break-

down, and functional decline, especially in older

patients or those who are physically or cogni-

tively challenged. Cluttered walkways, hallway

glare, beds and toilets not at the proper height

to promote safe transfers, noise levels that inter-

fere with sleep, and lack of access to assistive

equipment are frequent culprits. Thus, com-

fort, enablement of physical activity, and safety

are important attributes of a health-care

environment.

The social environment, particularly the

dynamic between the patient and the health-care

worker can also contribute to functional and other

outcomes. Communication that is encouraging

and insightful can motivate patients and facilitate

involvement in function-focused care, thus

mitigating risk for falls, pressure ulcers, and func-

tional decline. Additionally, collaboration among

the interdisciplinary team and inclusion of

patients in decision-making is critical. A collab-

orative relationship between clinicians, health-

care workers, and the patient to attain mutually

agreed upon goals can foster more patient con-

trol, self-care, and autonomy and prevent iatro-

genesis (Berntsen, 2006).
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Synonyms

Health behaviors; Sickness behavior

Definition

Illness behavior refers to any actions or reactions

of an individual who feels unwell for the purpose

of defining their state of health and obtaining

physical or emotional relief from perceived or

actual illness. These behaviors include how indi-

viduals monitor and interpret bodily sensations,

utilize healthcare resources, discuss illness or

symptoms with providers, and adhere to pre-

scribed medical regimens.

Illness behaviors can be organized into two

broad categories:

• Self-care behavior – Any action taken to man-

age or improve a health condition in the

absence of direct medical attention, which

includes managing symptoms and caring for

minor injuries. Research indicates that a

majority of health problems are managed via

self-care behaviors and that most individuals

will attempt self-treatment prior to seeking

medical attention.

• Healthcare utilization behavior – Any action

that involves direct use of healthcare services

(e.g., medical appointments, medical

procedures).

Variation in illness behavior is often attributed

to psychological and sociocultural factors and

can be characterized as a continuum with both

ends constituting abnormal illness behavior.

On one end of the continuum, illness perceptions

and behaviors are disproportionate to objective

pathology (e.g., hypochondriasis) and often

involve debilitating psychological distress and

overuse of health services. Less debilitating
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presentations have been termed hypochondriacal
tendencies or health anxiety and can also include

overuse of healthcare services, unnecessary med-

ical tests, missed work, and subjective distress.

Overuse of healthcare resources has often been

attributed to secondary gains (i.e., external

rewards associated with illness, such as missed

work). On the other end of the continuum, delay

in seeking medical care or underuse of health

services can have life-threatening consequences,

particularly when medical conditions require

early detection and treatment (e.g., stroke).

Context is important in determining if an ill-

ness behavior is functional or potentially harm-

ful. That is, illness behaviors that might be

considered maladaptive in one illness context

may serve an adaptive function in another con-

text. For example, denial regarding injury sever-

ity may be adaptive during early stages of spinal

cord injury (SCI) recovery because it may serve to

lower anxiety and allow for active participation in

therapies necessary to achieve functional gains. In

later stages of SCI recovery, however, denial may

interfere with long-term adjustment to disability.

Therefore, providers are encouraged to consider

the context of behaviors with respect to disease

characteristics when maladaptive illness behav-

iors are suspected.

Illness behavior also includes behavioral pre-

sentation and communication with healthcare

providers. The nature of patient-provider interac-

tions is determined, in part, by the patient’s

cultural background and psychological character-

istics (e.g., personality, anxiety) and can influ-

ence subsequent delivery of services, as well as

patient satisfaction with medical care. For exam-

ple, research suggests that ethnic minorities may

be less verbally expressive and assertive com-

pared to Caucasians, and physicians may provide

more biomedical information to low-anxious

patients. Treatment adherence, which includes

taking medication as prescribed as well as mak-

ing recommended lifestyle behavior changes

(e.g., weight loss), is another form of illness

behavior with obvious consequences for health

outcomes. Beliefs in the cause of illness and the

effectiveness of the prescribed treatment are both

associated with adherence.
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Definition

The terms illness perceptions and illness cogni-

tions are used to describe a range of cognitive

processes underlying attention, interpretation,

and behavior in response to illness-related infor-

mation. Although often studied in the context of

various disease populations (e.g., diabetes, can-

cer), illness cognitions and perceptions are also

relevant in the absence of a diagnosed health

condition and have important implications for

subsequent illness behavior (e.g., self-care,

healthcare utilization, treatment adherence).

Description

Self-assessment of health, which includes symp-

tom perception, interpretation, and reporting, is

central to illness-related self-regulatory behavior

(i.e., self-care decision making, communication

with healthcare providers, commitment to treat-

ment regimens, etc.). Underestimation or

overestimation of illness status can lead to inap-

propriate illness behavior, such as overuse or

avoidance of healthcare services. Health self-

assessment may have better predictive utility

than some objective indicators of health with

respect to health outcomes. For example, global

health ratings have been found to predict mortal-

ity above and beyond objective indicators of

health (e.g., documented medical conditions,

such as hypertension).

Treatment adherence and health outcomes

research often focuses on cognitive and percep-

tual factors contributing to illness behaviors,

examining how individuals define illness and

monitor illness status. Various cognitive models

have attempted to account for variations in symp-

tom perception and interpretation, though most

emphasize information processing.

Information-Processing Models

From a cognitive-perceptual standpoint, input

received about physical health status, whether

from internal (e.g., body sensations) or external

(e.g., healthcare professionals) sources, must

be processed and cognitively organized. This

organization will then affect how illness is man-

aged. Therefore, information-processing models

attempt to understand how subjective interpreta-

tions of illness exert influence on illness behavior

relative to the objective disease characteristics.

• Bottom-up Information Processing: Somatic

sensations serve as indicators of potential dis-

ease or health risks; thus, interpretations of

illness are determined, in part, from somato-

sensory experiences. In support of this suppo-

sition, research suggests that functional

difficulties (e.g., shortness of breath) are likely

to figure more prominently than medical indi-

cators (e.g., prescribed medication) in subjec-

tive estimates of illness severity. Although

bottom-up models emphasize somatic experi-

ence early in the temporal sequence of

unfolding illness perceptions, the importance

of previous illness exposure and/or illness

beliefs is not entirely discounted.

• Top-down Information Processing: Schema-

driven, or top-down, information-processing

models propose that previously formed expec-

tations influence the perception and interpre-

tation of illness-related information. From this

perspective, illness status is evaluated by inte-

grating somatosensory experiences into an

underlying cognitive framework. This model

presumes that stable mental representations of

health-relevant information influence the

processing and reporting of physical symp-

toms. Experimental cognitive research sup-

ports this notion, although very little is

known about the accuracy of illness-related

information processing.

The Common-Sense Model of

Self-regulation (CSM)

This prominent model of lay representations of

health and illness hypothesizes that illness cog-

nitions function as a filter and interpretive

schema for illness information, which subse-

quently guides illness-related actions and behav-

iors. Illness information is posited to come from

three main sources: (1) socio-cultural knowledge

and communication related to the illness,
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(2) esteemed members of the person’s social

environment (e.g., doctor, spouse, parent), and

(3) direct personal experience. Qualitative,

anthropological, and psychological research uti-

lizing patients’ accounts of illness has identified

five logical themes or dimensions that character-

ize illness representations:

• Cause – beliefs regarding factors responsible

for causing and perpetuating the illness or

disease, including biological, emotional, envi-

ronmental, psychological causes

• Consequences – beliefs regarding the impact

of the illness on functional capacity and over-

all quality of life

• Identity – beliefs about the illness label (e.g.,

diabetes) and attribution of symptoms to the

illness (e.g., extreme fatigue)

• Timeline – beliefs about the course of the

illness (i.e., chronicity) and timescale of ill-

ness symptoms (e.g., acute, chronic, episodic)

• Cure/controllability – beliefs about the effec-

tiveness of coping behaviors or treatment on

the course of illness

These dimensions are thought to interact to

affect illness behavior. For example, research

indicates that individuals for whom the illness

identity involves high threat and attribution of

many symptoms to the identity label are more

likely to view their illness as uncontrollable,

chronic, and as having serious consequences

for their lifestyle. Conversely, patients who

view themselves as having greater control

over their illness appear to be more likely to

view their illness as less chronic and with

fewer consequences. In addition, research sug-

gests that the cure/control-consequence rela-

tionship appears to be dependent on the

timeline dimension, and the identity-timeline

relationship appears dependent on the conse-

quence dimension.

Illness Cognitions and Illness Management

The Common-Sense Model explicitly links ill-

ness cognitions to coping behaviors, which in

turn affect outcomes. Research supports the

notion that active self-care behaviors are more

likely to occur if they are perceived to be

efficacious, and a disease seen as controllable is

likely to result in cognitive reappraisal of the

illness. Conversely, perceiving the illness as

uncontrollable, chronic, and highly symptomatic

appears to be associated with coping strategies

characterized by denial and avoidance. Cognitive

constructs from the Health Belief Model have

also been examined in the context of illness man-

agement behavior. In particular, the perceived

threat of a health problem, along with cost-benefit

appraisal of available strategies, influences the

likelihood that any given illness management

strategy will be adopted. Research has also dem-

onstrated in a variety of patient populations that

non-adherence is related to doubts about the

necessity of prescribed treatment, as well as to

concerns about the potential adverse effects of

the treatment. For example, an individual who

views his or her illness as acute with limited

long-term consequences is less likely to adhere

to prescribed medical treatment, even if the treat-

ment is viewed as effective and with limited

adverse effects.

Abnormal Illness Cognitions and Perceptions

For some individuals, self-assessments of health

become a source of preoccupation, emotional

distress, and chronic disability. In clinical

populations, this is referred to as hypochondria-

sis, which is defined as a preoccupation with the

belief that one has a serious disease, based on

misinterpretation of bodily symptoms. This

belief occurs in the absence of known organic

pathology and persists despite appropriate medi-

cal evaluation and reassurance. Less debilitating

presentations of these characteristics have been

termed hypochondriacal tendencies or health

anxiety, which suggests that hypochondriasis

may be best conceptualized along the spectrum

of anxiety disorders.

Similar to the development of other anxiety-

related conditions, health anxiety and

hypochondriasis are thought to result from an

underlying sensitivity to threatening stimuli

(e.g., bodily sensations, illness status). Individ-

uals with health anxiety are more likely to

interpret physical sensations as signs of physical
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illness, as well as over-attend to health-relevant

information (with a bias toward illness-

confirming information). Frequent medical con-

sultations or seeking out medical information

often follow, which can potentially perpetuate

illness concerns.

Individuals with hypochondriacal tendencies

have also been found to have catastrophic inter-

pretations of somatic information. Consistent

with these findings, individuals high in health

anxiety have been found to rate themselves at

greater risk of medical complications than those

lower in health anxiety. Patients high in health

anxiety are also more likely to recall medical

reassurance as less certain in ruling out serious

health problems.

Survey of the extant literature suggests that

a combination of risk factors, including tempera-

ment, personality, prior experience with illness

during childhood, and social development, con-

tributes to likelihood of health anxiety, hypo-

chondriacal tendencies, or hypochondriasis.

For example, those most at risk may be high in

the personality factor neuroticism and have

a history involving significant illness-related

events and with parent modeling of overconcern

or overattention to bodily symptoms.

Treatment Implications

Understanding illness beliefs from the perspec-

tive of the individual is essential for changing

maladaptive illness behaviors. For this reason,

application of the Common-Sense Model has

important implications for healthcare pro-

viders. Appreciating an individual’s illness rep-

resentations can introduce outlets for patient

education and physician intervention, and

these types of discussions may be important

for preventing functional disability. Tailoring

interventions to specific illness cognitions or

perceptions is likely to increase the effective-

ness. For example, interventions targeting unre-

alistic perceived consequences are likely to

differ from those targeting unrealistic percep-

tion of illness timeline. Effective psychological

interventions, such as Cognitive-Behavioral

Therapy (CBT), focus on changing illness

perceptions, reducing unhelpful perceptions,

and improving coping skills, and may lead to

enhanced functional ability (e.g., improved

health or work outcomes).
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Illness Perceptions Questionnaire
(IPQ-R)
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School of Sport and Exercise Sciences,
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Definition

The illness perceptions questionnaire measures

an individual’s beliefs and feelings about their

illness.

The Revised Illness Perception Questionnaire

(IPQ-R) is a widely used quantitative measure of

the five components of illness representations in

Leventhal’s self-regulatory model (Moss-Morris

et al., 2002). It has been validated for a range of

chronic conditions in a wide variety of languages.

The five components include:

• Identity in which patients rate the number of

symptoms they perceive to be part of the illness

• The cause of the illness

• The timeline of the illness, how long they

think it will last

• The consequences of the illness, including

whether they perceive it to be a serious

condition

• Whether they think the illness can be cured or

controlled

These components showed good test-retest

reliability, with correlations ranging from .46

to .88 (Moss-Morris et al., 2002).
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Jos A. Bosch

Department of Clinical Psychology, Faculty of

Social and Behavioral Sciences, University of

Amsterdam, The Netherlands

Synonyms

Immunity

Definition

Immune function describes the body’s response

to infection (i.e., the invasion by microorgan-

isms), neoplasms (cancers), and tissue damage.

Description

Successful immune function establishes a state of

immunity (Latin: immunitas, “freedom from”)

against infection and disease. Immunity relies

on a multifaceted and flexible defense system,

the immune system that protects against micro-

organisms, like bacteria and viruses, and other

foreign invaders, like toxins. The immune system

also regulates repair processes in response to

tissue damage, and it protects against neoplasms

(cancers). The immune system does not operate

autonomously. It is, among others, influenced by

central nervous system processes and their
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neurohormonal outflows, which, in turn, are

shaped by social and psychological factors. Like-

wise, activities of the immune system have pro-

found effects on those in the central nervous

system, influencingmood, behavior, and cognition.

Immune protection may come at price; the

immune system responds in a vigorous manner

to perceived threats, which sometimes causes

substantial collateral damage to healthy cells

and tissues. We experience this as disease symp-

toms. Damage inflicted by the immune system is

also the problem in autoimmune diseases,

whereby, for reasons not completely understood,

the immune system selects and destroys healthy

bodily cells. Hence, the paradoxical observation

is that medical treatment often aims to suppress

immune system responses, instead of enhancing.

This section provides a brief description of the

immune system and its main components in

nonjargon terms. The end of this section lists

a number of references that provide a more

technical and detailed exposition.

The White Blood Cells

Immune function is mediated by an enormous

variety of cells and molecules that act together

in a dynamic network, whose complexity rivals

that of the nervous system. The white blood cells,

or leukocytes, are the main effectors of immune

responses and are as a collective also described

as “immune cells.” These cells detect, intercept,

and destroy bodily threats. The leukocytes are

generated in the bone marrow by so-called hema-

topoietic progenitor cells and come in three main

subtypes: the neutrophils, which make up 70% of

leukocytes in the blood; the monocytes (10%);

and the lymphocytes (20%). These numbers are

somewhat misleading in that the majority of leu-

kocytes (98%) are not in the blood but dispersed

in the various tissues, where numbers and pro-

portions of various leukocytes greatly vary from

one anatomical location to another and from

those in the blood.

The lymphocytes comprise B lymphocytes,

T helper lymphocytes, cytotoxic T lymphocytes,

and natural killer (NK) cells. The B lymphocytes

produce soluble receptors, called antibodies or

immunoglobulins, which bind to targets of the

immune system, flagging them for destruction.

Targets of immune cells and molecules are

subsumed under the generic term “antigens,”

which is an abbreviation of antibody generator.

The main function of T helper cells is to orches-

trate immune responses via the release cytokines.

Finally, the main function of cytotoxic

T lymphocytes and NK cells is to destroy infected

cells, in particular, cells infected by viruses.

They also play an important role in destroying

cancerous cells. They do so via the release of

toxic substances which induce programmed cell

death, or apoptosis. Apoptosis is a process of

controlled cellular self-destruction whereby the

cell’s DNA disintegrates. One of the benefits of

this type of cell killing is that the cell dies from

the inside, i.e., without rupture (lysis) of its cell

membrane, so that infectious viral particles will

not leak out and infect other cells.

Innate and Adaptive Immunity

Whereas the immune system consists of many

different cell types, each with unique functions

in maintaining immunity, these cells are essen-

tially grouped into two classes based on the

mechanisms used to detect antigens, i.e.,

(1) innate immune cells (also denoted as

nonspecific or nonadaptive immunity) and

(2) adaptive immune cells. The former group of

cells utilizes antigen receptors that detect general

molecular structures that are common to many

microorganisms, the so-called pattern recogni-

tion receptors. Examples are receptors that detect

double-stranded RNA (ribonucleic acid, which is

not produced by human cells and must therefore

come from foreign organisms) or receptors that

detect lipopolysaccharide (molecules which are

only produced by certain bacteria).

By far, most immune cells utilize the above

innate immune detection mechanisms, and only

the T and B lymphocytes are classed under the

adaptive immune system. In contrast to cells of

the innate immune system, adaptive immune

cells use highly specialized antigen receptors

that are capable of recognizing only a single

molecular structure. This high specificity, and

thus diversity, implies that the number of immune

cells expressing a particular antigen receptor
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must be low. To generate sufficient numbers

of antigen-specific cells needed to eliminate

an infection, these adaptive cells divide

(“proliferate”) upon encountering their cognate

antigen, a process that can take up several days.

As a result, adaptive immune responses are ini-

tially slow, but this disadvantage is compensated

by their unique capacity to learn from previous

encounters. This immunological memory is

established by retaining a reserve of so-called

memory cells which perform immune surveil-

lance after the antigen is eliminated. These

memory cells respond more swiftly and in greater

numbers upon a subsequent reencounter with the

antigen, resulting in rapid and effective antigen

elimination which prevents the development of

disease. This ability to develop immunological

memory is exploited by vaccines, whereby

small amounts of antigen are injected to produce

memory cells against that antigen.

Cytokines: The Messenger Molecules of the

Immune System

Cytokines can be regarded as the neurotransmit-

ter and hormones of the immune system and

regulate virtually all cellular activities in the

immune system and communication among

immune cells. Like neurotransmitters, these

protein molecules can act in an autocrine or

paracrine fashion, or like hormones, act on longer

distances (endocrine) via release in to blood

stream. Significantly, these molecules also have

important regulatory roles outside the immune

system. Indeed, many nonimmune cells and

tissues have receptors for cytokines which can

substantially affect their activities. For example,

the effects of cytokines, especially the so-called

inflammatory cytokines (see section on The

Immune Response and Inflammation below)

on the central nervous system is responsible for

so-called sickness behavior: a depression-like

syndrome characterized by reduced physical and

social activity, altered sleep, and negative affect.

Likewise, the effect of cytokines on liver, fat, and

muscle cells has pronounced metabolic implica-

tions, which, depending on the type of cytokine,

involves altered glycolysis, fat storage, and insu-

lin resistance. Moreover, many cells and tissues

that do not belong to the immune system are

themselves capable of producing cytokines.

This fact has significant implications for the

interpretation immunological data in behavioral

medicine research. For example, a short bout of

intense physical exercise can elevate the levels of

the cytokine IL-6 (interleukin 6) up to 1,000%,

which is produced by muscle cells and not

by immune cells. Likewise, the oft reported

association between depression and elevated

cytokine levels in the blood is at least in part

accounted for by cytokines released by fat tissue.

The Blood, the Lymphatic System, and the

Lymphoid Organs

Most leukocytes continuously traffic into and out

of the various tissues in search of antigen and in

order to present their finds to other immune cells.

The lymphatic vessels and the blood are the trans-

port routes for this trafficking. These routes are

also employed to distribute soluble molecules,

such as antibodies and cytokines, throughout the

body. The lymphatic vessels primarily act as

a drainage system, which collects tissue fluid

and transfers it into the blood circulation. The

lymphatic system does not have a pump, and the

drained tissue fluid (lymph) is circulated mainly

as a result of muscle activity. Lymphatic vessels

pass through lymphoid organs, which are small

nodular organs where leukocytes congregate.

These local leukocytes interact to exchange

antigen that was captured in the upstream tissues

and to sample the passing lymph for the presence

of antigens. Leukocytes evade the lymph nodes

via downstream lymphatic vessels that terminate

into the blood circulation; from there, they

migrate into the tissues to eliminate infections,

cancerous or damaged cells, or they migrate

to other lymphoid tissues in further search of

antigen. The spleen is a large lymphoid organ

that specifically filters the blood, in a manner

similar as described above.

The Immune Response and Inflammation

To attract immune cells to sites of infection or

tissue damage, the immune system initiates an

inflammatory response. This essential part of

most immune responses starts with the local
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release of cytokines (categorized as inflammatory

cytokines, such as TNF-a (tumor necrosis factor-

alpha), IL-1b, IL-8) and other chemicals. These

messengers are released by tissue cells and local

immune cells that have detected molecular sig-

nals of infection and tissue damage. The release

of these messenger substances has several effects

as follows: (1) they attract circulating immune

cells into the tissue (a process known as chemo-

taxis); (2) they affect the local blood vessels

by making the vessels leaky, so protective

substances from the blood can leak in the tissue,

and by making the surrounding blood vessels

sticky, via the expression of adhesion molecules

that facilitate immune cells to migrate out the

blood; (3) they cause local warming of the tissues

(pyrogenic effects). These immunological

mechanisms underlie the defining symptoms of

inflammation: swelling, redness, pain, heat, and

diminished tissue function.

Further consequences of the inflammatory

response is an enhanced migration of resident

immune cells to the draining lymphoid organs

(see section above), where they alert other

immune cells and hereby initiate larger involve-

ment of the immune system, and the release of

inflammatory cytokines into the blood stream.

The latter provides a signal for systemic adapta-

tion to inflammation, which involves the release

of anti-inflammatory substances that help to keep

the inflammation localized (e.g., cortisol from the

adrenal cortex and C-reactive protein (CRP) from

the liver), metabolic adaptations (e.g., via effects

on fat and glycogen stores), and sensory and

behavioral adaption (via effects on the nervous

system).

Cross-References

▶Behavioral Immunology

▶HIV Infection

▶ Immune Responses to Stress

▶ Immunoglobulins

▶ Infectious Diseases

▶ Inflammation

▶ Psychoneuroimmunology

References and Readings

Abbas, K. A., Lichtman, A. L., & Pillai, S. (2012). Cellular
and molecular immunology (7th ed.). Philadelphia:

Elsevier, Saunders.

Bosch, J. A., Engeland, C., & Burns, V. E. (2011).

Psychoneuroimmunology in vivo: Methods and

principles. In J. Decety & J. T. Cacioppo (Eds.),

The Oxford handbook of social neuroscience.
New York: Oxford University Press.

Dantzer, R., O’Connor, J. C., Freund, G. G.,

Johnson, R. W., & Kelley, K. W. (2008). From inflam-

mation to sickness and depression: When the

immune system subjugates the brain. Nature Reviews
Neuroscience, 9(1), 46–56.

Murphy, K. (2011). Janeway’s immunobiology (8th ed.).

London: Taylor & Francis.

Tracey, K. J. (2002). The inflammatory reflex. Nature,
420(6917), 853–859.

Immune Responses to Stress

Victoria E. Burns1, Jos A. Bosch2 and Leila

Anane1

1School of Sport and Exercise Sciences,

The University of Birmingham, Birmingham,

UK
2Department of Clinical Psychology, Faculty of

Social and Behavioral Sciences, University of

Amsterdam, The Netherlands

Synonyms

Stress response

Definition

Stress can be thought of as a constellation

of events comprised of a stimulus, “stressor,”

that precipitates a reaction in the brain, “stress

perception,” that activates fight-or-flight mecha-

nisms, “stress response” (Dhabhar & McEwen,

1997). This section will concentrate on what

happens in the immune system in response

to stress.
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Description

Introduction

In 1884, the editor of the British Medical Journal
noted that at funerals, “the depression of spirits

under which the chief mourners labour at these

melancholy occasions peculiarly predisposes

them to some of the worst effects of the chill.”

Despite many such anecdotes suggesting a link

between psychological factors and immune func-

tion, it is only relatively recently that these asso-

ciations have received widespread acceptance in

the scientific and medical communities. In fact,

as recently as 1984, an editorial piece in Nature

proclaimed the persistence of a “stout band of

near skeptics” who, while acknowledging that

“there is probably a link between the central

nervous system and the immune system,” still

questioned whether “enough is yet known to sus-

tain people’s hopes of explanation” (Maddox,

1984). The prodigious development of the field

of psychoneuroimmunology (PNI) over recent

decades is more thoroughly reviewed elsewhere

(Ader, 2000; Fleshner & Laudenslager, 2004);

these articles clearly illustrate that, although

many mechanisms still require further delinea-

tion, the progress of PNI, in terms of the quality,

quantity, and impact of the research, has

exceeded the expectations of all but its most

optimistic forefathers. These endeavors have

revealed the complex intertwining of the nervous,

endocrine, and immune systems that underpin the

effects of stress on immunological health.

What is Stress?

Walter Cannon first coined the term “stress” in

this context in 1929, describing it as an emer-

gency mechanism that mobilizes energy for

fight-or-flight responses. Richard Lazarus pro-

posed that the initiation of this stress response,

be it an emotional (i.e., anger, anxiety), behav-

ioral (i.e., running from threat), or biological

response (i.e., cardiovascular changes, immune

alterations), is governed by a person’s perception

of their ability to cope with a particular stimulus.

Psychological stress occurs, therefore, when

a person’s perceived ability to cope with

a situation is exceeded by the demands of the

perceived stressor (Lazarus & Folkman, 1984).

One way of broadly categorizing psychological

stress is into chronic and acute forms of stress.

Chronic stressors are typically major life experi-

ences, such as bereavement or caregiving for an

ill family member, that have a negative impact

lasting months or even years. In contrast, acute

stressors, such as public speaking or examina-

tions, are short lived, lasting minutes to hours,

and typically elicit fight-or-flight responses. In

PNI research, chronic stressors can be investi-

gated by comparing the health and/or immune

function of a group of participants who have

been exposed to a particular stressful life event

to a non-stressed matched control group. Alter-

natively, questionnaires can be used to assess the

extent of the chronic stress experienced by an

individual, either by indicating how many of

a checklist of life events they have experienced

in a set period of time or through more subjective

measures such as perceived stress. Acute stress

exposure can be manipulated experimentally; for

example, psychological and immunological mea-

sures can be timed to coincide with naturalistic

and predictable acute stressors, such as examina-

tion periods. In addition, there are a variety of

validated laboratory procedures, such as the Trier

Social Stress Task and the Paced Auditory Serial

Addition Task, which can be used to induce acute

stress in order to examine its immunological

consequences.

Physiological Effects of Stress

Although a multitude of factors are likely to

underpin the effects of stress on health, stress-

induced alterations in immune function are

clearly an important mechanism. Stress triggers

a cascade of physiological responses, which pro-

vide a plausible pathway linking psychological

factors with immune function and subsequent

health. The two neuroendocrine pathways that

have received most attention in the PNI literature

are the hypothalamic-pituitary-adrenal axis

(HPA) and the sympathetic-adrenal-medullary

(SAM) axis. HPA axis activation is initiated

during stress at the paraventricular nucleus of
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the hypothalamus which secretes corticotropin-

releasing hormone (CRH). This causes the

pituitary gland to release adrenocorticotropic

hormone (ACTH), which in turn elicits the

production of immunomodulatory glucocorti-

coids, such as cortisol, from the adrenal glands.

In the SAM axis, activation involves pregangli-

onic sympathetic nervous system (SNS) neurons

that descend along the spinal cord from nuclei in

the brain stem. The release of the neurotransmitter

acetylcholine from these neurons in the adrenal

medulla stimulates chromaffin cells to secrete the

catecholamine epinephrine. In contrast, postgan-

glionic SNS fibers predominantly secrete the cat-

echolamine norepinephrine upon activation.

Therefore, activation of the SAM leads to the

release of both epinephrine and norepinephrine.

These catecholamines can influence immune

cells as all leukocytes express adrenergic surface

receptors. In addition, postganglionic nerve fibers

directly innervate lymphoid organs including the

thymus, spleen, lymph nodes, and bone marrow

and therefore come into close proximity with

immune cells (Glaser & Kiecolt-Glaser, 2005).

It should also be noted that immune cells can

also influence the SAM and HPA axis and subse-

quently impact brain function and psychological

responses. Inflammatory cytokines, released dur-

ing infection, can access the central nervous sys-

tem through leaky regions in the blood-brain

barrier, via specific transport molecules on the

brain epithelium, and through the activation of

vagal afferent fibers. These cytokines influence

neurotransmitter and CRH function and can

induce symptoms of “sickness behavior,” includ-

ing anorexia, anhedonia, and reduced locomotor

activity. It has been proposed that these changes

in behavior reflect a reallocation of available

resources, away from metabolically expensive

activities such as foraging, toward behaviors

likely to promote recovery from infection (Kelley

et al., 2003).

Stress, Immune Function, and Disease

Psychological stress is implicated in the patho-

genesis and exacerbation of many diseases and

pathologies. For example, there is now evidence

that stress can promote tumor growth and

progression in a variety of cancers. These effects

are likely to be mediated at a number of levels,

including changes to local inflammatory signal-

ing supporting initial tumor cell growth and pro-

liferation and stress hormone-induced changes to

cancer cell-matrix attachments, cell movement

and invasion, angiogenesis, and sensitivity to

apoptosis (Armaiz-Pena, Lutgendorf, Cole, &

Sood, 2009).

There is also a substantial body of evidence

linking psychological factors such as chronic

stress, depression, and coping strategies with var-

ious markers of HIV progression. Further, behav-

ioral interventions designed to improve

psychological functioning have had some success

in modifying disease-relevant markers of

immune function (Antoni, 2003). It has been pro-

posed that these associations between stress and

HIV progression are likely mediated predomi-

nantly by changes in sympathetic nervous system

activity, leading to alterations in cellular vulner-

ability to infection and innate antiviral responses

(Cole, 2008).

The PNI models of cancer and HIV are both

consistent with the model in which stress is

associated with decrements in immune function

which leave the host vulnerable to tumor growth

or infection. However, there is also evidence

that stress exacerbates diseases in which the

overactivity, rather than underactivity, of the

immune system is implicated. For example,

stress has been proposed to be an “aggravating

factor” in asthma, where those people with

asthma exhibit worsened symptoms during

periods of psychological stress (Chen & Miller,

2007). These observations are contrary to the

intuitive perspective that a stress-induced

reduction in immune activity would be benefi-

cial for patients with conditions characterized

by excessive inflammation. Instead, research

has shown that in asthma, stress accentuates

the inflammatory response in the airway

induced by allergens and irritants, leading to

more severe symptoms (Chen & Miller, 2007).

Taken together, there is clear evidence that psy-

chological stress impacts the prognosis in a

variety of different diseases via neuroendocrine-

immune mechanisms.
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Stress and Immune Function in Healthy

Populations

Psychological stress can also affect the immune

function of otherwise healthy individuals. One of

the most dramatic demonstrations of this phe-

nomenon was a series of studies conducted by

Sheldon Cohen in which he gave 394 healthy

participants nasal drops containing live respira-

tory viruses. Psychological stress, measured by

questionnaire, was associated in a dose-response

manner with an increased risk of acute infectious

respiratory illness. As the extent and timing of the

exposure to the pathogen was controlled, these

studies provide compelling evidence that stress

impacts the individual’s ability to protect them-

selves against infection. Later studies suggest

that this effect is mediated by stress-induced dis-

ruption of the regulation of proinflammatory

cytokines (Cohen, 2005).

However, a key challenge for scientists inves-

tigating stress and immune function in healthy

people is choosing an appropriate outcome mea-

sure in the absence of the disease-specific indica-

tors. The immune system comprises a complex

array of different cell types that are required to

orchestrate precise and appropriate responses to

a wide range of pathogens, all within the context

of a variable neuroendocrine milieu. Not only are

these cells required to work together in order to

produce an effective immune response, what

constitutes “effective” may change depending

on the nature of the pathogen. For example,

different immunological responses are required

for intracellular viruses, compared to bacteria

or parasites. As such, it is difficult to establish

meaningful measures of “effective immune

function” in healthy participants. The wide

range of psychological and immunological

measures employed by researchers to date is

demonstrated in an excellent meta-analysis by

Segerstrom and Miller, which examines the

results of over 300 PNI studies (Segerstrom &

Miller, 2004).

This entry will focus on two in vivo measures

of immune function, wound healing and antibody

response to vaccination, in which an immunolog-

ical “challenge” is administered and the subse-

quent immune response is assessed. These

approaches assess the functionality of an orches-

trated immune response, generated within the

neuroendocrine milieu, and yield clinically

relevant outcome measures. For example, the

wound-healing process involves a complex series

of processes, including inflammation, cellular

migration and replication, and connective tissue

deposition and remodeling; each stage is regu-

lated by the cellular immune system. Wound

healing can be assessed using naturalistic

wounds, such as those experienced by patients

with venous disease or by examining incisions

administered during surgery. A more controlled

method that also allows greater investigation of

the mechanisms underpinning any stress effects

involves administering an experimental wound

and assessing the rate of healing over time.

A recent systematic review and meta-analysis

found that higher levels of psychological stress

were consistently associated with impaired

wound healing across a variety of different

wound types (Walburn, Vedhara, Hankins,

Rixon, & Weinman, 2009).

Antibody response to vaccination is another

in vivo measure of immune function that has

clear clinical implications. The controlled dose

of an inactivated antigen induces a complex

immune cascade that culminates in the produc-

tion of specific antibodies; the extent of this

response can be used as a measure of the func-

tional status of the humoral immune system

(Burns & Gallagher, 2010). There is now consid-

erable evidence that chronic psychological stress

is associated with a poorer antibody response

to many different vaccinations (Cohen, Miller,

& Rabin, 2001). However, more recent research

has demonstrated that acute stress can, in con-

trast, augment the immune response to vaccina-

tion (Edwards, Burns, Carroll, Drayson, & Ring,

2007), potentially due to the rapid mobilization

of immune cells during acute stress (Segerstrom &

Miller, 2004).

Models of PNI

Although early PNI research focused on the

immunosuppressive effects of stress, more

recently, it has become apparent that the precise

implications for the immune system are
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dependent on the nature of the stressor. For exam-

ple, the recent meta-analysis revealed that

although chronic stressors were consistently

associated with suppression of immune function,

acute stressors often upregulated some parame-

ters of immunity. Further, as chronic stress has

been shown to affect diseases characterized by

both reduced and excessive immune function, it

is apparent that it may be the balance of immu-

nological parameters that is critical (Segerstrom

& Miller, 2004). As an added layer of complex-

ity, there is also evidence that the effects of stress

on immunity are not consistent across individ-

uals, even when the stressor is identical; differ-

ences in personality traits and cognitive and

affective responses may also account for some

variation in stress-induced immune changes

(Kemeny, 2009).

In terms of the implications of such changes, it

is likely that stress-induced immune alterations

are part of an adaptive response to threat that

serves to enhance immunoprotection. This

model postulates that situations of acute stress

are likely, from an evolutionary perspective, to

be associated with an increased risk of wounding

or infection and, therefore, upregulation of

immune function in such circumstances would

be beneficial. If, however, this upregulation is

directed against harmless allergens or self-anti-

gens, or indeed it is dysregulated through chronic

activation, it is likely to contribute to immunopa-

thology (Dhabhar, 2002). An alternative, ecolog-

ical model of human PNI has recently been

proposed, which instead suggests that even

chronic stress-induced immunosuppression is

part of a coordinated effort to efficiently conserve

resources, rather than a sign of dysregulation

(Segerstrom, 2010). This ecological perspective

emphasizes “phenotypic plasticity,” in which the

value of a trait, such as robust immune activity,

varies according to the environmental circum-

stances. Thus, immunosuppression during times

of chronic stress may simply reflect a change in

organism priorities toward the pursuit or protec-

tion of resources; the cost of reduced

immunoprotection may, in these circumstances,

be offset by the longer term health benefits of

having these resources.

Conclusion

An array of compelling evidence now indicates

that stress is associated with changes in immune

function in both healthy and patient populations.

Plausible physiological pathways through which

psychological factors can influence cells of

the immune system have been identified and

explored, although there is much still to deter-

mine. It is now important to more fully elucidate

the clinical implications of these changes and

to translate these findings into effective

biopsychosocial interventions.
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Jos A. Bosch
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Synonyms

Immune function

Definition

Immunity (Latin: immunitas, “freedom from”)

describes a state of adequate defense against

infection, i.e., bodily invasion by microorgan-

isms. Immunity is established by the activities

of the immune system (see entry on “▶ Immune

Function”). Immunity also used to describe a

state of adequate defense against neoplasms (can-

cers) insofar the immune system is involved. The

entry on “▶ Immune Function” provides further

details on the main types of immunity (innate and

adaptive) and mechanisms by which the immune

system establishes a state of immunity. Further

information can be found in Abbas, Lichtman,

and Pillai (2012) and Murphy (2011).
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▶ Immune Responses to Stress
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Synonyms

Antibodies

Definition

Immunoglobulins (Igs) are a subclass of anti-

bodies which are produced in the early stages of
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B-cell development (Abbas & Lichtman, 2006).

The structure of Igs can differ between class

types; however, they are built from a number of

the same basic units known as immunoglobulin

domains (Fig. 1). These are formed from 110

similar, but not identical, amino acid sequences

which fold to form a globular structure. Each Ig is

composed of two identical myosin heavy chain

and two identical myosin light chain units,

connected by a number of disulfide bonds. The

Fab region is where different antigens bind to

depending on the Ig subtype and is known as the

antigen binding site. The first immunoglobulin

domain possesses a large variability of amino

acid sequences which determine the antigen-

binding specificity of the antibody molecule,

thus allowing great diversity of antigen recogni-

tion. The hinge region allows some flexibility of

the molecule when binding with other cells. The

Fc region is known as the constant region which

aids modulation of immune cell activity.

Igs are a part of the immune system known as

humoral immunity, which involves immunity

conveyed by extracellular fluid such as plasma,

lymph, and saliva. Basic functions of antibodies

include neutralization, opsonization, and comple-

ment activation. The myosin heavy chain forma-

tion results in the subclass of antibody produced,

of which there are 5 major classes: IgA, IgG,

IgM, IgE, and IgD. Each isotype is selectively

distributed throughout the body and differs in its

effector functions. For example, IgG and IgM

dominate in the circulation, IgA dominates

within epithelial secretions (e.g., mucosa), and

IgE is mostly found near the epithelial surfaces

(e.g., skin).

Production of Igs within the immune system

begins with the naı̈ve B cell. As these B cells

mature, they begin to express both IgM and

IgD, and after antigenic activation, these Igs

often switch to express a different heavy chain

constant region. This is known as class switching

and results in a change in effector function of the

antibody produced. For example, a mature B cell

may alter expression from IgM and IgD to IgG or

IgE after antigen activation. IgE is formed by

attachment to mast cells which are involved dur-

ing allergic reactions.

During a primary response to infection, the

major Ig subtype used is IgM, as the B cells are

immature and not yet specific to a particular anti-

gen. However, during this initial response, mem-

ory cells specific to that antigen are created.

During the secondary antibody response, these

memory cells are activated and secrete primarily

IgG, IgE, or IgA. IgG is also secreted earlier

during the secondary response, therefore creating

a shorter lag period. This occurs for all

T-dependent antigens due to B cells requiring

costimulation with an activated antigen-

presenting cell in order to produce Igs.

T-independent antigens do not require the pres-

ence of T cells in order to produce an antibody

response. However, due to the lack of cell signal-

ing from the T cell, no isotype switching or gen-

eration of B-cell memory can occur. Thus,

antibody response to T-independent antigens is

almost exclusively IgM, and no secondary

response occurs (Abbas & Lichtman, 2006).
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Synonyms

Prediabetes

Definition

The US National Diabetes Data group (1979) first

introduced the term impaired glucose tolerance

(IGT) to indicate a state of increased risk of

progressing to diabetes. It was defined to reduce

the stigma of being labeled with diabetes and was

also noted that many individuals with IGT could

revert back to normal.

According to the World Health Organization

and the International Diabetes Foundation

(World Health Organization, 2006), IGT is diag-

nosed if 2-h plasma glucose levels are between

7.8 and 11.1 mmol/l or 140 mg/dl and 200 mg/dl

as measured by the oral glucose tolerance test, or

if fasting glucose levels are less than 7.0 mmol/l.

Two-hour plasma glucose is the level of glucose

or the venous plasma glucose 2 h after ingestion

of 75 g of oral glucose load. Blood glucose levels

normally rise after eating a meal and then gradu-

ally fall as the meal is digested. However, in

people with impaired glucose tolerance, these

levels remain elevated.

In comparison, the definition of type II diabe-

tes mellitus is 2-h plasma glucose levels more

that 11.1 mmol/l (200 mg/dl). Therefore, IGT is

not a clinical entity but is a risk factor for future

diabetes and/or adverse outcomes and denotes

individuals in the range between “normal” and

diabetes.

Description

Characteristics

IGT is associated with muscle insulin resistance

and defective insulin secretion, resulting in less

efficient disposal of the glucose load (World

Health Organization, 2006). It has been shown

that carrying extra body fat inhibits the effective-

ness of insulin therefore any glucose that does

reach the muscle will have its journey delayed. If

this continues untreated, then blood glucose levels

will eventually increase into the diabetes range.

It has also been recognized that IGT is associ-

ated with increased risk for cardiovascular dis-

ease (Fuller, Shipley, Rose, Jarrett, & Keen,

1980). The Whitehall study found that coronary

heart disease mortality was approximately double

for individuals with IGT in a population of 18,403

London civil servants aged 40–64 (Fuller et al.).

Prevalence of IGT

The prevalence of IGT varies between

populations and across different age groups. For

example, in the United States, 15.2% of men and

16.4% of women have impaired glucose toler-

ance (Harris et al., 1998), and in Australia, the

rates were found to be 12% in men and 14% in

women (Dunstan et al., 2002). A WHO study

found that rates were lowest among some Chi-

nese, traditional American Indian, and Pacific

island populations (<3%) and the highest among

female Muslim Asian Indians in Tanzania (32%)

andmaleMicronesians in Kiribati (28%) (King&

Rewers, 1993).

Prevalence rates of approximately 10% or

more are common, and it is typically more

common in women than in men. The increasing

prevalence with age was illustrated in the

DECODE study which showed the prevalence

of isolated IGT increasing from 2.9% in 30–39-

year-old men to 15.1% in 70–79-year-old men
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and from 4.5% in 30–39-year-old women to

16.9% in 70–79-year-old women.

Risk Factors

The prevalence of IGT and diabetes appears to

have increased in the last 20 years, and this has

been linked to the rise of obesity in many coun-

tries. Further, health-risk behaviors such as phys-

ical inactivity, smoking, and alcohol ingestion

are likely to be important and closely interrelated

with IGT. As aforementioned, the risk of IGT is

also age related.

Women with polycystic ovary syndrome are

also more at risk of IGT as they have profound

insulin resistance independent of obesity. Insulin

resistance is a major risk factor in developing

diabetes mellitus type II.

The American Diabetes Association also listed

other risk factors for IGT and diabetes which

include having a parent or sibling with diabetes;

having a family background that is African Amer-

ican, Alaska Native, American Indian, Asian

American, Hispanic/Latino, or Pacific Islander;

giving birth to a baby weighing more than 9 lb or

being diagnosed with gestational diabetes (diabe-

tes first found during pregnancy); having high

blood pressure (140/90 or above or being treated

for high blood pressure); having a high density

lipo-protein (HDL), or “good,” cholesterol level

below 35 mg/dL or a triglyceride level above

250 mg/dL; having other conditions associated

with insulin resistance, such as severe obesity or

Acanthosis nigricans; and having a history of car-

diovascular disease.

Prevention and Treatment

People with IGT have a one in three chance of

developing type II diabetes within 10 years, but

this can be minimized through healthy eating and

physical activity as this helps cells respond better

to insulin. The Diabetes Prevention Program

(Orchard et al., 2005) carried out a randomized

control trial to compare an intensive lifestyle

modification intervention and the drug metfor-

min. The study found that losing just 5–7% of

body weight through a healthy low-calorie, low-

fat diet and to engage in physical activity of

moderate intensity reduced the incidence of

metabolic syndrome (three or more of the follow-

ing characteristics: waist circumference, blood

pressure, levels of high-density lipoprotein cho-

lesterol, triglycerides, and fasting plasma glu-

cose) by 41%. Many participants in the lifestyle

intervention group returned to normal blood glu-

cose levels and lowered their risk for developing

heart disease and other problems associated with

diabetes. In comparison, the diabetes drug

metformin reduced the risk of developing diabe-

tes by 17%.
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▶Translational Behavioral Medicine

Implementation Intentions

Peter M. Gollwitzer and Gabriele Oettingen

Department of Psychology, New York

University, New York, NY, USA

Definition

Implementation intentions are if-then plans that

spell out in advance how one wants to strive for

a set goal. For the if-component, a critical cue is

selected (e.g., a good opportunity, an anticipated

obstacle) that is linked to a goal-directed

response in the then-component. Implementation

intentions are known to enhance the rate of goal

attainment. They do so by delegating action con-

trol to situational cues thus endowing action con-

trol with features of automaticity.

Description

Successful goal pursuit requires solving both of

two subsequent tasks: first, strongly committing

to goals, and then, effectively implementing

them. Accordingly, strongly committing to

a goal is a necessary but not sufficient step

towards goal attainment. Indeed, effective goal

pursuit may be hampered by various problems

such as failing to get started and to stay on track

as well as overextending oneself. Finally, people

may fail to disengage from futile means and

unattainable goals. Meta-analytic findings sug-

gest that goals (also referred to as goal intentions)

account for no more than 28% of variance in

goal-directed behavior (Sheeran, 2002). One

remedy to impaired goal pursuit is – after one

has strongly committed to a goal – to plan out in

advance how one wants to deal with potential

critical situations (i.e., by adding implementation

intentions to one’s goal intentions).

Gollwitzer (1999) highlighted the importance

of furnishing goal intentions with implementation

intentions. While goal intentions (goals) have the

structure “I intend to reach Z!” with Z relating to

a desired future behavior or outcome, implemen-

tation intentions have the structure “If situation

X is encountered, then I will perform the

goal-directed response Y!” Thus, implementation

intentions define when, where, and how one wants

to act on one’s goal intentions. In order to form an

implementation intention, individuals need to

identify a goal-relevant situational cue (such as

a good opportunity to act, or an obstacle to goal

striving) and link it to an instrumental

goal-directed response. Goal intentions merely

specify a desired future behavior or outcome. On

the contrary, the if-component of an implementa-

tion intention specifies when and where one wants

to act on this goal, and the then-component of the

implementation intention specifies how this

will be done. For instance, a person with the goal

to reduce alcohol consumption might form the

following implementation intention: “And

whenever a waiter suggests ordering a second

drink, then I’ll ask for mineral water!” Empirical

data supports the assumption that implementation

intentions help close the gap between holding

goals and attaining them. A meta-analysis based

on close to a hundred studies shows a medium

to large effect on increased rate of goal attainment

(d ¼ .61; Gollwitzer & Sheeran, 2006).

Implementation intentions facilitate goal

attainment on the basis of psychological mecha-

nisms that pertain to the specified situation in the

if-part and to the mental link forged between the

if-part and the specified goal-directed response in

the then-part of the plan (Gollwitzer &Oettingen,

2011). Because forming an implementation

intention implies the selection of a critical

future situation, the mental representation of

this situation becomes highly activated

and hence more accessible. This heightened

accessibility of the if-part of the plan has

been observed in several studies using different

experimental tasks (e.g., cue detection, dichotic

listening, cued recall, lexical decision, flanker).
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However, forming implementation intentions

not only heightens the activation (and thus the

accessibility) of the mental presentation of

the situational cue specified in the if-component

but it also forges a strong associative link

between the mental representation of this cue

and the mental representation of the specified

response. These associative links seem to

be quite stable over time, and they allow for

activation of the mental representation of the

specified response (the then-component) by sub-

liminal presentation of the specified critical situ-

ational cue (if-component). Moreover, mediation

analyses suggest that both cue accessibility and

the strength of the cue-response link together

mediate the impact of implementation intentions

on goal attainment.

Gollwitzer (1999) suggested that the upshot of

the strong associative links between the if-part

(situational cue) and the then-part (goal-directed

response) created by forming implementation

intentions is that – once the critical cue is encoun-

tered – the initiation of the goal-directed response

exhibits features of automaticity. These features

include immediacy, efficiency, and redundancy

of conscious intent. As a consequence, having

formed an implementation intention allows indi-

viduals to act in situ without having to deliberate

on whether to act or not. Indeed, there is vast

empirical evidence that if-then planners act

more quickly, deal more effectively with cogni-

tive demands (i.e., speed-up effects still evidence

under high cognitive load), and do not need to

consciously intend to act in the critical moment.

Consistent with this last assumption, implemen-

tation intention effects are observed even when

the critical cue is presented subliminally or when

the respective goal is activated outside of

awareness.

The processes underlying implementation

intention effects (enhanced cue accessibility,

strong cue-response links, automation of

responding) help if-then planners to readily see

and to seize good opportunities to move

toward their goals. Forming an if-then plan thus

strategically automates goal striving. People can

intentionally make if-then plans thus delegating

control of goal-directed responses to preselected

situational cues. This strategic automation

hypothesis has recently been supported by studies

that collected brain data using either electroen-

cephalography (EEG) or functional magnetic res-

onance imaging (fMRI), suggesting that by

forming implementation intentions, people can

switch from top-down control of their actions

via goals to bottom-up control via specified situ-

ational stimuli. Research on mediating processes

has also supported the strategic automation

hypothesis, albeit in an indirect way. Numerous

studies indicated that neither an increase in goal

commitment nor an increase in self-efficacy qual-

ified as potential alternative mediators of imple-

mentation intention effects.

But what about potential moderators of

implementation intention effects on goal striving

and goal attainment? First, implementation inten-

tions only benefit goal attainment when goal

commitment is high; the same is true with respect

to people’s commitment to executing the

formed implementation intention. In addition,

self-efficacy was found to moderate implementa-

tion intention effects. Prompting participants to

form an implementation intention as to when,

where, and how to pursue their most important

New Year’s resolution (e.g., to engage in regular

physical exercise) and in addition reflect on past

mastery experiences (i.e., situations in which they

achieved a similar goal) led to significantly higher

levels of self-reported goal progress compared to

a mere implementation intention condition. In

a recent study where high versus low self-efficacy

was manipulated (by asking participants to solve

low- or high-difficulty goal-relevant tasks), it was

observed that high-self-efficacy participants

showed stronger implementation intention effects

than low-self-efficacy participants, especially

when the tasks to be solved were difficult rather

than easy.

Finally, certain personal attributes have been

found to moderate implementation intention

effects. For instance, socially prescribed perfec-

tionists (i.e., people who are known to try to con-

form to standards and expectations of others) show

weaker implementation intention effects. Possibly

social perfectionists may fail to commit to imple-

mentation intentions because they feel that social
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expectations and standards will change quickly

and unpredictably; flexible responding to such

circumstances may be impeded by strong com-

mitments to the preplanned course of action

as specified in implementation intentions.

Moreover, conscientiousness moderates imple-

mentation intention effects. Increases in goal

attainment are only found for low conscientious

individuals, whereas high conscientious individ-

uals often show perfect goal attainment to begin

with and thus goal attainment cannot be enhanced.

The moderation of implementation intention

effects by conscientiousness is in line with the

common finding (Gollwitzer & Sheeran, 2006)

that implementation intention effects are generally

observed to be stronger for difficult than for

easy goals.

Which aspects of goal striving have been

found to benefit from forming implementation

intentions? The effects of implementation

intentions have been demonstrated with respect

to getting started, staying on track, disengaging

from faulty goals and means, as well as avoiding

resource depletion (Gollwitzer & Oettingen,

2011). Implementation intentions were

found to help individuals to get started with

goal striving in terms of remembering to act

(e.g., regarding taking vitamin pills, contracep-

tive pills, influenza vaccination), not missing

opportunities to act (e.g., regarding obtaining

a mammography), and overcoming an initial

reluctance to act (e.g., regarding undertaking

a testicular self-examination). Moreover, goals

to perform regular breast examinations or cervi-

cal cancer screening and to resume activity

after joint replacement surgery were all found

to be more readily acted upon by individuals

who previously had formed implementation

intentions.

However, many health goals (e.g., eating

a healthy diet, regular physical exercise, reducing

alcohol consumption or smoking, downregulating

anxiety) cannot be accomplished by a simple,

discrete, one-shot action, because they require

that people keep striving over an extended period

of time. Staying on track may then become very

difficult when certain internal stimuli (e.g., being

tired, stressed out) or external stimuli

(e.g., temptations, distractions) interfere with the

desired goal pursuit. Implementation intentions

can be used to protect started goal strivings from

interferences stemming from both inside and out-

side the person. Such implementation intentions

may use very different formats. For instance, if

a personwith the goal to eat healthy foods wants to

stay firm with respect to seductive offers of

unhealthy snacks, she can form suppression-

oriented implementation intentions, such as “And

if my colleague approaches me offering a snack,

then I will not take the snack!” The then-

component of such suppression-oriented imple-

mentation intentions does not have to be worded,

however, as not showing the critical behavior (in

the present example “not taking the snack”); it

may alternatively specify a replacement behavior

(“..., then I will ask for an apple!”), or focus on

ignoring the critical cue (“..., then I’ll ignore his

offer!”). Recent research suggests that mere nega-

tion implementation intentions are less effective

than the latter two types of implementation inten-

tions (i.e., replacement and ignore implementation

intentions).

Two further types of implementation inten-

tions have been proven effective to master temp-

tations and disruptions. The first one specifies the

temptation as a situational cue and links it to

thinking of the goal as the response in the then-

component. The second one specifies an ongoing

activity – that is independent of the temptation –

as a situational cue and links it to continuing this

activity as the response in the then-component.

Using, again, the example of a person who has to

cope with a seductive offer from a colleague, let

us assume that the person already anticipated

receiving the tempting offer during an upcoming

encounter with this colleague; she therefore

formed an implementation intention stipulating

in advance what she will converse about when

she runs into him. The interaction with the col-

league can then come off as planned as the seduc-

tive offer will not have a chance to disrupt the

course of action (i.e., the conversation).

Goal striving that is no longer promising may

require individuals to disengage from a chosen

means or the goal altogether. Such disengagement

can free up resources and minimize negative
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affect. However, individuals often stick to

a chosen goal or means too long thus hurting

themselves (e.g., setting a too demanding exercise

goal, choosing improper means to reach the goal).

Implementation intentions can be used to promote

adaptive disengagement by (1) specifying nega-

tive feedback as a critical cue and (2) linking this

cue to switching to a more promising alternative

goal or means. Indeed, when research participants

were asked to form implementation intentions that

linked negative feedback on the ongoing goal

striving to immediately switching to a different

goal or means, or to reflecting on the quality of

the received failure feedback on the ongoing goal

striving, adaptive disengagement from goals and

meanswas found to occurmore frequently than for

participants who had only formed respective goal

intentions or had formed no intentions at all.

Finally, forming implementation intentions

can help prevent resource depletion as it enables

individuals to engage in automated goal striving

and behavior control that does not require effort-

ful deliberation (e.g., forming implementation

intentions to ask for available vegetarian

dishes when a waiter takes one’s order). As a

consequence, the self should not become

depleted when goal striving is regulated by

implementation intentions. Indeed, in studies

using different ego-depletion paradigms,

research participants who used implementation

intentions to self-regulate performance on a dif-

ficult first task did not show reduced self-

regulatory capacity in a subsequent task.

But how much willpower is actually afforded

by forming implementation intentions? Any

self-regulation strategy that claims to facilitate

goal striving has to prove itself under conditions

in which people commonly fail to demonstrate

willpower. Such conditions are manifold (e.g.,

when one’s competencies are challenged, oppo-

nents interfere with one’s goal striving), but self-

regulation of goal striving becomes particularly

difficult when habitual responses are in conflict

with initiating and executing the needed

goal-directed responses that are instrumental to

goal attainment. Can the self-regulation strategy

of forming if-then plans help people to let their

goals win out over their habitual responses? By

assuming that action control by implementation

intentions is immediate and efficient and

adopting a simple horserace model of action

control, people might be able to break habitual

responses by forming implementation intentions

(e.g., if-then plans that spell out a response

contrary to the habitual response to the critical

situation). Still, if the habitual response is based

on strong habits (e.g., smoking) and the if-then

guided response is based on weak implementa-

tion intentions, the habitual response should win

over the if-then planned response. However,

when weak habits are in conflict with strong

implementation intentions, the reverse should be

true. This implies that controlling behavior based

on strong habits by forming implementation

intentions requires that these if-then plans are

very strong as well.

The strengthening of if-then plans can be

achieved in various ways: One pertains to

creating particularly strong links between situa-

tional cues (if-component) and goal-directed

responses (then-component), for instance, by

asking participants to use mental imagery.

Alternatively, one may tailor the critical cue

specified in the if-part of an implementation

intention to personally relevant reasons for the

habitual behavior one wants to overcome, and

then link this cue to an antagonistic response

(e.g., if I feel lonely, then I will put on the

music in the living room rather than snack in the

kitchen). Also, certain formats of implementation

intentions (i.e., replacement and ignore imple-

mentation intentions) seem to be more effective

in fighting strong habits than other if-then plans

(e.g., negation implementation intentions). And

finally, stronger implementation intention effects

are observed when the respective goals are

framed as approach rather than avoidance goals

and when goals and plans match in their

self-regulatory orientation (i.e., either promo-

tion or prevention). Pertaining to the discus-

sion of whether strong habits can be broken

by implementation intentions, one should keep

in mind that behavior change is possible with-

out changing bad habits; one may also focus on -

building new habits in new situational

contexts. With respect to this latter approach,
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implementation intentions can guide goal striving

without having to outrun habitual responses. The

delegation of control to situational cues principle,

on which implementation intention effects are

based, can then unfold its facilitative effects on

goal striving in an undisturbed manner.

Trying to achieve behavior change by solely

forming implementation intentions however

forgets that effective behavior change demands

a change in terms of both setting new goals and

preparing the respective goal striving by

forming implementation intentions. But how

can people best select and commit to new

goals? Oettingen (2012) has developed a self-

regulation strategy of goal setting, called mental

contrasting of future and reality that allows peo-

ple to strongly commit to achieving desired and

feasible future outcomes. Specifically, in mental

contrasting, people imagine the attainment of

a desired future (e.g., regular exercise) and

then reflect on obstacles of present reality that

stand in the way of attaining the desired future

(e.g., not setting aside enough time). Given

that the perceived chances of success (expecta-

tions of success) are high, people will actively

commit to and strive toward reaching the desired

future.

One recent behavior change intervention

(called MCII; summary by Oettingen &

Gollwitzer, 2010) combines mental contrasting

(MC) with forming implementation intentions

(II). To unfold their beneficial effects, implemen-

tation intentions require that strong goal commit-

ments are in place and mental contrasting creates

such strong commitments. Implementation

intentions are also found to show enhanced ben-

efits when the specification of the if-component is

personalized, and mental contrasting guarantees

the identification of personally relevant obstacles

that can then be specified as the critical cue in the

if-component of an implementation intention.

Finally, mental contrasting has been found to

create a readiness for making plans that link

obstacles of present reality to instrumental

goal-directed behaviors.

In recent intervention studies with middle-aged

women, participants were taught the cognitive

principles and individual steps of the MCII

self-regulation strategy. Specifically, in one

study, participants were asked to apply MCII by

themselves to the wish of exercising more.

Participants were free to choose whatever form

of exercising they wished to engage in, and they

were encouraged to anticipate exactly those

obstacles that were personally most relevant.

Finally, they had to link these obstacles to exactly

those goal-directed responses that personally

appeared to be most instrumental. Teaching the

MCII technique enhanced exercise more than

only providing relevant health-related information

(i.e., information-only control intervention).

Participants in the MCII group exercised nearly

twice as much: an average of 1 h more per week

than participants in the information-only control

group. This effect showed up immediately after

the intervention, and it stayed stable throughout

the entire period of the study (16 weeks after the

intervention). Conducting the same MCII

intervention was also effective for promoting

healthy eating in middle-aged women (i.e., eat-

ing more fruits and vegetables). The achieved

behavior change persisted even over a period of

2 years. Follow-up research targeting the eating

habit of unhealthy snacking was conducted with

college students. It was observed that MCII

worked for both students with weak and strong

such habits, and it was more effective than

either mental contrasting or forming implemen-

tation intentions alone. Moreover, MCII was

observed to benefit chronic back pain patients

in increasing their mobility over a period of

3 months, whereby physical mobility was mea-

sured by objective measures (e.g., bicycle

ergometer test) as well as self-reported physical

functioning.

In sum, MCII qualifies as a cost- and

time-effective self-regulation intervention to

enhance healthy and to prevent unhealthy behav-

iors. It helps to solve the two central tasks of goal

pursuit: forming strong goal commitments on

the one hand and following up on these commit-

ments by effective goal implementation on the

other. Not surprisingly, then, combining mental

contrasting with implementation intentions

offers additional advantages compared to each

strategy alone.
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Impulsive Behavior

▶ Impulsivity

Impulsivity

Kelly Winter

Epidemiology, Florida International University,

Miami, FL, USA

Synonyms

Delay discounting; Disinhibition; Impulsive

behavior

Definition

The meaning of this complex construct is

widely debated, including whether it is a stable

aspect of personality (trait) or a behavior (state).

Most descriptions center on negative aspects

and include a reference to behavior executed

rapidly without forethought and/or self-control,

failure of attention, delay discounting, or proba-

bility discounting. There are four main types

of impulsivity measures: observer-rated scales

(e.g., diagnostic interviews), self-report question-

naires (e.g., Barratt Impulsiveness Scale),

behavioral laboratory measures (e.g., reward-

choice paradigms), and biological measures

(e.g., event-related potentials).

Description

Reacting quickly without forethought can be

prudent. For instance, a race-car driver whose

split-second decision results in victory is exhibiting

functional impulsivity, characterized by rapid

response time. However, particularly in psychol-

ogy, emphasis is placed on the causes and negative

outcomes of impulsive behavior. For example,

if the same driver skips a race to visit friends, he

or she is engaging in dysfunctional impulsivity,

characterized by an inability to sustain attention.

The Diagnostic and Statistical Manual of

Mental Disorders (DSM-IV TR) defines clini-

cally significant impulsivity in terms of inter-

ference in daily functioning. In the description

I 1048 Impotence

http://dx.doi.org/10.1007/978-1-4419-1005-9_300
http://dx.doi.org/10.1007/978-1-4419-1005-9_1695
http://dx.doi.org/10.1007/978-1-4419-1005-9_1697
http://dx.doi.org/10.1007/978-1-4419-1005-9_185
http://dx.doi.org/10.1007/978-1-4419-1005-9_653
http://dx.doi.org/10.1007/978-1-4419-1005-9_100443
http://dx.doi.org/10.1007/978-1-4419-1005-9_1124
http://dx.doi.org/10.1007/978-1-4419-1005-9_100874
http://dx.doi.org/10.1007/978-1-4419-1005-9_100874


of attention deficit/hyperactivity disorder

(ADHD), impulsivity is referred to as “impa-

tience, difficulty delaying responses,. . . and

frequently interrupting. . . to the point of caus-

ing difficulties in social, academic, or occupa-

tional settings” (American Psychiatric

Association, 2000, p. 86). Great overlap and

confusion exists between the concepts of

impulsive behavior (motivated by a desire to

release tension and/or feel pleasure) and com-

pulsive behavior (motivated by a desire to alle-

viate anxiety).

Delay and Probability Discounting

Devaluing an outcome (positive or negative) in

relation to the length of time that will elapse

before it occurs is known as delay discounting.

Research has found that children prone to delay

discounting – e.g., preschoolers who opt to have

one marshmallow now instead of two after a short

delay – are more likely to struggle socially

and academically in later years (Madden &

Bickel, 2009). Devaluing an outcome (reward or

punishment) according to the likelihood of its

occurrence is known as probability discounting.

Both constructs are hypothesized to play key

roles in impulsive behavior.

Evolutionary psychologists point out that

these tendencies, which favor present rewards,

likely benefited early humans, whose lives

were often short and unpredictable. Missing

out on a meal or a mate in the short term in

hopes of finding a better option later could

result in ruin under such circumstances.

Research suggests that modern humans in eco-

nomically disadvantaged or dangerous envi-

ronments are more likely to engage in

impulsive behavior, including delay and prob-

ability discounting (Grant & Potenza, 2011;

Madden & Bickel, 2009).

Related Health Outcomes

Impulsivity is a key feature in many mental dis-

orders (e.g., ADHD, addictions, mood disorders)

and unhealthy behaviors (e.g., drunken driving,

overeating). Along with sensation seeking,

impulsivity plays a role in risky sexual behavior

(e.g., unprotected sex, many partners) and

alcohol and drug use, all of which increase HIV

risk. It is also theorized that impulsivity may

partially account for increased HIV prevalence

among those with personality disorders, particu-

larly of the antisocial and borderline varieties

(Millon, Grossman, Millon, Meagher, &

Ramnath, 2004).
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In Vitro Fertilization
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Synonyms

ART; Assisted reproductive technology;

Egg donation; Egg donor; Embryo donation;

Gestational carrier; ICSI; In vitro fertilization;

Intracytoplasmic sperm injection; IVF; PGD;

Preimplantation genetic diagnosis; Sperm

donation; Sperm donor; Surrogacy; Surrogate

Definition

In vitro fertilization (IVF) is a method of assisted

reproductive technology (ART) in which eggs

are exposed to sperm in a laboratory, and the

resulting embryos are placed into the uterus to

achieve a pregnancy.

Description

In vitro fertilization (IVF) is a method of assisted

reproductive technology (ART) in which eggs are

exposed to sperm in a laboratory, and the resulting

embryos are placed into the uterus to achieve a

pregnancy. In order to obtain eggs, female patients

take medications to stimulate available eggs to

move forward toward ovulation. Ultrasound and

blood testing monitor the ovarian response. Ultra-

sound-guided egg retrieval is performed when the

eggs are thought to be mature. Once removed, the

eggs are exposed to sperm in the laboratory, or in

vitro (from the Latin root ‘within glass’). Eggs can

either be placed with sperm and incubated over-

night (conventional in vitro fertilization) or a single

sperm can be injected into each egg (in vitro fertil-

ization with intracytoplasmic sperm injection or

ICSI). ICSI is usually used to compensate for low

levels or poorly functioning sperm. After incubat-

ing overnight, embryos are examined to see if

fertilization occurred. The fertilized embryos are

returned to the incubator for an additional

1–5 days, until they are either transferred into the

uterine cavity or frozen for future use. The number

of embryos transferred depends largely on the

age of the recipient woman and the family planning

goals of the intended parents. The American Soci-

ety of ReproductiveMedicine has published guide-

lines to limit the number of transferred embryos

to reduce the likelihood of multifetal gestations.

Some countries legislate the maximum numbers

of embryos to transfer to reduce the risk ofmultiple

births, instead favoring additional cycles using

previously frozen eggs or embryos. Beginning

with ovarian stimulation and ending with embryo

transfer, one IVF cycle can be accomplished in an

approximately 2-week time period; a pregnancy

test occurs 2 weeks after the embryo transfer.

Pregnancy rates per IVF cycle vary widely, and

clinics have published success rates that range from

10% to 70%. These rates depend, among other

factors, on the woman’s age, ovarian reserve, med-

ical comorbidities, capabilities of the laboratory

facility, and the technical expertise of the labora-

tory staff. Pregnancy rates can be reported in many

ways: pregnancy or live birth per IVF cycle,

per egg retrieval or per embryo transfer.
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The percentage of IVF cycles that result in the

delivery of a viable fetus is called the live birth rate.

Frozen embryos can be thawed for future

pregnancies. Women take medications to prepare

their uterus for embryo transfer, but do not need

to repeat ovarian stimulation. Once a patient or

couple completes their family, unused frozen

embryos can be donated (to other people or to

research) or discarded.

Third Party Reproduction

In vitro fertilization has created opportunities for

third party reproduction where another party pro-

vides sperm, eggs, embryos, or the use of their

uterus so a person or couple can become parents.

There are four distinct entities of third party

reproduction; some patients require the combina-

tion of multiple entities.

Gestational Carrier: A gestational carrier is a

woman who agrees to carry, labor, and deliver

a child for another person or couple. Gestational

carriers assist intended parents who do not have a

uterus or in whom pregnancy is medically unsafe.

Carriers are usually financially compensated for

their services.

Egg Donation: Egg donors undergo ovarian

stimulation and egg retrieval to provide an egg

for fertilization in the IVF process. The egg can

be fertilized with either donated or the intended

father’s sperm. The resulting embryo is then trans-

ferred into the intended mother or gestational car-

rier. Egg donors can be known or anonymous.

Anonymous donors and some known donors are

usually financially compensated for services.

SpermDonation: Sperm donors provide sperm

that can be placed inside a uterus to inseminate a

woman (intrauterine insemination or IUI) or used

to create an embryo by in vitro fertilization that

can then be transferred into the uterus of an

intended mother or gestational carrier. Generally,

sperm donors are financially compensated for

their services.

Embryo Donation: Unused embryos from pre-

vious IVF cycles can be donated to another

patient or couple hoping to become parents.

These embryos can be donated in fresh or frozen

form and can be transferred into the intended

mother or gestational carrier.

The American Society of Reproductive Med-

icine recommends the routine use of legal and

psychological counseling when planning third

party reproduction.

Expansions, Controversies, and

Disadvantages of In Vitro Fertilization

As cancer treatments have become more success-

ful, IVF has found a role in trying to preserve

a woman or man’s fertility prior to undergoing

cancer treatment. Since radiation and chemother-

apy are toxic to egg and sperm, men and women

with cancer are often unable to reproduce after

undergoing cancer treatments. Eggs, sperm, or

embryos can be frozen prior to chemotherapy to

facilitate pregnancy after they complete their

cancer treatments. This emerging field of science

within infertility is called oncofertililty.

Another adjunct to the IVF process is preim-

plantation genetic diagnosis (PGD) where

genetic testing is used to screen embryos for

a genetic disease carried by one or both of the

parents. Embryos that are continuing to grow in

the laboratory are biopsied on the third or the fifth

day after egg retrieval. The embryo biopsy is then

tested for the genetic difference the couple carries

(e.g., mutations that would cause cystic fibrosis

or sickle cell disease). Selection of embryos after

PGD can prevent delivery of a child affected with

a genetic disease. Use of PGD for gender selec-

tion or family balancing is highly controversial.

The combination of assisted reproductive

technology and third party reproduction has

allowed postmenopausal women to become

pregnant at any age. The main concerns with

pregnancy at greater age are the increased health

risks to the mother during pregnancy and shorter

time to parent because of her advanced age.

Proponents contend that more important than

a parent’s age is the commitment to a child’s

well-being. Some countries do not legally allow

postmenopausal women to become pregnant

which has resulted in some patients traveling

abroad to pursue IVF.

Frequently reported disadvantages of IVF and

ART include high cost, increased rate of multiple

gestations (twins, triplets, etc.), inability to guar-

antee success, and medications and procedures
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that impart medical risk for the female patient.

A single IVF cycle can cost upward of US

$8,000–$15,000. In the United States, insurance

coverage varies between states. A few states have

mandated coverage in which insurers providing

pregnancy-related benefits must also provide for

the diagnosis and treatment of infertility includ-

ing IVF. This discrepancy between states within

one country exemplifies the ongoing debate as to

whether or not parenthood is a right and fertility

treatments should therefore be paid for with

government funding, or a privilege that only the

medically insured and/or affluent can afford.

Cross-References

▶ Infertility and Assisted Reproduction:

Psychosocial Aspects
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Income Inequality and Health

Douglas Carroll

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Income distribution

Definition

Income inequality is usually defined as the pro-

portion of national income and benefit enjoyed

by a specified proportion, say 50%, of the least

well-off in society. Occasionally, it has been

measured using something called the Gini coeffi-

cient, which is a statistical measure of dispersal.

Applied to national or state income distribution,

a Gini coefficient of 0 would reflect total equality,

whereas 1 reflects complete inequality. Egalitar-

ian countries such as Japan and Sweden have Gini

coefficients ca. 0.25, whereas more unequal

countries like the UK and USA have coefficients

ca. 0.36 and 0.41, respectively.

Description

That health varies with socioeconomic position in

Western societies is now commonplace.

Irrespective of how socioeconomic position is

measured, by occupational status, income, level

of education, or neighborhood deprivation, it

shows a consistent negative association with

most measures of ill health, all-cause mortality,

cardiovascular and cancer (with the exception of

breast cancer in women) mortality, various major
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morbidities, and subjective ill-being. The associ-

ation, however, is not a matter of the very poorest

in society suffering from very poor health while

the rest enjoy uniformly good health. Rather,

there is a continuous gradient linking health

outcomes to fine gradations in socioeconomic

position. The intimate relationship between

sociodemographics and health is nowhere better

illustrated than by studies showing that as socie-

ties becomes less egalitarian, i.e., the socioeco-

nomic ladder gets steeper, so the contingent

health inequalities increase.

Recently, this link between the socioeconomic

inequalities and health has taken a step further, as

a result of studies examining overall health indi-

ces in societies and how egalitarian or unequal

those societies are. Studies have used two sorts of

comparisons: income inequalities and health out-

comes in Western countries (including Japan),

such as life expectancy and mortality rate, and

income inequalities and health outcomes in the

USA. The leading academic players in these two

enterprises are Richard Wilkinson in the UK and

George Kaplan in the USA. Income inequality is

variously measured in these studies, but the out-

come is the same regardless.

Whatever the measure used, income distribu-

tion has been shown to be strongly associated

with differences in population life expectancy

and mortality rates among Western countries

and states in the USA. Put simply, the populations

of more egalitarian countries and states live lon-

ger. Egalitarian countries, such as Japan and the

Scandinavian countries, also enjoy a host other

benefits such as less obesity, lower teenage preg-

nancy rates, less violent crime, and higher child-

hood literacy rates; more equal countries even

recycle more. Egalitarian states in the USA,

such as New Hampshire, Vermont, and Utah,

experience less violent crime and have lower

rates of smoking and sedentary behavior than

more unequal states, such as Alabama, Louisiana,

and Mississippi.

Why might more equal countries and states

apparently do so much better than unequal ones

on a range of health and behavioral outcomes?

Two notions have attracted consideration. The

first is the idea of social capital, i.e., that more

equal countries and states invest more and/or

invest more inclusively and effectively in those

aspects of the social infrastructure that are health

promoting, such as education, health care, safe

roads and transport, and so on. The other idea is

that of social cohesion. It would appear that less

egalitarian societies are less cohesive, engender-

ing among their populations poorer social support

and greater psychological distress, factors that

have been linked to poorer physical health out-

comes. Whatever the case, it is clear that not only

does income inequality have a powerful effect on

population health, but as income equality

changes over time, so too does population health,;

i.e., there are relative health benefits in a society

becoming more egalitarian. Undoubtedly, the

best summary of the recent research on income

inequality and its consequences is by Wilkinson

and Pickett (2009).
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Indicators

▶ Symptoms
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▶ Personality

Individual Differences
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Synonyms

Differential psychology

Definition

Individual differences in behavioral medicine

include demographic, psychological, and/or

behavioral dimensions that are shared by all

people, but upon which individuals differ in

ways that influence their health. For example,

evidence suggests that five personality traits

(openness to experience, conscientiousness,

extraversion, agreeableness, and neuroticism)

are shared among all people, but differences

people exhibit on some of these traits (e.g., con-

scientiousness) account for differences in healthy

behavioral practices, and even mortality rates.

Description

Overview

Individual differences that are known to influence

health include demographic factors (e.g., race, gen-

der, SES), psychological traits (e.g., conscientious-

ness, neuroticism), and behavioral dispositions

(e.g., anger/hostility, coping styles). These types

of individual differences influence health out-

comes in a variety of ways. For example, individ-

ual differences are known to moderate how people

respond to stress, account for differences in the

prevalence rates of chronic illness (e.g., coronary

heart disease), account for differences in healthy

behavioral practices (e.g., dietary habits, regular

medical screenings), and even for differences in

mortality rates.

The value of considering the role of individual

differences in behavioral medicine is twofold.

First, because individual differences are often

associated with different patterns of behavioral

and physiological responses (e.g., how people

respond to stress), individual differences provide

a useful framework through which researchers

and practitioners can understand how different

behavioral and physiological responses influence

health. Second, individual differences allow

researchers and practitioners to identify dimen-

sions on which different people might benefit

from different interventions and treatments.

Associations Between Individual Differences

and Health

The sections below include descriptions of how

selected individual differences are associated

with health. Descriptions of differences in demo-

graphic factors, psychological traits, and behav-

ioral dispositions are used as examples.

Demographic Factors

Race/Ethnicity. A variety of health differences

exist among different minority race/ethnic groups

in the United States, including African Ameri-

cans, Asian Americans and Pacific Islanders,

Latinos, and Native Americans (Whitfield,

Weidner, Clark, & Anderson, 2002). Brief

descriptions of the differences that exist among

each of these groups are provided.

African Americans have higher mortality rates

compared to Caucasians, and this difference may

be due primarily to higher rates of heart disease

and stroke (Potts & Thomas, 1999). Related to

these observations, African Americans also show

greater cardiovascular reactivity to stress (Clark,

Moore, & Adams, 1998). Moreover, there is
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evidence that African Americans also manifest

higher rates of smoking, obesity (at least among

women), risky sexual behavior, and lower rates of

physical activity, all of which contribute to the

mortality rate.

Compared to non-Latinos, Latinos have

higher rates of obesity, diabetes, and hyperten-

sion, all of which are risk factors for cardiovas-

cular disease. These higher rates are likely due to

diets low in fruits and vegetables and high

smoking rates. Latinos also have higher rates of

alcohol use compared to non-Latinos, but report

less risky sexual behavior. In addition, accultur-

ation among Latino populations in the United

States plays an important role in health outcomes.

For example, Latinos who are acculturated in the

United States (e.g., English is the primary lan-

guage in the household) are more likely to smoke

and to do so at greater rates (Navarro, 1996).

More acculturated Latinos are also at greater

risk of having stroke (Ontiveros, Miller,

Markides, & Espino, 1999).

Asian Americans and Pacific Islanders have

the best health profile among ethnic groups in the

United States, and the limited evidence suggests

that this is due, in part, to lower rates of tobacco

and alcohol use. Acculturation among this popu-

lation is also important to health. For example,

new immigrants to the United States often expe-

rience stress due to language and employment

difficulties (Nwadiora & McAddo, 1996).

Native Americans have higher mortality rates

relative to other groups, due to higher smoking

rates, poorer diets that lack sufficient fruits and

vegetables, higher alcohol use, and lower rates of

physical activity. Stress due to acculturation may

also contribute to higher suicide rates (Lester,

1999).

Gender. Mortality rates are higher for men

than women, and men are more prone than

women to nearly all of the leading causes of

death (e.g., cardiovascular disease, accidents).

There is not strong evidence for biological differ-

ences, but there is evidence that men have higher

rates of smoking, alcohol use, and accidents. Men

also have a higher prevalence of hostility, making

them more prone to cardiovascular disease

(Weidner & Mueller, 2000), and men cope less

effectively with stress than women. Moreover,

compared to women, men tend to receive less

social support that can act as a buffer against

psychosocial stressors.

Socioeconomic status (SES). Across racial and

ethnic groups, gender, and age, there is an inverse

relationship between SES and disease morbidity

and mortality. Although it has previously been

speculated that SES-related differences in health

may be due to the overlap between SES groups

and racial and ethnic groups (e.g., African

Americans, Latinos), SES has an independent

effect on health. This effect is due, in part, to

higher rates of smoking, obesity, poorer dietary

habits, and lower usage rates of preventive health

services.

Psychological Traits

Conscientiousness is one of the five factors in the

“Big Five model” of personality and is character-

ized by the tendency to be dutiful, organized, and

industrious. Evidence suggests that conscien-

tiousness is associated with differences in mor-

tality rates. In one study, children who were high

in conscientiousness were shown to be more

likely to live to old age than those low in consci-

entiousness (Friedman et al., 1995). There are

a number of explanations for this association

with mortality rates. Conscientious people are

more successful in avoiding situations that

could potentially harm them, tend to have high

fitness levels and healthy dietary habits (Bogg &

Roberts, 2004), and are more likely to follow

medical recommendations and guidelines. In

contrast, individuals low in conscientiousness

are more likely to use alcohol, tobacco, and

drugs, and engage in risky driving and sex.

(Hampson, Goldberg, Vogt, & Dubanoski, 2006).

Neuroticism is another of the five factors in the

“Big Five model” of personality. It is character-

ized by the tendency to experience negative emo-

tions, and is associated with fearfulness,

irritability, low self-esteem, social anxiety, poor

inhibition of impulses, and helplessness. Ele-

vated levels of neuroticism are associated with

an increased risk for illness, psychological dis-

tress, and an increased mortality risk in

patients with chronic medical conditions
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(Christensen, Moran, Wiebe, Ehlers, & Lawton,

2002). Neuroticism also affects the perception of

physical symptoms. Individuals high in neuroti-

cism tend to recognize and report their symptoms

more quickly, and often present an exaggerated

picture of their symptoms (Ellington & Wiebe,

1999) that can comprise a physician’s ability to

effectively gage a patient’s condition. They are

also more likely to erroneously believe they have

a serious disease. For example, up to 30% of

those who did not have detectable heart disease

after being referred for coronary angiography

were high on neuroticism (Pryor, Harrell, Lee,

Califf, & Rosati, 1983).

Hardiness is a collection of personality traits

that moderate the negative effects of stress. Har-

diness includes the tendency (1) for involvement

in, as opposed to alienation from, whatever one

encounters (commitment), (2) to not feel or act

helpless in the face of adversity (control), and

(3) to accept change as normal in life and an

opportunity for growth rather than a threat to

security (challenge). There is evidence that

under stressful conditions, hardy individuals are

less likely to get sick than non-hardy individuals,

more likely to perceive negative situations posi-

tively, and show less physiological strain than

non-hardy individuals (Contrada, 1989; Maddi,

1998). However, evidence for the associations

between hardiness and objective markers of

physical health has been inconsistent.

Dispositional optimism is the tendency to

believe that good things are likely to happen in

one’s life. People who are high in optimism have

lower blood pressure, less risk of coronary heart

disease, higher levels of pulmonary function in

older men, less cancer mortality among the

elderly, and less illness-related disruption of

social and recreational activities among breast

cancer patients compared to their pessimistic

counterparts. Evidence suggests that optimism

leads people to cope more effectively with stress,

that in turn reduces their risk for illness and

benefits their recovery from serious medical pro-

cedures. This may happen in different ways.

First, the positive mood associated with optimism

may lead to a state of physiological resilience.

For example, the tendency to experience positive

emotional states has been tied to greater resis-

tance to the common cold (Cohen, Doyle, Turner,

Alper, & Skoner, 2003). Second, an optimistic

disposition may improve long-term prospects for

psychological adjustment and health by promot-

ing more active and persistent coping efforts

(Segerstrom, Castañeda, & Spencer, 2003).

Behavioral Dispositions

Hostility is defined as a set of negative attitudes,

beliefs, and appraisals of others that emerged

from studies of Type A behavior patterns. Indi-

vidual differences in hostility also include

aggressive tendencies and anger. Evidence has

found that individuals high in hostility are at

a higher risk for coronary heart disease (CHD)

and higher mortality rates than people lower in

the disposition. Hostility is associated with

heightened inflammatory reactions to stress and

to metabolic syndrome, likely explaining its link

to CHD (Niaura et al., 2002). Differences in

hostility are also associated with increased rates

of hypertension, stroke, and diabetes. Finally,

evidence suggests that individuals high on hostil-

ity may take longer to physiologically recover

from stress (Suarez et al., 1997).

Coping Styles. Individuals tend to cope with

stress differently, through either avoidant or

vigilant coping styles. Avoidant strategies tend

to minimize the impact of the stressor by deny-

ing that a threat exists, suppressing unpleasant

thoughts, or refusing to seek or attend to threat-

ening information. In contrast, vigilant strate-

gies involve actively seeking information about

the stressor and how to deal with it. Each style

has advantages and disadvantages in managing

stress and its effects. Avoiding threatening

events works effectively with short-term

threats; for example, it may be beneficial in

some medical procedures, such as blood dona-

tion or dental surgery. However, avoidance

may not be useful for managing long-term or

persisting threats. Evidence shows that a vigi-

lant style allows individuals to engage in cog-

nitive and emotional efforts needed to deal with

long-term problems, but they may experience

anxiety and heightened physiological reactivity

as a result (Smith, Ruiz, & Uchino, 2000).
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In contrast, the chronic use of avoidance may

heighten the risk of the adverse effects of

stressful life circumstances.

Pathways Through Which Individual

Differences Influence Health

Various theoretical models suggest that individ-

ual differences, such as personality traits, influ-

ence health indirectly through their effect on

people’s appraisal of and coping with stressful

circumstances. The differences in stress appraisal

and coping then influence people’s physiological

and/or behavioral responses. It is the physiologi-

cal and behavioral responses that then have

a direct effect on illness and mortality. In other

words, personality traits and behavioral disposi-

tions are thought to indirectly effect health

through their influence on stress appraisal, cop-

ing, and subsequent responses. Although there is

some evidence for the individual behavioral and

physiological mechanisms through which indi-

vidual differences affect health outcomes, evi-

dence for the entirety of these causal pathways

is incomplete (Smith, 2006).

Evidence for Individual Difference–Based

Interventions

One of the benefits of considering the role of

individual differences in behavioral medicine is

the ability to tailor interventions and treatments

to different types of people. In the sections below,

evidence in support of this approach is briefly

described.

Matching Interventions to Coping Styles. Evi-

dence suggests that patients indicate less dis-

tress during and after stress-inducing surgical

procedures when they are given information

and use coping strategies that match their

preferred styles. For people who prefer

a vigilant coping style, this includes detailed

information about the procedure and directions

to engage in direct forms of coping. For patients

with a preference for avoidant coping, this

includes providing minimal information about

the procedure and directions to engage in

avoidant forms of coping (Martelli, Auerbach,

Alexander, & Mercuri, 1987; Miller & Mangan,

1983). Evidence from an intervention targeting

mammograms suggests that women were more

likely to obtain a mammogram when the mes-

sage advocating mammography matched their

preferred coping style – vigilant messages

contained detailed information about the bene-

fits of mammography, whereas avoidant mes-

sages contained just main points – than when

the messages were not matched to coping style

(Williams-Piehota, Pizarro, Schneider, Mowad,

& Salovey, 2005).

Hostility-Reduction Interventions. There is

evidence that patients with CHD who are also

high on hostility benefit from a hostility-

reduction intervention such that they reported

less hostility and had lower resting blood pressure

as a result (Gidron, Davidson, & Bata, 1999).

There is also evidence that interventions aimed

at reducing hostility and other CHD risk factors

can have beneficial effects on heart rate reactivity

to anger-inducing situations (Bishop et al., 2005).

A few important conclusions can be drawn

from this intervention evidence. First, behavioral

and physiological responses that stem from indi-

vidual differences (e.g., anger/hostility) are

mutable and can be changed via intervention.

This highlights the importance of understanding

the processes through which individual dif-

ferences influence health, in order to screen

for risk factors and target those that may be ame-

nable to change. Second, behavioral interven-

tions can be matched to individual differences

in ways that facilitate optimal adjustment

(e.g., matching to coping styles). It is not clear,

however, whether all types of individual differ-

ences (e.g., neuroticism) would be amenable to

targeted interventions.

Cross-References

▶Coping

▶Ethnic Differences

▶Gender Differences

▶Hardiness and Health

▶Hostility, Cynical

▶Neuroticism

▶ Personality

▶ Sex Differences
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Infant Mortality
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Definition

Infantmortality rate is the number of infant deaths,

defined as children under the age of 1 year old, per

1,000 live births in a given year. Infant mortality is

used as amajor health indicator globally because it

is associated with numerous factors that determine

a country’s overall level of health that include

maternal health, prenatal care access, healthcare

system quality and access, public health practices,

and socioeconomic conditions.

Description

Another indicator used to measure the health status

of a country is the under five mortality rate. The

under fivemortality rate is the probability of a child

born in a specific year or period dying before the

age of 5, expressed as a number per 1,000 live

births. The World Health Organization (WHO)

Millennium Development Goals (MDG) has iden-

tified the reduction of under five mortality rate by

two thirds as goal number 4 to be achieved by 2015.

Variations in infant mortality rates and under

five mortality rates are monitored by global

regions. Child mortality rates have fallen since

1990 in all country-income groups – with the rate

of decline generally faster in high-income andmid-

dle-income countries than in low-income countries.

Median childmortality fell by almost 50%between

1990 and 2008 in lower middle-income countries,

but by only 31% in low-income countries. In 2010,

all regions of the world reported infant mortality

rates below 200 per 1,000 live births. These num-

bers reflect a global improvement from 1970, when

40 countries had rates that exceeded this level.

Globally, infant mortality and under five

mortality rates are estimated from death registra-

tion data that is reported annually to the World

Health Organization. Other sources of data come

from household surveys and census, especially in

countries for which death registration data is not

readily available. World regions with the highest

infant mortality and under five mortality rates are

sub-Saharan Africa and south Asia. Uganda, an

example of a country in the sub-Saharan Africa

region, had an under fivemortality rate of 135 and

an infant mortality rate of 84 according to 2008

WHO data. Regions of the world with the lowest

rates are western Europe, Australia, high-income

areas of Asia-Pacific, and high-income areas of

North America. The UK, New Zealand, and

South Korea are other high-income countries

that lag behind other countries of high-income

levels. In 2008, the infant mortality rate in the

USAwas 7 per 1,000, and the under fivemortality

rate was 8 per 1,000. The country with the lowest

rate was San Marino, a small country located on

the European continent, with a rate of 1 death per

1,000 live births. For a list of infant and under five

mortality rates by country: http://www.who.int/

whosis/whostat/EN_WHS10_Full.pdf.

Reaching MDG 4 will require key interven-

tions, which include access to prenatal and peri-

natal care, improved child nutrition, vaccines,

prevention and management of diarrhea, pneu-

monia and sepsis, malaria control, and prevention

and care of HIV/AIDS. These interventions will

lessen the impact of the six conditions for which

90% of worldwide children deaths are attributed

to: neonatal causes, pneumonia, diarrhea,

malaria, measles, and HIV/AIDS. According to

the World Health Statistics 2010, the key to

reducing infant mortality rates is the reduction

in neonatal mortality, defined as the number of

deaths to infants under 28 days of age in a given

year. Globally, 40% of deaths in children are

attributed to neonatal mortality.

Variations in mortality rates can be attributed

to a country’s region, but also it is largely related

to the level of income of a country, with poorer

countries having higher rates. Least developed

countries have infant mortality rates 10 times

higher and under five mortality is 25 times higher

compared to higher income countries. Not only

between, but also within a country, infant mortal-

ity rates reflect disparities of factors such as race,
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socioeconomic status, education, and housing. For

example in the USA, the gap between infant mor-

tality rates of white and African American babies

is of concern since the rate for African Americans

is twice that of the rate for whites.
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Synonyms

Infection

Definition

Infectious diseases are illnesses caused by

a diverse range of microorganisms. The immune

system fights against such infection. 10% of all

deaths in the UK, approximately 50,000 people

a year, are due to infections, overwhelmingly in

the elderly and worldwide the proportion of peo-

ple dying from infection is 25%. In impoverished

tropical environments many children have a 1:8

chance of dying before their 5th birthday.

Description

Microorganisms which cause infection include

DNA viruses, RNA viruses, bacteria, fungi, pro-

tozoa, and worms. They can also be classified

according to whether they replicate inside or out-

side of cells. Differences between infectious

agents and their sites of replication necessitate

different immune mechanisms for their control.

Table 1 shows the class of microorganism, where

it replicates, examples, and the diseases they

cause.

Mechanical Barriers to Infection

The skin provides a barrier against infection;

when this is intact it provides a relatively effec-

tive protection – but it is easily breached by cuts,

burns, insect bites and skin diseases. The far

larger absorptive surfaces of the intestine and

lungs are inevitably more fragile. Moist mucus

is effective at trapping small dust particles and

droplets containing bacteria or the spores of yeast

and fungi. There is a markedly increased suscep-

tibility to infection associated with defects in the

mucus, as in cystic fibrosis. Congenital defects in

the cilia are also associated with repeated lung

infections; cilia waft mucus towards the main

bronchi and trachea where it is removed by

coughing.

The mouth and pharynx and upper part of the

esophagus are protected by stratified squamous

epithelium but the epithelium of the rest of the gut

is a single layer thick. Mucus again serves to

protect the intestinal wall and injury is rapidly

repaired.
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Drainage and Irrigation

Irrigation is an important means by which

infection is inhibited. For example, the con-

stant flow of urine from the kidneys helps

prevent infection of the urinary tract. Blockage

to the outflow of urine impairs renal function

and there is a considerable danger that static

urine will become infected. Tears, urine,

saliva, bile, pancreatic, mucus, and even seba-

ceous secretions help protect the surfaces they

flow over.

It follows that free drainage of secretions is

important to avoid infection; blockage of the

pharyngo-tympanic tube predisposes to middle

ear infection – the clogged opening to a hair

follicle may result in a boil.

Chemical Protection

Acid secretions of the stomach help to sterilise

the partially-digested food that enters the

small intestine. Many secretions contain sub-

stances that inhibit the growth or survival

of microorganisms; lysozyme in tears is

bactericidal and bile acids inhibit the growth

of some microorganisms.

Normal Bacterial Flora

There are large numbers of bacteria on the skin,

in the mouth and in the large intestine. Normally

these are non-invasive commensal micro-

organisms that do not cause disease. The pres-

ence of this normal bacterial flora helps to inhibit

the invasion of pathogenic bacteria. Loss of the

normal flora associated with the use of antibiotics

or excessive use of antiseptic solutions can pro-

vide an opportunity for pathogenic bacteria to

colonise the vacated tissues. Staphylococcal

enteritis is commonly associated with the use of

antibiotics. Ingestion of large amounts of non-

pathogenic bacteria, such as the lactobacilli

found in yogurt, can help protect against this

unwanted overgrowth of pathogens during anti-

biotic therapy.

Sensory Nervous System

This system is vital in protecting the body, for it

warns of potential tissue damage. Impaired sen-

sation, for example occurring secondary to lepro-

matous leprosy or diabetes can result in patients

unknowingly damaging their skin and other tis-

sues; the damage is compounded by secondary

infections.

Good Public Health and Hygiene

Clean water supply, good nutrition and reason-

able standards of hygiene in preparing food have

made an immense contribution to the reduced

incidence of infection and increased good health

and longevity enjoyed by developed countries

compared with parts of the world where these,

at best, are available only erratically.

Factors Associated with Increased

Susceptibility to Infection

Impairment of any of the protective systems

listed above increases susceptibility to infection.

Certain other factors should be considered.

The immune system cannot gain access to

dead, avascular tissue; foreign bodies in the

tissues can have the same effect. Examples of

sites where infection can gain hold are: infarcts

Infectious Diseases, Table 1 Microorganism types and

the diseases they cause

Class and site

of replication Examples Disease

DNA viruses

(intracellular)

Varicella zoster Chicken pox

Epstein-Barr

virus

Glandular fever

RNA viruses

(intracellular)

Rhinoviruses Common cold

Rotaviruses Gastroenteritis

Bacteria

(extracellular)

(Intracellular)

Staphylococci Skin infections

Streptococci Tonsillitis,

pneumonia, impetigo

Salmonella Gastroenteritis,

enteric fever

Mycobacteria Tuberculosis, leprosy

Fungi

(extracellular)

(Intracellular)

Candida Thrush

Pneumocystis Pneumonia

Protozoa

(extracellular)

(Intracellular)

Entamoeba Colitis, liver abscess

Plasmodium Malaria

Worms

(extracellular)

(bowel)

Filarioidea Filariasis

Cestodes Tapeworm
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(tissues that have died because their blood sup-

ply has been interrupted, e.g., by a blood clot);

accumulations of fluid (e.g., bruises, abscesses,

hydronephrosis) – it is important that these are

drained; scar tissue such as fibrous adhesions in

the peritoneal cavity following abdominal sur-

gery; dead bone caused by lifting of the perios-

teum or trauma; collapsed lung tissue; other

dead tissue produced by burns, trauma and

chemical injury; blocked secretions and drain-

age e.g., middle ear infections, boils, and

pyelonephritis.

Innate Immunity

The surfaces of the body (skin, mucous mem-

branes) provide a barrier against infection.

These physical barriers are reinforced by secre-

tions. If these barriers are penetrated a wide

variety of immune mechanisms utilising pro-

teins and cells act to control and eradicate infec-

tion. These immune mechanisms are targeted

by molecular recognition of the micro-organ-

ism. Micro-organisms are sufficiently different

from mammalian tissues that a small range

of molecules is sufficient to recognise almost

any micro-organism and not interact with nor-

mal self. This finite range of molecules that

recognise microrganisms is encoded in the

mammalian genome and accounts for <100

of the 25,000 or so total genes. The immune

mechanisms that are targeted by these mole-

cules are classified as non-adaptive (or innate)

immunity.

Adaptive (Specific) Immunity

There is a second category of immune

mechanisms that is not effective when a new

micro-organism is first encountered but which

over a period of a week or two adapts to provide

specific defence against that particular micro-

organism. This specific defence system employs

a variety of effector mechanisms which alone and

more usually by enhancing non-adaptive immune

mechanisms, efficiently control almost all infec-

tions. This is called adaptive (or specific) immu-

nity and relies on cells called T and B,

lymphocytes. These lymphocytes recognise

micro-organisms by the T cell receptor and the

B cell receptor respectively. The molecular part

of the micro-organism that these receptors bind to

is called antigen and so they are sometimes called

antigen specific receptors.

Main Sources of Infectious Disease

Many bacteria have medical importance, and

they can cause devastation in countries like

Africa, such as Salmonella, but have only minor

clinical importance in the West. Not all bacteria

are bad in fact pure pathogens make up only a tiny

number of bacterial species, although many bac-

teria can act as pathogens if the host becomes

immunocompromised. Bacteria are essential for

life and of all the cells in the body only 10%

belong to the body, the overwhelming majority

of the rest are bacteria, residing on surfaces such

as skin, gut, mouth etc. In fact the mouth can have

a greater concentration of bacteria than the gut or

in faeces. This normal flora helps by, amongst

other things, occupying sites pathogens would if

they got the chance and there is competition

between different bacterial species to reside on

you as much as there is competition between

bacteria and the host.

What is a Bacterium?

Bacteria are living organisms that are called pro-

karyotes because they lack a cell nucleus. They

all contain DNA and RNA but the lack of

a distinct nucleus means transcription and trans-

lation can occur concomitantly. Medically, it is

important to understand the structure of

a bacterium, particularly its external structure

because this is the part of the organism most in

contact with the host so it protects the bacterium

(e.g., capsules can prevent somewhite blood cells

called phagocytes from engulfing the bacterium)

but it can also warn the host of an “intruder”

(e.g., lipopolysaccharide is extremely pro-

inflammatory at even tiny concentrations).

Lastly, bacterial structure, particularly the cell

wall, can reveal a mountain of information on

what genus and species the bacterium is. Another

key feature is that bacteria generally divide very

rapidly, in test-tubes this generation time can be
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once every 20 min (somewhat slower in vivo),

although there are exceptions such as some

mycobacterial species such as M. tuberculosis
divide once a day. This compares with

a division rate of about once every 6 h for

a B cell and a generation for humans is

25 years. This means bacteria can evolve much

more quickly than the host and it can also acquire

resistance against drugs very quickly (sometimes

through taking up extra bits of DNA called plas-

mids). This is why effective, controlled use of

antibiotics is so important. To put this in context

this means, in theory, 1 bacterium can become

10,000,000,000 after 12 h and every hour of delay

means that there could be 10�more bacteria than

before. This is why rapid treatment of aggressive

infections is essential.

Bacteria come in many shapes and their

shape can be used to help identify them. In

1884 a Danish boffin called Hans Christian

Gram developed a technique using dyes that

could differentiate between certain types of

bacteria, this is the Gram’s stain and histori-

cally has been very important in medicine. This

is because it is speedy and economical.

Although not infallible, it is very important

medically because it can reveal what the bacte-

rial species is, frequently without culturing the

bug, by directly staining the biopsy or smear

etc. and is able to differentiate at least four

different types of bacteria: Gram positive or

Gram negative rods or cocci (round). It works

by first adding crystal violet as a dye. This is

then fixed by iodine. Addition of 95% ethanol

or acetone allows the crysal violet-iodine com-

plexes to wash away from Gram-negative bac-

teria but they get trapped in the thick,

dehydrated peptidoglycan of the Gram-positive

bacteria. Lastly a counterstain is added to visu-

alise the Gram-negative bacteria. The whole

process takes less than 5 min. Some bacteria

fail to be detected by Gram staining, this may

be because for instance they lack peptidoglycan

(Mycoplasma) or have a complex cell wall

(Mycobacteria). Under these circumstances dif-

ferent staining is required e.g., Ziehls-Neelsen

stain for acid-fast mycobacteria.

What Infections are Caused by Bacteria?

Many previously destructive diseases such as

syphilis, tuberculosis, tetanus and diphtheria

are now well controlled in the West due to

improvements in public health, vaccination and

antimicrobial treatment. Elsewhere in the world

they are a tragic burden that can stifle economic

and social development. Some infections likely

to be encountered in the West include those

caused by: Staphylococci, Staph. Aureus, b
haemolytic group A streptococci (Strep.

pyogenes is the beast) cause many of the most

severe infections, group B are usually problem-

atic in new-born babies. Mycobacterium

tuberculosis causes tuberculosis, Clostridia,

which include: gram positive spore-forming

anaerobic rods. C. perfringens – gas gangrene:

C. difficile – pseudomembranous colitis. Pseu-

domonas aeruginosa – aerobic Gram-negative

opportunist particularly in infections in burns.

The list goes on and on: E. coli (Urinary Tract

Infection, gut); Campylobacter jejuni (gut); Sal-
monella etc.

What is a Virus?

Viruses are submicroscopic, obligate intracellu-

lar parasites. They have no metabolic activity

outside the host cell, and thus cannot be consid-

ered to be “alive.” At the most basic level, a virus

particle (virion) consists of a nucleic acid genome

surrounded by a protein shell, which may also be

surrounded by a membranous envelope. Virions

cannot themselves “grow” or undergo division

(as bacteria can) but are produced by assembly

of preformed components.

Classification of Viruses

Viruses can be classified according to their

genomes. These genomes can be more varied

than those seen in the entire bacterial, plant or

animal kingdom. Viral nucleic acid can be RNA

or DNA; single stranded (ss) or double stranded

(ds); negative (�), positive (+) or ambisense

(+/�); linear circular or segmented. Examples

of diseases caused by viruses include: Herpes

Simplex Virus, adenovirus, Parvovirus, Reovi-

ruses, Bluetongue, Hepatitis C, Polio, Yellow
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Fever, Influenza, Ebola, Measles, Human Immu-

nodeficiency Virus, human T-cell lymphotropic

virus type 1, and Hepatitis B.

Virus Structure

The viral genome is wrapped up in a coat made

up of multiple copies of a small number of spe-

cies of protein molecules. Virus particles often

form regular geometric shapes, such as helices

or icosahedra. There are hundreds of virus

structures.

Replication of Viruses

Viruses can replicate only when they infect

a susceptible host cell. Following attachment

and entry into the cell, the components of the

capsid are partially disassembled and the virus

begins to direct the cell to synthesise viral com-

ponents. During this “eclipse” phase, where these

new components are being synthesised, infec-

tious virus cannot be recovered. Once the viral

genome has been replicated and the viral proteins

synthesized, new virus can be assembled. These

new viruses may be released from the cell by

budding or by cell lysis. The time taken for

release of new infectious virus can range from

minutes in the case of some viruses (foot and

mouth) to several days.

For more detailed information, see Janeway,

Travers, Walport, and Shlomchik, (2005).
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Synonyms

ART; Assisted reproductive technology; In vitro

fertilization; Infertility-related stress; Intrauter-

ine insemination; Involuntary childlessness; IUI;

IVF

Definition

Infertility is defined as the inability to become

pregnant with regular intercourse without the use

of contraception within 1 year for women up to

age 35 and within 6 months for women older than

35. The term infertility is not synonymous with the

term sterility (i.e., the physically or medically

diagnosed inability to become pregnant). Couples

with diagnosed infertility may become pregnant

through natural intercourse or through the

assistance of fertility treatments. Such treatments

range from administration of medication to

more advanced techniques such as intrauterine

insemination (IUI) or assisted reproductive

technologies (ART) involving the handling of

both sperm and egg, such as in vitro fertilization

(IVF). Fertility treatments also may involve

third-party reproductive options including the use

of donor gametes or embryos aswell as surrogates.

The term involuntary childlessness may be used in
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reference to individuals or couples with infertility

that are unsuccessful in achieving pregnancy or

live-birth delivery. Psychosocial aspects refer to

the stressors (i.e., psychological, social, and

structural) and consequences associated with

infertility and assisted reproduction.

Description

Background and Epidemiology

Infertility is a fairly common condition that

affects 72.4 million individuals worldwide. In

the USA, 7.4% of married couples of reproduc-

tive age experience infertility and 12% of couples

experience more broadly defined “subfecundity,”

which includes difficulties becoming pregnant or

carrying a pregnancy to term. Risk for infertility

increases with age, particularly among women

over 35 years. Rates vary with sociodemographic

characteristics, with greater risk of infertility

among Hispanic and non-Hispanic black women

and women who have not completed college

(Chandra, Martinez, Mosher, Abma, & Jones,

2005). Couples may experience “primary infer-

tility” during their first attempt to conceive or

“secondary infertility” during attempts to con-

ceive subsequent to prior successful conception.

Secondary infertility is more common, with 35%

of couples unable to have a second child and

approximately 70% of women with infertility

having been pregnant at least once. Secondary

infertility disproportionately affects African

American women compared to Caucasian

women.

Infertility has numerous causes, which may

be attributed to either the female or male partner,

as well as a combination of factors, or may be

medically unexplained or idiopathic. Common

causes of female-factor infertility include poly-

cystic ovary syndrome (PCOS), anovulation,

tubal damage, endometriosis, uterine fibroids,

pelvic adhesions, and history of cancer or sexu-

ally transmitted infection (STI). Male-factor

causes of infertility can include low sperm

count or motility, varicocele, and history of

STI. A number of lifestyle factors can contribute

to infertility, including obesity, smoking, and

alcohol use. Being underweight can also under-

lie infertility, as in the case of anovulation

secondary to anorexia nervosa in women. Psy-

chological stress has been implicated in infertil-

ity, although research attempting to elucidate

this hypothesized relationship has produced

equivocal results.

Numerous medical interventions have been

developed to assist couples with infertility to

achieve pregnancy. Worldwide, approximately

40 million individuals receive fertility-related

medical care. In the USA, about 12% of women

receive at least one type of fertility-related med-

ical services in their lifetimes and about 8%

receive medical help to become pregnant in

their lifetimes. Available treatments vary by spe-

cific cause of infertility and include surgeries to

repair tubal damage, hormonal treatments to

stimulate ovulation, IUI, and ART procedures

such as IVF and intracytoplasmic sperm injection

(ICSI). Third-party reproductive treatments,

including gamete donation or use of gestational

carriers (i.e., surrogates), also are available.

These treatments vary considerably in their pro-

cedures, costs, time commitments, and many

other aspects. Appropriate treatments vary by

case, with some initiating fertility treatment

with a less intrusive method (e.g., Clomid to

simulate ovulation stimulation) before advancing

to more invasive techniques (e.g., IVF) if early

treatments are not successful. These treatment

methods primarily involve the female partner as

the patient, regardless of a couple’s cause of

infertility. Of note, these treatments also may be

utilized by women who do not have infertility but

who require medical assistance to become preg-

nant due to absence of a male reproductive

partner.

Psychosocial Stressors

The experiences of infertility and fertility

treatment are fraught with psychosocial stressors

that contribute to distress. Because many women

with infertility pursue medical intervention, and

because research studies utilize varying sampling

and assessment methodologies at widely varying

time points during a couple’s infertility experi-

ence, it is challenging to parse out distress caused
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by infertility from that caused by fertility treat-

ment. Below, the psychosocial stressors and con-

sequences of both infertility and its treatment are

discussed.

The experience of infertility is often a devas-

tating disappointment to individuals and cou-

ples. The vast majority of young adults, when

surveyed, report intentions to have at least one

child in their lifetime. Receiving a diagnosis of

infertility therefore significantly threatens hopes

and expectations regarding parenthood and

social roles. Reactions may include initial

shock and disappointment; anger at oneself,

one’s partner, or others with children; hopeless-

ness; loss of control; and guilt or self-blame

(e.g., over attributions of infertility, such as con-

traceptive choices, prior elective abortions, or

STIs). Further, individuals may confront chal-

lenging decisions regarding resolution of their

infertility, including whether to pursue (or con-

tinue) fertility treatments, consider adoption, or

remain childless. Additionally, during the

course of fertility treatments, couples may con-

front difficult decisions such as whether to

attempt subsequent treatment cycles in the

event of treatment failure, to invest greater

funds for more advanced medical procedures in

hopes of increasing potential for success, or to

undergo a selective reduction to reduce risk in

a multiple pregnancy, which has a higher inci-

dence in those receiving fertility treatment. Cul-

tural and religious factors may influence and

complicate these decisions.

The medical and procedural aspects of fertility

treatments present myriad challenges. Many

treatment options are time-consuming and

physically invasive. For example, medications

often are administered in injectable formats,

which can be painful and inconvenient, and

many women report unpleasant side effects of

hormonal medications such as mood swings.

Women receiving ART treatments may need to

visit their physician several times per week and

routinely undergo blood work and uncomfortable

vaginal ultrasounds. ART protocols require

surgical procedures to retrieve eggs and implant

embryos. Even when pursuing less technologi-

cally complex fertility treatments, couples may

be required to adhere to carefully timed

intercourse, which can be difficult and emotion-

ally taxing for both partners. Awaiting results of

pregnancy testing following fertility treatments

can be extremely stressful and anxiety-provok-

ing. The rate of treatment failure is high, with

only about 35% of ART treatments resulting in

pregnancy. Even after achieving pregnancy,

individuals may experience stress related to the

threat of or actual miscarriage, which occurs in

about 17% of ART pregnancies. Miscarriage is

more likely to occur in women with a history of

prior miscarriage, further compounding grief and

distress for a subset of women. Treatment success

is impacted by patient factors including patient

age, number of follicles, and use of ovarian

stimulation medications.

Fertility treatments, particularly ART, are

extremely expensive, and low success rates

often necessitate multiple treatment cycles to

achieve a pregnancy. In general, costs for fertility

treatment range from roughly $1,000 for medica-

tion treatments to tens of thousands of dollars

for more advanced treatments such as IVF

(�$40,000) and IVF with donor gametes

(�$70,000); costs per successful outcome are

much higher due to adjustments for low success

rates. Some nations subsidize the cost of fertility

treatments, but in the USA, only 15 states cur-

rently require possible coverage for fertility-

related medical appointments or treatments, and

Medicaid insurance does not provide any such

coverage.

Although non-Caucasians are most affected

by infertility, the majority of individuals receiv-

ing fertility treatment in the USA are Caucasian

and come from socioeconomically advantaged

backgrounds. Factors likely to explain this dis-

parity include prohibitive treatment costs and

lack of insurance, as well as culture-specific

concerns about using reproductive technolo-

gies, spiritual beliefs, and mistrust of or

difficulties communicating with health-care

providers.

Infertility is considered stigmatizing in cul-

tures across the world, including in the USA.

Parenthood often is viewed as a primary adult

role, and many women may internalize negative
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social appraisals of childless women as selfish,

unnatural, unfeminine, and inadequate, even

when childlessness is involuntary. Women with

infertility may believe that their bodies are abnor-

mal or “handicapped” and may feel alienated and

isolated from their fertile peers. Perceived stigma

can produce perceptions of low social support,

which in turn corresponds to increased anxiety or

depression (Slade, O’Neill, Simpson, & Lashen,

2007). Women may encounter unsupportive

social interactions marked by insensitive com-

ments by family, friends, or acquaintances,

which may be perceived as intrusive, blameful,

or critical, impacting self-esteem and causing

significant distress (Mindes, Ingram, Kliewer, &

James, 2003). Many women choose to keep their

infertility private and experience difficulties

discussing their infertility experiences with

others, including close friends and family.

Among women seeking fertility treatment for

reasons other than infertility, other stressors

arise. These individuals may include single

women, women in same-sex couples, and

women who are not yet experiencing infertility

but anticipate future threats to their fertility

(e.g., due to cancer treatments or older age),

who may choose to freeze eggs or embryos.

Medical interventions to help these individuals

to achieve pregnancy are increasingly common,

but stigma continues to surround the choice to

raise children in nontraditional family arrange-

ments such as single-parent or same-sex parent

households. Additionally, due to the absence of

a male reproductive partner, single and lesbian

women utilize donated sperm, a reproductive

option that introduces decision-making regard-

ing which sperm donor to select, whether to

select a known or anonymous donor, and

whether and how to disclose the child’s

paternity to family, friends, acquaintances,

and to the child. Less information is available

about the psychosocial experiences of these

populations, because the majority of studies

examine heterosexual samples with infertility.

As these populations are likely to encounter

uniquely stressful experiences, careful attention

from both the research and clinical communities

is warranted.

Psychosocial Consequences of Infertility and

Fertility Treatment

Individuals with infertility are at increased risk

for emotional stress and psychiatric morbidity.

Infertility-related stress is pervasive within this

population. Such stress may relate to many of the

stressors discussed above and is also thought to

derive from intimate relationship strain, impact

of infertility on sexual functioning, social rela-

tionship strain, and the profound conflicts sur-

rounding potential childlessness and need for

parenthood. While such stress affects both

sexes, research has consistently revealed that

women typically experience infertility-related

stress to a greater degree than their male counter-

parts. Women consistently place greater empha-

sis and importance on having children compared

to their male counterparts and are less open to

the possibility of remaining childless when

confronting infertility. This greater emphasis on

having children corresponds to higher infertility-

related stress among women. Despite the height-

ened impact of infertility-related stress on

women, infertility-related stress appears to

covary between both members of the same cou-

ple, suggesting that the burden of infertility-

related stress is often shared.

Mood and anxiety symptoms and disorders are

elevated among individuals with infertility.

Research has consistently demonstrated a link

between infertility-related stress and psychologi-

cal adjustment. Women with infertility have

higher anxiety symptomatology as well as higher

rates of Generalized Anxiety Disorder (GAD)

(King, 2003). Anxiety is thought to stem from

uncertainty related to fertility status and

treatment outcome, which is supported by the

lack of association between GAD and sterility

(or diagnosed inability to become pregnant).

This uncertainty may persist for quite a long

time, as couples may pursue fertility treatment

or hold hope for a natural pregnancy for many

years. Depressive symptomatology and depres-

sive disorders are also elevated among individ-

uals with infertility, with research revealing

higher rates of diagnosable depressive disorders

among the infertility population than among the

general population. Depression may prevent
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some women from seeking treatment and may

also impact engagement in activities that might

combat the stress of infertility. For some, fertil-

ity treatment may be implicated in the genesis or

exacerbation of depression, with many studies

reporting that women were psychologically well

adjusted upon entering treatment but became

significantly depressed during and after treat-

ment (Eugster & Vingerhoets, 1999). Unsuc-

cessful treatment can increase women’s

distress, and while most adjust over time, some

women may experience more severe or persis-

tent negative emotions (Verhaak et al., 2007).

Grief and complicated bereavement may also

occur following unsuccessful treatment. The

occasional incidence of psychiatric events in

response to fertility treatment has been reported,

which may be partly due to interactions with

hormonal treatments; uncommonly, these can

include severe reactions such as psychotic expe-

riences, with greater risk among women with

past psychiatric histories.

Infertility can have a profound impact on

partner relationships. Stressors relevant to

intimate relationships, such as blaming oneself

or one’s partner for causing the fertility problem,

discordant stress responses to infertility, and

sexual dissatisfaction and low sexual self-

esteem, can produce significant strain. Intimate

relationship problems can contribute signifi-

cantly to general distress associated with infer-

tility. Research has indicated associations of

poorer marital adjustment, disapproval from

the spouse, and problems in the marital relation-

ship with infertility-related stress and anxiety.

Difficulties communicating about the infertility

experience are also associated with infertility-

related stress. Both women and men may be

deeply affected by marital strain associated

with infertility.

Infertility can also strain social relationships.

Given the private nature of infertility described

above, individuals may have difficulty commu-

nicating with others about their experiences.

Both disclosure and nondisclosure can be

distressing; women who have difficulty commu-

nicating about their infertility tend to experience

greater stress and distress, but communication

may also intensify feelings of distress or

may be met with stigmatizing or unsupportive

responses. Women may feel distanced from

friends or family members with children, as it

may be difficult to spend time with others who

are experiencing parenthood. This may result in

women isolating themselves from friends and

family, posing barriers to accessing social

support that may otherwise buffer against the

deleterious effects of infertility-related stress.

Couples who achieve a successful outcome

after fertility treatment generally experience

remission of distress experienced during infer-

tility and treatment. However, it is well

documented that emotional burden, psychologi-

cal distress, and difficulty coping are among the

most common reasons for couples choosing to

drop out of fertility treatment without achieving

a successful outcome, even when controlling for

the influences of treatment prognosis and finan-

cial constraints. Roughly half of fertility patients

discontinue treatment under these circumstances

without achieving a successful pregnancy. For

couples making this choice, reported motivation

to relieve emotional burdens presented by fertil-

ity treatment implies that discontinuing treat-

ment may relieve some anxiety or distress and

may enable pursuit of alternative resolutions to

infertility; these individuals may feel released

from a painful emotional cycle of anxiety,

hope, disappointment, and grief. However, this

decision may also mark the painful loss of hope

to become a biological parent and may be

accompanied by grief, anger, and a sense of

failure.

Psychological Interventions for Infertility-

Related Distress

A number of psychological interventions have

been developed for women and couples with

infertility, with fairly strong empirical support

for their efficacy. Goals for these interventions

often are to help women manage the emotional

challenges of fertility treatment, although some

have evaluated their utility in bolstering preg-

nancy rates. Efficacious treatments often utilize
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cognitive-behavioral and mind/body approaches,

incorporating psychoeducation, stress manage-

ment, communication skills training, cognitive

approaches to address attributions for infertility,

and other coping strategies. Sexual functioning

and adherence to timed sexual intercourse also

may be addressed. Many interventions are

conducted in group formats, although individual

and couples’ counseling are also commonly

recommended for those struggling with significant

distress. General support groups are commonly

utilized, having long been considered a founda-

tional support resource for women experiencing

the isolating and stigmatizing effects of infertility.

Social support and communication with others

about infertility-related experiences is associated

with reduced stress and emotional distress as well

as reduced perceptions of stigma. Psychological

interventions have been most efficacious in

treating affective variables like anxiety and

depression, and have less support for improving

relationship functioning (Boivin, 2003).

Psychosocial Support in the Twenty-First

Century

Despite the availability and efficacy of these

interventions, they are consistently underutilized.

This may be due to the perceptions that these

treatments are too time-consuming, expensive,

or invasive or that distress does not warrant pro-

fessional intervention (Boivin, 2003). This indi-

cates a need to explore alternative sources of

support that may be more consistent with the

preferences of the population.

In the past decade, a well-documented trend

has emerged regarding women’s increasing

reliance on Internet resources for emotional and

informational support related to infertility. Within

the infertility population, websites and interactive

communication forums are popular, particularly

among women. They provide opportunities to

access support at any hour of the day, from the

convenience of one’s home, and in an anonymous

manner without the stigma or discomfort of

speaking to others face to face. Reading web con-

tent, including dynamic discussions by others on

communication forums, shares qualities with

bibliotherapy, while contributing to such discus-

sions by writing messages may share some char-

acteristics with written emotional expression as

well as engagement with face-to-face social

support.

Emerging research regarding psychosocial

impact of web-based support reflects several

unique and generally positive features, including

reduced isolation, normalization of emotional

experiences, improved fertility-related knowl-

edge and decision-making, and improvements in

the partner relationship due to decreased burden

on the spouse for support. However, researchers

raise concerns over the potential for harmful

effects. For example, the quality of web-based

resources is often questionable, and the vast

majority of websites addressing fertility-related

information do not adhere to proposed quality

standards; furthermore, in websites that enable

contributions from the public, there is a very

real possibility for exposure to misinformation

and unsupported, anecdotal information.

Research has revealed a small possibility that

individuals may experience negative emotions

as a result of using web-based resources and

communication, including painful reactions to

hearing either happy or sad fertility-related

news of others, as well as the potential for

disinhibited, harsh communication directed at

specific group members. More research is needed

to explore the effects of Internet-mediated support

to inform patients, medical providers, and admin-

istrators and guide the development of such

resources to best meet the needs of the population

inmanaging the psychosocial aspects of infertility.
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Definition

The term “inflammation” is derived from the

Latin inflammare which translates to “to set on

fire.” Inflammation as a process is a component

of the overall immune response against invading

pathogens and/or tissue damage. A local inflam-

matory response at a site of a wound and/or

infection is characterized by the classical symp-

toms calor (heat), rubor (redness), dolor (pain),

tumor (swelling), and functio laesa (loss of func-
tion). These symptoms are the result of the

inflammatory response system being activated

in the affected tissue. More specifically, the

inflammatory response is started by local resi-

dent cells of the innate immune system, which

secrete inflammatory mediators and other effec-

tor substances. These substances induce vasodi-

lation (dilation of the blood vessels), which

allows increased blood flow to the affected area

and also causes rubor and calor. Related to this,

an increased permeability of the blood vessel

walls allows plasma exudation (transfer of

blood plasma) into the affected tissue, which

accounts for the swelling. Circulating immune

cells are attracted to the affected site through

chemotaxis and adhesion molecules (cells are

attracted by chemical signals on the surface of

cells lining the blood vessels), and leave the

blood vessel to enter the affected tissue and

help fight infection or contribute to wound

healing. Pain is a result of the same
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inflammatory cells releasing bradykinin (a sub-

stance that lowers pain thresholds), while loss of

function is a non-specific consequence of local

inflammation.

Description

Different Forms of Inflammation

Depending on the efficiency of the inflammatory

machinery in relation to the extent and virulence

of the invading pathogen, this response might be

contained and resolved, and thus remains local, or

it might spread to the rest of the body, thereby

initiating a systemic inflammatory response. One

form of systemic inflammation is sepsis, which is

characterized by hyper amplification of inflam-

matory processes with deleterious effects on the

organism, including organ failure and/or death

(Cinel & Opal, 2009).

Another, more recently described form of

systemic inflammation is chronic low-grade

inflammation (Danesh, 1999). This phenome-

non, also described as low-grade systemic

inflammation, is characterized by increases in

concentrations of the same plasma mediators

that signal and contribute to local and other

forms of systemic inflammation, that is, mainly

interleukin-6 (IL-6) and C-reactive protein

(CRP). However, concentrations are markedly

lower than those measured, for example, in

sepsis, but still increased in comparison to the

non-inflamed state of a young and healthy

organism.

Age, Lifestyle, and Inflammation

An important characteristic of chronic low-grade

inflammation is its association with age.

Although it is currently unclear whether increas-

ing concentrations of inflammatory mediators are

a consequence of the aging process per se, there is

compelling evidence that as organisms age, their

plasma concentrations of IL-6 and CRP increase

slowly, but steadily (Ershler, 1993). Several life-

style factors have been found associated with

low-grade inflammation, the most important of

which appear to be physical inactivity, nutrition,

and obesity as a consequence of both. Adipose

tissue is an important source of inflammatory

cytokines, such as IL-6, and increased presence

of adipose tissue is associated with increased

plasma concentrations of inflammatory media-

tors (Yudkin, Kumari, Humphries, & Mohamed-

Ali, 2000). Furthermore, certain diets, such as

typical high fat, high carbohydrate “western”

diets, have been associated with low-grade

inflammation, while diets with high contents of

omega-3 fatty acids, fruits, vegetables, and nuts,

as well as typical “Asian” diets seem to be anti-

inflammatory (Giugliano, Ceriello, & Esposito,

2006). Another behavioral or lifestyle factor is

tobacco smoking, which is associated with

increased plasma concentrations of inflammatory

mediators (Bazzano, He, Muntner, Vupputuri, &

Whelton, 2003).

Long-Term Consequences of Inflammation

While sepsis is acutely life-threatening, one of

the most important and disadvantageous forms

of inflammation in terms of long-term conse-

quences is probably chronic low-grade inflam-

mation. There is now strong evidence pointing to

a central role of low-grade inflammation in

many age-related diseases such as cardiovascu-

lar disease, insulin resistance and type 2 diabe-

tes, osteoporosis, and cancer (see Ershler, 1993).

Several prospective studies have found that

increased concentrations of IL-6 and CRP in

older adults are a strong predictor of morbidity

and all-cause mortality (Ridker, Cushman,

Stampfer, Tracy, & Hennekens, 1997; Ferrucci

et al., 1999; Bruunsgaard et al., 2003). Many of

the pathways between low-grade inflammation

and age-related diseases are becoming better

understood now. Atherosclerosis, the patho-

physiological process underlying heart disease

and strokes, has been shown to be essentially

a local inflammatory response in artery walls,

and as such can be stimulated more easily and

strongly in individuals with higher plasma con-

centrations of inflammatory mediators. Simi-

larly, the process underlying insulin resistance

is becoming more and more understood, and

inflammatory mediators seem to play an impor-

tant role in the ability of target cells to under-

stand insulin signals.
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Inflammation in Behavioral Medicine

In summary, chronic low-grade inflammation can

be an important process to consider for

researchers and practitioners in behavioral medi-

cine, as inflammation is prospectively related

with some of the most important diseases of

later life, and because inflammation is under the

control of the central nervous system. Several

pathways link states of the central nervous system

with peripheral inflammation. Most notably,

recent research has shown that low-grade inflam-

mation is more pronounced in individuals suffer-

ing from chronic stress, depression, and

posttraumatic stress disorder (e.g., Ford &

Erlinger, 2004; Miller & Blackwell, 2006). Sim-

ilarly, acute stress has been shown to induce

short-term increases in plasma inflammatory

mediators (Steptoe, Hamer, & Chida, 2007).

Recent research indicates that increased inflam-

matory mediators in depression are in part medi-

ated by negative changes in health behaviors,

most notably by reduced physical activity, but

the same research also shows that a large propor-

tion of this association must be explained by

additional factors (Hamer, Molloy, de Oliveira,

& Demakakos, 2009). Typical candidates are the

stress systems hypothalamus-pituitary-adrenal

(HPA) axis and autonomic nervous system

(ANS), which show altered basal activity in

many stress-related diseases, including depres-

sion and PTSD, and which are important regula-

tors of inflammatory activity. Importantly, the

ability of the inflammatory system to understand

these stress systems’ signaling changes after

acute and chronic stress, and alterations in the

inflammatory system’s sensitivity to these sig-

nals, can help explain long-term health effects

(for a summary see Raison & Miller, 2003;

Rohleder, Wolf, & Wolf, 2010).

In addition to this efferent CNS-to-periphery

pathway, inflammatory mediators also send sig-

nals to the CNS, leading to a set of symptoms

summarized as sickness behavior. These symp-

toms include affective effects, most notably

depressive symptoms and fatigue, but also alter-

ations in sleep and cognition (Dantzer,

O’Connor, Freund, Johnson, & Kelley, 2008).

Sickness behavior is strongest in the context of

acute infection, cytokine therapy, and sepsis, but

evidence is accumulating in support of the

assumption that low-grade inflammation is suffi-

cient to induce depressive symptoms, cognitive

decline, and other components of sickness behav-

ior, albeit less pronounced (see, e.g., Raison,

Capuron, & Miller, 2006; Alley, Crimmins,

Karlamangla, Hu, & Seeman, 2008).
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Inflammatory Bowel Disease

Yukari Tanaka and Shin Fukudo

Department of Behavioral Medicine, School of

Medicine, Tohoku University Graduate,

Aoba-ku, Sendai, Japan

Synonyms

Colitis

Definition

Inflammatory bowel disease (IBD) is a specific

group of chronic inflammatory conditions of the

intestine. IBD consists of the two major dis-

eases: ulcerative colitis (UC) and Crohn’s

disease (CD). UC causes inflammation in the

rectum, colon, and infrequently the terminal

ileum. CD can involve any part of the gastroin-

testinal tract from the mouth to the anus and

particularly affects the ileum and/or the colon.

IBD most commonly begins during adolescence

and early adulthood.

Description

Causes

The cause of IBD is not clearly known, but these

diseases are thought to be due to an autoimmune

process that has been triggered by unknown fac-

tors or agents, such as genetic predisposition,

infection of microorganisms, and/or environ-

mental factors. As a result of the ulcers and

inflammatory reaction of the mucosal layer of

the small intestine or the colon, the intestinal

wall is damaged leading to bloody diarrhea

and abdominal pain. In recent studies, psycho-

social stress and/or psychiatric comorbidity

unlikely cause(s) IBD. However, IBD itself

evokes stress, and evoked stress response

induces some psychiatric comorbidities includ-

ing anxiety disorders, depressive disorders, or

somatoform disorders.
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Signs and Symptoms

Symptoms may range from mild to severe:

abdominal pain and tenesmus, bloody diarrhea,

abnormal bowel movement, fever, anemia, and

appetite and weight loss. IBD is characterized by

recurring episodes of inflammation of the bowel;

thus, patients will go through periods in which the

disease flares up and causes symptoms. These

periods should be followed by remission, in

which symptoms disappear or decrease. UC

often appears as the most severe inflammation

in the rectum, which may cause frequent diarrhea

and bleeding. Inflammation and ulceration in UC

are primarily limited to the mucosa and the sub-

mucosa. By contrast, the inflammation of the

Crohn’s disease is transmural and sometimes

results in intestinal obstruction, deep ulcers,

microperforations, and fistulas. Long-standing

IBD is also a risk factor of developing colorectal

cancer.

Diagnosis

Diagnosis can be made endoscopically or radio-

logically. UC almost always involves the rectum

and the lower left colon. Endoscopic findings

reveal ulcers, edema, erythema and friability of

the mucosa, and loss of the vascular pattern.

Crypt abscess is a more typical histologic finding

in the colonic mucosa of active UC. Radiological

findings are loss of the normal mucosal pattern

and, with more extensive colorectal inflamma-

tion, absent haustration. Endoscopic findings in

Crohn’s disease are deeper ulcers involving the

entire wall of the colon. The deep liner ulcers

result adjacent to normal tissue results in

“cobblestoning.” These lesions are typically dis-

continuous, which results in “skip” lesions. Bar-

ium enema in Crohn’s disease demonstrates

aphthous ulcers, cobblestoning pattern,

narrowing of the lumen called “string sign,” or

fistulas and abscess formation. The notable his-

topathological feature is the presence of epitheli-

oid granulomas.

Treatment

Standard treatment for IBD depends on extent of

involvement and disease severity. Medical man-

agement attempts to initiate and lead to a

long-term remission, which is the period between

flare ups where very little to no symptoms should

be experienced. Medications used to treat IBD

include: 5-aminosalicylic acid (5-ASA) com-

pounds, steroids, and medications to suppress

the immune system. 5-ASA is the main anti-

inflammatory drug and the standard first-line

treatment for mild-to-moderate IBD. 5-ASA is

available in a variety of different formulations

and different delivery systems that split the active

moiety in various regions of the intestine.

Sulfasalazine are poorly absorbed from the intes-

tine and act from inside the intestine.

Sulfasalazine can be effective, but sometimes

induces some side effects. On the other hand,

mesalamine and olsalazine have fewer side

effects than sulfasalazine has. Steroids are pow-

erful drugs and commonly used, but they often

produce a variety types of side effects,

particularly, in long-time uses. Immunosuppres-

sive drugs, the antimetabolite 6-mercaptopurine

(6-MP), are also powerful and help patients get

off steroids but may prohibit natural immune

defenses. Anti-TNF antibody treatment of

Crohn’s disease is one of the important therapeu-

tic strategies recently developed. It is

a monoclonal antibody and blocks TNF-alpha,

which is involved in inflammation of the bowel.

Surgical treatment is necessary in some severe

cases with perforation, toxic megacolon, and

severe bleeding.

Cross-References

▶ Functional Somatic Syndromes
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Definition

Informed consent is giving consent to receive

treatment or to become a subject of research

based on adequate disclosure and understanding

of relevant facts. The requirement for informed

consent is based on the ethical principle auton-
omy. The legal grounding for requirement for

informed consent is based on the outcome of

litigations of disputes arising in the context of

medical practice.

There are at least five necessary elements

of informed consent: (1) disclosure of informa-

tion sufficient to make a reasonably informed

decision, (2) understanding by the consenter of

information and recommendations disclosed,

(3) voluntariness in consenting, (4) competence

of the individual to understanding information

given and reach a reasoned decision, and

(5) assent.

The postulate is that a person gives an

informed consent to an intervention if and only

if the person receives a thorough disclosure about

the procedure, comprehends the disclosed infor-

mation, acts voluntarily, is competent to act, and

consents.
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Inheritance, Genetic
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Definition

Genetic inheritance addresses how traits are

transmitted from one generation to another.

While the word “inheritance” alone is typically

used and taken to mean genetic inheritance, the

term cultural inheritance is also a valid concept

and deals with how cultural factors are

transmitted.

The laws of inheritance (including dominant

inheritance and recessive inheritance) were

discovered by Mendel without knowledge of the

actual molecular biological mechanism, and

his research focused on plants and especially

the common pea plant, Pisum sativum. Instead

of trying to address the appearance of whole

plants, and hence all of their characteristics, he

focused on the inheritance of single, easily

visible, and well-distinguished traits. These

included round versus wrinkled seed, yellow
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versus green seed, and purple versus white

flowers (Britannica, 2009). He also made exact

counts of the number of plants bearing each trait.

These quantitative data allowed him to formulate

the rules governing inheritance, as exemplified

by the dominant inheritance and recessive inher-

itance entries in this encyclopedia.
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Insertion/Deletion Polymorphism
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Definition

An insertion/deletion polymorphism, commonly

abbreviated “indel,” is a type of genetic variation

in which a specific nucleotide sequence is present

(insertion) or absent (deletion). While not as

common as SNPs, indels are widely spread across

the genome. Indels comprise a total of 3 million

of the 15 million known genetic variants

(The 1000 Genomes Project Consortium, 2010).

An indel in the coding region of a gene that is not

a multiple of 3 nucleotides results in a frameshift

mutation. Shifting the reading frame and the

DNA transcript sequence may now code for an

entirely different set of amino acids or result

in a premature stop codon, altering the protein

structure and function. Indel variants with multi-

ples of 3 nucleotides result in a protein with extra

amino acids (insertion) or loss of amino acids

(deletion), but the other amino acids are not

affected. The site of the indel in the gene is

important since it determines which part of the

protein is affected, since not all amino acids

are necessary for proper protein function.

A 250-base-pair indel in the angiotensin

converting enzyme (ACE) gene explains 50% of

the variance of serum ACE levels and has been

shown to have important clinical consequences

(Scharplatz, Puhan, Steurer, & Bachmann, 2004).
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Insomnia

Wendy Troxel
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Definition

The term “insomnia” is commonly used in the

vernacular to refer to symptoms of insomnia

including complaints of difficulty falling asleep,

frequent or prolonged awakenings, inadequate

sleep quality, or short overall sleep duration in

an individual who has adequate time available for

sleep. In contrast, an insomnia disorder is

a syndrome consisting of the insomnia complaint

combined with significant daytime impairment or

distress, and the exclusion of other causes. Com-

monly reported daytime impairments associated

with insomnia include complaints of mood dis-

turbances (e.g., irritability, mild dysphoria, or

difficulty tolerating stress), impaired cognitive

function, and daytime fatigue (Moul et al.,

2002). Importantly, insomnia patients commonly

report feeling fatigued or exhausted during the

day, but rarely report daytime sleepiness, per se

(i.e., the propensity to fall asleep). Another

important feature that distinguishes the insomnia

disorder from sleep deprivation is that symptoms

are present despite adequate opportunity for

sleep. That is, in insomnia the opportunity for

sleep is adequate, but the ability to sleep is

compromised. In contrast, sleep deprivation is

characterized by a restricted opportunity to

sleep (due to lifestyles, shiftwork, etc.) with ade-

quate ability.

Description

Prevalence and Consequences

Insomnia is the most common sleep disorder,

with prevalence estimates ranging from 10% to

15% in the general population (Ohayon, 1996;

Ohayon & Guilleminault, 1999; Ohayon, 2002)

and up to 20–30% in primary care medical

settings (Simon & Von Korff, 1997; Shochat,

Umphress, Israel, & Ancoli-Israel, 1999). Sub-

stantial evidence demonstrates the significant

health and functional consequences of insomnia,

including reduced quality of life and increased

health-care utilization, health-care costs, disabil-

ity, and risk for psychiatric disorders and cardio-

vascular disease (Althuis, Fredman, Langenberg,

& Magaziner, 1998; Brassington, King, &

Bliwise, 2000; Brostrom, Stromberg, Dahlstrom,

& Fridlund, 2004; Caap-Ahlgren &Dehlin, 2001;

Daley, Morin, LeBlanc, Gregoire, & Savard,

2009; Foley, Ancoli-Israel, Britz, & Walsh,

2004; Ford & Kamerow, 1989).

Assessment

Polysomnography or other laboratory sleep

measures are not recommended in the diagnosis

of insomnia, except to rule out other occult sleep

disorders. Rather, the diagnosis is based on

a comprehensive clinical evaluation, including

an assessment of sleep disturbances, habits, and

clinical course, as well as a complete medical

and psychiatric history, including use of pre-

scribed or un-prescribed medications (including

timing and dose), as all of these factors may

influence insomnia. In addition to the clinical

interview, questionnaires and sleep diaries are

frequently used to provide a more in-depth anal-

ysis of qualitative aspects of sleep as well as the

timing and variability of sleep patterns over suc-

cessive nights.

Risk Factors

According to the “3-P” model of insomnia, risk

factors for insomnia can be categorized into

predisposing, precipitating, and perpetuating fac-

tors (Spielman, Caruso, & Glovinsky, 1987).

Predisposing or vulnerability factors include

advancing age, female sex, being divorced or

separated, unemployment, and comorbid medical

and psychiatric illness (Lichstein, Taylor,

McCrae, & Ruiter, 2011; Morgan & Clarke,

1997; Ohayon, 2002; Su, Huang, & Chou,

2004). To date, genetic factors have been inade-

quately studied, though they may represent

another possible risk (Drake, Scofield, & Roth,

2008; Hamet & Tremblay, 2006; Watson,
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Goldberg, Arguelles, & Buchwald, 2006). Pre-

cipitating events that initiate insomnia may

include major life transitions or psychosocial

stressors such as moves, relationship difficulties,

occupational and financial problems, and care-

giving responsibilities (Bastien, Vallieres, &

Morin, 2004; Kappler & Hohagen, 2003).

Finally, perpetuating factors include counterpro-

ductive thoughts and behaviors related to sleep

that maintain or exacerbate insomnia. Empiri-

cally supported behavioral and cognitive behav-

ioral interventions aim to reduce insomnia by

modifying or eliminating these maladaptive

sleep-related thoughts and behaviors (Bastien

et al., 2004; Morin, 2004).
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Martica H. Hall

Department of Psychiatry, University of

Pittsburgh, Pittsburgh, PA, USA

Basic Information

The Institute of Medicine is a nonprofit organiza-

tion whose mission is the advancement of medi-

cal and biological sciences in the service of

health.

Established in 1970 as a branch the National

Academies (National Academy of Sciences,

National Academy of Engineering, National

Research Council, Institute of Medicine), the

IOM is a nonprofit organization committed to

the advancement of medical and biological sci-

ences in the service of health. The IOM’s under-

lying principle is that authoritative evidence in

the medical and biological sciences expands the

capabilities of medicine and health care.

Major Impact on the Field

Members are elected to the IOM based upon their

record of scientific achievement. The member-

ship and governing Council interact with other

scientists and government officials to identify

IOM projects. These projects encompass

a variety of formats including establishment of

expert committees to facilitate cross-disciplinary

discussion and discovery, the conduct of work-

shops and public forums, the generation and pub-

lication of authoritative topical reports and

books, and the support of high-impact research

studies. These activities are conducted with the

express function of advancing medical and bio-

logical sciences in the service of health and

improved health care.

The IOM recognizes the importance of behav-

ioral and social sciences in the service of health-

related medical and biological sciences. This

commitment is evidenced in high-profile IOM

reports regarding interactions among social,

psychological, behavioral, and biological factors

that underlie health and functioning. Examples

include state-of-science reports on health promo-

tion intervention strategies from social and

behavioral research (2000); the influence of

early environment on neuronal development

(2000); gene-environment interactions in relation

to health (2006); the consequences of sleep

disorders and sleep deprivation (2006); the phys-

iologic, psychological, and psychosocial conse-

quences of deployment stress in military

personnel (2007); and environmental risk factors

for breast cancer (2011).
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Institutional Care
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School of Nursing, University of Maryland,
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Synonyms

Institutionalization; Long-term care

Definition

Institutional care is provided within a congregate

living environment designed to meet the func-

tional, medical, personal, social, and housing

needs of individuals who have physical, mental,

and/or developmental disabilities. Vulnerable

children, and older adults, individuals with devel-

opmental disabilities, mental retardation, chronic

mental illness, and physical disabilities are more

likely to receive care in institutional settings,

such as orphanages, nursing homes, residential

facilities, and rehabilitation centers. Care and
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services in institutional settings often include, but

are not limited to, 24-h supervision/monitoring,

assistance with activities of daily living, skilled

nursing care, rehabilitation, adaptive aids and

equipment, psychological services, therapies,

social activities, and room and board. The cost

of institutional care varies by the facility and the

services that are required. Payment for institu-

tional care includes private financial resources,

long-term care insurance, Medicaid, and Medi-

care. In the United States, federal and state gov-

ernments oversee institutional care facilities

which are inspected annually to ensure that they

are in compliance with regulatory requirements

that address residents’ rights, health, and safety.
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Institutional Review Board (IRB)

Yoshiyuki Takimoto

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine, The

University of Tokyo, Bunkyo-ku, Tokyo, Japan

Synonyms

Research ethics committee

Definition

Institutional Review Board (IRB) is a committee

containing members of mixed backgrounds and

including both scientist and nonscientist members

whose task is to review and monitor biomedical

and behavioral research involving human subjects.

The World Medical Association’s Declaration of

Helsinki (2010) and Council for International

Organizations of Medical Science’s International

Ethical Guidelines for Biomedical Research

Involving Human Subjects establish the interna-

tional standard for biomedical research and

require IRB as scientific review and ethical review

committee, which is called the research ethics

committee (REC) in the most of the world. IRB

is assigned to the authority and responsibility for

approving or disapproving proposals to conduct

research involving human subjects. The chief pur-

pose of IRB reviews is to assess the scientific and

ethical merit and usefulness of the research and its

methods and to ensure that research conforms to

ethical standards and protects the right andwelfare

of the research subjects.
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Instrumental Conditioning

▶Operant Conditioning

Insulin

Adriana Carrillo

Department of Pediatrics, Miller School of

Medicine, University of Miami, Miami, FL, USA

Synonyms

Fasting insulin; Insulin sensitivity

Definition

Insulin

Insulin is an essential hormone for maintaining

normal blood glucose. It is the principal regulator

of glucose utilization in liver, skeletal muscle,

and adipose tissue. Abnormalities of insulin

synthesis, secretion, or action can result in hypo-

glycemia or hyperglycemia, including diabetes

mellitus.

Synthesis: Insulin is synthesized from the pan-

creatic beta cells from a single-chain precursor,

preproinsulin. Preproinsulin is cleaved to proin-

sulin which is further cleaved by proconvertases

into three polypeptide chains: alpha, beta, and

C-peptide chains. Insulin is formed by linkage

of the alpha and beta chains by disulfide bonds.

The remaining C-peptide is secreted from the

beta cell with insulin in equal molar portions.

Insulin and C-peptide levels can be used to eval-

uate pancreatic function and glucose tolerance

(Gardner & Shoback, 2007; Kronenber, Melmed,

Polonsky, & Larsen, 2008).

Secretion: Insulin secretion is primarily stim-

ulated by glucose. Glucose enters the beta cell

through facilitated diffusion mediated by

GLUT2 glucose transporter. Glucose is then

phosphorylated to glucose-6-phosphate by glu-

cokinase. Glucokinase is the rate-limiting step

of glycolysis and primarily determines the rate

of insulin secretion in response to blood glucose

levels. The metabolism of glucose increases

intracellular ATP/ADP ratio resulting in insulin

release. Insulin is secreted in a biphasic pattern,

an initial peak followed by a sustained plateau

after carbohydrate ingestion. Insulin concentra-

tions increase 8–10 min after ingestion of food

and peak by 30–45 min. Blood glucose concen-

trations return to baseline by 90–120 min after

ingestion of food. Oral glucose administration

increases insulin response greater than intrave-

nous glucose. This is due to stimulation of gut

hormones that promote insulin release, called

incretins. Incretins like glucagon-like peptides

(GLP) increase the sensitivity of the beta cell to

glucose. GLP-1 also inhibits glucagon and

delays gastric empting. Glucagon is secreted

from the pancreatic alpha cells and counters the

effects of insulin in the liver by stimulating

glycogenolysis.

Insulin secretion is also stimulated by amino

acids by increasing the intracellular ATP/ADP

ratio. Acutely, free fatty acids and ketones also

stimulate insulin secretion. Long-term beta cell

exposure to fatty acids inhibits insulin synthesis

and secretion. Somatostatin, secreted from pan-

creatic delta cells, inhibits insulin release

(Lifshitz, 2007).

Insulin secretion is also under the control of

the autonomic nervous system. The vagus nerve

of the parasympathetic nervous systems directly

stimulates insulin secretion. In the sympathetic

nervous system, activation of b2 receptors

increases insulin secretion, while activation

of a-adrenergic receptors inhibits insulin secre-

tion. During stress, epinephrine and norepineph-

rine activate a-adrenergic receptors, blocking

insulin release and resulting in hyperglycemia.

Other counter regulatory hormones such as

cortisol and other glucocorticoids stimulate

insulin secretion while inducing peripheral insu-

lin resistance.

Action: Insulin binds to insulin receptors on

the cell membrane of target tissues. The insulin

receptor is a heterodimeric glycoprotein. Insulin

binds to the extracellular a subunits of the insulin

receptor which activates intrinsic tyrosine kinase
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on the transmembrane b subunits leading to phos-
phorylation of cytoplasmic substrates inducing

signal transduction. In the liver, insulin stimu-

lates glucose uptake, storage of glucose as glyco-

gen, and synthesis of protein, triglycerides, and

very-low-density lipoprotein. Also in the liver,

insulin inhibits glycogenolysis and gluconeogen-

esis. In skeletal muscle, insulin stimulates glu-

cose uptake, glycogen synthesis, and protein

synthesis by increasing amino acid transport. In

adipose tissue, insulin stimulates glucose uptake

and storage of triglyceride. Insulin induces pro-

duction of circulating lipoprotein lipase which

hydrolyzes triglycerides from circulating lipo-

protein for uptake by adipose cells. Insulin

inhibits intracellular lipoprotein lipase to

promote the storage of triglycerides. Counter reg-

ulator hormones impair insulin action. Epineph-

rine, cortisol, and growth hormone antagonize

insulin action by promoting glycogenolysis, glu-

coneogenesis, lipolysis, and ketogenesis, and

decreasing glucose utilization and clearance

(Lifshitz, 2007).

Pathology: Abnormality of insulin produc-

tion, secretion, or action results in abnormal

blood glucose. Uncontrolled secretion of insulin

typically presents with hypoglycemia in the neo-

natal period. Neonatal hyperinsulinism may be

transient due to maternal conditions such as

uncontrolled gestational diabetes. Congenital

hyperinsulinism due to genetic mutations in the

islet cell can cause constitutive secretion of insu-

lin and hypoglycemia. Insulin-secreting tumors

of the pancreas, insulinomas, are the most com-

mon cause of fasting hypoglycemia in otherwise

healthy adults.

Genetic mutations that decrease insulin syn-

thesis or secretion can cause neonatal diabetes.

Mild defects in insulin synthesis can present later

in childhood or early adulthood; this group of

mutations is referred to as maturity onset diabetes

of the young (MODY).Mutations associated with

MODY are transmitted autosomal dominant.

Abnormality of insulin action may be due to

genetic mutations of the insulin receptor or due

to type 2 diabetes. In type 2 diabetes, target tis-

sues have decreased sensitivity to insulin. The

etiology of type 2 diabetes is unclear. It is clear

that obesity and consumption of a high-

carbohydrate diet may unmask diabetes in

a person who is genetically susceptible. The pan-

creas compensates for insulin resistance by ele-

vated insulin levels. Beta cells begin to lose

insulin response to glucose intake, and glucose

intolerance develops.

Type 1 diabetes mellitus results from autoim-

mune destruction of pancreatic beta cells and

consequently insulinopenia. Type 1 diabetes typ-

ically presents in childhood. Peak age of presen-

tation is bimodal, at 5–7 years of age and at the

time of puberty. Symptoms of diabetes usually do

not present until greater than 80% of the islet cells

have been destroyed (Lifshitz, 2007).

Synthetic Insulin: Recombinant human insulin

is necessary for the treatment of type 1 diabetes

and neonatal diabetes and may be adjunctive in

type 2 diabetes. Insulin analogues are adminis-

tered subcutaneously several times per day for

optimal control. Rapid acting insulin is adminis-

tered just prior to carbohydrate consumption.

Intermediate and long acting insulin can be

administered once or twice a day for basal insu-

lin. An insulin pump provides continuous insulin

infusion of rapid acting insulin to provide more

physiologic insulin therapy. Blood glucose must

be monitored closely with any insulin regimen to

avoid hypoglycemia (Lifshitz, 2007; Sperling,

2008).

CNS: Insulin and insulin receptors have been

found throughout the central nervous system. In

the hypothalamus, insulin is associated with reg-

ulation of body energy homeostasis. In the hip-

pocampus and cerebral cortex, insulin has been

shown to be involved in cognitive function.

For example, in animals, changes in insulin

signaling in the hippocampus and temporal cor-

tex are associated with memory and learn-

ing. In humans, acute increase in insulin is

associated with increased memory capacity.

However, chronically elevated insulin levels

can cause neural damage through microvascular

damage by oxidative stress and endothelial

damage. Epidemiologic data suggests an associ-

ation between insulin resistance syndrome and

dementia which is also attributed to microvas-

cular damage.
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Insulin Effectiveness

▶ Insulin Sensitivity

Insulin Pumps

Della Matheson

Diabetes Research Institute, Miller School of

Medicine, University of Miami, Miami, FL, USA

Synonyms

Continuous subcutaneous insulin infusion

Definition

Insulin pump therapy, often referred to as contin-

uous subcutaneous insulin infusion (CSII), is an

alternate method of insulin administration for

persons who require multiple daily injections

(MDI) for treatment of diabetes. The concept in

insulin pump therapy was first introduced by

Arnold Kadish in Beverly Hills, CA, in the

1960s. However, it was not until the early 1980s

that the first FDA-approved pump became avail-

able for use by people with type 1 diabetes.

The basic design of pumps is that a syringe-

driven pump uses a subcutaneously placed cath-

eter to deliver insulin that is controlled by

electronics within the pump (Skyler, 2010). The

insulin used in pumps is rapid-acting insulin (reg-

ular insulin or more recently the insulin analogs:

Novolog, Humalog, Apidra). Insulin pumps pro-

vide the most physiologic method for delivery of

insulin. In nondiabetic people, the pancreas

secretes background insulin throughout the day

and night that maintains normal blood glucose

levels in the non-fed state. The pancreas also

secretes insulin in larger quantities in rapid

response to blood glucose excursions after food

is ingested. Unlike MDI, which employs 1–2

injections of long acting insulin to mimic the

background insulin requirement, and 3–4 injec-

tions per day of short acting insulin injected

before each meal, CSII allows the use of only

rapid-acting insulin which is infused continu-

ously throughout the day to provide a background

of insulin (basal rate) and allows the wearer to

press a button prior to each meal to deliver

a larger amount of insulin to accommodate the

glucose content of the meal (bolus), thus mim-

icking the normal insulin secretion patterns.

Modern pumps are small, discreet, and fashion-

able in appearance. They are also often referred to

as “smart pumps” because they integrate con-

cepts of intensive insulin therapy and principles

of good diabetes self-management into their

programs. The features that incorporate these

concepts include insulin:carbohydrate ratio cal-

culator for meals, insulin sensitivity factor and

target blood glucose to calculate proper correc-

tion doses for high blood sugars, insulin-on-board

feature which helps to calculate the amount of

circulating insulin still active in the blood stream

to help prevent overdosage of insulin, and multi-

ple basal rates to customize background insulin to

individual variations in need for background

insulin. It should be understood that insulin

pumps do not automatically provide insulin in

response to glucose; the person wearing the

pump must program the pump and make deci-

sions about how much insulin should be taken in
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collaboration with the health-care team. The

future may well usher in more advances in insulin

pump therapy that lead us closer to a pump with

automatic insulin delivery, aka a “closed loop

system.” With the advent of continuous glucose

monitoring (CGM) and sensor-augmented

pumps, research is underway to achieve this goal.

It is well established through the Diabetes

Control and Complications Trials (DCCT) that

good glycemic control (HbA1c <7.4%) prevents

long-term microvascular and macrovascular

complications (The Diabetes Control and Com-

plications Trial Research Group, 1993). It is gen-

erally accepted that intensive insulin therapy

through MDI or CSII is the best method for

achieving the targets set forth by the DCCT.

However, there appears to be no firm evidence

to suggest that CSII is better than MDI to achieve

these targets. The main benefits of CSII appear to

be enhanced flexibility of lifestyle and quality of

life, both of which may impact patient adherence

to the strenuous demands of intensive insulin

therapy. The risks of insulin pumps have mini-

mized greatly with improved technology over the

past 20 years. The greatest risk with use of CSII is

diabetic ketoacidosis (DKA); since only rapid-

acting insulin is used in the device, if the flow

of insulin is disrupted, deterioration to DKA may

occur rapidly as there is no long acting insulin to

help sustain the individual. With education and

proper training, this has been greatly diminished

in pump users. Disruption in the flow of insulin

most often occurs due to an occlusion in the

catheter or bent catheter, pump running out of

insulin and user not refilling on a timely basis,

a dislodged catheter, and infrequently

a mechanical failure of the pump (Ponder, Skyler,

Kruger, Matheson, & Brown, 2008).

Currently available on the market in the USA

are the following pumps: Animas (Johnson &

Johnson), MiniMed (Medtronic), OmniPod

(Insulet Corp.), and Amigo (Nipro).
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Insulin Resistance

▶Hyperinsulinemia

Insulin Resistance (IR) Syndrome

Alan M. Delamater

Department of Pediatrics, University of Miami

Miller School of Medicine, Miami, FL, USA

Synonyms

Metabolic syndrome

Definition

The insulin resistance syndrome is a term that

refers to the clustering of four health risk factors:

obesity, hyperinsulinemia and insulin resistance,

high blood pressure, and dyslipidemia (Reaven,

1988). This syndrome was previously known as

syndrome X and more recently as the metabolic

syndrome.
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Synonyms

Insulin effectiveness

Definition

Insulin sensitivity is the ability of insulin to stim-

ulate glucose uptake, promote peripheral glucose

disposal, and suppress hepatic glucose produc-

tion. The primary site of glucose dispose is skel-

etal muscle. The gold standard method for the

determination of insulin sensitivity is the

hyperinsulinemic-euglycemic insulin clamp.

However, the clamp technique is expensive and

complex. Surrogate methods to determine insulin

sensitivity include fasting insulin and glucose,

oral glucose tolerance test, and intravenous glu-

cose tolerance test. The most common calcula-

tions using fasting insulin and glucose are fasting

glucose to insulin ratio, homeostasis model

assessment of insulin resistance (HOMA), and

quantitative insulin sensitivity check index

(QUICKI). The HOMA and QUICKI models

are mathematical estimates of beta cell function

and insulin resistance.

Impaired insulin sensitivity or insulin resis-

tance precedes glucose intolerance in the

development of type 2 diabetes. As insulin sen-

sitivity decreases, insulin levels will become

elevated in attempt to maintain effectiveness

and euglycemia. If insulin sensitivity continues

to decline, patients may develop glucose

intolerance and then type 2 diabetes. Insulin

resistance is associated with a metabolic

and cardiovascular cluster of disorders includ-

ing type 2 diabetes, glucose intolerance,

dyslipidemia, fatty liver, hypertension, obesity,

polycystic ovarian syndrome, and endothelial

dysfunction. Insulin resistance can also occur

in patients with poorly controlled type 1 diabe-

tes. This leads to increased insulin requirements

to maintain euglycemia.

Insulin resistance can also be associated with

rare syndromes due to insulin receptor abnormal-

ities or insulin antibodies. In addition, insulin

resistance increases during puberty and decreases

when puberty is complete. Clinical signs associ-

ated with insulin resistance include acanthosis

nigricans (darkening of skin around neck and

axilla), obesity, and hypertension.

Exercise, healthy diet, and weight loss can

improve insulin sensitivity. The metabolic and

cardiovascular diseases associated with insulin

resistance also improve as insulin sensitivity

improves.
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Insulin Shock

▶Hypoglycemia

Insulin-Dependent Diabetes Mellitus
(IDDM)

Luigi Meneghini

Diabetes Research Institute, University of

Miami, Miami, FL, USA

Synonyms

Autoimmune diabetes; Juvenile diabetes; Type 1

diabetes

Definition

Insulin-dependent diabetes mellitus (IDDM) is

now referred to as type 1 diabetes (T1DM) and

designates an elevation in blood glucose due to

insufficient production of insulin thought to result

from cell-mediated autoimmune destruction of

insulin-producing pancreatic beta cells. Autoim-

munity is manifested by mononuclear cell inva-

sion of islets (insulitis) and the production of

islet-specific antibodies, such as GAD (glutamic

acid decarboxylase), IA-2 autoantibodies, and

ICA (islet cell antibodies), detectable in ~85%

of newly diagnosed patients. Genetic, environ-

mental, and possibly other unknown factors

contribute to disease susceptibility, which is

most commonly manifested in the childhood or

teenage years (hence the former designation of

juvenile diabetes).

If not replaced, absolute insulin deficiency in

T1DM results in severe hyperglycemia and dia-

betic ketoacidosis (DKA), which if left untreated

can prove fatal (hence the designation IDDM).

Insulin replacement ideally takes the form of

basal/bolus insulin therapy, delivered either via

multiple daily insulin injections or an insulin

pump infusion. Poorly controlled type 1 diabetes

can lead to, among other complications, nephrop-

athy (kidney damage manifested by excess pro-

tein in the urine) and end-stage kidney damage,

retinopathy potentially leading to decreased

visual acuity, and neuropathy and the risk of

diabetic foot infections or ulcerations. Long-

standing diabetes is also associated with

increased risk for heart disease, stroke, and

peripheral vascular disease. Maintaining good

glycemic control, as deflected by an HbA1c of

7% or less, will prevent many of the chronic

complications of the disease.
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Integrative Medicine

Margaret A. Chesney1 and David E. Anderson2

1Department of Medicine & Center for

Integrative Medicine, University of California,

San Francisco, CA, USA
2Division of Nephrology, Department of

Medicine, University of California,

San Francisco, CA, USA

Synonyms

Holistic medicine

Definition

Integrative medicine is a term for an emerging

field of study and clinical practice that combines

the best of complementary, alternative, and con-

ventional medicine. Complementary and alterna-

tive medicine is defined by the National Institutes

of Health as a broad range of healing approaches,

therapies, and philosophies that conventional

Western medicine does not commonly use,

study, or make available. Complementary medi-

cine refers to the use of these therapies in addition

to conventional medicine; alternative medicine

refers to their use in place of conventional med-

icine. Integrative medicine also incorporates life-

style interventions that have emerged as

important aspects of health promotion and dis-

ease prevention within mainstreamWestern med-

icine (Institute of Medicine [IOM], 2009a).

Initially driven by consumer demand, integra-

tive medicine is a rapidly growing field that may

offer a pathway toward better health care and the

potential for significant decreases in national

health care costs. It emphasizes the human capac-

ity for healing, the centrality of the relationship

between patient and clinician, a focus on the

whole person, and use of all appropriate thera-

peutic approaches, disciplines, and health-care

professionals (Consortium of Academic Health

Centers in Integrative Medicine (CAHCIM))

(http://www.imconsortium.org). This holistic

orientation contrasts with the stereotypical

approach of conventional medicine based on spe-

cialization and reliance on biotechnology in diag-

nosis and treatment.

Description

Background

The integrative medicine movement has emerged

from dissatisfaction with conventional biomedi-

cine. Some 20 years ago, it was observed that

public confidence in the medical establishment

was eroding and that the fundamental relation-

ship between patient and physician was

disintegrating (Snyderman and Weil, 2002).

This state of affairs was attributed to the fact

that the historical role of the physician as a com-

prehensive caregiver had diminished due to

increasing reliance on costly and impersonal tech-

nologies rather than careful histories and physical

examinations. The biomedical approach conceptu-

alized the body as a machine, the doctor’s task as

that of repairing the machine, and presumed that

healing of the whole could be effected via treat-

ment of its component parts. This approach

resulted in spectacular successes in some areas of

medicine, but a different perspective was seen to

be needed for chronic diseases.

By 1993, more than a third of all adults in the

United States reported using some form of

“unconventional” medicine, such as various

relaxation techniques, chiropractic, and massage

(Astin, 1998; Eisenberg et al., 1993). In 1995, the

National Institutes of Health (NIH) established an

Office of Alternative Medicine, which grew by

1998 into the National Center for Complemen-

tary and Alternative Medicine (NCCAM). The

stated goal of NCCAM is to define, through rig-

orous scientific investigation, the usefulness and

safety of complementary and alternative medi-

cine interventions and their roles in improving

health and health care. Alternative and comple-

mentary medicine practices fall into broad clus-

ters of approaches including natural products

(e.g., special diets, probiotics, dietary supple-

ments, and botanical medicine), mind-body prac-

tices (e.g., meditation, deep breathing, cognitive
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therapies, yoga, tai chi, and qi gong), and manip-

ulative and body-based practices (manual medi-

cine, chiropractic, massage, special forms of

exercise and movement therapies, etc.).

NCCAM also supports studies of whole medical

systems such as traditional Chinese medicine and

Ayurvedic (Indian) medicine. Acupuncture, one

of the oldest healing practices in the world, is an

important form of complementary medicine.

Academic centers devoted to integrative med-

icine began to appear that offered programs in

research, professional education, and clinical

practice. A proliferation of these centers led to

the formation of umbrella organizations that pro-

vided support for this growing field, such as

CAHCIM, founded in 1988, and the Bravewell

Collaborative, founded in 2002. The Bravewell

group, a philanthropic collaborative, supported

the efforts of CAHCIM, which by 2011 included

more than 50 academic health centers and asso-

ciated health-care systems (CAHCIM, http://

www.imconsortium.org).

Philosophy of Integrative Medicine

Integrative medicine reflects a systems approach

to understanding health and healing. It recognizes

that humans are complex entities, and the most

important influences on health, for individuals

and society, are not the factors at play within

any single domain – environmental, behavioral,

or genetic – but the dynamics, synergies, and

reciprocal interactions among these domains. In

other words, the human body functions like an

orchestrated network of interconnected systems,

whose overall condition is sensitive to environ-

mental context, dietary intake, and other lifestyle

factors which can increase susceptibility to other

pathogenic variables (IOM, 2009a).

The goal of integrative medicine is to provide

patient-centered, evidence-based care that honors

an integrated systems approach to health across

the life span. Patient-centered care means treating

the patient as an integral part of the care team and

putting responsibility for important aspects of

health monitoring and care in the patient’s

hands. Evidence-based health care involves

increased reliance on a foundational science that

takes an empirical approach to treatment efficacy,

as well as the investigation of biological mecha-

nisms by which environmental, psychosocial,

behavioral, and genetic factors influence health

and disease.

Seven of the most common chronic diseases –

heart disease, hypertension, stroke, cancer,

diabetes, pulmonary conditions, and mental disor-

ders – account for more than half of all health-care

costs, and more than 70% of deaths (Centers for

Disease Control and Prevention, www.cdc.gov).

The traditional view was that these disorders are

primarily genetic in origin and largely

unpreventable. The integrative medicine commu-

nity recognizes that factors such as where we live,

conditions of our environments, income and edu-

cation levels, and relationships with friends and

family all interact with genetic predispositions to

influence health and potentiate the development of

acute and chronic diseases. Evidence is accumu-

lating that many disorders can be prevented or

their onset delayed via healthy lifestyles charac-

terized by attention to dietary intake, increased

physical activity, stress management by various

mind-body approaches, adequate sleep, and

decreased tobacco and alcohol use. Some integra-

tive medicine centers offer “coaching” in nutri-

tion, physical fitness, stress management, and

emotional and spiritual health as parts of a broad-

spectrum approach. Such comprehensive interven-

tions have been shown, for example, to slow the

progress of atherosclerosis and are now covered in

the United States by Medicare (Frieden, 2005).

The development of cost-effective programs for

maintaining health-promoting behavior over the

long term without compromise of individual free-

dom remains an important goal if the integrative

medicine movement is to realize its full potential.

Evidence Base for Integrative Medicine

The Cochrane Library lists thousands of studies

of complementary medicine and hundreds of

reviews of these studies. Reviews of the literature

regarding some approaches, such as meditation,

yoga, and therapeutic massage, have often been

favorable but typically note that sample sizes

tend to be small and the designs contain method-

ological weaknesses. Many of these studies have

been conducted in the form of randomized
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clinical trials (RCTs) that are based on well-

defined interventions and carefully selected

patient populations. As in pharmacological

research, however, the results of these RCTs are

presented in terms of average treatment effects,

compared with a control group, often placebo or

“usual care.” Thus, the relevance of these find-

ings to decision making in the individual case is

limited (Greenfield et al., 2007).

Moreover, integrative medicine interventions

sometimes lend themselves poorly to classic RCT

methodology because they often involve poten-

tially synergistic, multimodal, and complex inter-

actions that are delivered in the context of

a patient-practitioner relationship and influenced

by patient preferences, expectations, and motiva-

tions. It is known that patients vary in their expec-

tations regarding the perceived efficacy of

treatments, and these expectations can influence

treatment outcome. For example, the impact of

expectations on therapeutic outcomes was ana-

lyzed in a series of four RCTs of acupuncture

effects on chronic low back pain, osteoarthritis

of the knee, migraine headache, and tension

headache (Linde et al., 2007). Positive attitudes

toward acupuncture and high personal expecta-

tions for treatment benefits were consistently

associated with better outcomes at the end of

treatment and at 4-month follow-up.

Integrative medicine encourages the patient to

take an active role in his or her own health, and is

sensitive to nuances in the patient-practitioner

interaction. The placebo effect is of particular

relevance to integrative medicine because of the

importance of the patient-practitioner relation-

ship. It has been found, for example, that the

therapeutic power of analgesic drugs is markedly

greater when administered by a clinician than

when administered automatically by an infusion

pump (Benedetti et al., 2005).

Progress in understanding mechanism of

action of the placebo effect has been slow, how-

ever, because of complexities in the definition of

the term placebo (Miller and Kaptchuk, 2008). In

conventional medicine, where attention to

healing by technological intervention has

overshadowed healing via practitioner-patient

interaction, the role of the placebo effect in

treatment effects has often been minimized. Nev-

ertheless, some conventional treatments, includ-

ing knee surgery (Moseley et al., 2002) and spinal

injections (Buchbinder et al., 2009: Kallmes

et al., 2009) that are superior to no treatment

(wait list) conditions have been matched in effi-

cacy by placebo “controls.” Indeed, one focus of

research in integrative medicine is on the role of

contextual factors in healing, such as the environ-

ment of the clinical setting, the cognitive and affec-

tive communication of clinicians, and the ritual of

administering treatment (Kaptchuk et al., 2008).

Because of such complexities, integrative med-

icine advocates have called for a broadening of the

range of strategies for evaluating the effectiveness

of integrative medicine interventions beyond stan-

dardized RCTs (Fonnebo et al., 2007). Among

these is comparative effectiveness research

(CER), which was defined by the IOM (IOM,

2009a) as “the generation and synthesis of evi-

dence that compares the benefits and harms of

alternative methods to prevent, diagnose, treat

and monitor a clinical condition, or to improve

the delivery of care (p. 13)” with the goal of

improving health care at the individual as well as

the population level. In CER, research designs

permit the study of complex interventions as they

are applied in clinical practice (FCC, http://www.

hhs.gov) and encourage analysis of subgroups

within studies to meet the growing interest in per-

sonalized or patient-centered medicine (Goodman,

2009; Institute of Medicine [IOM], 2011).

While RCTs, CER, and other strategies exam-

ine efficacy, integrative medicine research is also

beginning to explore the biological pathways and

mechanisms by which interventions exercise their

influence. This research is needed to establish bio-

logical plausibility and reassure conventional prac-

titioners about the value of integrative medicine.

Relevance to Preventive Medicine

The integrative medicine movement has the

potential to reduce health-care costs via attention

to strategies for the prevention of chronic disease

associated with the maintenance of health and

improved quality of life (IOM, 2009a). Evidence

for this can be found in corporate programs that

focus on prevention and wellness. While not

Integrative Medicine 1089 I

I

http://www.hhs.gov
http://www.hhs.gov


explicitly conceptualized as integrative medicine

programs, these efforts are consistent with the

integrative medicine philosophy that advocates

a culture of health, including modifications to

cafeteria and vending machine options, physical

environments that promote exercise, and the use

of quiet areas for relaxation and stress reduction.

For example, a review of the long-term impact of

the health and wellness program at Johnson and

Johnson reported significant reductions in medi-

cal expenditures over a 4-year period together

with decreased outpatient and mental health

visits (Ozminkowski et al., 2002). Another pro-

gram, consisting of work site health education,

nutritional counseling, smoking cessation

counseling, physical activity promotion, selected

physician referral, and health counseling,

reported improvements in quality of life and

scores on risk factors, together with significant

reductions in health care and inpatient expenses

(Richard et al., 2009).

In summary, integrative medicine is a rapidly

growing field that merges the best of complemen-

tary and alternative medicine with conventional

medicine. Initially driven by consumer dissatis-

faction with aspects of biomedicine, it reasserts

the importance of the patient-practitioner rela-

tionship and the need to consider health and dis-

ease within a holistic orientation. It is developing

relevant methodology for systematic investiga-

tion of the validity and utility of complex inter-

ventions and for investigation of the importance

of health and wellness within the context of the

interactions of the individual with the environ-

ment. Within this framework, the placebo effect is

redefined as contextual healing and thereby merits

independent investigation. The ultimate success of

integrative medicine will depend upon the evi-

dence of relative efficacy of a variety of interven-

tions in a variety of disorders and with an eventual

understanding of the mechanisms by which salu-

tary treatment effects are achieved.
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Intention
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Definition

Intention strength can be defined as the quantity of

personal resources that an individual is prepared to

invest in executing a behavior. Intention strength is

closely akin to the concept of “motivation,” with

high levels of intention strength understood to rep-

resent strong motivation to perform a behavior.

Intentions play a prominent role in several theories

of health behavior, including the Theory of Rea-

soned Action (Fishbein &Ajzen, 1975), the Theory
of Planned Behavior (Ajzen &Madden, 1986), the

Health Action Process Approach (Schwarzer,

2001), and Temporal Self-regulation Theory (Hall

& Fong, 2007). From an empirical perspective,

intentions are among the strongest predictors of

health behavior performance. However, a number

of factors are known to moderate intention-

behavior relations, including perceived/actual con-

trollability of the behavior, as well as habit strength

(Webb & Sheeran, 2006).

Cross-References

▶Cognitive Mediators
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Interleukins

▶Cytokines

Interleukins, -1 (IL-1), -6 (IL-6),
-18 (IL-18)
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Synonyms

B-cell stimulatory factor 2; Cytotoxic T cell dif-

ferentiation factor; Hepatocyte stimulating fac-

tor; Hybridoma growth factor; Hybridoma

plasmacytoma growth factor; Lymphocyte-

activating factor (LAF)

Definition

Interleukins (IL) are chemical messenger mole-

cules of the immune system, and therefore fall

into the category of cytokines. The term “inter-

leukin” denotes their primarily ascribed function,

i.e., the communication between (inter) white

blood cells (leukocytes). IL-1, IL-6, and IL-18

are pro-inflammatory cytokines due to their pre-

dominant function to stimulate inflammatory pro-

cesses in target cells.

Interleukin-1 is one of the first discovered

cytokines, and consists of a family of three dif-

ferent molecules: IL-1alpha and IL-1beta exert

their actions through binding to different mem-

bers of the IL-1 receptor family, while the third

molecule IL-1 receptor antagonist (IL-1ra)

blocks these effects. The IL-1 family of cytokines

was first cloned in 1984 (for a summary, see

Dinarello, 1994). IL-1 has a wide range of effects,

which include activation of interleukin-6 gene

expression and other inflammatory mechanisms,

thereby making it a central pro-inflammatory

cytokine. In addition to inflammatory stimuli,

IL-1 can also be activated by psychosocial fac-

tors: For example, IL-1beta gene expression has

been shown to be upregulated following an acute

laboratory stress paradigm (Brydon et al., 2005),

and the same was reported for plasma concentra-

tions of IL-1ra (Rohleder et al., 2006).

Interleukin-6 was first described as a T lym-

phocyte derived factor that was required for anti-

body production by B lymphocytes, and was

consequently called B-cell stimulatory factor-2

(summarized, e.g., in Kishimoto, 2010). Addi-

tional functions were described in parallel, and

led to the existence of different names for the

same substance (e.g., hybridoma/plasmacytoma

growth factor, or hepatocyte stimulating factor,

etc.), and only the cloning of the molecule made

clear that it was indeed the same protein, which

was then named IL-6 (Poupart et al., 1987). IL-6

effects are not limited to the immune system, but

include many tissues throughout the body. IL-6 is
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therefore frequently referred to as a pleiotropic or

endocrine cytokine (Papanicolaou & Vgontzas,

2000). While originally thought to be secreted

only from immune cells upon inflammatory stim-

ulation, it is now clear that IL-6 is secreted from

a variety of cells, e.g., adipocytes and endothelial

cells (e.g., Hoch et al., 2008; Kobayashi et al.,

2003). IL-6 acts by interaction with a complex of

the IL-6 receptor (IL-6R) and an additional pro-

tein gp130 (Heinrich, Behrmann, Muller-Newen,

Schaper, & Graeve, 1998) and subsequent acti-

vation of the JAK-Stat pathway, ultimately

inducing transcription of inflammatory gene

products (Kishimoto, 2010).

Interleukin-18 was first cloned in 1995 and

referred to as interferon-gamma inducing factor

(IGIF) (Okamura et al., 1995). IL-18 shares some

similarities in origin, receptors, and signaling

pathways with the inflammatory cytokine IL-1,

which implies overlaps in function, and under-

scores the role of IL-18 in inflammatory signaling

(Arend, Palmer & Gabay, 2008). In contrast to

IL-6, IL-18 seems to be produced mainly by cells

of the immune system, such as monocytes/mac-

rophages and dendritic cells. Similar to IL-6,

however, IL-18 has the potential to affect more

than immune cells, because the IL-18 receptor

complex is present on endothelial cells, smooth

muscle cells, as well as cells involved in bone and

cartilage formation, in addition to immune cells.

IL-18 signals through a receptor complex that

bears similarity with the IL-1 receptor system,

and as such activates the transcription of inflam-

matory gene products (Arend et al., 2008).

Inflammatory cytokines are interesting mole-

cules in biobehavioral research, because they

serve as a link between central nervous system

states with pathophysiological factors that are

central in a variety of human diseases. Inflamma-

tory cytokine production is modulated by the

sympathetic nervous system and the hypothala-

mus-pituitary-adrenal axis, and pro-

inflammatory cytokines in blood are sensitive to

acute and chronic stress, and found to be

increased in depression and posttraumatic stress

disorder (e.g., Steptoe, Hamer, & Chida, 2007;

Rohleder, Marin, Ma, & Miller, 2009; Rohleder,

Wolf, & Wolf, 2010). Inflammatory cytokines

also increase with age, and have been found to

predict later life morbidity and mortality (e.g.,

Bruunsgaard et al., 2003).

Cross-References

▶Depression

▶ Inflammation

▶ Posttraumatic Stress Disorder

▶ Psychoneuroimmunology

▶ Stress
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Intermediate Variable

▶Mediators

Intermittent Claudication

▶ Peripheral Arterial Disease (PAD)/Vascular

Disease

Internal and External Validity Issues

▶RE-AIM Guidelines

International Society of Behavioral
Medicine

Neil Schneiderman

Department of Psychology, Behavioral Medicine

Research Center, University of Miami, Coral

Gables, FL, USA

Basic Information

The International Society of Behavioral Medi-

cine (ISBM) is a federation of 26 national,

regional, and more specialized scientific socie-

ties, whose goal is to serve the needs of all

health-related disciplines concerned with issues

relevant to behavioral medicine. Behavioral med-

icine is an interdisciplinary field concerned with

the development and integration of sociocultural,

psychosocial, behavioral, and biomedical knowl-

edge relevant to health and illness and the appli-

cation of this knowledge to disease prevention,

health promotion, etiology, diagnosis, treatment,

and rehabilitation. Each full member constituent

society of the ISBM includes both biomedical

and behavioral scientists. Societies with interests

relevant to behavioral medicine, but which do not

meet all criteria for membership (e.g., having

both biomedical and behavioral scientists as indi-

vidual members), may apply to become affiliate

members. The Division of Health Psychology of

the American Psychological Association and the

Association of Pediatric Psychology are affiliate

members. The ISBM was formally founded in

June 1990 in conjunction with the First Interna-

tional Congress of Behavioral Medicine, held in

Uppsala, Sweden.

One major goal of the ISBM has been to

encourage the formation of national and regional

societies of behavioral medicine. Beginning with

six founding organizations (Academy of Behav-

ioral Medicine Research, USA; Czechoslovakia

Medical Association Section on Neurohumoral

Integration and Behavioral Medicine and Modi-

fication; German Association of Behavioral Med-

icine and Modification; Dutch Behavioral

Medicine Federation; Society of Behavioral

Medicine, USA; and the Swedish Society of

Behavioral Medicine), by 2010 there were 24

national societies and 2 regional societies (An

Australasian Society constituted primarily of

members from Australia and New Zealand; and

a Central and Eastern European Society

with membership from 11 central and eastern

European countries). A change in the ISBM

bylaws in 2011 now allows specialized scientific

societies besides national and regional scientific

societies, who otherwise meet ISBMmembership

criteria, to apply for ISBM membership. It is

important to note that societies rather than indi-

vidual persons belong to the ISBM. Individuals
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living in a country that does not have a society

belonging to ISBM can derive ISBM benefits

(e.g., reduced registration fees for the interna-

tional congress; journal access) by joining an

existing society belonging to ISBM. Listing of

the constituent societies of the ISBM as well as

the bylaws, charter, membership information,

activities of the society, newsletter and members

of the Executive Committee, Board and

Governing Council can be found at the ISBM

website http://www.isbm.info.

A second major goal of the ISBM is to encour-

age and coordinate communications and interac-

tions among various health professionals

including biomedical and behavioral science

researchers, educators, clinicians and public

health workers without regard to specific disci-

pline loyalties. One major vehicle for promoting

interdisciplinary, international scientific commu-

nication has been via the International Con-

gresses of Behavioral Medicine, staged by the

ISBM in conjunction with host societies every

two years since 1990. The Congresses feature

keynote addresses master lectures, symposia,

oral presentations, posters, and preconference

workshops. A unique feature of each symposium

is that it usually features representation from

more than one country with participation from

more than one discipline.

The scientific program features approximately

25 distinct tracks covering a range of biomedical,

behavioral, and sociocultural behavioral medicine

topics. Symposia and oral presentations are

presented in approximately eight simultaneous,

parallel sessions. Poster sessions are prominently

featured so that they are not in conflict with the

oral presentations. About 800 individuals, most

formally presenting their research, attend the Con-

gresses. A listing of the ISBM presidents, con-

gresses, and program chairs is presented below.

President Term Congress Date

ISBM

Program Chair

(s)

Uppsala 1990 Arne Öhman/

Andrew

Steptoe

Stephen

Weiss

1990–

1992

Hamburg 1992 Kristina

Orth-Gomér

(continued)

President Term Congress Date

ISBM

Program Chair

(s)

Kristina

Orth-Gomér

1992–

1994

Amsterdam 1994 Neil

Schneiderman

Andrew

Steptoe

1994–

1996

Washington 1996 Ad Appels/
Craig Ewart
(SBM)

Johannes

Siegrist

1996–

1998

Copenhagen 1998 Jane Wardle

Neil

Schneiderman

1998–

2000

Brisbane 2000 Margaret

Chesney

Brian

Oldenberg

2000–

2002

Helsinki 2002 Christina Lee

Gunilla Burell 2002–

2004

Mainz 2004 Neil

Schneiderman

Antti Uutela 2004–

2006

Bangkok 2006 Brian

Oldenburg

Redford

Williams

2006–

2008

Tokyo 2008 Theresa

Marteau

Hege Eriksen 2008–

2010

Washington 2010 Linda

Baumann

Norito

Kawakami

2010–

2012

Budapest 2012 Frank Penedo

Joost Dekker 2012–

2014

Groningen 2014

Besides the congresses, a second major vehi-

cle for promoting interdisciplinary, international

scientific communication by the ISBM has been

through the International Journal of Behavioral

Medicine (IJBM). The IJBM, which is the official

publication of the ISBM, presents original

research and integrative reviews on interactions

among behavioral, psychosocial, environmental,

genetic, and biomedical factors relevant to health

and illness. The scope of the IJBM extends from

research on biobehavioral mechanisms and clin-

ical studies on diagnosis, treatment, and rehabil-

itation to research on public health, including

health promotion and prevention. The IJBM was

originally published in 1994 with Lawrence

Erlbaum Associates as the publisher and

Neil Schneiderman (1994–1998) as founding edi-

tor. Ulf Lundberg succeeded Schneiderman as

editor from 1999 to 2005 and was himself

succeeded by Joost Dekker (2006–2011).

Starting with Volume 16 in 2009, under the edi-

torship of Dekker, Springer became the publisher

of IJBM. Beginning in 2012, the editorship of the

IJBM passed to Christina Lee. Throughout its

existence the IJBM has had a strong, scholarly
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group of associate editors, balanced in terms of

discipline, scientific expertise, geography, and

gender. They, in turn, have been supported by

an effective editorial board. Within the ISBM

the reach of the journal is extensive as all mem-

bers of ISBM member societies receive free

access to the online version of the IJBM. The

IJBM offers a free table of contents alert e-mail

service that notifies individuals as soon as a new

issue of IJBM has been published online.

A third vehicle for promoting interdisciplin-

ary, international scientific communication

within the ISBM has been the ISBM Newsletter.

Published twice per year, the newsletter provides

an outlet for communication to and from the

membership of the constituent societies of the

ISBM including reports from the ISBM presi-

dent, newsletter editor, IJBM editor, ISBM com-

mittee chairs (e.g., program committee),

information of interest from member societies,

and interviews with various people who have

contributed to the development of the ISBM.

Still a fourth vehicle for promoting interdisci-

plinary, international scientific communication

has been through education and training activities

including workshops and teaching seminars that

have featured collaborations between prominent

members of the ISBM and potential, emerging, or

established member societies. These have led to

the founding or strengthening of member socie-

ties of the ISBM and to published volumes (e.g.,

Orth-Gomér & Schneiderman, 1996). The Edu-

cation and Training Committee also has interest

in monitoring, developing, and publicizing cur-

ricula relevant to behavioral medicine.

The governance of the ISBMoccurs through its

Governing Council, Executive Committee and

Board. Supervising the control and direction of

the affairs of the ISBM occurs through the Coun-

cil. This Council comprises one voting represen-

tative from each member society of the ISBM,

who is designated by that society. The Board,

which conducts the normal deliberative business

of the ISBM between Council meetings, reports to

the Council. In instances in which the ISBM Pres-

ident finds that there is need for immediate action

by a group smaller than the Board, the President

will call upon an Executive Committee consisting

of the President, Past-President, President-Elect,

Secretary, and Treasurer. The Board consists of

the members of the Executive Committee, the

chairs of the Communications, Education and

Training, Finance, International Collaborative

Studies, Membership, Nominating, Organiza-

tional Liaison, Program, and Strategic Planning

committees as well as the editors of the IJBM

and newsletter and any elected member(s)-at-

large. Although the outcome of elections is based

upon the votes of the Governing Council, the

ISBM has attempted to consider balance in terms

of discipline, scientific stature, gender, and age.

Major Impact on the Field

The International Society of Behavioral Medi-

cine (ISBM) is the largest Behavioral Medicine

Organization in the world. Its constituent 26

national and regional societies represent the vast

majority of self-identified behavioral medicine

researchers in the world. Through its website,

Congresses, journals, newsletters, and teaching

seminars, the ISBM facilitates communications

among behavioral medicine scientists and other

professionals throughout the world.
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Synonyms

Internet science; iScience; Internet-mediated

studies; Web-based studies

Definition

Internet-based studies are roughly systematized

in four categories (Reips, 2006): Internet-based

experiments, web surveys and questionnaires,

Internet-based assessment, and nonreactive data

collection on the Internet. In a wider sense, stud-

ies about human activities on the Internet can also

be defined as Internet-based studies.

Description

Beginning

The first Internet-based studies were conducted in

the mid-1990s, shortly after theWorldWideWeb

had been invented at CERN in Geneva (Musch &

Reips, 2000; Reips, 2006). Conducting studies

via the Internet is considered a second revolution

in behavioral research, after the computer

revolution in the late 1960s and early 1970s that

brought about many advantages over widely used

paper-and-pencil procedures (e.g., automated

processes, heightened precision). The Internet

revolution in behavioral research added the

dimension of interactivity via a worldwide

network that resulted in several mostly advanta-

geous characteristics of Internet-based studies

(see below).

Examples for studies conducted on the WWW,

current and archived, can be viewed at sites like the

Web experiment list (http://wexlist.net, Reips &

Lengler, 2005), see Fig. 1, and the Psychological

Research on the Net list that is maintained by

John Krantz (http://psych.hanover.edu/research/

exponnet.html).

Characteristics

Although Internet-based studies have some

inherent limitations due to a lack of control and

observation of conditions, they also have a num-

ber of advantages over lab research (Birnbaum,

2004; Kraut et al., 2004; Reips, 2002; Schmidt,

1997). Some of the chief advantages are that

(1) researchers can recruit and study large num-

bers of participants very quickly; (2) it is possible

to collect and access large behavioral data sets,

recruit large heterogeneous samples and people

with rare characteristics (e.g., people who have

had biofeedback training in more than one coun-

try or persons suffering from sexsomnia and their

peers, Mangan & Reips, 2007) from locations far

away; and (3) the method is more cost-effective

in time, space, and labor in comparison with lab

research. Compared to paper-and-pencil

research, most of the advantages of computer-

mediated research apply, for example, process

variables (“paradata”) that can be recorded

(Stieger & Reips, 2010).

Types

Internet-based studies are roughly systematized

in four categories (Reips, 2006, see Fig. 2):

Internet-based experiments (Reips, 2002), web

surveys and questionnaires (Dillman & Bowker,

2001; Dillman, Smyth, & Christian, 2009),

Internet-based assessments (Buchanan, 2001;

Buffardi & Campbell, 2008), and nonreactive

data collection on the Internet (Reips & Garaizar,

2011). Within psychology, most Internet-based

research is conducted in the fields of social psy-

chology and cognition (Musch & Reips, 2000;

Reips & Lengler, 2005). Within behavioral med-

icine, as judged from an analysis of the articles

published in the Journal of Medical Internet

Research, the most frequented fields seem to be

e-health and e-mental health, in particular depres-

sion, obesity/weight management, and smoking

cessation.
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In a wider sense, studies about human activi-

ties on the Internet (e.g., accessing Internet sup-

port groups, online dating) can also be defined as

Internet-based studies (e.g., Eysenbach, Powell,

Englesakis, Rizo, & Stern, 2004; Whitty &

Buchanan, 2010).

Recently, the advent of social media, that is,

highly interactive Internet-based communication

platforms, has spurred the interest of researchers.

Social networking services like Facebook, Tuenti,

Orkut, LinkedIn, Twitter, and Student VZ are seen

as vast resources for detailed descriptions of

human behavior (Reips & Garaizar, 2011).

Methods

For anyone planning to conduct studies via the

Internet, it is important to realize that there is

a growing body of literature on theoretical

insights, empirical results, and practical guide-

lines that needs to be taken into account when

setting up Internet-based data collection.

Reips (2002) and Reips and Birnbaum (2011)

provide guidelines and overviews of techniques,

methods, and tools for Internet-based studies. They

summarize challenges and solutions in design,

security, recruitment, sampling, self-selection,

multiple submissions, reactance-free question

Internet-Based Studies, Fig. 1 The web experiment list and web survey list
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design, response time measurement, dropout,

error estimation, data handling, and data quality.

For example, in creating items for a Web

questionnaire it is often forgotten to add

a neutral option (“please choose”) in drop-down

menus. Thus, one of the answer options is auto-

matically selected, even if the respondent skips

the item. Another pitfall is the higher likelihood

for attrition on the web, compared to lab-based

studies. Among other methods that have been

developed in web methodology and Internet sci-

ence, Reips (2010) explains the one-item-one-

screen (OIOS) design, the seriousness check,

subsampling procedures, multiple site entry, and

the high hurdle technique and discusses empirical

results from investigations into the validity of

several of the techniques.

Implications

Most authors agree that the Internet is a viable

option for conducting studies in the behavioral

and social sciences (Birnbaum, 2004; Joinson,

McKenna, Postmes, & Reips, 2007; Kraut

et al., 2004; Musch & Reips, 2000; Reips, 2002,

2006). Care should be taken to properly imple-

ment an adequate methodology suited for Inter-

net-based studies (Reips, 2002) and consider

potentially biasing effects of technology

(Schmidt, 2007).

Two important issues for much of human

interaction on and with the Internet are: real and

perceived privacy as well as trust, for example, in

accessing health-related information via the

Internet (Buchanan, Joinson, Paine, &

Reips, 2007; Eysenbach et al., 2004). Such infor-

mation can be accessed more easily via the

Internet, in part because it can be found more

privately. Threats to privacy on the Internet

reduce the willingness to look for information

online. Furthermore, people are less likely to

search for healthcare information through mech-

anisms or agencies that they do not trust

Internet-Based Studies,
Fig. 2 Types of Internet-

based studies
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(Buchanan et al., 2007). For the data quality in

Internet-based studies that usually involve

self-disclosure perceived, privacy and trust are

essential as well (Joinson, Reips, Buchanan, &

Paine Schofield, 2010).

It seems important that authors, reviewers, and

editors of articles reporting results from Internet-

based studies follow the guidelines that were

developed in this new field. Scientists in behav-

ioral medicine considering to conduct research

via the Internet will thus need to prepare for

challenges like more heterogeneous samples,

higher nonresponse, and the effects of mode and

technologies. Benefits like wider reach, better

quality of data from truly voluntary respondents,

and a reduced tendency for socially desirable

responding, reduced costs, and validated tools

for Internet-based research will further increase

the use of the new methodology.

Resources

The following resources are available for

researchers who want to conduct Internet-based

studies:

• iScience Server (http://iscience.eu/, Fig. 3):

A portal for the methodology of Internet-

based research

• iScience Maps (http://tweetminer.eu/, Reips

& Garaizar, 2011): A data mining tool for the

social media service Twitter

• Questionnaire evaluator (http://iscience.eu/

fbchecker/): An interactive web tool to

examine questions and questionnaires (in

German and English)

• Big 5 (http://webscience.deusto.es/big5/):

A self-scoring Big Five personality test

ready for use by simply linking it to another

online study (in English, German, and

Spanish)

Internet-Based Studies, Fig. 3 A portal for researchers that links to many tools for Internet-based studies: the

iScience Server at http://iscience.eu
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• VAS Generator (http://www.vasgenerator.net/,

Reips & Funke, 2008): A tool to create visual

analogue scales (VAS) for online studies

• WEXTOR (http://wextor.org, Reips &

Neuhaus, 2002, Fig. 4): A system for

conducting web-based experiments
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Internet-Mediated Studies

▶ Internet-Based Studies

Interpersonal Circumplex

Timothy W. Smith

Department of Psychology, University of Utah,

Salt Lake City, UT, USA

Synonyms

Affiliation; Control; Dominance; Hostility;

Social behavior; Submissiveness; Warmth

Definition

The interpersonal circumplex (IPC; see Fig. 1) is

a conceptual model of social behavior, compris-

ing two main dimensions: affiliation (i.e.,

warmth, friendliness vs. hostility, quarrelsome-

ness) and control (i.e., dominance, directiveness

vs. submissiveness, deference).

Description

The IPC has a long history, dating to the work of

Sullivan, Leary, and other mid-twentieth century

behavioral scientists (for a review, see Fornier,
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Moskowitz, & Zuroff, 2011). This structural

model is a cornerstone of the interpersonal tradi-

tion in personality, clinical, and social psychol-

ogy (Horowitz & Strack, 2011) and can be used to

describe momentary social behavior, more stable

individual differences in social behavior (i.e.,

personality traits), and characteristics of social

relationships and social contexts. The IPC

describes specific actions as blends of control

and affiliation, and similarly describes personal-

ity characteristics and aspects of social

relationships as varying in dominance versus sub-

missiveness and warmth versus hostility. In terms

of personality traits, as seen in Fig. 1, affiliation

and control are rotational equivalents of the Five

Factor Model traits of agreeableness versus

antagonism and extraversion versus introversion.

Agreeableness corresponds to somewhat submis-

sive warmth in the IPC, whereas extraversion

corresponds to somewhat warm dominance.

The interpersonal circumplex can also be used

to describe social motives. In interpersonal the-

ory, social interactions involve the exchange of

two broad and primary social resources: status

(i.e., esteem or regard from others) and love

(i.e., liking, acceptance, or inclusion by others).

These resources are the focus of two similarly

broad social motives; agency refers to striving

for status, achievement, or power, whereas com-

munion refers to striving for connection with

others and the maintenance of relationships.

Hence, agency and communion are the motiva-

tional equivalents of the IPC control and affilia-

tion dimensions, respectively. Dominant

behavior reflects an attempt to gain or assert

status, whereas deference or submissiveness

reflects granting status to an interaction partner.

Warm behavior reflects seeking affection, accep-

tance, or inclusion from interaction partners, or

granting such connection to them. Hostile behav-

ior, in contrast, reflects withholding or revoking

such connection.

The IPC is the conceptual foundation for another

major tenet of the interpersonal tradition –

the principle of complementarity (for a review, see

Sadler, Etheir, & Woody, 2011). In this view,

social behavior of one individual tends to invite

or evoke responses from an interaction partner that

are similar in affiliation (i.e., warmth invites

warmth; hostility invites hostility) and opposite

in control (i.e., dominance invites deference).

Empirical evidence regarding complementarity

for the affiliation dimension of the IPC is stronger

than for the control dimension (Sadler et al., 2011).

AFFILIATION

DOMINANCE
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In behavioral medicine, psychosomatic med-

icine, and health psychology, the IPC has been

used primarily in the study of psychosocial risk

factors for disease and the psychophysiological

mechanisms underlying those associations. Spe-

cifically, the IPC and the related concept of

complementarity are useful in the development

of an integrated understanding of psychosocial

influences on disease (Smith & Cundiff, 2011;

Smith, Glazer, Ruiz, & Uchino, 2004). A variety

of personality characteristics, symptoms of emo-

tional distress, and emotional disorders have

been studied as potential risk factors for serious

illnesses (e.g., coronary heart disease), all-cause

mortality, and reduced longevity. Similarly,

a variety of aspects of social relationships (e.g.,

social isolation, low social support, conflict or

strain in personal relationships) and social con-

texts (low socioeconomic status of individuals

and neighborhoods, job stress) have been exam-

ined as risk factors for these same outcomes.

However, these risk factors are usually studied

individually, with little concern about their

potentially overlapping associations with dis-

ease (Smith, 2010; Suls & Bunde, 2005). Fur-

ther, risk factors that are conceptualized as

aspects of individuals (e.g., personality, emo-

tional distress) are typically seen as a class of

influences on disease that is distinct from charac-

teristics of social relationships and contexts also

examined as risk factors (e.g., low social support;

Lett et al., 2005). This piecemeal approach to risk

factors impedes an integrated viewof psychosocial

risk as it ignores overlapping influences on disease

and naturally occurring patterns or aggregations of

risk factors (Smith & Cundiff, 2011). To address

this problem, measures of multiple psychosocial

risk factors can be correlated with independent

measures of the two IPC dimensions. Such ana-

lyses identify the associated interpersonal style or

characteristics associated with multiple risk fac-

tors and can thereby identify broader or common

dimensions of risk.

For example, anger and hostility predict the

development and course of coronary heart

disease (CHD), as do depression and anxiety

(Chida & Steptoe, 2009; Nicholson, Kuper, &

Hemingway, 2006). Each of these individual

differences in negative affect is associated with

low affiliation in the IPC (Gallo & Smith, 1998;

Smith, Traupman, Uchino, & Berg, 2010).

The substantial interrelationship among these

negative affective characteristics and the fact

that they also share a common interpersonal

style characterized by low warmth and high quar-

relsomeness suggest that they might have

overlapping associations with subsequent dis-

ease. The complementarity principle suggests

that given this specific interpersonal style, these

diverse risk factors should also be associated with

low warmth and greater conflict in personal rela-

tionships, a prediction supported by a growing

body of research (for a review, see Smith &

Cundiff, 2011). Hence, these diverse risk factors

may be linked to adverse health outcomes in part

by common interpersonal processes – low levels

of social support and high levels of interpersonal

conflict.

Risk factors that are conceptualized as aspects

of the social environment (e.g., social isolation,

low social support, conflict in close relationships)

can also be located in the IPC. For example,

individuals who report low levels of social sup-

port describe their relationships as low in warmth

and high in hostility, and reports of conflict and

strain in close relationships are associated with

seeing one’s partner as expressing little warmth

and high levels of both hostility and control

(Smith et al., 2010; Trobst, 2000). Low socioeco-

nomic status is associated with a variety of neg-

ative health outcomes and is also associated with

exposure to lower warmth from others and higher

levels of both hostility and control (Gallo, Smith

& Cox, 2006). That is, low SES individuals often

feel both “put off” and “put down” during inter-

actions with others.

The control dimension of the IPC has also

been directly related to health outcomes as the

personality trait of dominance is associated with

greater risk of coronary heart disease (Smith

et al., 2008; for a review, see Smith & Cundiff,

2011). Further, high levels of control during mar-

ital interactions is associated with increased risk

of atherosclerosis among men, whereas low

levels of warmth are associated with increased

risk among women (Smith et al., 2011).
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The IPC also provides a framework for exam-

ining the psychophysiological mechanisms

linking psychosocial risk factors and disease,

such as cardiovascular, neuroendocrine, inflam-

matory, and immunologic responses to stressors.

As noted previously, the IPC can be used to

describe individual differences in social behavior

(i.e., personality traits), stable aspects of social

relationships or contexts, momentary social

behavior, and social stimuli. With the IPC, these

four classes of influences on physiological stress

responses can be examined in a single, integrative

framework (Smith, Gallo, & Ruiz, 2003). In gen-

eral, the IPC framework and related research calls

attention to the importance of recurring patterns

of interpersonal behavior as a common process

underlying many psychosocial influences on

health. The related research suggests that recur-

ring interactions involving low affiliation (i.e.,

low levels of warmth, high levels of hostility),

effortful expression of control toward others (i.e.,

high dominance), or exposure to unwelcome con-

trol by others may be common elements of psy-

chosocial risk (Smith et al., 2010).

Cross-References

▶ Interpersonal Relationships

▶ Personality

▶ Social Relationships

▶ Social Stress

▶ Social Support
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Lake City, UT, USA
2College of Nursing, University of Utah, Salt
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Synonyms

Psychosocial factors and traumatic events; Rela-

tionship processes; Social processes

Definition

Interpersonal processes refer broadly to actual or

perceived elements of the social world. These

processes can be generally positive (e.g., support)

or negative (e.g., conflict) and of more specific

types such as emotional support or insensitivity to

others. It is also used to refer to the broader social

context (e.g., social networks) in which such

processes are embedded.

Description

Introduction

Interpersonal processes such as social support

and social negativity have long been suspected

as contributors to physical health outcomes.

However, most biomedical research aimed at

understanding disease has focused on biological

processes (e.g., physiology, pathogens). There is

now strong evidence linking interpersonal pro-

cesses to biological pathways. This provides

a bridge that can connect these perspectives to

gain a more integrative understanding of the

complex, multiply determined nature of health.

Interpersonal perspectives on health have typ-

ically been examined at different levels of analy-

sis. At a broad level, sociologists have examined

social networks and how they might influence

health-relevant processes. For instance, these

studies often examine the number or amount of

contact with family or friends and/or the inter-

connections among them. More recently, sophis-

ticated social network analyses have examined

how proximal linkages among social ties might

influence health-relevant outcomes such as obe-

sity perhaps via unhealthy social norms. Distinc-

tions are also often made in this literature

between different relationship types (e.g., strong,

weak ties). One important distinction is the extent

to which a social tie is voluntary or obligatory.

Voluntary ties, such as a recreational buddy,

should be better for health because a person can

choose to engage in more rewarding social expe-

riences or sever such ties if they become

nonrewarding. On the other hand, obligatory

ties, such as relatives, are hard to sever even

during difficult circumstances (e.g., familial

conflict).

Psychological approaches often focus on the

more specific interpersonal functions served by

social network members, especially social sup-

port. Social support can be differentiated in terms

of whether it is perceived or received. Perceived

support refers to the belief that support would be

available if needed, whereas received support

refers to support that is obtained. These dimen-

sions of support are often not highly correlated as

individuals may perceive support to be available
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but not actually seek it for various reasons (e.g.,

concerns about how others might react to such

needs). As will be covered below, the distinction

between perceived and received support is an

important one because they often have different

links to health outcomes. Perceived and received

social support are further differentiated by more

specific components including emotional (i.e.,

esteem enhancing), instrumental/informational

(i.e., direct material or informational aid), and

belonging (i.e., availability of others to do things

with) support. Work in this area has also drawn

the distinction between receiving support and

being a support provider as the two are often

correlated but may also have different links to

health. However, the most common distinction

in health-related research is related to perceived

and received support.

More recently, researchers have also been

focusing attention on the negative aspects of inter-

personal processes. Although relationshipsmay be

sources of joy and support, there is also a “darker

side” to interpersonal relationships that includes

conflict, hindrance, and undermining. Social neg-

ativity is not simply the opposite of support, and

research suggests that these are separable dimen-

sions and hence are worthy of study in their own

right or in combination. More generally, an exam-

ination of social negativity is important because

there are theoretical reasons to believe that it may

have stronger links to health outcomes compared

to positive aspects of relationships. For instance,

research on the negativity bias suggests that neg-

ative information or experiences have stronger

links to psychological and physiological outcomes

and hence may be more consequential for health.

Similar to the support literature, researchers are

also beginning to definemore specific components

of social negativity. Brooks and Dunkel-Schetter

(2011) have recently argued that the main compo-

nents of social negativity can be defined at the

behavioral level and include conflict, insensitivity,

and interference.

What is the Evidence Linking Interpersonal

Processes to Health?

In a recent meta-analysis of 148 studies,

Holt-Lunstad, Smith, and Layton (2010) found

strong evidence linking both social networks

and perceived social support to lower mortality

rates. Overall, there was a 50% reduction in mor-

tality that was attributable to relationships which

remained even when considering variables such

as age, gender, initial health status, and type of

disease. These links were strongest for composite

measures of social networks that typically

indexed a variety of social ties (e.g., marriage,

social activities). However, perceptions of sup-

port were also strong predictors of lower mortal-

ity rates. These results are consistent with other

reviews in which relationships predict lower mor-

tality from more specific causes such as cardio-

vascular disease and cancer. The one measure in

the Holt-Lunstad et al. review that was not

significantly related to mortality was received

support. These data parallel studies indicating

that received support also has inconsistent links

with mental health outcomes.

In contrast to receiving support, being

a support provider may be associated with bene-

ficial health outcomes. Stephanie Brown and her

colleagues have shown that providing support to

family and friends is associated with decreased

mortality even after considering how much

support is received. This literature is sometimes

seen as at odds with the caregiver literature which

also involves being a support provider but has

been consistently linked to negative health out-

comes. However, there are important differences

between these social contexts as caregiving

involves considerable more interpersonal stress

(e.g., anxiety over the slow loss of a family mem-

ber) compared to being an everyday support pro-

vider in which there may also be more choice in

the matter. Future research will be needed to

disentangle the critical interpersonal elements

that contribute to when being a support provider

confers health costs or benefits.

Finally, a small but growing epidemiological

literature also suggests that social negativity is

related to higher rates of morbidity and mortality.

For instance, a prospective study by De Vogli,

Chandola, andMarmot (2007) of over 9,000 indi-

viduals found that social negativity predicted

greater incident cardiovascular disease. Consis-

tent with a negativity bias, these researchers
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found that these effects were stronger than

observed for social support. These data highlight

the importance of not just considering positive

interpersonal processes (i.e., support) but also

negative aspects that appear to be powerful

contributors to health risks.

What Are the Pathways Responsible for Such

Links?

As shown in Fig. 1, there are several plausible

pathways linking positive and negative interper-

sonal processes to health. One possibility is that

interpersonal processes influence health behav-

iors (for better or worse) which in turn influence

health. For instance, social control theorists argue

that being socially integrated can influence health

in direct and indirect ways. Direct social control

refers to active attempts by social network mem-

bers to influence health (e.g., a parent setting

a healthy family diet). Indirect social control

refers to the increased motivation to engage in

self-care because of meaningful relationships

(e.g., wanting to be healthy to see a child grow

up). Of course, social networks can also nega-

tively influence health behaviors via unhealthy

norms and social influence (e.g., substance

abuse, obesity). There is consistent evidence

that health behaviors can explain part of the link

between interpersonal processes such as social

support and health. However, many studies also

find that statistically controlling for health behav-

iors such as exercise and smoking does not elim-

inate the link between relationships and health.

These findings highlight the need to consider

additional theoretical pathways.

Contemporary models of relationships and

health have postulated psychological processes

such as stress, depression, and positive emotional

states as important additional pathways (see

Fig. 1). For instance, the stress-buffering hypoth-

esis predicts that support may prevent or reduce

stress appraisals with corresponding influences

on emotion-linked physiological responses.

Associations between social support and health

that do not involve stress processes have

been postulated to be mediated by positive

emotions, predictability, and a sense of self-

worth. Although there is strong evidence linking

interpersonal processes to these psychological

processes, currently there is little evidence that

these pathways directly explain links between

social support and health. Future research will

be needed to elucidate the issues that may be

responsible for the current state of the literature

(e.g., weaker tests of mediation, also see below).

One issue that is important in examining psy-

chological pathways is the need to consider an

expanded set of such mechanisms made salient

by recent theoretical analyses. As noted earlier,

the meta-analysis by Holt-Lunstad, Smith, and

Layton (2010) did not find evidence that received

support was related to mortality rates. Recent

research is elaborating on the key contextual pro-

cesses that determine whether receiving support

has beneficial or harmful influences. For instance,

receiving unsolicited support may increase dis-

tress because it conveys the message that the

recipient is incapable of managing difficulties,

thereby threatening a person’s sense of esteem

or independence. However, receiving support

that is viewed as responsive to the recipient is

linked to better well-being. This research has not

been applied to the health domain but suggests

a more specific set of psychological mediators to

model in future work.

Finally, it is clear that interpersonal processes

have effects on health-relevant physiological

pathways. The three most studied biological

pathways include those related to cardiovascular,

neuroendocrine, and immune function. There is

relatively strong evidence linking supportive

relationships to lower cardiovascular reactivity

during stress, as well as lower ambulatory blood

pressure (ABP) during daily life. Likewise, neg-

ative relationship processes such as interpersonal

conflict can exacerbate cardiovascular reactions

and heighten ABP. The literature linking social

relationships to immune processes is also strong.

Social support has been linked to better immune

function as indexed by natural killer cell activity

and responses to vaccines. More recently, social

support has been related to lower immune-

mediated inflammation as indexed by IL-6,

although less consistent findings are apparent as

a function of other cytokines. Social negativity

has also been linked to poorer immune system
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function in laboratory settings, and more recently

to greater inflammation.

Neuroendocrine processes are particularly

important to model because they may mediate

both cardiovascular and immune responses. For

instance, immune cells have receptors for many

basic neuroendocrine hormones including cate-

cholamines and cortisol. There is evidence

linking social support to lower cortisol levels,

although this tends to be an area in need of

more research. However, researchers interested

in social negativity have found consistent links

between threats to the social self (e.g., evalua-

tion) and increases in cortisol which might be

health relevant.

One promising recent line of research links

interpersonal processes to neural activity as

indexed by imaging techniques. These studies

are important because they are beginning to

highlight the brain mechanisms that might

coordinate the complex peripheral physiological

pathways reviewed above. For instance, Naomi

Eisenberger and colleagues have shown that

social exclusion or “social pain” activates similar

neural pathways involved in physical pain (i.e.,

dorsal anterior cingulate cortex). Consistent with

the ability of supportive ties to buffer physiolog-

ical reactivity, preliminary work also links posi-

tive or supportive interactions to lower activity in

brain areas linked to autonomic and neuroendo-

crine changes (e.g., anterior cingulate cortex).

As shown in Fig. 1, it is also important to

consider more complex pathways (e.g., recipro-

cal links). For instance, disease morbidity is

associated with interpersonal processes and high-

lights the fact that health problems occur within

a dyadic (e.g., marital) or broader family context

and hence can influence interpersonal function-

ing in positive or negative ways. The diagnosis of

a chronic condition may foster an appreciation

for relationships (e.g., an emphasis on what is

important in life). In contrast, some chronic con-

ditions can place considerable stress on the fam-

ily and decrease effective social support as might

be the case for a person caring for a family mem-

ber with Alzheimer’s disease. These reciprocal

pathways will need increased attention as

researchers seek to design optimal interventions

that capture the complexity of these interpersonal

processes.

Intervention and Policy Implications

As researchers learn more about the links

between interpersonal processes and health, it

becomes appealing to use this information to

inform relevant interventions in clinical

populations. There are different types of inter-

ventions being implemented, many of which

include elements of education and understanding,

such as couple-oriented or larger support groups.

A recent meta-analysis by Martire, Schulz,

Helgeson, Small, and Saghafi (2010) found that

couple-oriented interventions (e.g., disease edu-

cation, role of relationships in illness manage-

ment) were associated with lower depression

and pain, along with better relationship function-

ing. Support groups also appear to foster psycho-

logical adjustment in many cases and can serve

Positive/Negative
Interpersonal
Processes:

Structure and
Function

Behavioral
Pathways:

Health
behaviors,
Adherence

Psychological
Pathways:
Appraisals,
Depression,
Esteem etc.

Biological
Pathways:

Cardiovascular,
Neuroendocrine,

Immunity, and
Central control

Disease
morbidity

Disease
mortality

Interpersonal
Relationships,
Fig. 1 Broad model

highlighting salient

pathways linking

interpersonal processes to

health
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unique functions (e.g., personal insight into the

disease context). Such support groups are also

particularly useful if there are gaps in the support

needs of patients or if family members are

overburdened. In addition to support groups,

some broad interventions such as cognitive

behavioral therapy focus on teaching general psy-

chosocial skills and capitalizing on support

within existing networks. These interventions

appear to be effective in augmenting coping

skills, as well as lowering disease-related distress

and improving health outcomes.

Of course, the practicality and cost-

effectiveness of an intervention are also impor-

tant to consider. Recent research is examining

this issue by focusing on telephone and internet-

based support interventions. Preliminary studies

have documented some positive influences on

mental health outcomes and suggest the potential

usefulness of alternative support interventions

that may be especially important for individuals

with practical (e.g., transportation), physical

(e.g., disability), or social (e.g., anxiety) barriers.

Future work will be needed to fully evaluate their

potential benefits across a wider range of health

outcomes.

It is also clear that most interventions focus on

individuals who are most at risk or who already

have medical problems. An alternative way of

thinking about interpersonal interventions is as

a form of primary prevention that focuses on

healthy individuals. Given that many chronic dis-

eases have a long-term etiology and develop over

decades (e.g., coronary artery disease), primary

prevention efforts for interpersonal processes

may be particularly important to consider. For

instance, Repetti, Taylor, and Seeman (2002)

have argued that early familial interventions are

an important starting point and may pay large

dividends in the long term. A focus on primary

prevention also raises the interesting possibility

that social skills interventions aimed at improv-

ing relationship functioning may be useful if

applied early on with children and adolescents

to place them on healthier trajectories.

Finally, research on interpersonal processes

and health may carry important policy implica-

tions (Umberson & Montez, 2010). Many of

society’s most vexing problems have clear inter-

personal components (e.g., aggression, abuse,

conflict). Given the research evidence to date,

public policies can be aimed at increasing

funding for understanding the more specific

nature of such links or at fostering better inter-

personal functioning. For instance, in order

to encourage stronger marriages, the Deficit

Reduction Act of 2005 devoted significant

funds to the Healthy Marriage Initiative (HMI).

The HMI focuses on research and demonstration

projects regarding relationship education and

skill building (e.g., listening, problem-solving).

Recent evaluations of these programs have

yielded promising effects on relationship quality

and communication patterns (Hawkins,

Blanchard, Baldwin, & Fawcett, 2008). More

recently, the importance of the social determi-

nants of health was acknowledged explicitly in

Healthy People 2020, a nationwide health pro-

motion plan. Such policy promises to shine

a stronger spotlight on health-relevant interper-

sonal factors that may elevate funding priorities,

public perception, and dialogue on future policy

implementation.

Conclusions

Interpersonal processes are clearly related to sig-

nificant health outcomes. Research is now being

evaluated to test more specific models and path-

ways such as social control, health behaviors, and

psychological and biological pathways. Contem-

porary research is also positioned to better cap-

ture the complex nature of interpersonal

processes by increasing its focus on dyads, fam-

ilies, and larger social networks. The explicit goal

of Healthy People 2020 to understand and har-

ness the social determinants of health confers

greater prominence and resources to this area

but also signifies higher expectations. Interdisci-

plinary work that focuses on integrative

multilevel analyses using diverse approaches

(e.g., laboratory, daily experience, interventions)

is likely to facilitate progress toward the long-

standing goal of translating basic research into

effective interventions and the integration of

interpersonal processes into any and all discus-

sions of public health.
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Cross-References

▶ Family, Relationships

▶ Social Conflict

▶ Social Relationships

▶ Social Stress

▶ Social Support

References and Readings

Berkman, L. F., Glass, T., Brissette, I., & Seeman, T. E.

(2000). From social integration to health: Durkheim in

the new millennium. Social Science and Medicine, 51,
843–857.

Brooks, K., &Dunkel-Schetter, C. (2011). Social negativity

and health: Conceptual and measurement issues. Social
and Personality Psychology Compass, 5(11), 904–918.

Brown, S. L., Nesse, R. M., Vinokur, A. D., &

Smith, D. M. (2003). Providing social support may

be more beneficial than receiving it: Results from a

prospective study of mortality. Psychological Science,
14, 320–327.

Cohen, S. (2004). Social relationships and health.

American Psychologist, 59, 676–684.
De Vogli, R., Chandola, T., & Marmot, M. G. (2007).

Negative aspects of close relationships and heart dis-

ease. Archives of Internal Medicine, 167, 1951–1957.
Dickerson, S. S. (2008). Emotional and physiological

responses to social-evaluative threat. Social and
Personality Psychology Compass, 2, 1362–1368.

Eisenberger, N. I. (2010). The neural basis of social

pain: Findings and implications. In G. MacDonald &

L. A. Jensen-Campbell (Eds.), Social pain:
Neuropsychological and health implications of loss
and exclusion (pp. 53–78). Washington, DC:

American Psychological Association.

Hawkins, A. J., Blanchard, V. L., Baldwin, S. A., &

Fawcett, E. B. (2008). Does marriage and relationship

education work? A meta-analytic study. Journal of
Consulting and Clinical Psychology, 76, 723–734.

Holt-Lunstad, J., Smith, T. B., & Layton, B. (2010). Social

relationships and mortality: A meta-analysis. PLoS
Medicine, 7, 1–20.

Martire, L. M., Schulz, R., Helgeson, V. S., Small, B. J., &

Saghafi, E. M. (2010). Review and meta-analysis of

couple-oriented interventions for chronic illness.

Annals of Behavioral Medicine, 40, 325–342.
Repetti, R. L., Taylor, S. E., & Seeman, T. E. (2002).

Risky families: Family social environments and the

mental and physical health of offspring. Psychological
Bulletin, 128, 330–366.

Smith, K. P., & Christakis, N. A. (2008). Social networks

and health. Annual Review of Sociology, 34, 405–429.
Thoits, P. (2011). Mechanisms linking social ties and

support to physical and mental health. Journal of
Health and Social Behavior, 52(2), 145–161.

Uchino, B. N. (2006). Social support and health: A review

of physiological processes potentially underlying links

to disease outcomes. Journal of Behavioral Medicine,
29, 377–387.

Uchino, B. N. (2009). Understanding the links between

social support and physical health: A lifespan perspec-

tive with emphasis on the separability of perceived and

received support. Perspectives in Psychological
Science, 4, 236–255.

Umberson, D., & Montez, J. K. (2010). Social

relationships and health: A flashpoint for health policy.

Journal of Health and Social Behavior, 51, S54–S66.
Wills, T. A., & Shinar, O. (2000). Measuring perceived

and received social support. In S. Cohen, L. Gordon, &

B. Gottlieb (Eds.), Social support measurement and
intervention: A guide for health and social scientists
(pp. 86–135). New York: Oxford University Press.

Interpersonal Stress or Conflict

▶ Social Stress

Intervention Theories

Nelli Hankonen

Department of Lifestyle and Participation,

National Institute for Health and Welfare

University of Helsinki, Helsinki, Finland

Synonyms

Theories of behavior change

Definition

Health-promoting interventions aim to reduce

health-risk behaviors and/or to promote behav-

iors and support environments conducive to

health. In this pursuit, use of theory will serve

several important purposes in various phases of

interventions: In the beginning of intervention

planning, theories can be used to describe the

target group as well as contribute to understand-

ing of the health-promoting behaviors and
environmental conditions. Theories may also
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inform the design of the intervention by helping

to identify possible determinants of both risk and

healthful behaviors and environments and to
select methods to promote change (intervention

techniques/behavior change techniques). Finally,

theories are useful in evaluating the interven-
tion (e.g., choice of measures) and retrieving

evidence from interventions for the refinement

of existing theories. (Bartholomew & Mullen,

2011; Bartholomew, Parcel, Kok, Gottlieb, &

Fernández, 2011; Michie & Prestwich, 2010;

Nutbeam & Harris, 2004). Theories used to

these ends may be called intervention theories.

More than one theory may be used in an

intervention.

Description

Planning of complex interventions should be

based on a sound theoretical understanding of

how the change is expected to take place (Camp-

bell et al., 2000; Craig et al., 2008). It has been

shown that interventions that have a theoretical

basis are more successful than those that have not

(Peters, Kok, Ten Dam, Buijs, & Paulussen,

2009; Webb, Joseph, Yardley, & Michie, 2010).

Theories may focus on determinants that predict

or explain outcomes or means of engendering

change in the determinants. The first mentioned

characterize the problem and are called concep-

tual theories, as they suggest what to change. The
latter are action theories, as they suggest how the

change is achievable.

Given the plethora of theories with potential

use in health-promotion interventions, only few

can be mentioned below for an overview of the-

ories. A recent systematic review across scientific

disciplines (Hobbs et al., 2011) identified several

theories – altogether close to 100 – that could be

used in interventions to change behavior. Inter-

vention theories can be classified by the ecolog-

ical level they target.

Frequently used theories are those that focus

on the individual level, focusing mainly on direct

changes in behaviors of a person. A well-known

example in this category is the theory of planned

behavior (Ajzen, 1991) that identifies subjective

norms, attitudes toward behavior, and perceived

behavioral control as predictors of intention. The

latter in turn is considered as the main factor

influencing behavior. Behavior change is

suggested to occur when salient behavioral, nor-

mative, and/or control beliefs are successfully

changed. Reflecting growing consensus of central

determinants of behavior change, the integrated

social cognition model (Fishbein et al., 2001)

incorporates eight variables as key determinants

of behavior: environment, skills, and intention,

and (as predictors of intention), identity, self-

efficacy, emotional reaction, perceived advan-

tages and disadvantages of the target behavior,

and social influences. Communication-

persuasion matrix (McGuire, 2001) outlines

seven phases (“RASMICE”) of constructing

a persuasive health campaign: reviewing the real-

ities, axiological analysis, surveying the socio-

cultural situation, mapping the mental matrix,

teasing out the target themes, constructing the

communication, and evaluating the effectiveness.

The model includes 12 output persuasion steps

that describe the process of being persuaded, e.g.,

receiver’s attention and comprehension, acquir-

ing skills, changes in attitudes, memory storage,

and behavior. The matrix includes five input

communication factors: message source, mes-

sage content and style, communication channel,

receiver (audience), and destination. Each step

requires certain choices related to the communi-

cation variables.

Health behaviors are not affected by individ-

ual psychological factors only, but also by social

and structural factors of environments people live

in. Accordingly, some theories focus on changing

environments for better health. Theories of social

networks and social support use concepts of the

interpersonal level, while there are others that

address the organizational level. Schein’s theory

of organizational culture (2004) identifies leaders

as key players in changing organizations.

According to Schein, organization’s design and

structure; stories, legends, and myths, as well as

formal statements of the organizational philoso-

phy and values are only secondary sources of

bringing about change. Schein proposes that

these secondary mechanisms are effective only

if they are in concordance with primary mecha-

nisms – leaders’ behaviors. Organizational
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change is influenced by these primary mecha-

nisms, such as what leaders pay attention to,

measure and control; how leaders react to critical

incidents and organizational crises; what criteria

they set for allocating scarce resources and

recruiting and promoting personnel; and whether

they teach, coach, and model the target behavior.

A renowned example of community level

theories is the diffusion of innovation theory

(Rogers, 2002). It outlines four elements in the

diffusion of new ideas in communities: innova-

tion, communication channels, time, and the

social system. Innovations are more likely to be

successfully adopted when they are, e.g., compat-

ible with existing socioeconomic and cultural

values, perceived easy to understand and use,

and have observable results in the community.

Theories on the societal or policy levelmay also

be used as intervention theories. Milio (1987) has

proposed that the development of healthy public

policy is not simply the production of policy state-

ments but, instead, is a dynamic process, continu-

ously passing through stages of initiation,

adoption, implementation, evaluation, and

reformulation. Four major players (public policy

makers, interested parties, the public, and the mass

media) are important in the policy development.

Longest (2010) suggests that the health policy

making process is complex, interactive, and cycli-

cal, and the process entails three intertwined

phases: policy formulation (agenda setting and

development of legislation), policy implementa-

tion (rulemaking and operation), and policy modi-

fication. Health policies are made within the

contest of the political marketplace where

demanders of policies and suppliers of policy inter-

act. Preferences and feedback of various interest

groups, political circumstances, and formal legis-

lation processes influence the process. Finally,

some theories, such as theories related to systems,

power, and empowerment can be conceptualized

asmultilevel theories as they are applicable at more

than one environmental level.

Frameworks exist to help in selecting appro-

priate theories for an intervention for a given

behavior in a specific population and translating

an abstract theory into a practical intervention

program. A popular one is intervention mapping

(Bartholomew et al., 2011) that outlines six steps

during which a theory- and evidence-based pro-

gram and its implementation and evaluation

are systematically planned. The intervention

mapping steps include (1) needs assessment,

(2) preparing matrices of change objectives,

(3) selecting theory-based intervention methods

and practical applications, (4) producing the

intervention program components and materials,

(5) planning program adoption and implementa-

tion, and (6) planning for evaluation.

Cross-References

▶Adherence

▶Attitudes

▶Attribution Theory

▶Behavior

▶Behavior Change

▶Behavior Change Techniques

▶Cancer Prevention

▶Cancer Treatment and Management

▶Clinical Trial

▶Community Coalitions

▶Community-Based Health Programs

▶Diabetes Education

▶Dissemination

▶Eating Behavior

▶Effectiveness

▶Efficacy

▶Empowerment

▶Evidence-Based Behavioral Medicine

(EBBM)

▶Group Therapy/Intervention

▶Health

▶Health Behaviors

▶Health Behavior Change

▶Health Beliefs/Health Belief Model

▶Healthy Eating

▶Health Education

▶Health Psychology

▶ Internet-Based Interventions

▶Lifestyle Changes

▶Multilevel Intervention
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▶ Preventive Care

▶ Psychological Factors

▶ Public Health

▶Risky Behavior

▶ Screening

▶ Sedentary Behaviors

▶ Self-efficacy

▶ Self-regulation Model

▶ Smoking Behavior

▶ Smoking Cessation

▶ Smoking Prevention Policies and Programs

▶ Social Factors

▶ Social Marketing

▶ Social Support

▶ Sociocultural

▶Tailored Communications

▶Theory

▶Tobacco Cessation

▶Transtheoretical Model of Behavior Change
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Definition

Interviews are among the most valuable and most

frequently used tools in clinical practice. They

can be defined as dyadic face-to-face interactions

between two people (interviewer and inter-

viewee) that are conducted for specific purposes.

Clinical interviews cover a wide range of pur-

poses, for example, rapport building, problem

exploration, or establishing a psychiatric diagno-

sis according to the Diagnostic and Statistical

Manual of Mental Disorders (DSM-IV).

Typically, the interaction is asymmetric in the

sense that the interviewer poses questions and the

interviewee provides answers. Interview ques-

tions can be categorized according to their func-

tion and/or their form. Interview questions may

have the following functions: introductory ques-

tions, gathering information, rapport building,

transition from one topic of the interview to

another, and reassuring that information was

understood correctly. Depending on the specific

purpose within an interview, the questions may

have the following forms: open or closed, direct

or indirect, suggestive. Closed interview ques-

tions can be answered with a single word or

short phrase, whereas open interview questions

allow unrestricted answers. Direct questions

directly address the topic at hand; indirect ques-

tions address broader or related topics to gather

information about the topic at hand. Suggestive

interview questions imply a certain answer and,

thus, should be avoided in an unbiased assess-

ment. The appropriateness of different forms of

interview questions depends on the interview

phase and information to be assessed.

Interviews may be conducted in a more or less

structured way. Structured interviews include

a predefined interview schedule. Such a schedule

specifies crucial elements of the interview, such

as the introduction and the subtopics to be

addressed. Furthermore, it defines the interview

questions, provides details on sequence of ques-

tions, etc. The more elements are specified in

advance, the more structured the interview is.

The degree of structure should be chosen

depending on the interview purpose (e.g., explo-

ration, decision making).

Structured interviews show several advan-

tages, in particular for diagnostic decision mak-

ing according to DSM-IV. Several established

interview schedules are available. For example,

the Structured Clinical Interview for DSM-IV

(SCID; First, Spitzer, Gibbon, & Williams,

1996) is an established interview system that is

frequently used by clinicians. Another frequently

used highly structured interview is the Diagnostic

Interview Schedule for DSM-IV (DIS-IV; Robins

et al., 2000).

Interviews provide multiple advantages in

comparison to other assessment tools such as

tests and self-reports. First, interviews can be

conducted in an interactive way (e.g., the inter-

viewer can rephrase questions if necessary).

Second, interviews are often considered the

more natural form of an assessment (as compared

to test with multiple choice answers). Third,

expert judgment can be made throughout the

interview (e.g., based on behavior observations),

which may provide further information in addi-

tion to the answers given by the interviewee.

However, interviews also show disadvantages

compared to tests and self-reports with regard to

psychometric properties and costs of administra-

tion time (as interviews are mostly conducted in

dyadic face-to-face situations). Hence, the appli-

cability of interviews needs to be considered on

a case-by-case basis.

Cross-References
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Intima-Media Thickness (IMT)

Jonathan Newman

Columbia University, New York, NY, USA

Definition

Intima-media thickness (IMT) is defined by the

measurement of a component of the walls of

muscular arteries (intima) by specific modalities

of ultrasound, at defined locations in the human

body. Intima-media thickness of the carotid

artery has been the location most consistently

associated with risk of atherosclerotic risk.

Because ultrasounds of the carotid artery can

be performed safely, at low risk (no ionizing

radiation) and with a relatively high degree

of reproducibility, IMT has been a common

surrogate endpoint in epidemiologic studies and

in clinic trials.

Carotid IMT (CIMT) is correlated with

other vascular risk factors and is considered an

“intermediate phenotype” of early atherosclero-

sis that independently predicts vascular events. In

general, greater CIMT values are associated with

greater cardiovascular risk. However, an absolute

definition of abnormal CIMT has been problem-

atic due to the effects of age and hypertension on

CIMT, independent of their atherosclerotic

risk. Despite evidence suggesting intrareader

differences in CIMT measurement are quite

small (0.04 mm), the clinical utility of serial

CIMT measurement (e.g., to assess response

to therapy) has not been demonstrated, and the

routine use of CIMT has been hindered by the

lack of standard assessment techniques in major

epidemiologic studies. As a result, there is

neither universal consensus on what constitutes

an abnormal test result nor guidelines on how

CIMT informs risk stratification of individual

cardiovascular risk.
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Intrinsic Religiousness (Religiosity)

Kevin S. Masters
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Definition

Intrinsic religiousness (initially and still

sometimes referred to as intrinsic religiosity)

is characterized as religion that is an end

in itself, a master motive. Thus, individuals

described by intrinsic religiousness view their

religion as the framework for their lives, and

they try to consistently live the religion they

believe. A prototypic intrinsic religiousness

test item is “My whole approach to life is based

upon my religion.”

Description

Intrinsic religiousness was first described by

Gordon Allport and colleagues in the 1960s

(see Allport & Ross, 1967) when investigating

the possible reasons for discrepant findings in the

area of religiousness and prejudice. At that time,

some studies demonstrated that religiousness was

positively associated with prejudice whereas

other studies found the opposite. Allport

hypothesized that one’s religious orientation, or

sentiment, may provide guidance in sorting out

these findings. The construct of religious orienta-

tion was later clarified by Gorsuch (1994) to be

a motivational variable.

Intrinsic religiousness has often been mea-

sured by the Religious Orientation Scale (Allport

& Ross, 1967). More recently, Gorsuch and

McPherson (1989) developed the I/E-Revised

scale as a more psychometrically sound instru-

ment. Internal consistency measures for intrinsic

religiousness scales are excellent, typically in the

mid.80s (Donahue, 1985). Scholars in the psy-

chology of religion have debated the relative

strengths and weaknesses of the religious orien-

tation construct (e.g., Kirkpatrick & Hood, 1990;

Masters, 1991), but it remains the most empiri-

cally investigated and heuristic construct in this

area of work.

Investigators attempting to determine the

relations between religion and health have

also turned to religious orientation. Smith,

McCullough, and Poll (2003), in a meta-analytic

study, found that intrinsic religiousness was the

only measure of “positive” religiousness to

statistically differentiate itself from other

measures of religious attitudes and beliefs in

that studies with measures of intrinsic religious-

ness had stronger negative correlations with

symptoms of depression than studies with

measures of religious attitudes and beliefs.

Similarly, Masters and Bergin (1992) provided

a narrative review of the literature and found

intrinsic religiousness to be related negatively

with depression, anxiety, and obsessive-

compulsive symptoms and positively with

empathic concern, self-consciousness, internal

awareness, flexible approach to life, tolerance,

self-control, active coping, self-esteem, efficacy,

and ego strength. McCullough and Willoughby

(2009) suggest that intrinsic religiousness may be

part of a personality core that forms the substrates

for conscientiousness, agreeableness, and

self-control. They also note that intrinsic

religiousness may provide a basis for meaning

in life. A recent investigation found intrinsic

religiousness related to dampened laboratory-

induced cardiovascular reactivity in older adults

(Masters, Hill, Kircher, Lensegrav Benson, &

Fallon, 2004) wherein the older intrinsically

religious adults reacted to stress similarly to indi-

viduals 50 years younger and demonstrated

significantly less reactivity than their extrinsi-

cally religious same-age counterparts. Masters

and Knestel (2011) found that among a random

sample of community-dwelling adults, those

characterized by intrinsic religiousness were
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less likely to be divorced, reported overall better

health status, lower body mass index, less

cigarette use, and fewer number of daily drinks

of alcohol than did those characterized as extrin-

sically religious. There were no differences in the

percentages of individuals who were classified as

intrinsically religious based on religious denom-

ination. Nevertheless, it is not entirely clear how

intrinsic religiousness may interact with religious

denomination, and some have suggested that the

construct, as currently conceptualized and

measured, is more congruent with Protestant

notions of religiosity and perhaps most appropri-

ately applied to this religious group (Cohen

et al., 2005).
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Intrusive Thoughts, Intrusiveness
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University, Leiden, Netherlands

Definition

An intrusive thought has been defined as “any

distinct, identifiable cognitive event that is

unwanted, unintended and recurrent. It interrupts

the flow of thought, interferes in task perfor-

mance, is associated with negative affect, and is

difficult to control” (Clark, 2005, p. 4). Intrusive

thoughts are particularly present in psychopatho-

logical states such as obsessive compulsive disor-

ders (then often referred to as “obsessions”) and
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post-traumatic stress disorder (thoughts or images

related to the experienced trauma). Yet, they are

also frequently observed in the nonclinical popu-

lation, where 80–99% has reported experiencing

unwanted intrusive thoughts once in a while

(Clark & Purdon, 1995). They appear highly sim-

ilar to worrisome thoughts, but it has been

suggested that intrusive thoughts are shorter in

duration and are appraised as more ego-dystonic

than worries (Clark, 2005).

Intrusive thoughts can be considered a form

of so-called perseverative cognition (see ▶ Per-

severative Cognition), which is defined as “the

repeated or chronic activation of the cognitive

representation of one or more psychological

stressors (threat)” (Brosschot, Gerin, & Thayer,

2006). Perseverative cognition is believed to be

responsible for a large part of the health impact of

psychological stressors, because it later prolongs

the physiological responses to these stressors.
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Synonyms

Negative relationship

Definition

An inverse relationship is one in which the value

of one parameter tends to decrease as the value of

the other parameter in the relationship increases.

It is often described as a negative relationship.

Imagine the age of a car and its value. In gen-

eral terms, as a car increases in age its value will

decrease (the amount of miles driven per unit of

time also factors in to this, but we will leave that

aside here). This relationship is not perfect since,

for two identical cars, the degree to and manner in

which they are driven and maintained will impact

the value, and the cars may differ considerably in

value 10 years after their contemporaneous pur-

chase. Nonetheless, the general association can be

described as an inverse one.

In many cases, such a relationship can be cap-

tured meaningfully by a correlation coefficient.

These coefficients range from �1 to +1 (typically
written as just 1, without the + sign). A value of�1
represents a perfect inverse linear association: As

one parameter increases, the other decreases in

a perfect linear relationship. Values between �1
and zero represent less perfect associations.

In contrast, a positive relationship is one in

which both parameters change in the same direc-

tion: as one increases so the other increases. Such

a relationship would be described by a correlation

coefficient between zero and 1, with 1 representing

a perfect linear relationship. (The technique of

correlation cannotmeaningfully describe nonlinear

patterns of association between two variables,

such as curvilinear and exponential relationships.)
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▶ Secondhand Smoke

Irritable Bowel Syndrome (IBS):
Psychological Treatment

Tomohiko Muratsubaki and Shin Fukudo

Department of Behavioral Medicine, School of

Medicine, Tohoku University Graduate,

Aoba-ku, Sendai, Japan

Synonyms

Psychotherapy for IBS

Definition

Psychological treatments are non-pharmacological

therapies that mainly modify higher neural function

including emotion, cognition, motivation, learning,

and memories for IBS patients.

Description

Irritable bowel syndrome (IBS) is a very

common gastrointestinal disorder characterized

by recurrent abdominal pain and altered

bowel habits without major organic diseases as

assessed by routine gastroenterological examina-

tion (Drossman, 2006). The pathogenesis of IBS

is affected or exacerbated by combination of fac-

tors including psychosocial states, dysmotility

of the gut, and visceral hypersensitivity. The con-

cept of biopsychosocial model best fits to patho-

physiology and treatment strategy for IBS.

Psychosocial stress likely plays major role in the

exacerbation of all of these factors. In fact, IBS

patients have symptoms which are more exagger-

ated by psychosocial stress than healthy controls

(Whitehead, Crowell, Robinson, Heller, &

Schuster, 1992), show more response in colonic

motility to psychosocial stress (Fukudo, Nomura,

Muranaka, & Taguchi, 1993), and have the

corticotrophin-releasing hormone as a major

mediator of stress response (Fukudo, Nomura, &

Hongo, 1998).

Brain-gut interaction plays in an important

role in the pathogenesis of IBS. Brain-gut inter-

actions mainly consist of reciprocal interactions

between the central nervous system (CNS) and

the enteric nervous system (ENS) as well as

influence of endocrine system, immune system,

and gut microbiota. Brain imaging studies have

clarified the roles of the anterior cingulate cortex,

amygdala, insula, and the brain stem in response

to visceral stimulation (Fukudo et al., 2009).

These structures produce both visceral pain and

negative emotion that are typical symptoms of

IBS patients. Psychological stress, anticipatory

anxiety, and mental tension in daily life exert

a negative influence on CNS, which influences

ENS. Gastrointestinal dysmotility and perception

lead to symptoms of IBS, i.e., abdominal pain,

abdominal discomfort, diarrhea, or constipation.

The gut signals which produce these symptoms

also influence the CNS. From the psychosocial

viewpoint, IBS has a negative impact on subjects’

daily activity and quality of life (Drossman

et al., 1993). IBS patients frequently show gas-

trointestinal dysmotility under stress (Fukudo

et al., 1993) and have psychiatric comorbidities,

especially depressive disorders, anxiety disorders,

and somatoform disorders (Drossman, 2006).

Note that the present stress alone does not exacer-

bate symptoms of IBS. Past traumatic life event

such as sexual/physical abuse in childhood also

exacerbate symptoms of IBS by low stress or

environmental changes and can be a factor of

intractable IBS. In addition, physician needs to
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understand psychosocial risk factors including

abuse, economical loss, and social withdrawal

behind symptoms of IBS.

Awide range of psychotherapeutic interventions

are used for the treatment of IBS, including cogni-

tive behavioral therapy (CBT), hypnotherapy, and

relaxation techniques. There are some critical

reviews on the effect of the psychotherapy for IBS

(Talley, Owen, Boyce, & Paterson, 1996). There-

fore, it is still difficult to say that effective psycho-

therapy for IBS has already been established.

However, the evidence level rises in the recent

research. Although several pharmacological agents

for IBS have been used, some patients do not

respond to pharmacotherapy (Levy et al., 2006).

Psychotherapy might be useful for these patients.

A key issue in effective management of IBS is

establishing a doctor-patient relationship. Good

psychological and therapeutic effects for IBS

patients are produced by clinical practices such

as explanation, instruction, and administration

accompanying well doctor-patient relationship.

Conversely, poor psychological and therapeutic

effects such as distrust and negative emotion are

produced by clinical practices accompanying

negative doctor-patient relationship. Factors that

contribute to an effective doctor-patient relation-

ship include empathy toward the patients, patient

education, validation of the illness, reassurance,

treatment negotiation, and establishment of rea-

sonable limits in time and effort (Grover &

Drossman, 2010). A good doctor-patient relation-

ship is associated with a positive prognosis of IBS

(Owens, Nelson, & Talley, 1995).

There is evidence from a systematic review

and meta-analysis of randomized controlled trials

on IBS that psychological treatment in general is

effective for IBS (Zijdenbos, de Wit, van der

Heijden, Rubin, & Quartero, 2009). The theoret-

ical background of psychotherapies for IBS is as

follows. First, IBS patients have deranged life-

styles characterized by more perceived stress,

more irregular sleep, and more irregular meals

(Shinozaki et al., 2008). Second, there is the close

relationship between daily stress or hassles and

IBS symptoms (Whitehead et al., 1992). Third,

IBS patients have high levels of anxiety, depres-

sion, and somatization (Kanazawa et al., 2004).

Fourth, intractable IBS patients have often expe-

rienced traumatic life events (Drossman et al.,

1990). Fifth, the effects of health beliefs and

learned behaviors may adversely affect outcome.

Sixth, IBS patients are known to respond highly

to placebo. Seventh, as described above, doctor-

patient relationship plays a role in IBS treatment.

Psychological treatments including a delicate

observation and stress management is needed for

IBS patients. Treatments compose direct or indi-

rect coping to stress and stress sensitivity. IBS

patients often have symptoms characterized by

abdominal pains in stressful situation when they

cannot secure personal space or relieve symp-

toms by defecation. Because of these symptoms,

IBS patients often avoid transportation, feel inse-

curity in going to the school or the company, and

limit going out. For this situation, behavioral

intervention is useful. Behavioral intervention is

focused on modifying maladaptive behavior

which links to exacerbation or maintenance of

IBS symptoms and forming a habit of adaptive

behavior. It is composed of setting clear goals on

treatment, learning nutrition and lifestyle, brief

cognitive restructuring, stimulus control, prob-

lem-solving method, and prevention of relapse.

IBS patients often have illness behavior which

has been formed in the early developmental his-

tory. Modification of cognitive error which links

to this behavior is needed. The main purpose of

CBT is to modify negative automatic thoughts

and dysfunctional beliefs and to increase or

decrease a particular behavior. Even if individual

is in the same environment, how to feel the stress

and how to interpret it are greatly variable. Actu-

ally, CBT was found to be more effective for IBS

than an educational intervention (Drossman et al.,

2003). Because IBS is exacerbated by stress,

therapeutic modification of the stress sensitivity

using stress coping or CBT is effective for IBS

symptoms (Kennedy et al., 2005; Moss-Morris,

McAlpine, Didsbury, & Spence, 2010).

Relaxation is also useful as direct coping to

stress. This coping includes deep breathing, dis-

traction, breaking, slow bathing, and taking holi-

day. Hypnotherapy is a representative strategy for

refractory IBS (Whorwell, Prior, & Faragher,

1984). Autogenic training (AT) is auto-hypnosis
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with the goal of being able to self-administer sug-

gestions of relaxation. In brief, traditional AT con-

sists of 6 standard exercises after the formula “I am

at peace.” The first exercise aims at muscular

relaxation by repetition of a verbal formula, “my

right arm is heavy” emphasizing heaviness. Sub-

sequent passive concentration is focused on feel-

ing warm, initiated by the instruction “my right

arm is warm,” followed by cardiac activity using

the formula “my heartbeat is calm and regular.”

Then follows passive concentration on the respi-

ratory mechanism with the formula “it breathes

me,” then on warmth around the abdominal region

with “my solar plexus is warm,” and finally on

coolness in the cranial region with “my forehead is

cool and clear” (Kanji & Ernst, 2000). AT is

reported to be effective for intractable IBS patients

(Shinozaki et al., 2010).

Cross-References
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Ischemic Heart Disease
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Synonyms

Coronary heart disease

Definition

Ischemic heart disease refers to various manifes-

tations of heart disease caused by ischemia,

i.e., inadequate blood flow to the myocardium

(Morrow & Gersh, 2008).

Description

Ischemic heart disease is typically due to coro-

nary heart disease caused by atherosclerosis (see

entry, ▶Coronary Heart Disease). Patients with

ischemic heart disease may have symptoms of

angina, or chest pain (see entry, ▶Angina

Pectoris). Sudden rupture of coronary atheroscle-

rotic plaques may cause myocardial infarction, or

heart attack (see entry, ▶Acute Myocardial

Infarction). If there is sufficient damage done to

the heart, the patient may also develop heart

failure or ischemic cardiomyopathy (see entry,

▶Congestive Heart Failure).
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Isometric/Isotonic Exercise
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Synonyms

Exercise-general category; Exercise testing;

Exercise, benefits of; Graded exercise; Resis-

tance training; Static Exercise

Definition

An isometric exercise refers to any physical

activity involving static muscle contractions.

The term “isometric” is derived from the Greek

roots “isos” (equal) and “metron” (measure),

which means that during isometric exercise,
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muscle length is broadly unchanged and conse-

quently joint angle remains the same. From a

biomechanical point of view, this exercise

modality means that the net moment generated

by the individual at the joint level is equal to the

resistant moment applied to the body segment in

an opposing direction. Actually, muscles slightly

shorten and involve a stretch at the tendon level

but the length of the muscle-tendon complex

remains constant. Depending on the amount of

resistance applied to the body segment, the level

of muscle contraction can be maximal or

submaximal. Performing the “wall sit/phantom

chair” exercise, holding a free weight in a fixed

position or pushing against an unmovable object

such as a wall can illustrate different types of

isometric exercise. Since it does not require any

specific equipment, isometric exercise can be

performed anywhere, anytime.

An isotonic exercise implies dynamic muscle

contractions. The term “isotonic” is derived from

the Greek roots “isos” (equal) and “tonos” (ten-

sion), which means that during isotonic exercise,

muscle tension is supposed to remain constant

during the movement. From a biomechanical

point of view, this exercise modality means that

the net moment generated by the individual at the

joint level is unchanged throughout the range of

motion whereas movement velocity varies. In the

literature, isotonic exercises often designate

strength training workouts performed with

a constant resistance using bodyweight (e.g.,

push-up exercise) or free weights (e.g., barbell

bench press). These types of exercise can be

performed in concentric mode if the net moment

generated at the joint level is superior to the

resistant moment applied to the body segment

(muscle shortening) or in eccentric mode if this

net moment is inferior to the resistant moment

(muscle lengthening). Actually, the isotonic con-

dition is rarely achieved during strength training

workouts notably due to the acceleration and

deceleration of the load during the movement

which modify the resistant moment. Therefore,

the terms “isoinertial” or “isoload” have been

proposed to better describe this concept.

Different disciplines relevant to health such as

physical medicine and rehabilitation, physiother-

apy, or athletic training commonly use isometric

and isotonic exercises as a means for functional

muscle assessment and/or strength training.
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social Aspects

IVF

▶ Infertility and Assisted Reproduction: Psycho-

social Aspects
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▶ Job Demands
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Jacqueline Markowitz2 and Ellen Wuest2
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Rehabilitation Science, Sargent College,

Boston University, Boston, MA, USA
2Boston University, Boston, MA, USA

Synonyms

Employment; Job evaluation; National occupa-

tional classification; National statistics socio-

economic classification; Occupation; Occupational

classification; United States Department of Labor

Definition

Job classification is the defining or categorization of

types of employment either by function or activity.

Job classification is useful to combine jobs for test

validation, wage and salary administration, and for

the development of performance appraisal instru-

ments (Sackett, Cornelius, & Carron, 1981). Job

classification is also critical for structuring person-

nel selection, training, and career development

(Pearlman, 1980). Successful job classification

can also be useful for client-oriented applications,

allowing people to bematched to job vacancies that

fit their skill set (International Labor Organization,

2010). The specificity of the classification is impor-

tant depending on the type of work. A general level

of classification is sufficient for distinctly different

jobs, but more specific classifications are necessary

to distinguish jobswithin occupational groups, such

as management jobs or clerical jobs (Schippmann,

Prien, & Hughes, 1991). When a job is classified, it

should be consistent and shouldmatch all other jobs

assigned to that class, it should be clear and each

job should only fall under one assignment, and the

classifications should be interpretable (Hartman,

Mumford, & Mueller, 1992).

Description

International Classification of Jobs

Job classification is a process that occurs interna-

tionally, with similarities and differences

between countries. The United States Depart-

ment of Labor has classified all workers into

one of 840 occupations. These occupations are

grouped together based on similar job duties,

skills, education, and training (US Department
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of Labor, 2010). Canada utilizes similar ways to

classify jobs, and created the National Occupa-

tional Classification (NOC) that gives statisti-

cians, labor market analysts, career counselors,

employers, and individual job seekers a way to

understand the nature of that job and collect

appropriate data (Human Resources and Skills

Development Canada, 2009). The NOC is orga-

nized in such a manner that each occupation is

assigned a four digit number that provides infor-

mation about the job; for example, 3113 is for

dentists, and the “31” symbolizes that it is

a health field requiring a university-level educa-

tion (Human Resources and Skills Development

Canada, 2009). The United Kingdom uses the

Standard Occupational Classification (SOC),

which has three volumes. The first volume out-

lines the background, resources, concepts, and

processes of how the jobs are classified, the sec-

ond codes the index for classification, and the

third shows the relationship between the SOC

and the National Statistics Socio-economic Clas-

sification (Office for National Statistics, 2010).

The International Standard Classification of

Occupations is a model to classify jobs globally,

allows for international reporting, and can be

used in countries that have not yet developed

their own means to classify jobs (2010).
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Job Components

▶ Job Performance

Job Control

▶ Job Demands

▶ Job Related to Health

Job Demand/Control/Strain

Töres Theorell

Stress Research Institute, Stockholm University,

Stockholm, Sweden

Synonyms

Decision Authority; Decision Latitude; Mental

Work Load

Definition

The job demand/control model is used for

studying psychosocial stressors in the work

environment.
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Description

The demand/control model was created for the

study of psychosocial working conditions. It was

published by Robert Karasek in his Ph.D. thesis

in 1976 (Massachusetts Institute of Technology)

and as a scientific article (Karasek, 1979). While

Karasek had already mentioned social support as

a potentially important additional dimension, this

part of the model – adding up to the demand/
control/support model – was first published in

1986 (Johns Hopkins University) by Jeffrey

V. Johnson in his Ph.D. thesis (Johnson, 1989).

Sociopsychological and biological theory under-

lying the model was further developed in 1990 by

Karasek and Theorell (Karasek & Theorell,

1990).

The basic underlying idea behind the creation

of the model was that crucial psychosocial

stressors (factors inducing adverse long-lasting

stress reactions in employees) in the work envi-

ronment should be assessed. Reduction of such

stressors for the improvement of employee health

by means of work redesign should then be the

ultimate goal. According to the initial demand/

control model theory, high psychological

demands are endangering employee health par-

ticularly when the employees have little control

(low decision latitude; the combination labeled

“job strain”) over their own conditions. On the

other hand, when demands are high and decision

latitude is also high (“active work”) psychologi-

cal growth, improved coping, and biological

regeneration take place. Still according to the

theory, the combination of low demands and

low decision latitude (“passive work”) is of inter-

mediate importance to employee health. How-

ever, employees working for a long time in the

“passive” work situation may lose competence

and “stop growing” psychologically. The low-

demand/high-control situation (“relaxed work”)

is the ideal situation serving as reference in the

model. The “relaxed”/“job strain” diagonal of the

model is of more importance to the employee

health whereas the “passive”/“active” diagonal

is more important to productivity.

The demand/control/support model has been

tested in many epidemiological studies. The

assessment of demand, control, and support has

mostly been made by means of standardized

questionnaires. The most widely used Job Con-

tent Questionnaire (JCQ) has been translated into

many languages (Karasek et al., 1998). A shorter

version (Demand Control Questionnaire (DCQ))

has been used primarily in the Nordic countries.

JCQ contains scales for the assessment of psy-

chological demand, decision latitude, and its two

subcomponents (skill discretion and decision

authority), and also social support from superiors

and coworkers. JCQ also includes questions

about physical demands and job insecurity.

Measures of psychological job demands, deci-

sion latitude, and social support can also be

derived from job titles. The basis of such assess-

ments is the creation from representative samples

in the working population of a “job exposure

matrix” (JEM) indicating the average demand,

decision latitude, and support scores for each

job title. The means can also be specified with

regard to age group, length of employment, and

gender since these factors could influence the

means. In most studies, the three-digit version

of the international classification of jobs has

been used for the psychosocial JEM. This pro-

vides a more “objective” way of assessing the

work characteristics. However, in the recording

of the demand/control/support model it is mainly

the decision latitude dimension that provides suf-

ficiently reliable data since both demands and

social support assessments vary more between

individuals within occupations than they do for

decision latitude. Another more objective or

“external” way of measuring is to train experts

to do collective assessments of job sites with

regard to demand, control, and support.

How does the demand/control/support model

relate to people’s physiological status? In several

epidemiological studies, the model has been

examined in relation to biological risk factors

for cardiovascular disease. Accordingly in some

studies, high or increasing job strain has been

significantly related to elevated levels of sleep

disturbance, blood pressure (particularly when

blood pressure is monitored automatically during

24 h), morning excretion of cortisol in saliva and

immunological parameters, such as plasma
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fibrinogen, all of which regarded as risk factors

for cardiovascular disease. High or rising levels

of job strain are also related to lowered plasma

testosterone concentration, which has regenera-

tive/restorative functions protecting the body

against adverse effects of stress (Theorell,

2009). In addition, low levels of decision latitude

have been shown in one study to be related to low

parasympathetic activity (another protector

against adverse stress effects), as it is reflected

in heart rate variability measured by means of

24-h electrocardiogram. All these observations

indicate that job strain may affect physiology in

adverse ways. Poor social support has been

shown to add to the associations. However,

there are relatively few studies of physiological

correlates of Demand Control Support (DCS) and

hence, there is no complete scientific consensus

in this area – with the exception of fully auto-

mated measures of high blood pressure which are

consistently related to high job strain.

Epidemiological studies have also been made

of the relationship between job strain and adverse

health habits such as smoking, physical activity,

and alcohol consumption. The findings in these

studies are conflicting. The relationships between

health habits and the Demand Control Support

(DCS) model depend on contexts, such as social

class, age group, country, etc. Social class has

been discussed extensively since low socioeco-

nomic status is related to low decision latitude

and high socioeconomic status to high psycholog-

ical demands. Whether or not to adjust for social

class remains to be resolved. In many studies, the

relationship between the DCS and disease out-

come is only marginally affected by adjustment

for socioeconomic group, whereas other studies

show stronger effects of such adjustments.

Several prospective epidemiological studies

have been published regarding the relationship

between the DCS model and risk of cardiovascu-

lar disease (mainly myocardial infarction).

Designs, outcome measures, and DCS exposure

measures have varied between studies. Several of

the published studies have had too small statisti-

cal power or too long follow-up periods (for

instance, 20 years). Meta-analytical studies, how-

ever, indicate that among working men without

initial heart disease job strain (in most studies

defined in such a way that 20–30% of the study

population is defined as being exposed – the

remaining participants are mostly used as refer-

ence population) is associated with a 40% eleva-

tion of the risk of developing a myocardial

infarction during a 5-year follow-up. The job

strain–related risk among working men seems to

be stronger (in the order of 80% excess risk) in

analyses confined to those below age 55 at start of

follow-up. The combination of job strain and lack

of social support (iso-strain) has been less exten-

sively studied but is also related to risk of cardio-

vascular disease. There are different opinions

regarding the role of smoking, physical activity,

and eating/drinking habits in these associations. In

several studies, adjustments for such risk factors

have not affected the association markedly. For

women the epidemiological evidence is not clear.

Early signs of atherosclerosis assessed by

means of noninvasive methods (Carotid artery

Intima Media Thickness, IMT) have been

shown to be correlated with degree of job strain

in Finnish men in their younger middle age, even

after adjustment for accepted risk factors for car-

diovascular disease. This is a developing research

field like the study of interaction between genetic

stress-related genetic allele combinations and

exposure to job strain (Kivim€aki et al., 2008).

Mental disease has also been examined in

several prospective epidemiological studies

including demand/control/support which show

that the DCSmodel can predict risk of depression

and “burnout.” Depression seems to be particu-

larly strongly related prospectively to high psy-

chological demands and lack of social support at

work.

Musculoskeletal disorders (in particular neck-

shoulder pain) have also been related to the DCS

in many studies. There seems to be an interaction

between physical demands (such as heavy lifting

or awkward working positions with static load)

and high psychological demands/low decision

latitude/poor social support in the etiology of

neck-shoulder pain. The findings in different

studies seem to depend on the type of work

(white collar/blue collar), gender, age, and other

contextual factors.While there is no full scientific
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consensus regarding the role of the DCS model in

musculoskeletal disorders, researchers agree that

psychosocial job factors represented by the DCS

are important in rehabilitation after the onset of

such disorders.

The theory underlying the demand/control/sup-

port model has been used in several other epide-

miological contexts, for instance productivity,

international labor markets, pregnancy outcome,

and use of protective equipment in industry.

Karasek has recently elaborated theDCSmodel

in his stress disequilibrium theory (Karasek, 2008).

This postulates that release and storage of energy

are crucial features. In the job strain situation,

energy is constantly released with insufficient

opportunity for energy storage. During periods of

energy storage there is also opportunity for regen-

eration and anabolism.
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Synonyms

Job characteristics; Job control; Job strain; Work

engagement

Definition

Job demands are aspects of any job that include

the costs to the person completing the tasks

necessary to the job. While physical demands

are often the most obvious job demands, psycho-

logical, physiological, social, and organizational

costs are also present in the demands of any job

(Bakker & Demerouti, 2007). Job demands are

dependent on the stress sources present in any

environment a job is done and can be measured

by the amount of stress caused to the worker

participating in the job (Karasek, 1979). The

job demands-resources model is a current popular

model for exploring job demands by also

incorporating job resources and finding a balance

between them to reduce job strain (Bakker,

Demerouti, Taris, Schaufeli, & Schreurs 2003).

Cross-References

▶ Job Related to Health
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▶ Social Relationships

▶ Social Strain

▶ Social Stress

▶ Social Support
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Synonyms

Characteristics Study; Work

Definition

The Job Diagnostic Survey Questionnaire (JDS)

intends to (a) diagnose existing jobs to determine

if and how these might be redesigned to improve

employee’s motivation, satisfaction, and produc-

tivity and (b) evaluate the effects.

Description

The Job Diagnostic Survey (JDS) was developed

by Hackman and Oldham in 1975. JDS is based

on theoretical frameworks by Turner and

Lawrence (1965), Hackman and Lawler (1971),

and further developed by Hackman and Oldham

(1975, 1980). JDS is based on the theoretical

model the “Job Characteristics Model” (Hack-

man & Oldham, 1975, 1980) which contains

three basic psychological critical states that pro-

mote high performance, motivation, and satisfac-

tion at work. The critical states are as follows: (a)

a person must experience the work as meaning-

ful, valuable, and worthwhile; (b) a person should

assume responsibility for the result of the work;

and (c) a person should have knowledge of the

results from work.

Experienced meaningfulness of a job is

enhanced primarily by three core job dimensions:

skill variety (a variety of different activities

involving the use of different skills), task identity

(doing a job from the beginning to end), and task

significance (substantial impact).

Experienced responsibility for work outcomes

increases when a job has high autonomy (sub-

stantial freedom, independence).

Knowledge of the results is increased when a

job gives high feedback (the employee gets direct

and clear information about the effectiveness of

performance).

Affective responses from the work is investi-

gated using questions regarding (a) general satis-

faction (the degree to which the employee is

satisfied with the job); (b) internal work motiva-

tion (the employee experiences positive internal

feelings when performing effectively at work);

and (c) specific satisfaction of job security, pay,

social, supervisory, and opportunity for personal

growth and development.

Job Diagnostic Survey Questionnaire

The original Job Diagnostic Survey Question-
naire (JDS) (Hackman & Oldham, 1975) is

designed to be completed by workers. It contains

questions and statements of Likert type, ranging

from one to seven with higher scores indicating

the greater extent to which the respondent’s own

work possesses the characteristics being

assessed. JDS includes four major parts. The

first part “job dimensions” includes skill variety

(n ¼ 3), task identity (n ¼ 3), task significance
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(n ¼ 3), autonomy (n ¼ 3), feedback from job

itself (n ¼ 3), feedback from agents (n ¼ 3), and

dealing with others (n ¼ 3). The second part

“psychological states” includes experienced

meaningfulness from work (n ¼ 4), experienced

responsibility for the work (n ¼ 6), and knowl-

edge of the results (n ¼ 4). Part three “the affec-

tive responses to the job” includes general

satisfaction (n ¼ 5), internal work motivation

(n ¼ 6), and specific satisfaction with job secu-

rity (n ¼ 2), pay (n ¼ 2), social (n ¼ 3), super-

visory (n ¼ 3), and growth (n ¼ 4). Part four

“growth needs strength” includes questions in

“would like” format (n ¼ 6) and “job choice”

format (n ¼ 12).

The Job Characteristics Model suggests that it

is possible to generate a summary score reflecting

an overall motivating potential (MPS) of a job

based on the five core job dimensions:

MPS¼ Skill varietyþTask identifyþTask significanceð Þ
3

� Autonomyð Þ� Feedbackð Þ

Reliability

The instrument is not recommended for use at

individual level; however, it shows satisfactory

reliability when used on groups of five or more,

performing the same type of job. The reliability

ranges from a high internal consistency of 0.88 to

a low of 0.58 (Hackman & Oldham, 1975).

Results from test-retest are not available. JDS

norm–referenced data are based on 6,930 persons

working in 876 different jobs in 56 organizations

(Oldham, Hackman, & Stepina, 1978).

Validity

Early work by Hackman and Oldham (1975)

showed good face validity, with items being

checked and re-checked during the 2-year devel-

opment period. Fried and Ferris (1987) describe

in their meta-analysis modest support for the

model, suggesting that the model does not give

a complete picture of the motivational effects of

job characteristics. A recent study of the empiri-

cal evidence of the Job Characteristic Model was

investigated in British establishments (DeVaro,

Li, & Brookshire, 2007). The study result gener-

ally supports the model’s prediction that task vari-

ety andworker autonomy are positively associated

with labor productivity and product quality.

Oldham and Hackman (2010) describe how

they under-recognized in their early work (1975,

1980) the importance for work redesign of the

broader context, for example, the organization’s

formal properties and the culture within which

the organization operates. They further suggest

important areas for future research and discuss

concepts such as social sources of motivation, job

crafting, and work design for teams.

In several studies published during the years

2008–2011 using the JDS, only parts of the

original questionnaire have been used, most

frequently the subscales for job control

(Tucker et al., 2009), job autonomy (Grandey,

Fisk, & Steiner, 2005), and job satisfaction

(Huffman, Youngcourt, Payne, & Castro, 2008;

Nelson, Johnson, & Bebbington, 2009).

The JDS is generally applicable across indus-

trial sectors and occupations. Investigations using

the JDS have among others previously been

published for customer-contact employees

(Grandey et al., 2005), university employees

(Liu, Spector, Liu, & Shi, 2011), army soldiers

(Huffman et al., 2008),mental health professionals

(Pedrini et al., 2009), psychiatrists (Kumar, Fisher,

Robinson, Hatcher,&Bhagat, 2007), and pediatric

nursing (Eaton & Thomas, 1997).

Cross-References
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▶ Job Satisfaction/Dissatisfaction
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▶ Job Classification

Job Performance
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Synonyms

Employee appraisal; Job components; Job perfor-

mance standards; Knowledge of work;

Productivity; Quality of work; Situational

responsiveness

Definition

Job performance relates to the act of doing a job.

Job performance is a means to reach a goal or

set of goals within a job, role, or organization

(Campbell, 1990), but not the actual conse-

quences of the acts performed within a job.

Campbell (1990) affirms that job performance is

not a single action but rather a “complex activity”

(p. 704). Performance in a job is strictly a behav-

ior and a separate entity from the outcomes of

a particular job which relate to success and

productivity.

Cross-References

▶ Stress

▶ Stress Management

▶Workload

▶Work-Related Stress
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Job Prestige

▶Occupational Status

Job Related to Health
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Synonyms

Job analyses; Job control; Job demands;

Job strain; Work-related stress

Definition

A job is “a single position or a group of posi-

tions, at one establishment, whose major work

activities and objectives are similar in terms of

worker actions, methodologies, materials,

products, and/or worker characteristics; and

whose array of work activities differs

significantly from those of other positions”

(US Department of Labor, 1982). Employees

are reimbursed by working a job, which is

how a job differs from a volunteer opportunity.

Reimbursement does not have to be monetary

but should be something of use and value to the

employee.

Occupational health promotes the highest

degree of physical, mental, and social well-being

of workers in all occupations. It is aimed to pre-

vent workers’ ill health caused by working con-

ditions, protect them in their works from risks

that include adverse factors to health, and place

them in optimum adapted occupational

environment.

Related to health, it is therefore important to

analyze jobs in order to understand the specific

activities and requirements of the people who

perform them. According to the US Office of

Personnel Management (USOPM), job analysis

is a “systematic procedure for gathering,

documenting, and analyzing information about

the content, context, and requirements of the

job. It demonstrates that there is a clear rela-

tionship between the tasks performed on the job

and the worker’s competencies required to per-

form the tasks” (US Office of Personnel Man-

agement [USOPM], 2011). Job analysis

requires that certain categories of information

be reported in a systematic way (US Depart-

ment of Labor, 1982). The two major categories

of job analysis areWork Performed andWorker

Characteristics (US Department of Labor).

Together, work performed and worker charac-

teristics define the dimensions of job

requirements.

Job related to health thus includes adaption of

work to the worker and correspondence between

worker’s capability and the job requirements.

Description

Some job demands may have an impact on the

worker’s health and contribute to health prob-

lems such as heart disease, depression, and

burnout.
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Having a defined system to analyze jobs helps

people to determine which jobs they are capable

of performing that ill health do not occur. For

example, if a person acquires an injury that

leaves them unable to lift heavy objects, they

will have to consult job analyses to determine

jobs that they can perform despite their lifting

restriction.

Unfortunately, jobs can be a cause of mental,

physical, and emotional harm for employees.

Because of the health risks sometimes associ-

ated with holding a job, there are organizations

designed to protect employees. One such orga-

nization is the International Labour Organiza-

tion (ILO). It “is devoted to promoting social

justice and internationally recognized human

and labor rights, pursuing its founding mission

that labor peace is essential to prosperity.

Today, the ILO helps advance the creation of

decent work and the economic and working

conditions that give working people and busi-

ness people a stake in lasting peace, prosperity

and progress. Its main aims are to promote

rights at work, encourage decent employment

opportunities, enhance social protection and

strengthen dialogue on work-related issues”

(ILO, 2011).

Cross-References
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▶Work-Related Stress
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Synonyms

Social support at work; Work autonomy; Work

fulfillment/non-fulfillment; Work performance

feedback; Work satisfaction/dissatisfaction

Definition

Job satisfaction, that is, intrinsic and extrinsic job

satisfaction, deals with the contentment with

a particular job, done by an employee. Content-

ment with a job can be due to the internal quali-

ties of an employee, including personality and

personal lenses, and also the external features of

the workplace including the environment. Some

form of management controlling the quality of

job outcomes often influences job satisfaction as

well as the amount of power the employee is

given.

Description

There are two major forms of job satisfaction:

intrinsic and extrinsic job satisfaction. Intrinsic

job satisfaction is the contentment with the type

of work the employee is doing, while extrinsic

job satisfaction encompasses the environment

that the job is being completed in. Intrinsic job

satisfaction is most variable between people

because of individual preferences for different

types of work. Extrinsic job satisfaction includes

environmental factors such as salary, coworkers,

and management (Jones, 1992).
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Job satisfaction may be improved with vary-

ing the different types of tasks, the ability to get

promoted, changing environmental factors, and

higher employment salary. Although commonly

thought to be an essential indicator of job satis-

faction, salary level only has a marginal corre-

lation of 15% with job satisfaction (Judge,

Piccolo, Podsakoff, Shaw, & Rich, 2010). More-

over, job satisfaction has no direct relationship

with job performance (Laffaldano &

Muchinsky, 1984) but is strictly dependent on

the context and outlook of the individual com-

pleting the job.

Job satisfaction can be measured by the

amount of stress, the work group characteristics,

the physical environment, and organizational

rewards/punishments (Brief & Weiss, 2002).

The most common way to measure job satisfac-

tion in a traditional work environment is to give

employees questionnaires, often constructed

using a Likert scale. These assessments allow

individuals to rate all aspects of the work satis-

faction. Items most commonly given low scores

may be improved within a workplace resulting in

the job satisfaction of all involved to likely

increase.

Job dissatisfaction is the discontentment of

the conditions involved in measuring job satis-

faction. Although these present as opposing

concepts, an employee is able to have fluctuat-

ing feelings of both of these concepts as the

work environment changes. Although an

employee may be dissatisfied with the extrinsic

aspects of a job, he or she may conversely be

satisfied with the intrinsic features of that same

job. Extrinsic factors, in particular, are associ-

ated with levels of job dissatisfaction high

enough to result in a worker quitting a job

(Arnett & Polkinghorne, 2010). A lack of

achievement, responsibility, and recognition

may result in job dissatisfaction (Dunnette,

Campbell, & Hakel, 1966). While an employee

may enjoy the tasks they are completing, their

appreciation at their facility is an important

element in maintaining the employee’s satisfac-

tion. Working conditions, company policies,

and security are most likely to cause job

dissatisfaction (Dunnette et al., 1966) as these

are least likely to change if offensive.

Conclusion

Work satisfaction/dissatisfaction can be influenced

by job characteristics and have an impact on

a worker’s well-being. For example, work demands

such as a high work pressure, emotional demands,

and role ambiguity may lead to sleeping problems,

exhaustion, etc. Impaired health work resources

such as social support, performance feedback, and

autonomy might lead to work-related learning,

work engagement, and organizational commitment

(www.emeraldinsight.com/0268-3946.htm).
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Kaposi’s Sarcoma

David J. Finitsis

Department of Psychology, University of

Connecticut, Storrs, CT, USA

Synonyms

KS

Definition

Kaposi’s sarcoma (KS) is a rare disorder typically

affecting the skin, mucous membranes, and blood

vessels (Kubota, 2000); it was first described

by Hungarian physician Moritz Kaposi in 1872

(Safai, 1997). Originally described as a cancer,

current research suggests that KS is virally medi-

ated (Hayward, Alcendor, & Arav-Broger, 2010).

Description

KS presents as pink, purple, and/or brownish red

maculae or plaques which may hemorrhage

(Knipe & Howley, 2007; Kubota, 2000).

Multiple forms of KS have been identified.

The classic form is indolent, progressing slowly

with localized expression that remains confined

to the skin and subcutaneous tissues. This form

was originally reported by Kaposi among

a circumscribed population of primarily elderly

men from Eastern Europe and the Mediterra-

nean. It is rarely life-threatening and may spon-

taneously remit. A form was subsequently

identified in certain regions of sub-Saharan

Africa affecting adults and children and may

present as either indolent or aggressive. An

aggressive form has since been described in

immunosuppressed organ transplant recipients

(Knipe & Howley, 2007).

The acquired immune deficiency syndrome

(AIDS) – related form of KS – is likewise

aggressive. Lesions spread rapidly to involve a

significant area of the skin and may develop

into larger nodules and tumors. Aggressive

KS may also extend to the lymphatic and gas-

trointestinal systems as well as the lungs

(Kubota, 2000). With their pervasive involve-

ment of the lymph nodes, mucosal tissue, and

solid organs, aggressive forms of KS carry

a significant risk of fatal complications

(Kubota, 2000; Safai, 1997).

Etiology

Moritz Kaposi originally categorized KS as

a small cell sarcoma, but KS presents as multiple

lesions with a course that may be indolent in the

immunologically intact patient. This differs

greatly from cancer which typically manifests as
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a unifocal lesion that spreads by metastasis.

The current theory is that an infectious agent

causes KS: researchers have identified a unique

herpes-like virus from KS lesions, called

Kaposi’s sarcoma-associated herpesvirus

(KSHV) or human herpesvirus 8 (HHV8).

Forms of this virus have since been found present

in all cases of Kaposi’s sarcoma regardless of

human immunodeficiency virus (HIV) serostatus

(Hayward, Alcendor, & Arav-Broger, 2010).

Treatment

Historically, Kaposi’s sarcoma has been

treated as a cancer with surgery, radiation,

and chemotherapy. Since aggressive KS is

linked to immune compromise, treatments

that restore the immune system can indirectly

treat KS. In its AIDS-related form, the use of

highly active antiretroviral therapy (HAART)

is associated with the reduction and remission

of KS lesions (Hayward, Alcendor, & Arav-

Broger, 2010).
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▶ Immune Function
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Biographical Information

Peter Kaufmann was born in a World War II

refugee camp near Lauenburg, Germany, on

February 5, 1942. He immigrated to the United

States with his parents in 1952, settling in

Chicago, Illinois. Kaufmann received his

BS and MA degrees in Psychology from Loyola

University (Chicago) and his Ph.D. from the Uni-

versity of Chicago. He served briefly as Assistant

Professor of Psychology at Emory and Henry

College in Virginia, then pursued postdoctoral

training in neurosciences in the Department of

Physiology and Pharmacology at Duke Univer-

sity, in North Carolina, where he conducted

research on the cellular organization of the visual

system. He continued research in neuroscience at

the Duke Center for Hyperbaric Medicine and

Environmental Physiology, where he character-

ized the nature of central nervous system

hyperexcitability arising from extreme baromet-

ric pressures such as encountered in deep-sea
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diving, with support from the National Heart,

Lung, and Blood Institute (NHLBI) and the

Office of Naval Research.

In 1983, Kaufmann came to the NHLBI to

develop a program of research on the neurophys-

iologic basis of behavioral risk factors of cardio-

vascular diseases. He rose to Chief of the

Behavioral Medicine Branch in 1991, and Leader

of the Behavioral Medicine and Prevention

Research Group in 1994. In 1996, he organized

the NHLBI Task Force on Behavioral Research in

Cardiovascular, Lung, and Blood Health and Dis-

ease. Upon reorganization of the NHLBI in 2006,

he was appointed Deputy Chief of the Clinical

Applications and Prevention Branch. In 2000, he

served asActingDirector of the National Institutes

of Health (NIH) Office of Behavioral and Social

Sciences Research (OBSSR). He served on

numerous NIH-wide committees, including the

NIH Behavioral and Social Sciences Coordinating

Committee, the NIH Prevention Research Coordi-

nating Committee, and as member and chair of the

Data and Safety Monitoring Board (DSMB) for

trials within the National Institute for Drug Abuse

Clinical Trials Network. He testified on matters of

behavioral and social sciences research in health

before the Senate Committee on Appropriations,

Subcommittee on Labor, Health and Human Ser-

vices, and Education in 2000 and in 2002.

In addition to his work at the NIH, Kaufmann

served on the Executive Council of the Academy

of Behavioral Medicine Research (2003–2009)

and the Executive Committee of the Society of

Behavioral Medicine (2006–2009), serving as

President from 2007 to 2008. He was Secretary

of the International Society of Behavioral Medi-

cine in 2009. He has received numerous awards

for his work, including the NIH Director’s Award

(2011), several NIH Merit awards, the Distin-

guished Service Award of the Society of Behav-

ioral Medicine (2009), Meritorious Research

Service Commendation of the American Psycho-

logical Association (2003), the National

Leadership Award of the Society of Behavioral

Medicine (2002), and the Career Service to

Health Psychology Award of the American

Psychological Association (2002). He was

elected Fellow of the Society of Behavioral Med-

icine in 1991 and Fellow of the Academy of

Behavioral Medicine Research in 1992.

Major Accomplishments

Kaufmann’s early work in hyperbaric medicine

was to examine the reported rostro-caudal progres-

sion of high pressure hyperexcitability symptoms,

demonstrating simultaneous effects at all levels of

the central and peripheral nervous system. Along

the way, he gained understanding of gas exchange,

cardiac function, and the circulatory system. His

initial focus at NHLBI was to develop research

initiatives on the neurobiology of cardiovascular

diseases, including the role of neuroactive pep-

tides in response to mental stress, genetic influ-

ences in hypertension, and cardiovascular

reactivity. Extending the work by David Krantz,

James Muller, James Blumenthal, David Sheps

and their collaborators, he launched the multisite

Psychophysiological Investigations of Myocardial

Ischemia (PIMI) study, which delineated the

effects of mental stress on cardiac function in

healthy men and women as well as in patients

with obstructive coronary heart disease (CHD).

This study demonstrated that vulnerability to

mental stress increased mortality of CHD patients.

As identified behavioral risk factors grew in

number and importance, Kaufmann recognized

the importance of moving beyond descriptive

studies and the study of mechanisms of action to

develop clinical interventions that could be

implemented in clinical practice. Spurred by the

NHLBI’s leadership in randomized clinical trials

methodology, he turned his attention to identify-

ing suitable targets for behavioral interventions

and organized several randomized clinical trials

to evaluate interventions for behavioral risk fac-

tors in cardiovascular diseases. He organized the

Hypertension Intervention Pooling Project with

Stephen Weiss, a rigorous examination of the

methods and design of clinical trials in non-

pharmacological management of hypertension.
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He designed the stress management arm of the

Trials of Hypertension Prevention with David

Batey and collaborators and the Raynaud’s Treat-

ment Study (RTS), a multi-site clinical trial

comparing behavioral and pharmacological treat-

ments for Raynaud’s Phenomenon, with Robin

Hill. Inspired by Redford Williams’ work on the

influence of social support in reducing mortality

and Robert Carney’s research on depression in

myocardial infarction patients, he was instrumen-

tal in launching the landmark Enhancing Recov-

ery in Coronary Heart Disease Patients

(ENRICHD) randomized trial with Susan

Czajkowski. The trial evaluated whether cogni-

tive behavioral therapy (CBT), supplemented by

pharmacotherapy for treating depression and low

perceived social support in patients after myocar-

dial infarction would reduce the incidence of

major acute cardiac events. The trial demon-

strated the efficacy of CBT for depressed cardiac

patients and led to insights about the role of

depression in cardiovascular risk.

Kaufmann’s work emphasized rigorous

research designs and monitoring, contributing to

setting the standard for clinical investigation in

behavioral medicine. Along the way, he served as

steward of numerous individual and group-

randomized clinical trials involving stress man-

agement, meditation, relaxation therapy, and

behavioral risk factor interventions for patients

with hypertension, coronary heart disease, obe-

sity, and tobacco addiction. He was successful in

promoting collaborative research in behavioral

medicine through Program Project Grants,

Research Centers in Mind-Body Medicine,

Translation Research, Research Centers for the

study of health disparities and public health.

During his tenure as Acting Director of OBSSR

in 2000, Kaufmann launched a committee to

establish methods and a process for evaluating

the efficacy of behavioral interventions. The

Evidence-Based Behavioral Medicine project

emerged and, under the guidance of Karina

Davidson, was eventually adopted as a standing

committee of the Society of Behavioral Medicine.

At that time he also supported the early planning

for the National Children’s Study and designed

and organized the Summer Institute on

Randomized Clinical Trials Involving Behavioral

Interventions, whose objective was to build

a cadre of well-trained clinical trialists. The

Summer Institute has continued as an annual

event under Kaufmann’s leadership with the col-

laboration and continued support of the OBSSR,

particularly through the efforts and dedicated col-

laboration of Ronald Abeles. The Summer Insti-

tute has trained hundreds of junior investigators in

the science of clinical trials.

Kaufmann has also provided leadership for

numerous NHLBI and trans-NIH research initia-

tives and conferences, spanning a broad array of

topics such as behavioral genetics, basic and

applied research on the physiology and pharma-

cology of mental stress, pain and cardiovascular

regulation, the role of mood disorders in somatic

illness, translational science, health literacy,

socioeconomic status and health, health dispar-

ities, and early life influences on health. With

Redford Williams, he engaged in scientific

exchange with Soviet scientists on behavioral

factors in hypertension and in collaborative ven-

tures with behavioral scientists in Lithuania.

Kaufmann served on the editorial boards of

Psychosomatic Medicine, Psichologija (Lithua-

nia), and as Guest Editor of the Annals of Behav-

ioral Medicine and the Journal of Cardiovascular

Electrophysiology. He has held Adjunct teaching

appointments at George Mason University in

Virginia and Montgomery College, Maryland.

Cross-References

▶Cognitive Behavioral Therapy (CBT)

▶Evidence-Based Behavioral Medicine

(EBBM)

▶Randomized Clinical Trial

▶ Society of Behavioral Medicine
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Akihito Shimazu

Department of Mental Health, Graduate School

of Medicine, The University of Tokyo,

Bunkyo-ku, Tokyo, Japan

Biographical Information

Prof. Norito Kawakami

Norito Kawakami was born on March 2, 1957,

in Okayama, Japan. He graduated from Gifu

University School of Medicine and acquired his

M.D. degree in 1981. He was awarded his D.M.

Sc. in 1985 from The University of Tokyo. After

receiving his doctorate, Kawakami began his

career as an assistant professor at The University

of Tokyo. Then, he worked at the University of

Texas School of Public Health, Houston, TX

(1990–1991), and The University of Tokyo

Faculty of Medicine (1991–1992) as a visiting

researcher. He returned to Gifu University School

of Medicine as an associate professor in the

Department of Public Health (1992–2000).

He moved to Okayama University Graduate

School of Medicine, Dentistry & Pharmaceutical

Science as a professor in the Department of

Hygiene & Preventive Medicine (2000–2006).

He is currently a professor in the Department of

Mental Health, Graduate School of Medicine,

University of Tokyo (2006).

Major Accomplishments

Kawakami has published more than 150 research

papers in international journals concerning

a broad range of topics in occupational health

and behavioral medicine, such as the epidemiol-

ogy of job stress (Kawakami, Kobayashi, Araki,

Haratani, & Furui, 1995) and its health effects

(Inoue et al., 2010; Kawakami et al., 1997, 2000)

and workplace stress management interventions

(Kawakami, Kobayashi, Takao, & Tsutsumi,

2005; Tsutsumi, Nagami, Yoshikawa, Kogi, &

Kawakami, 2009).

He has also published papers regarding the epi-

demiology of mental disorders in the workplace

and community (Kawakami et al., 1996;

Kawakami, Shimizu, Haratani, Iwata, &Kitamura,

2004; WHOWorld Mental Health Survey Consor-

tium, 2004), social inequality in health, smoking

(Honjo, Tsutsumi, Kawachi, & Kawakami, 2006;

Kawakami, Takatsuka, Shimizu, & Takai, 1998),

and diabetes (Kawakami, Takatsuka, Shimizu, &

Ishibashi, 1999).

Kawakami has served as the chair of the

International Collaboration Studies Committee
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(2004–2008), president of the International

Society of Behavioral Medicine (2010–2012),

chair of the Scientific Committee of Work Orga-

nization and Psychosocial Factors at Work (2006–

2011), and as a board member for the International

Commission on Occupational Health (2009).

He has also served as an associate editor of the

International Journal of Behavioral Medicine

(2005–2008) and the editor-in-chief of the Journal

of Occupational Health (2008–2011).
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Kuopio Ischemic Heart Disease Risk
Factor Study

Jussi Kauhanen

Institute of Public Health and Clinical Nutrition,

University of Eastern Finland, Kuopio, Finland

Definition

The Kuopio Ischemic Heart Disease Risk Factor

Study (KIHD) is an extensive epidemiologic

research project that was launched in the 1980s.

Within 20 years, it has produced over 400

original peer reviewed research papers in

health-related international journals. The KIHD

is a population-based longitudinal follow-up

study, which initially involved nearly 3,000

middle-aged (42–60 years) men from the Kuopio

region in Eastern Finland. Ten years later, women

of same age (N > 1,000) were recruited to the

study. A major part of the original cohorts

have been reexamined 4, 11, and 20 years after

the baseline. Register linkages have been

established with national covering registries,

i.e., the National Death Registry of Finland, Hos-

pital Discharge Registry, Cancer Registry, and

other disease-specific national health registries

in Finland, to monitor annual events of early

deaths as well as new cases and treatment epi-

sodes due to various diseases. Despite its name,

the KIHD has not been restricted only to cardio-

vascular outcomes. Some of the major research

lines have been within the domains of chronic

disease epidemiology, nutritional epidemiology,

alcohol epidemiology, psychosocial epidemiol-

ogy, as well as molecular and genetic epidemiol-

ogy. Being a multisdisciplinary project with

extensive data collection, the health determinants

examined within the KIHD study have involved

a wide range of factors from genes to health

behavior and environmental risks and from bio-

chemical markers to psychological, psychoso-

cial, and socioeconomic factors. It has been

possible to construct some historical cohort

designs, to take a lifecourse look at possible

early childhood determinants on later health.

Some of the key researchers in the project

over the years have included authors such as

Salonen JT, Kauhanen J, Tuomainen TP,

Kurl S, Laukkanen J, Virtanen J (all from

Finland), Kaplan G, Krause N (from the USA),

and Lynch JW (Australia). The KIHD study is

estimated to yield interesting scientific findings

well into the 2020s.
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Synonyms

Hidden variable; Hypothetical construct;

Hypothetical variable

Definition

Several of the concepts of social sciences extracted

from various theories cannot be observed directly,

although these concepts might be of interest to

social scientists and researchers. For example:

• In health: treatment adherence/compliance

and well-being

• In psychology: stress, self-worth, and person-

ality dimensions

• In education: memory, spatial ability, and

problem solving

• In sociology: optimism, hostility, socioeco-

nomic status, and attitudes

• In political science: leadership, conservatism,

fundamentalism, political competence, etc.

In such cases where a concept is unobservable

directly yet researchers are interested in their

empirical testing, researchers have to rely on

assumptions. In other words, they implicitly or

explicitly operationalize these concepts into for-

mal measurement models (constructs). These

constructs can then only be measured indirectly

via observable indicators/behaviors. Scaling (i.e.,

collection of relevant information on a question-

naire) is the most common technique to collect

data for an unobservable construct. What is rele-

vant is based on the assumptions of the researcher

and derived from operational definition of the

construct.

Various types of scaling techniques have been

developed for deriving information on

unobservable constructs of interest from observ-

able indicators. An important family of scaling

methods is formed by latent variables. A latent

variable model is a possibly nonlinear, path anal-

ysis or graphical model. In addition to the mani-

fest variables, the model includes one or more

unobserved or latent variables representing the

constructs of interest. Latent variable models

are developed on two basic assumptions. The

first assumption is that the responses on the indi-

cators are the result of an individual’s position on

the latent variable(s). Secondly, it is assumed that
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the manifest variables have nothing in common

after controlling for the latent variable(s), which

is often referred to as the axiom of local

independence.

Figure 1 shows a latent variable model, i.e., an

unobservable variable LV represented by an oval

which is assumed to be the result of commonality

measured by three manifest indicators I1, I2, and

I3. The ovals e1, e2, and e3 are residual also

known as error variances. The concept of latent

variables is based on the classical test theory,

which assumes that any measure is a function of

two variables: (1) the true score and (2) the error

variation. This assertion can be written as

a formula: (X ¼ T + E) where X represents the

observed score on the measure, T is the person’s

true score, and E is the error variation.

Historically, the idea of latent variables arose

primarily from psychometrics, beginning with the

g factor of Spearman (1904). Spearman developed

factor analytic models for continuous variables in

the context of intelligence testing. The tradition

continued with other psychologists such as Thom-

son, Thurstone, and Burt, who were investigating

the mental ability of children, as suggested by the

correlation and covariance matrices from cogni-

tive tests variables. The technique was further

developed with the work of Lawley (1943),

Thurstone (1947), and Lawley and Maxwell

(1963), and finally, it entered into the conceptual

framework of confirmatory factor analysis (CFA)

with Jöreskog (1971); Wiley, Schmidt, and Bram-

ble (1973); and Sörbom (1974). In subsequent

years, CFA became a very popular technique,

largely because of the LISREL program by

Jöreskog and Sorbom (1993). At present, there

are various developments that emphasize this

common framework for latent variables analysis,

cases in point being the work of Muthén and

Muthén (1998), McDonald (1999), and Moustaki

and Knott (2000).

Cross-References

▶ Structural Equation Modeling (SEM)
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Synonyms

Locus of control

Definition

Literally, learning to be helpless; a set of motiva-

tions, perceptions, and behaviors that conclude

that one’s behavior does not effect any control

over one’s surroundings (i.e., that no matter what

one does, things will not change). The effect is

most notable under aversive conditions where

change is easily attained but is not sought due to

learned helplessness.

Description

Learned helplessness refers to the condition of an

organism (human or animal) wherein behavior is

consistent with the perception that actions do not

impact outcomes. In humans, this typically man-

ifests as a view of the world as uncontrollable,

unpredictable, and insensitive to individual needs

or acts. Behaviorally, one might fail to be proac-

tive even when opportunities to effect change

exist (Walker, 2001).

The term “learned helplessness” originated

with a set of animal studies from the 1960s and

1970s (e.g., Seligman &Maier, 1967; Overmier &

Seligman, 1967). In these studies, one group (1) of

dogs was given repeated, inescapable shocks

while restrained. Later, these same animals

appeared to passively accept shocks without seek-

ing escape, even in cases where escape options

were readily available (e.g., shock could be

escaped by jumping over a small barrier or push-

ing a button or lever to turn off the shock). The
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authors hypothesized that the animals were

experiencing “learned helplessness” because pre-

vious experience taught them that behavior and the

shock were independent; that is, they had learned

to behave helplessly in the face of aversive stimuli.

Later studies compared animals from this first

group to (2) animals that experienced no previous

shocks, (3) animals that experienced previous

shocks as controllable (yoked to the learned help-

lessness group), and (4) animals that first received

training in escaping shocks but later were given

inescapable, uncontrollable shocks. All three later

groups (2, 3, 4) learned to avoid shocks, where the

first group (1) did not. As such, the critical com-

ponent to developing learned helplessness is

whether an organism first experiences the environ-

ment as controllable (see Peterson, Meier, &

Seligman, 1995; Walker, 2001).

Since these original studies, learned helpless-

ness has been applied to a wide variety of psy-

chological phenomena, including acceptance of

victimization (and abuse), pessimism, psycho-

logical well-being, low achievement at work or

school, sudden death or illness, and health behav-

iors such as diet, exercise, and treatment adher-

ence. Much research indicates that learned

helplessness becomes a psychological deficit

only when it manifests consistently, across mul-

tiple situations (Sahoo, 2002). As such, learned

helplessness may describe behavior in a discrete

situation (e.g., as with the shocks previously

described), but it is most linked to problematic

life outcomes when it becomes a trait-like, gen-

eralized set of perceptions and behaviors.

In humans, learned helplessness is most com-

monly studied in the context of depression. The

“learned helplessness theory” specifically posits

that depression occurs after experiencing the

world as uncontrollable and then behaving con-

sistent with the perception of helplessness. In this

case, it is not actual controllability that is impor-

tant so much as perceived controllability. In

depression, learned helplessness theory also

includes the perception of future uncontrollabil-

ity: essentially that bad things happen now and in

the future and that nothing one does can have any

effect on their occurrence (see Peterson &

Seligman, 1985). This hypothesis explains many

of the more difficult to treat features of depres-

sion, including failure to approach previously

enjoyable activities, failure to regulate eating

and sleep, and similar self-defeating behaviors.

Although research does link learned helplessness

and depression, the direction of causality has yet

to be firmly established. An alternative hypothe-

sis suggests that a third variable, such as an exter-

nal locus of control, causes both learned

helplessness and depression to manifest (see

Walker, 2001).

Cross-References
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▶Depression: Symptoms
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Synonyms

Appetite; Hormones; Peptide

Definition

Leptin (Greek leptos: thin) is a protein hormone

released mainly by white adipocytes. It binds at

leptin receptors in brain neurons involved in regu-

lating energy intake and expenditure, mainly in the

lateral hypothalamus, where the activity of neurons

containing neuropeptide Y (NPY) and agouti-

related peptide (AgRP) is inhibited, while the activ-

ity of neurons expressing a-melanocyte-stimulating

hormone (a-MSH) is increased.The effects of leptin

were observed by studying mutant obese mice (ob
mice) that arose at randomat the JacksonLaboratory

in 1950. The human ob gene is located on chromo-

some 7 encoding a protein of 167 amino acids.

Even though leptin is also synthesized by other

tissues including the placenta, ovaries, skeletal

muscle, stomach, mammary epithelial cells, bone

marrow, pituitary, and liver, circulating leptin con-

centration is highly associatedwith the total amount

of body fat and positively correlated with BMI.

Despite the fact that leptin is reducing appetite in

subjects of normal body weight, it was found to

occur in obese people with unusually high

concentration, thus indicating a possible leptin

resistance. The leptin deficiency here may lead to

increased food intake and body weight.

Experiments in animals have shown that leptin

levels in circulation provide indication of both

energy stores and energy balance. Research has

also shown that food restriction is associated with

suppression of circulating leptin, and that

increased food intake increases leptin levels.

Administering leptin was also found to reduce

food intake resulting in loss of bodyweight. Leptin

crosses the blood brain barrier, and administering

it peripherally alters neuronal activity in several

hypothalamic and brain stem regions leading to

multiple changes that result in reduced appetite.

In addition to its hypothalamic target, recent

results suggest that leptin also affects mesolimbic

pathways and might provide a link between

energy homeostasis and reward-related behavior.

Leptin receptors were detected on dopaminergic

neurons in the ventral tegmental area (VTA)

inhibiting dopamine signaling in the nucleus

accumbens (NAc). Based on these findings,

there is evidence that elevated leptin is involved

in processing of reward-predicting signals such

as seeing, smelling, or tasting food. Important

insights into the regulatory role of leptin on cen-

tral processing of food-related stimuli have been

gained by studies in patients with rare genetic

defects leading to a leptin deficiency syndrome

(LDS). In LDS patients, visual food cues were

associated with increased striatal activation;

moreover, this effect was neutralized by intrave-

nous application of recombinant leptin. A second

study reported marked CNS-activation in LDS

patients following visual food stimuli.

Recent studies have demonstrated an impor-

tant role of leptin in addictive behavior. For

example, research has found positive correlations

of plasma leptin and alcohol craving in alcohol-

dependent subjects, as well as showed a positive

correlation of plasma leptin and nicotine craving

in nicotine-dependent subjects. It is assumed that

leptin mediates a reduction of the basal dopami-

nergic activity in the mesolimbic system, contrib-

uting to a hypodopaminergic functioning

associated with reward deficiency. These results

suggest that addictive substances as well as food
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may hold a greater reward value for subjects

showing higher leptin plasma levels.

Cross-References

▶Addiction
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▶Hormones
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Synonyms

Stressful events

Definition

Life events are specific occurrences experienced

by an individual that are perceived as stressful,

e.g., bereavement, divorce, and moving house.

Life events are not always negative events but

can be something positive which is perceived as

stressful due to the amount of change it brings

into the individual’s life, e.g., getting married and

changing job.

Life event measures are often used to identify

relationships between stress and health within

behavioral medicine research. Life events are

usually assessed by standardized interview or

questionnaire. Such questionnaires ask the indi-

vidual to indicate which events have happened

to them over a specific time period such as 1 year

or one month. Life events are usually limited to

several key domains such as health, marriage,

relationships, bereavement, work, housing, and

finance. Some life event measures are specific to

certain populations or age groups such as the

Life Events Scale for Students (Linden, 1984).

These measures often ask individuals to rate

how stressful each event that occurred was on

a rating scale. This method is based on the well-

established Life Events and Difficulties Sched-

ule (Brown & Harris, 1989). Other question-

naires use pre-identified weightings of the

severity of events to determine an overall life

events burden score, such as the Undergraduate

Stress Questionnaire (Crandall, Preisler, &

Aussprung, 1992) in which more severe events

such as bereavement are given higher

weightings.
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Synonyms

Life course; Life cycle; Life time

Definition

In its most general sense, life span refers to the

length of time between birth and death. Impor-

tantly, life span is distinct from life expectancy,

which reflects the average number of years that

an individual might be expected to live (often

reflective of a biological limit on life). Develop-

mental behavioral theories posit that certain fac-

tors impact behavior and that these factors, and

thus individual behavior, change as the individ-

ual ages. Such theories of behavior specify that

what happens earlier in life affects what happens

later. As such, incorporating a life span

approach in behavioral medicine implies the

implementation of longitudinal studies that

begin early on in the developmental stages

(i.e., childhood) and continue into late adult-

hood. As the cost and feasibility of such life

span studies can be prohibitive, many behavioral

researchers opt instead to conduct cross-

sectional studies of various age cohorts repre-

sentative of the full age spectrum. Although

informative, such study designs do not examine

the process of aging, and as such, they cannot

provide a causal explanation of how the pro-

cesses of aging impact behavioral outcomes

and vice versa. Finally, life span differs from

health span (Rowe & Kahn, 1987, 1998),

which reflects the length of time prior to the

onset of disease or disability. Health span has

been adopted in the behavioral medicine litera-

ture as an indicator of healthy aging.

References and Readings

Baltes, P. B., Reese, H. W., & Lipsitt, L. P. (1980).

Life-span developmental psychology. Annual Review
Psychology, 31, 65–110.

Rowe, J. W., & Kahn, R. L. (1987). Human aging: Usual

and successful. Science, 237, 143–149.
Rowe, J. W., & Kahn, R. L. (1998). Successful aging.

New York: Pantheon/Random House.

Staudinger, U. M., Marsiske, M., & Baltes, P. B. (1995).

Resilience and reserve capacity in later adulthood:

Potentials and limits of development across the life

span. In Developmental psychology (Risk, disorder,

and adaptation, Vol. 2, pp. 801–847). New York:

Wiley.

Life Span 1151 L

L

http://dx.doi.org/10.1007/978-1-4419-1005-9_942
http://dx.doi.org/10.1007/978-1-4419-1005-9_31
http://dx.doi.org/10.1007/978-1-4419-1005-9_972
http://dx.doi.org/10.1007/978-1-4419-1005-9_905
http://dx.doi.org/10.1007/978-1-4419-1005-9_100972
http://dx.doi.org/10.1007/978-1-4419-1005-9_100973
http://dx.doi.org/10.1007/978-1-4419-1005-9_100977


Life Time

▶Life Span

Life Years Lost

Anthony J. Wheeler and Scott DeBerard

Department of Psychology, Utah State

University, Logan, UT, USA

Synonyms

Potential years of life lost (PYLL); Years of

potential life lost (YPLL)

Definition

Life years lost (LYL) represents the number of

years not lived to full potential due to disease

or other fatal events. The metric LYL is calcu-

lated by subtracting the actual number of years

lived from an expected duration, usually drawn

from a standard life table. For example, if an

individual died from breast cancer at age 49,

and was expected to live to age 75, they would

have lost 26 life years. The specific definition

and calculation of LYL vary, with some

researchers weighting quantities of LYL dif-

ferently to adjust for social and economic

losses.
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Lifestyle

Jordan Carlson

Public Health, San Diego State University,

University of California San Diego, San Diego,

CA, USA

Synonyms

Health behaviors

Definition

The term lifestyle does not have a well-accepted

definition but can be understood to be the health

behaviors in which a person engages on a daily

basis.

Description

Lifestyle Versus Nonlifestyle Health

Behaviors

Health behaviors are actions taken by a person

to maintain, attain, or regain good health and

to prevent illness. Lifestyle health behaviors

are different from other health behaviors in

that they are engaged on a daily basis. For

example, smoking is a lifestyle health behav-

ior because it typically occurs on a daily basis.

Medical care, such as medical appointments or

cancer screenings, do not occur on a daily

basis and thus can be considered nonlifestyle

health behaviors.

Commonly Studied Lifestyle Behaviors

There are many lifestyle behaviors that are

related to health outcomes and commonly studied

in behavioral medicine (Glanz, Rimer,

L 1152 Life Time

http://dx.doi.org/10.1007/978-1-4419-1005-9_1426
http://dx.doi.org/10.1007/978-1-4419-1005-9_101316
http://dx.doi.org/10.1007/978-1-4419-1005-9_101886
http://dx.doi.org/10.1007/978-1-4419-1005-9_101886
http://dx.doi.org/10.1007/978-1-4419-1005-9_318


Viswanath, & Orleans, 2010). Following are

some examples:

• Dental hygiene

• Diet/nutrition

• Driving safety/seat belt use

• Drug use

• Medication adherence

• Physical activity

• Safe sex practices

• Sedentary behavior

• Smoking

• Social behaviors

• Stress management/relaxation

• Sun exposure/protection

Lifestyle Behaviors and Chronic Diseases

The leading causes of death in the USA drasti-

cally shifted in the twentieth century. At the

beginning of the century, the leading causes of

death were pneumonia, influenza, and tuberculo-

sis (Armstrong, Conn, & Pinner, 1999). By 2000,

the leading cause of death was heart disease

(710, 760 deaths), followed by cancer (553, 091

deaths) and stroke (167, 661 deaths). The “actual

causes of death” were estimated based on the

behavioral causes of these diseases (Mokdad,

Marks, Stroup, & Gerberding, 2004). The leading

actual causes of death in 2000 were tobacco use

(435,000 deaths; 18.1% of all deaths) and poor

diet and physical inactivity (400,000 deaths;

16.6% of all deaths) (Fig. 1). These death rates

were drastically higher than those from all other

actual causes of death and were much higher in

2000 than in 1990. These actual causes of death

are considered preventable and are often the focus

of lifestyle behavior interventions.

Cross-References

▶Behavior

▶Health Behavior Change

▶Lifestyle Changes

▶Lifestyle, Modification
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Lifestyle Changes

Spencer M. Richard and Scott DeBerard

Department of Psychology, Utah State

University, Logan, UT, USA

Synonyms

Alcohol abuse; Management; Obesity treatment;

Smoking; Smoking cessation; Substance abuse;

Weight; Weight loss

Definition

Lifestyle changes are defined as changes that alter

various lifestyle-related behaviors such as diet,

physical activity, sexual behavior, smoking,

alcohol consumption, substance use, and other

behaviors not otherwise defined as psychopathol-

ogy. Lifestyle changes may often relate to other

comorbid mental and/or physical health conditions

such as substance abuse disorders, obesity, asthma,

sexually transmitted diseases, depression, and

anxiety.

Description

Diet/Physical Activity

Obesity and overweight account for a substantial

portion of medical care costs in the United States.

Current research suggests that approximately two

thirds of the population in the United States

qualifies as overweight (body mass index between

25.1 and 29.9) or obese (body mass index > 30;

World Health Organization, 2010).These rates are

often attributed to lifestyle factors including

unbalanced diet and lack of physical exercise/

activity. Little research has been done to effec-

tively measure the direct health-care cost benefits

of modifying these lifestyle factors. However, one

recent projection estimated that by altering

diet alone (i.e., decreasing caloric intake by

100 kcal/day, saturated fat by 5 g/day, and sodium

by 400 mg/day), national health-care costs could

potentially be cut by $60 billion to $120 billion per

year (Dall et al., 2010).

Interventions on diet and physical activity have

traditionally focused on cognitive behavioral

approaches intended to produce weight loss and

increased physical activity. Overweight and obese

individuals experience increased risk of several

mental and physical health problems including car-

diovascular disease, depression symptoms, sleep

problems, diabetes, and others (Centers for Disease

Control & Prevention, 2010). In general, empirical

research has shown a trend for 5–10% weight loss

during the course of treatment, followed by subse-

quent relapse and weight gain by at least half of

participants at or beyond preintervention weight

(Wadden & Butryn, 2003). Altering diet and exer-

cise has been shown to significantly reduce weight

and lower risk for weight-related illnesses and

cardiometabolic disease (Goodpaster, et al.,

2010). Recent trials indicate increased efficacy of

behaviorally based interventions with values and

acceptance components (Forman, Butryn, Hoff-

man, & Herbert, 2009; Lillis, Hayes, Buntin, &

Masuda, 2009). These approaches have been

shown to lead to better maintained weight loss

and physical activity measurements as well as

increased mental health outcomes. Additional evi-

dence suggests that use of internal and externally

based incentives may increase adherence to life-

style changes in diet and exercise.

Smoking

Cigarette smoking has been shown as a significant

risk factor for myriad physical health problems

including coronary heart disease, stroke, cancers,

chronic obstructive lung disease (COPD), and

death (Centers for Disease Control & Prevention,

2011). Smoking directly or indirectly causes

approximately 440,000 deaths annually in the

United States, including 80% of lung cancer

deaths in women and 90% of lung cancer deaths

in men. In addition, smoking has been implicated

in reproductive health problems including infertil-

ity, preterm birth, low birth weight, and increased

risk of sudden infant death syndrome.

Smoking cessation has been linked with

a number of positive health outcomes. Individuals

that quit smoking before middle age may
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significantly reduce risk of developing lung cancer

(Peto et al., 2000).

In general, smoking cessation at younger ages

increases health benefits exponentially. Smoking

cessation treatment is often brief (as little as one

targeted session) and can be delivered in many

environments including primary care, outpatient

counseling, and in home by a number of profes-

sional and paraprofessional primary care and/or

mental health workers including nurses, doctors,

counselors, and psychologists. Treatment methods

focusing on motivation enhancement, behavioral

commitment, acceptance, and mindfulness have

been indicated as recommended treatment modal-

ities by the National Registry of Evidence-based

Programs and Practices (NREPP). In addition,

smoking cessation may lead to other related life-

style improvements including decreased long-

term substance use and may moderately increase

quality of life (Sarna, Bialous, Cooley, Jun, &

Feskanich, 2008).

Alcohol/Substance Use

Alcohol and other substance use represent

a considerable health risk and account for

a substantial health-care and legal system

resources. The National Institute on Drug Abuse

(NIDA) estimates annual costs of nearly $600

billion in the United States alone including costs

of prevention, treatment, legal costs, and lost

worker productivity (National Institute on Drug

Abuse, 2009). The abuse of alcohol and other

drugs are widely varying depending on the nature

and frequency of use and type of substance being

used. In general, substance use has been linked to

several physical and mental health problems

including cardiovascular disease, COPD, birth

defects, paranoia, psychotic symptoms, depres-

sion, and anxiety, among many more.

Alcohol and other drug use are treated in both

inpatient and outpatient medical and mental

health settings. Similar to smoking cessation

treatment, significant health benefits are observed

by reducing or eliminating alcohol or other sub-

stance use. Depending on the extent of use and

type of substance being used, treatment may

include any combination of the following aspects

recommended by NIDA and NREPP:

medications (including antagonists or substitutes

for the substance of abuse), individual counsel-

ing, group counseling, detoxification, supervi-

sion, ongoing case management, and treatment

of other comorbid medical and mental health

conditions. Effective psychological treatments

tend to include multidimensional approaches

including cognitive-behavioral intervention,

family therapy, motivation enhancement, accep-

tance, mindfulness, behavior commitments, and

contingency management.

Summary

Lifestyle changes can have significant and

long-lasting physical and mental health effects.

Treating problematic lifestyle behaviors can be

a brief, cost-effective, andmeaningful strategy by

a variety of health-care service providers to

improve physical and mental health of their

patients and clients.
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▶Health Behavior Change

▶Health Behaviors

▶Heart Disease and Smoking

▶Heart Disease and Type A Behavior

▶HIV Prevention

▶Lifestyle, Modification

▶Lifestyle, Active

▶Lifestyle, Healthy

▶Mindfulness

▶Motivational Interviewing

▶Obesity in Children

▶Obesity: Causes and Consequences

▶ Physical Activity and Health

▶ Physical Activity Interventions

▶ Physical Activity, Psychosocial Aspects,

Benefits

▶ Physical Health

▶ Physical Inactivity

▶ Preventive Care

▶Relapse, Relapse Prevention

▶Risky Behavior

▶ Self-Care

▶ Smoking Cessation

▶Tobacco Cessation

▶Tobacco Use

▶Weight: Control, Gain/Loss/Reduction,

Maintenance, Monitoring

References and Readings

Centers for Disease Control and Prevention. (2010).Over-
weight and obesity. Retrieved on October 30, 2011,

from http://www.cdc.gov/obesity/

Centers for Disease Control and Prevention. (2011).Health
effects of cigarette smoking. Retrieved on October 31,

2011, from http://www.cdc.gov/tobacco/data_statistics/

fact_sheets/health_effects/effects_cig_smoking/

Dall, T. M., Zhang, Y., Chen, Y. J., Quick, W. V.,

Yang, W. G., & Fogli, J. (2010). The economic burden

of diabetes. Health Affairs, 29(2), 297–303.
Forman, E. M., Butryn, M. L., Hoffman, K. L., & Herbert,

J. D. (2009). An open trial f an acceptance-based

behavioral intervention for weight loss. Cognitive
and Behavioral Practice, 16, 223–235.

Goodpaster, B. H., DeLany, J. P., Otto, A. D., Kuller, L.,

Vockley, J., South-Paul, J. E., et al. (2010). Effects

of diet and physical activity interventions on weight

loss and cardiometabolic risk factors in severely

obese individuals: A randomized trial. Journal
of the American Medical Association, 304(16),
1795–1802.

Lillis, J., Hayes, S., Bunting, K., & Masuda, A. (2009).

Teaching acceptance and mindfulness to improve the

lives of the obese: A preliminary test of a theoretical

model. Annals of Behavioral Medicine, 37(1), 58–69.
National Institute on Drug Abuse (2009). Treatment

approaches for drug addiction. InfoFacts.
Retrieved on October 31, 2011, from http://nida.nih.

gov/PDF/InfoFacts/IF_Treatment_Approaches_2009

_to_NIDA_92209.pdf

Peto, R., Darby, S., Deo, H., Silcocks, P., Whitley, E., &

Doll, R. (2000). Smoking, smoking cessation, and lung

cancer in the UK since 1950: Combination of national

statistics with two case–control studies. British Medi-
cal Journal, 321(7257), 323–329.

Sarna, L., Bialous, S. A., Cooley, M. E., Jun, H., &

Feskanich, D. (2008). Impact of smoking and smoking

cessation on health-related quality of life in women in

the Nurses’ Health Study. Quality of Life Research: An
International Journal of Quality of Life Aspects of
Treatment, Care & Rehabilitation, 17(10), 1217–1227.

Wadden, T. A., & Butryn, M. L. (2003). Behavioral treat-

ment of obesity. Endocrinology Metabolism Clinics of
North America, 32(4), 981–1003.

World Health Organization. (2010). Factsheet on obesity
and overweight. Retrieved October 30, 2011, from

http://www.who.int/mediacentre/factsheets/fs311/en/

index.html

Lifestyle, Active

Victoria Anne Sublette

School of Public Health, University of Sydney,

Sydney, NSW, Australia

Synonyms

Active way of life; Healthy lifestyle

Definition

An active lifestyle is one in which individuals

incorporate regular and substantial physical move-

ment into their daily routines to benefit their car-

diovascular, muscular, and psychological health.

Description

Engagement in an active lifestyle includes regular

physical activitywhichprotects physical andmental
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health by reducing individuals’ risk of developing

diseases and depression and is associated with

a significant reduction in premature mortality rates

fromall causes formenandwomen (Keim,Blanton,

& Kretsch, 2004; Morrison, Bennett, Butow,

Mullan, &White, 2008).

Low-impact exercise and weight-bearing

exercise such as walking and dancing promotes

bone development in the young and preserves

bone density during adulthood. Achieving peak

bone mass protects individuals against the devel-

opment of osteoporosis, a disease characterized

by a reduction in bone density due to calcium

loss, leading to brittle bones and an increased

risk of fractures (Department of Health and Age-

ing, 2010).

Physical Benefits of an Active Lifestyle

• Helps build and maintain healthy bones,

muscles and joints

• Builds endurance and muscular strength

• Protects against brain damage caused by stroke

• Lowers risk factors for cardiovascular disease,

colon cancer, and type 2 diabetes

• Improves balance, strength, suppleness and

mobility

• Instrumental in reaching and maintaining

a healthy weight

• Helps control blood pressure

• Increases energy

• Reduces muscle tension

• Improves sleep

• Improves body shape

Psychological Benefits of an Active Lifestyle

• Reduces stress

• Improves mood and self-esteem

• Reduces symptoms of depression and anxiety

• Improves cognitive function

• Improves quality of life

(Centers for Disease Control and Prevention,

2010; Keim et al., 2004; Van Praag, 2009).

An active lifestyle also has profound benefits

for brain function. Physical activity improves

learning, memory, and cognitive processes such

as planning, scheduling, and coordination. An

active lifestyle also stimulates the adult and

aging brain to generate new neurons preventing

cognitive decline in older age and protects the

brain against damage caused by stroke, promotes

recovery after injury, and is an antidepressant

(Van Praag, 2009).

Moderate and vigorous-intensity aerobic or

resistance training exercise can reduce symptoms

of depression. Research has found inactive per-

sons are approximately twice as likely to have

symptoms of mild to moderate depression than

individuals who are more active. The antidepres-

sant effect of physical exercise has been shown to

be similar in magnitude to antidepressant medi-

cations in some studies (Van Praag, 2009).

Guidelines for an Active Lifestyle

For those 5–18 years old, 60min a day ofmoderate

to vigorous physical activity combined is

recommended. Children and adolescents should

include muscle-strengthening and bone-

strengthening exercises as part of their 60 min a

day at least 3 days a week. Examples of moderate

activities are a brisk walk, a bike ride, or active

play. Examples of vigorous exercise are running,

swimming laps, organized sports, and ballet (Cen-

ters for Disease Control and Prevention, 2010;

Department of Health and Ageing, 2010; U.S.

Department of Health & Human Services, 2008).

Recommendations for adults age 18 years and

over are at least 150 min (2 h and 30 min) a week

of moderate-intensity, or 75 min (1 h and 15 min)

a week of vigorous-intensity aerobic physical

activity. Vigorous-intensity aerobic exercise

moves large muscles in a rhythmic manner for

a sustained period of time and includes brisk

walking, jogging, biking, dancing, and swim-

ming. Aerobic exercise should be performed in

increments of at least 10 min each. Adults should

also perform muscle-strengthening activities that

involve all major muscle groups at moderate to

high intensity two or more days a week.

For optimum health, an active lifestyle that

incorporates greater physical health benefits and

weight control can be obtained by engaging in

physical activity of more vigorous intensity or

of longer duration (Centers for Disease Control

and Prevention, 2010; Department of Health

and Ageing, 2010; U.S. Department of Health &

Human Services, 2008).
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Lifestyle, Healthy
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School of Psychology, University of Sydney,

Sydney, NSW, Australia

Definition

The term healthy lifestyle does not have a single

widely accepted definition. According to the

World Health Organization, lifestyle is a way of

living which is based on identifiable patterns of

behavior. These patterns of behavior are deter-

mined by the interplay between individual,

social, and environmental factors.

In this context, healthy lifestyle can be

defined as a pattern of behavior which

maximizes health protective behaviors while

minimizing health risk behaviors.

Description

Lifestyle health behaviors are typically defined as

behaviors which are performed on a daily (or

almost daily) basis. This is distinct from other

health behaviors such as medical screening

which is performed less regularly.

While it is important to recognize that healthy

lifestyle is not a unitary concept which can be

prescribed to all people, a number of key patterns

of behavior are included in most descriptions of

healthy lifestyle (see Table 1).

These include:

• Active lifestyle

• Healthy diet

Together, poor diet and physical inactivity

are among the leading causes of major

noncommunicable diseases. These two lifestyle

patterns contribute substantially to the global

burden of disease. Following a healthy lifestyle

pattern, characterized by an active lifestyle and

healthy diet, can lead to large reduction in indi-

vidual risk of disease.

Active Lifestyle

An active lifestyle can be defined as a pattern of

behavior which includes regular physical activity

and limited sedentary behaviors. Regular engage-

ment in physical activity is known to be health

protective and is known to be associated with is

associated with improved mental and physical

health.

Research shows that regular physical activity

is associated with reduction in all-cause mortality

and with decreased risk of osteoporosis, cardio-

vascular disease, diabetes mellitus, and some

forms of cancer (Morrison, Bennett, Butow,

Mullan, & White, 2008). For more information,

see “active lifestyle.”

In addition to including physical behavior, an

active lifestyle is characterized by limited

engagement in sedentary behaviors. Sedentary
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behaviors are those which involve very limited

energy expenditure (e.g., computer use, TV

viewing).

As a pattern of behavior, sedentary behavior

often co-occurs with limited physical activity

since it often displaces more physically active

behaviors. This pattern of behavior is particu-

larly unhealthy since the influence of sedentary

behavior on health appears to be independent of

the influence of physical inactivity. Research

suggests that combining sedentary behavior

and physical inactivity has approximately

twice the negative health impact as either behav-

ior alone (Owen, Healy, Matthews, & Dunstan,

2010). For more information, see “▶Lifestyle,

Sedentary.”

Healthy Diet

An individual’s diet plays an important part in

long-term health. Diet is known to directly influ-

ence the risk of a number of life-limiting diseases

(e.g., some forms of cancer, heart disease). Diet

may also influence risk of disease through its

influence on weight and obesity.

As a pattern of behavior, healthy diet is a pat-

tern of eating behavior which maintains a state of

well-being while reducing risk of chronic disease.

The World Health Organization recommends

that dietary guidelines for populations and

individuals should include the following

recommendations:

• Achieve energy balance and a healthy weight

• Limit energy intake from total fats and shift fat

consumption away from saturated fats to

unsaturated fats and towards the elimination

of trans-fatty acids

• Increase consumption of fruits and vegetables,

and legumes, whole grains, and nuts

• Limit the intake of free sugars

• Limit salt (sodium) consumption from all

sources and ensure that salt is iodized

Many countries have dietary guidelines that

give more specific guidance in relation to

these broad concepts. For example, the Die-

tary Guidelines for Americans recommend

that salt intake be limited to a maximum of

sodium intake of 2,300 mg for healthy adults

and 1,500 mg for individuals with

hypertension.

It is important to recognize that a healthy

diet can be accomplished with a range of dif-

ferent dietary patterns. The suitability of each

dietary pattern for a given individual will

depend on that person’s culture, income, family

structure, age, health status, and home/work

environment.

Cross-References

▶Healthy Eating

▶Lifestyle

▶Lifestyle, Active

▶Lifestyle, Sedentary

Lifestyle, Healthy, Table 1 Physical activity guidelines by age group

Age range Physical activity guidelines

5–18 years 60 min (1 h) a day of moderate to vigorous

physical activity

Children and adolescents should include muscle-

strengthening and bone-strengthening exercises as part

of their 60 min a day at least 3 days a week

18–64 years 150 min (2 h and 30 min) a week of moderate-

intensity

Adults should also perform muscle-strengthening

activities that involve all major muscle groups at

moderate to high intensity two or more days a weekor

75 min (1 h and 15 min) a week of vigorous-

intensity aerobic physical activity

65+ years At least 30 min (half an hour) of moderate

intensity physical activity on most, preferably

all, days

Older people should be active every day in as many ways

as possible, doing a range of physical activities that

incorporate fitness, strength, balance, and flexibility

Source: Centers for Disease Control and Prevention (2010), Department of Health and Ageing (2010), U.S. Department

of Health & Human Services (2008)
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Synonyms

Behavior change; Behavior modification;

Behavioral intervention; Lifestyle changes

Definition

The term lifestyle modification can be used to

refer to behavioral interventions that attempt to

create change in multiple lifestyle health

behaviors.

Description

Lifestyle Versus Nonlifestyle Health

Behaviors

Health behaviors are actions taken by a person to

maintain, attain, or regain good health and

to prevent illness. Lifestyle health behaviors are

different from other health behaviors in that they

are engaged in on a daily basis (e.g., smoking,

dietary behaviors, physical activity). Medical

care behaviors (e.g., attendance of medical visits

or cancer screenings) are not engaged in on

a daily basis and thus can be considered

nonlifestyle health behaviors. For more informa-

tion and examples of commonly studied lifestyle

behaviors, see “▶ lifestyle.”

Although the term lifestyle can be used to refer

to single behaviors in which people engage on a

daily basis, this entry will focus on lifestyle mod-

ification of multiple health behaviors. For infor-

mation on single behavior modification, see

“▶ behavior change,” “▶ behavior modifica-

tion,” and “▶ behavioral intervention.”

Rationale for Multiple Versus Single Behavior

Modification

The leading causes of death in the USA are heart

disease, cancer, and stroke. Each of these dis-

eases has the same underlying cause: poor diet,

physical inactivity, and smoking (among others).

One rationale for multiple vs. single health

behavior modification is that changing multiple

behaviors will affect health more than single

behavior modification. Another rationale is that

lifestyle health behaviors tend to cluster or co-

occur. For example, a smoker or drug user is also

likely to engage in poor dietary habits and be

physically inactive. Thus, targeting multiple vs.

single lifestyle behaviors should have the greatest

potential to improve physical health outcomes of
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primary interest in behavioral medicine, such as

heart disease, cancer, and stroke (Prochaska,

Spring, & Nigg, 2008; Prochaska, 2008).

Individual Versus Population-Based

Approach

There are two main approaches to lifestyle mod-

ification: individual and population-based

(Prochaska et al., 2008). The individual approach

is person-centered and often includes tailored

modification strategies for each person. For

example, a person who consumes no fruits and

vegetables but is physically active may be

targeted to improve his/her fruit and vegetable

consumption, while a person who consumes no

fruits and vegetables and is physically inactive

may be targeted to make improvements in both

areas. In the individual approach, change/success

is measured at the person level. An advantage to

this approach is that it increases the potential

overall impact on a person’s health, while a

disadvantage is that it likely increases the behav-

ior change demands and program complexity.

The population-based approach to lifestyle

modification typically includes a modification

program across an entire population. These pro-

grams often create change to community policies

and/or environments. Advantages of population-

based approaches include the ability to reach

large numbers of people and create sustainable

changes. Disadvantages are that some people

may not be reached by the modification program

and environmental and policy changes can be

costly and time intensive.

Theories of Lifestyle Modification/Behavior

Change

Detailed information on behavior change inter-

ventions and theories can be found under the

terms “▶ behavioral intervention” and “▶ theory.”

In brief, individual level theories such as the

Transtheoretical Model of Behavior Change,

Social Cognitive Theory, and Learning Theory

have been useful in designing lifestyle modifica-

tion interventions. More recently, ecological

models (Sallis, Owen, & Fisher, 2010) have

been used to inform population-based interven-

tion approaches. Ecological models take into

account multiple levels of influence on health

behaviors, such as the individual, interpersonal,

environment, and policy levels.

Success of Lifestyle Modification Programs

Success of multiple behavior lifestyle interven-

tions has been documented, although this is a new

area of research. A recent review found that mul-

tiple health behavior interventions resulted in

greater weight loss than single behavior interven-

tions (Sweet & Fortier, 2010). However, it is

unknown how lifestyle behaviors change

together and if intervention efforts should focus

on grouping certain behaviors together (e.g., tar-

get diet and physical activity together but drug

use separately).

Cross-References

▶Behavior Change

▶Behavior Modification

▶Behavioral Inhibition

▶Behavioral Intervention

▶Behavioral Therapy

▶Health Behavior Change

▶Health Promotion

▶Lifestyle Changes
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Lifestyle, Sedentary
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Synonyms

Inactivity; Sedentary activity; Sedentary behaviors

Definition

A sedentary lifestyle consists of a daily routine

of high amounts of sitting and/or very low energy

expenditure activities paired with very low levels

of physical activity.

Description

Sedentary Behavior

Sedentary behaviors are those that involve very

little or no muscle movement and/or energy

expenditure and usually involve sitting. Exam-

ples of sedentary activities include TV viewing,

computer use, sitting in an automobile, or most

other activities that involve sitting. For more

information, see “▶ sedentary behaviors.”

Physical Inactivity

A person who engages in little to no physical

activity (specifically moderate-to-vigorous inten-

sity physical activity) is said to be physically

inactive. For more information, see “▶ exercise”

and “▶ physical inactivity.”

Sedentary Lifestyle Consists of Sedentary

Behavior and Physical Inactivity

High amounts of sedentary activity often co-occur

with low amounts of physical activity. Sedentary

activity competes with physical activity and dis-

places physical activity when a person chooses

sedentary behaviors over physical activity. This

type of person typically avoids most or all types

of physical activity and spends most of the day

engaged in sitting behaviors such as TV watching

or other screen time behaviors (e.g., computer

use). He or she may be inactive in their occupation

and leisure time, travel by automobile rather than

active forms of transport, and engage in relatively

little household work. This type of person is often

referred to as a “precontemplator” as termed in the

Transtheoretical Model of Behavior Change (see

“▶Transtheoretical Model of Behavior Change”),

meaning that they have not considered becoming

more active and would be difficult to reach with

behavioral intervention.

Prevalence of Sedentary Activity and Physical

Inactivity

Sedentary prevalence rates were measured objec-

tively in 2004 using electronic activity monitors

on a nationally representative sample of US youth

and adults (Matthews et al., 2008). Adults were

sedentary for an average of 7.5 h per day, with

older age being related to more sedentary time.

Children spend 6 h per day in sedentary activities,

while youth spent 7.5–8 h per day sedentary.

Women/girls spent only slightly more time in

sedentary activity than men/boys, on average.

According to self-reports, 35.5% of US adults

were classified as physically inactive based on the

US Department of Health and Human Services

physical activity guidelines. Inactivity is

more prevalent in women, older adults, people

of race/ethnic minority, less educated people,

and those who are obese (Carlson et al., 2008).

Objective data suggests much higher rates

of physical inactivity: 58% of children, 92% of

adolescents, and 96% of adults have been classi-

fied as inactive (Troiano et al., 2008).

Sedentary Lifestyle and Health

Sedentary behavior has recently been linked with

multiple negative health outcomes, independent of

the amount of physical activity in which a person

engages. Specifically, the amount of time a person

spends viewing TV, number of breaks from sitting

(i.e., howmany times a person stands up), and total

time spent sitting were found to be associated with

biomarkers (i.e., risk factors and symptoms) of

cardiovascular disease, such as obesity, waist
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circumference, systolic blood pressure, plasma

glucose, triglycerides, HDL cholesterol, and mor-

tality (Owen, Healy, Matthews, & Dunstan, 2010).

Physical inactivity is also related to a myriad

of health problems, such as cardiovascular dis-

ease, type 2 diabetes, some cancers, and mortality

(Blair et al., 1996; Haskell, Blair, & Hill, 2009).

Because the biology underlying the link

between sedentary behavior and health is thought

to be unique from the biology of inactivity and

health, a person who lives a sedentary lifestyle is

likely affected negatively by both processes.

Thus, a sedentary lifestyle is thought to have

around twice the negative health impact as

being either sedentary or physically inactive

(Owen et al., 2010).

Cross-References

▶ Physical Inactivity

▶ Sedentary Behaviors
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Likelihood Judgments

▶Cancer Risk Perceptions

Limited Resource

▶ Self-Regulatory Fatigue

Linear Mixed-Effects Model

▶Hierarchical Linear Modeling (HLM)

Linear Regression

▶Regression Analysis

Lipid

Jonathan Newman

Columbia University, New York, NY, USA

Synonyms

Plasma lipid; Total cholesterol

Definition

Lipid is a general term of broad importance in

human health and disease. There are both endoge-

nous (produced by the body for physiologic pro-

cesses) and exogenous (dietary intake) sources of

lipid. Lipids are produced by the human body for

many physiologic functions, including the synthe-

sis of cell walls (made from cholesterol, a lipid).

Dietary lipid is found most commonly as fatty

acids, cholesterol, and cholesterol esters which are
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absorbed by the body and used to sustain physio-

logic processes or stored for future energy use.

In cardiology and cardiovascular disease, lipid is

generally considered to be the cholesterol content in

the blood. The subcategories of lipid are low-

density lipoprotein (LDL), high-density lipoprotein

(HDL), very-low-density lipoprotein (VLDL), and

triglycerides (TGs). The function of each lipid is

outlined in other sections (see ▶Lipid, Plasma;

▶Lipoprotein).

Cross-References

▶Lipid Abnormalities

▶Lipid Metabolism

▶Lipid, Plasma
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▶Triglyceride

Lipid Abnormalities

Leah Rosenberg
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Duke University, Durham, NC, USA

Synonyms

Dyslipidemia

Definition

Lipid abnormalities encompass a variety of path-

ophysiological states of dysregulated cholesterol

metabolism.

Description

Lipid abnormalities are extremely common in

industrialized societies and are well known to be

linked to adverse cardiovascular events, such as

myocardial infarction and stroke. Dyslipidemias

such as increased low-density lipoprotein (LDL),

decreased high-density lipoprotein (HDL), and/or

increased triglycerides have been identified as

strongly associated with the risk of incident

cardiovascular events. Lipid abnormalities are an

excellent target for both primary and secondary

prevention efforts, as there are a variety of lifestyle

and pharmacologic approaches to correct these

levels.

Cholesterol is a type of lipid that is hydrophobic

and thus insoluble in human plasma. Lipids are

carried with proteins into tissues for their varied

cellular functions. Cholesterol and other lipids have

enzymatic roles that are integral to human metabo-

lism. When lipids are connected to a protein, they

are referred to as lipoproteins. There are five bio-

logically important lipoproteins, two of which will

be discussed here: LDL and HDL. Both LDL and

HDL ferry cholesterol esters and have distinct

receptor types based on their function. LDL in the

liver can be converted in secretable bile acids and

excreted into the feces. Alternatively, LDL can be

brought into extrahepatic cells, causing excessive

cholesterol in the intracellular space. HDL choles-

terol differs from LDL as it scavenges excess cho-

lesterol from cells for excretion and thus has

protective cardiovascular events. In common clini-

cal parlance, LDL is known as “bad cholesterol,”

whereas HDL is called “good cholesterol.”

Triglycerides are another important class of

lipids. They are storage molecules that, when

hydrolyzed, release free fatty acids into the circu-

lation. They are created from the breakdown of fats

and carbohydrates and are stored in adipose tissue.

When excess calories are ingested, they are ferried

to fat stores by triglycerides in the bloodstream.

When the levels of LDL, HDL, and triglycer-

ides are abnormal, it is referred to as dyslipidemia.

One definition of lipid imbalance or dyslipidemia

that uses data from a large-scale observational

study called NHANES III states that dyslipidemia

is defined by being below the 10th percentile for

HDL levels or above the 90th percentile for LDL

and triglyceride levels nationally. Essentially,

dyslipidemia implies high LDL and triglycerides

and/or low HDL.

The Adult Treatment Panel (ATP III) guide-

lines, authored by the National Cholesterol Educa-

tion Program (NCEP), are guidelines published in
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2001 for the diagnosis and treatment of

dyslipidemia in adult patients. These guidelines

provide an evidence-based approach for identify-

ing and treating patients with lipid abnormalities,

with a particular focus on reducing LDL by life-

style modification and lipid-lowering therapy

(primarily HMG-CoA reductase inhibitors or

statins). The major feature of the ATP III

guidelines was a focus on multiple risk factors to

determine baseline cardiovascular risk in order to

identify risk-based LDL goals (see Table 1) for

non-pharmacological therapy (i.e., therapeutic

lifestyle changes, TLC) or lipid-lowering drug

therapy (i.e., statins). Four groups of baseline

cardiovascular risk are defined as follows: high

risk (coronary heart disease or coronary heart

disease risk equivalents including peripheral artery

disease, abdominal aortic aneurysm, symptomatic

carotid artery disease, diabetes, or the presence of

two or more risk factors with a 10-year Framing-

ham risk score >20%), moderately high

risk (two or more risk factors with a 10-year

Framingham risk score 10–20%), moderate risk

(two or more risk factors with a 10-year

Framingham risk score less than or equal to

10%), and low risk (0 or 1 risk factor). The ATP

III guidelines also discussed optimal goals for tri-

glycerides (less than 150mg/dL) and LDL (greater

than or equal to 40 mg/dL) and also identified

metabolic syndrome as an important at-risk

phenotype.

In 2004, another NCEP report was published

as an update to the ATP III guidelines. This report

was endorsed by the National Heart, Lung, and

Blood Institute, American College of Cardiology

Foundation, and American Heart Association.

Based on several randomized trials that were

completed after the ATP III guidelines were

published, the LDL cut points for initiating statin

therapy (as well as on-treatment goals), espe-

cially for patients in the high-risk and moderately

high-risk categories, were lowered (Table 2).

In 2008, the JUPITER trial, or Justification for

the Use of Statins in Primary Prevention: An

Intervention Trial Evaluating Rosuvastatin was

published. JUPITER was a landmark randomized

double-blinded, controlled trial comparing

rosuvastatin (a statin) or placebo in patients,

Lipid Abnormalities, Table 1 The Adult Treatment Panel (ATP III) Treatment Guidelines

Risk category LDL target LDL threshold to start TLC LDL threshold to start drug therapy

CHD/CHD risk equivalent <100 mg/dL �100 mg/dL �130 mg/dL

100–129 mg/dL on TLC (optional)

Moderately high <130 mg/dL �130 mg/dL �130 mg/dL

Moderate <130 mg/dL �130 mg/dL �160 mg/dL

Low <160 mg/dL �160 mg/dL �190 mg/dL

160–189 mg/dL on TLC (optional)

CHD = coronary heart disease, LDL = low-density lipoprotein, TLC = therapeutic lifestyle changes.

Lipid Abnormalities, Table 2 2004 Update to The Adult Treatment Panel (ATP III) Treatment Guidelines

Risk category LDL target

LDL threshold to start

TLC LDL threshold to start drug therapy

CHD/CHD risk

equivalent

<100 mg/dL �100 mg/dL �100 mg/dL

<70 mg/dL (optional) <100 mg/dL (optional)

Moderately high <130 mg/dL or <100 mg/dL

(optional)

�130 mg/dL �130 mg/dL

<100 mg/dL (optional) 100–129 mg/dL (optional)

Moderate <130 mg/dL �130 mg/dL �160 mg/dL

Low <160 mg/dL �160 mg/dL �190 mg/dL

160–189 mg/dL on TLC (optional)

CHD = coronary heart disease, LDL = low-density lipoprotein, TLC = therapeutic lifestyle changes.

Lipid Abnormalities 1165 L

L



mostly in the low- to moderate-risk category who

had an LDL less than 130 mg/dL, who otherwise

would not typically be a candidate for initiating

statin therapy. An additional and important

inclusion criterion was a C-reactive protein

(a cardiovascular biomarker) of 2mg/dL or higher.

Compared with placebo, there was a significant

reduction in cardiovascular events associated with

rosuvastatin treatment. Despite the importance

and clinical implications of the study findings,

critics of JUPITER have stated concerns

that the study was stopped prematurely (thus

overestimating the reduction in cardiovascular

events), questioned the magnitude of the absolute

risk reduction observed in the trial (i.e., the rates of

the primary end point were 0.77 and 1.36 per 100

person-years of follow-up in the rosuvastatin and

placebo groups, respectively), and/or questioned

the utility of C-reactive protein. It is unclear as of

this writing whether CRP will be incorporated in

the next NCEP report to select patients for statin

therapy who have an LDL less than 130 mg/dL

who are not at high risk.
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Synonyms

Fat metabolism

Definition

Lipid metabolism is a complex process which

involves multiple steps from production within

the body or dietary intake to degradation or

transformation into several lipid-containing

structures in the body.

Description

Lipid metabolism is a complex process that

involves multiple steps involving the dietary

intake of lipids (exogenous) or the production of

lipids within the body (endogenous) to degrada-

tion or transformation (catabolism) into several
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lipid-containing structures in the body. A brief

description of metabolism related to fatty acids

and cholesterol is provided below.

The dietary fat in the form of triacylglycerol

(TAG), cholesterol, cholesteryl esters, and free

fatty acids is absorbed by the intestine after going

through various steps during digestion from

mouth to intestine.

Fatty acids, once absorbed from intestine,

are activated in the intestinal wall and eventu-

ally resynthesize the TAG. Some of the shorter-

chain fatty acids go to the liver after binding

to albumin in the blood. TAG, long-chain

fatty acids, and cholesterol, after activation,

are packaged in the chylomicron particles and

moved to the blood stream via the lymphatic

system to reach the entire body. The TAG is

mainly broken down in the capillaries of skele-

tal muscles and adipose tissues. Other organs

like heart, lung, liver, and kidneys are also

involved. TAG in the chylomicrons is degraded

to free fatty acids and glycerol by lipoprotein

lipase. This enzyme is primarily produced in

the adipose tissues and muscle cells. Thus

formed free fatty acids may be either used for

energy or may be stored as TAG after reesteri-

fication. However, glycerol that is released

from TAG is used almost exclusively by the

liver to produce glycerol 3-phosphate and this

can be used either in the glycolytic pathway to

produce energy or in the production of new

molecules of glucose(gluconeogenesis).Fatty

acids can also be produced by the body and

this process occurs mainly in the liver and adi-

pose tissues.

Fatty acids that are stored in the adipose

tissue in the form of TAG serves as a major

energy storage. The complete oxidation of

fatty acids produces 9 kcal/g of fat as compared

to proteins and carbohydrates which produce

about 4 kcal.

The major degradation (catabolism) of satu-

rated fatty acids occurs in mitochondria and this

process is called beta oxidation. During beta

oxidation, two-carbon fragments are removed

successively generating high-energy-rich sub-

stances (like NADH and FADH2 molecules).

After the oxidation of fatty acids, acetyl Co-A

is produced and eventually it is used in the for-

mation of ketone bodies. Thus formed ketone

bodies can be used as energy source or for pro-

duction of other important biochemical sub-

strates. However, the oxidation of unsaturated

fatty acids results in lesser calories and this

process requires additional enzymes in the met-

abolic pathway.

Lipid metabolism also includes the formation

and degradation of several other important

lipid particles like phospolipids which plays

a very important role in the structure of

cellular membranes, prostaglandins, and several

hormonal activities in the body.

Cholesterol is not only provided to the body

by the dietary intake but also synthesized by

virtually all the tissues in the body, although

liver, intestine, adrenal cortex, reproductive

tissues including ovaries, testes, and placenta

produce most of the cholesterol in the body.

These sites also utilize cholesterol in the

process of production of multiple hormones in

the body.

Degradation of the cholesterol happens

mainly in the liver, where the sterol nucleus is

eliminated from the body after conversion into

bile acids and bile salts, which are excreted in the

feces or it may undergo enterohepatic circulation.

The lipoproteins (chylomicrons, high-density

lipoproteins, and low-, intermediate-, very-low-

density lipoproteins) are involvedwith transporting

these various lipid particles in the body with the

apolipoproteins on their surface.
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Lipid, Plasma
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Synonyms

Total cholesterol in the blood

Definition

Plasma lipid is the cholesterol content in the blood.

Plasma lipid profile includes total cholesterol, tri-

glycerides (TG), high-density lipoproteins (HDL),

intermediate-density lipoproteins (IDL), low-

density lipoproteins (LDL), and very low-density

lipoproteins (VLDL). The fasting lipid profile is

generally recommended due to significant varia-

tions in the TG levels due to food contents.

ElevatedLDLcholesterol levels and lower levels

of HDL are associated with increased risk for inci-

dent cardiovascular disease. Non-HDL cholesterol

is calculated as the difference between total choles-

terol and HDL levels. Non-HDL cholesterol

includes all the cholesterol present in the lipopro-

teins attributed to atherogenicity. Non-HDL choles-

terol is considered as better tool for risk assessment

than the assessing LDL cholesterol alone.

Cross-References

▶Dean Ornish

▶Heart Disease

▶Lipid Metabolism

References and Readings

Cui, Y., Blumenthal, R. S., Flaws, J. A., Whiteman, M. K.,

Langenberg, P., Bachorik, P. S., et al. (2001).

Non-high-density lipoprotein cholesterol level as

a predictor of cardiovascular disease mortality.

Archives of Internal Medicine, 161(11), 1413–1419.
Friedewald, W. T., Levy, R. I., & Fredrickson, D. S. (1972).

Estimation of the concentration of low-density lipopro-

tein cholesterol in plasma, without use of the preparative

ultracentrifuge. Clinical Chemistry, 18(6), 499–502.
Harvey, R. A., & Ferrier, D. R. (2008). Metabolism of

lipids. In R. A. Harvey (Ed.), Lippincott’s illustrated
reviews biochemistry (pp. 173–180). Philadelphia:

Wolters Kluwer/Lippincott.

Third Report of the National Cholesterol Education

Program (NCEP) Expert panel on detection, evalua-

tion, and treatment of high blood cholesterol in adults

(Adult Treatment Panel III) final report. Circulation,
2002, 106(25), 3143–3421.

Lipoprotein

Manjunath Harlapur1 and Daichi Shimbo2

1Center of Behavioral Cardiovascular Health,

Division of General Medicine, Columbia

University, New York, NY, USA
2Center for Behavioral Cardiovascular Health,

Columbia University, New York, NY, USA

Synonyms

Cholesterol

Definition

Lipoproteins are complex substances containing

lipids and specific proteins called apolipoproteins

or apoproteins.

Description

Lipoprotein particles include chylomicrons, high-

density lipoproteins (HDL), very low-density

lipoproteins (VLDL), intermediate low-density

lipoproteins (IDL), and low-density lipoproteins

(LDL).

Each of these particles differs in their lipid and

protein composition, density and size, and site of

origin. Lipoproteins act as transporter of lipids
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and render the lipids as water-soluble. Each

lipoprotein is described in terms of their origin

and metabolism in the following sections.

Chylomicrons are assembled in the intesti-

nal cells, and they carry the dietary

triacylglycerol, cholesterol, fat-soluble vita-

mins, and cholesterol esters to the peripheral

tissues of the body. Chylomicrons are highest in

their lipid content and lowest in density as

compared to other lipoproteins. The character-

istic apolipoprotein associated with chylomi-

cron is B-48. The molecule of the

chylomicron is modified after the attachment

of apolipoprotein E and apolipoprotein C,

mainly apolipoprotein C-II. Once the

chylomicrons are released into blood circula-

tion, the lipid component of chylomicrons is

extracted from the adipose tissue, cardiac and

skeletal muscle with the help of enzyme called

lipoprotein lipase. This enzyme is activated by

apolipoprotein C-II on the surface of chylomi-

cron molecule. Thus, extracted lipid is further

used for the energy supply and the storage.

After extraction of lipids, chylomicrons are

called chylomicron remnants, and these

particles are metabolized and degraded in the

cells of liver. This process generates amino

acids, free cholesterol, and fatty acids.

VLDL are produced by the liver and

composed of triacylglycerol. The function of

VLDL is to transport the lipid from the liver

to peripheral tissue. Apolipoprotein B-100 is

located on surface of VLDL. After secreted

into blood circulation, VLDL obtains apolipo-

protein C-II and apolipoprotein E from HDL.

During this exchange, some of the

triacylglycerols are transferred from VLDL

to HDL and some of the cholesteryl esters

from HDL to VLDL. This exchange is medi-

ated by cholesteryl ester transfer protein.

With this modification, VLDL is converted

in to LDL. During this transition,

intermediate dense lipoproteins (IDL) and

VLDL remnants are produced. Furthermore,

IDL may be further taken up by the cells

with the help of apo E. There are three

isoforms of apolipoprotein E (E2, E3, and

E4). Type III hyperlipoproteinemia (familial

dysbetalipoproteinemia or broad beta disease)

is manifested when apolipoprotein E2 is defi-

cient and the patients usually present with

premature atherosclerosis.

LDL contains lesser amount of triacylglycerol

than VLDL and higher concentration of choles-

terol and cholesteryl esters. The role of the LDL

is to provide the cholesterol to the peripheral

tissues. Apolipoprotein B-100 is located on the

surface of LDL and binds to the LDL receptors

on the cell surface. If there is deficiency of

functional LDL receptor, this condition produces

significant elevation in the LDL as seen in type II

hyperlipidemia (familial hypercholesterolemia)

causing premature atherosclerosis.

HDL are formed in the blood, and they have

apolipoprotein A-1 on their surface and serve

several important functions. HDL selectively

transfer the cholesterol from the peripheral tis-

sue and transport it back into liver for the bile

acid synthesis and to steroidogenic cells for

hormone synthesis. Thus, HDL help in the

homeostasis of cholesterol. HDL also pick up

the unesterified cholesterol in the circulation,

and they also act as circulating reservoirs of

apolipoprotein C-II. With all these functions,

HDL are sometimes referred to as good

cholesterol.
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Synonyms

Gene

Definition

A locus is a spot or “address” on a chromosome

at which a gene for a particular trait is located

in all members of a species. It can also refer to

the location of a mutation or other genetic

marker. A given locus can be found on any

pair of homologous chromosomes (Brown,

2009).

In 1909, the botanist Wilhelm Johannsen

coined the term “gene” to describe the heritable

characters discussed by Mendel. Between 1907

and 1919, the geneticist Thomas Hunt Morgan (a

Nobel Laureate in Medicine) and his colleagues

conducted an elegant series of experiments using

the fruit fly Drosophila melanogaster. Fruit flies

have marked advantages for use in transmission

genetics research: they are abundant in nature,

and they are very easily fed and accommodated.

In addition, they are prodigious reproducers.

They have a generation time of 10 days, and

females produce around 300 eggs (of which half

are female). This mathematics means that in the

space of a single month, i.e., just three generation

times, one fruit fly couple can lead to over three

million flies (Watson, 2006).

In 1907, there was no current knowledge

of established genetic differences, making it

difficult for Morgan to know precisely where

to start his research, as reflected by

a comment by Watson (2006): “You cannot

do genetics until you have isolated some char-

acteristics to track through the generations.”

A search for mutant genes was started since

mutant genes (variations from the normally

occurring genes, sometimes called abnormal

variants) lead to distinct characteristics. This

led to the identification of some flies with

white eyes (the normal color is red). The

trait for white eye color was found to be

located on the X chromosome and was

inherited with a factor that determines the

fly’s sex. Morgan and others subsequently

showed that each gene for a particular trait

was located at a specific spot, i.e., a locus,

on a chromosome in all individuals of

a species.
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Synonyms

Attributional style; Hardiness; Self-efficacy

Definition

Locus of control refers to one’s general predis-

position to perceive control, or lack thereof,

across various situations. The extent to which

one attributes valued outcomes or reinforcement

to either internal or external circumstances

reflects their dimension of locus of control. Indi-

viduals with an internal locus of control believe

in the power of their own decisions and behav-

iors to impact life events and determine their

own future. Those with an external locus of

control, on the other hand, view life events as

dictated by environmental factors outside of

one’s control, such as luck, fate, or powerful

others.

As originally defined by Rotter (1966), locus

of control is a broad concept that is present

across dimensions of functioning. The field of

behavioral medicine has specifically applied it

to the control individuals feel in regard to their

physical health, termed health locus of control.

The Health Locus of Control scale (HLC;

Wallston, Wallston, Kaplan, & Maides, 1976)

and Multidimensional Health Locus of Control

scale (MHLC; Wallston, Wallston, & DeVellis,

1978) assess this specific construct.

Researchers are interested in the relationship

between health locus of control and a variety

of health behaviors and outcomes, such as

engagement in health-promoting and preven-

tive behaviors, adherence to medical regimens,

health care utilization, and coping with chronic

illness.
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Synonyms

Social isolation; Social pain

Definition

A subjective sense of social isolation produces

feelings of loneliness or social pain (Cacioppo &

Patrick, 2008). This distressing constellation of

feelings and emotions results from a discrepancy

between one’s actual and desired social relation-

ships. Thus, lonely individuals are not satisfied

with the quality of their actual social relationships,

leaving them lacking a sense of social inclusion

and belonging. Not to be confused with objective

social isolation or a low quantity of social relation-

ships, individuals can feel lonely when alone just

as much as they can feel lonely when surrounded

by a sea of people. Identifying individuals who

suffer from loneliness is important, since over time

loneliness can seriously impair physical, cogni-

tive, and psychological health.

Loneliness is typically assessed using self-

report items assessing the degree to which individ-

uals endorse statements describing thoughts and
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feelings commonly associated with loneliness

such as “I lack companionship” or “I feel alone”

(Russell, Peplau, & Cutrona, 1980). Scores on

these sorts of measures fall on a continuum, rang-

ing from very low in loneliness (i.e., feeling highly

socially connected) to very high. Therefore,

although labeling individuals as lonely or non-

lonely may be convenient shorthand, people may

fall anywhere on the loneliness continuum. Feel-

ings of loneliness can be experienced transiently in

response to an experience of social rejection or to

a shift in circumstances (e.g., beginning college,

divorce, widowhood, relocating to a new city), or

loneliness can be experienced more chronically,

functioning as a trait-like characteristic.

Three theoretical perspectives dominate the

loneliness literature (Cacioppo & Patrick, 2008).

One theory of loneliness posits that dissatisfaction

with specific types of relationships (e.g., social

network members vs. romantic partner) leads to

different types of loneliness (e.g., social vs. emo-

tional). Another perspective suggests that social

skill deficits and personality traits (e.g., shyness)

can hinder relationship development and mainte-

nance, thereby leading to feelings of loneliness.

Finally, a third theory of loneliness takes an evo-

lutionary approach, positing that feelings of lone-

liness – although aversive – are adaptive in that

they motivate humans to pursue and maintain

social connections, thereby enhancing survival of

oneself and one’s offspring. Adoption and twin

studies indicate loneliness has a heritability coef-

ficient of approximately 0.50 (Boomsma,

Willemsen, Dolan, Hawkley, & Cacioppo, 2005).

Loneliness also predicts various cognitive

impairments, including poorer executive function-

ing, depressive symptomatology, and sleep frag-

mentation (Cacioppo & Hawkley, 2009). When

people feel lonely, they are more likely to cope

with stressors by withdrawal rather than by active

coping and seeking emotional and instrumental

support from others. Loneliness is also associated

with an implicit hypervigilance for social threats,

which has a cascading effect on social cognition.

Briefly, although people who feel lonely want to

connect with others, they tend to anticipate rejec-

tion and engage in self-protective behavior that

paradoxically can be self-defeating. Accordingly,

a meta-analysis of loneliness interventions indi-

cated that the most effective interventions

addressed these maladaptive social cognitions

(Masi, Chen, Hawkley, & Cacioppo, 2011).
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Definition

Loneliness is the distress that accompanies feel-

ings of social isolation and lack of connectedness
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and belonging. Although people who are married

and have close friends tend to be less lonely than

those who do not, people can live relatively

solitary lives and not feel lonely, and conversely,

they can live an ostensibly rich social life and feel

lonely nevertheless. As many as 80% of those

under 18 years of age and 40% of adults

over 65 years of age report being lonely at least

sometimes. For as many as 15–30% of the

general population, loneliness is a chronic state.

Left untended, loneliness has serious conse-

quences for physical and cognitive health and

well-being.

Description

Loneliness and Physical Health and Mortality

Loneliness has been shown to predict increased

morbidity and mortality (reviewed in Hawkley &

Cacioppo, 2010). The effects of loneliness seem

to accrue over time to accelerate physiological

aging and mortality. For instance, loneliness

exhibited a dose-response relationship with

cardiovascular health risk in young adulthood

such that the greater the number of measurement

occasions at which participants were lonely

(i.e., childhood, adolescence, and at 26 years of

age), the greater their number of cardiovascular

health risks (i.e., BMI, systolic blood pressure

(SBP), total and HDL cholesterol levels, glycated

hemoglobin concentration, and maximum oxy-

gen consumption). Loneliness has been associ-

ated with increased systolic blood pressure in

middle-aged adults, and a persistent trait-like

aspect of loneliness accelerated the rate of sys-

tolic blood pressure increase over a 4-year

follow-up period. Notably, the loneliness effect

was unique and independent of the effects of

depressive symptoms, perceived stress, social

support, and hostility, variables that are corre-

lated and sometimes mistakenly assumed to be

synonymous with loneliness. Similarly, in a study

of women, chronic high-frequency loneliness

was prospectively associated with incident coro-

nary heart disease over a 19-year follow-up in

analyses that adjusted for depressive symptoms

and a range of demographic and cardiovascular

risk factors. Finally, a number of large epidemi-

ologic studies have shown that all-cause or

cardiovascular mortality risk is greater in chron-

ically than situationally or rarely lonely adults.

Loneliness and Mental Health and Cognitive

Functioning

Loneliness has been associated with personality

disorders and psychoses, suicide, impaired cog-

nitive performance and cognitive decline over

time, increased risk of Alzheimer’s disease,

diminished executive control, and increases in

depressive symptoms (Cacioppo & Hawkley,

2009). Loneliness and depressive symptoms are

correlated, and recent analyses have demon-

strated a causal role for loneliness; loneliness

predicted increases in depressive symptoms

over 1-year intervals, but depressive symptoms

did not predict loneliness (Cacioppo, Hawkley,

& Thisted, 2010). This is consistent with experi-

mental evidence which has shown that hypnoti-

cally induced feelings of loneliness increase

depressive symptoms while also increasing

perceived stress, fear of negative evaluation,

anxiety, and anger, and diminishing optimism

and self-esteem (Cacioppo et al., 2006).

Feelings of social isolation have been associ-

atedwith cognitive decline and dementia. A causal

role for loneliness is supported by evidence that

cognitive functioning in 75–85-year-olds did not

differ as a function of loneliness at baseline but

diminished to a greater extent among those high

than low in loneliness over a 10-year follow-up, an

effect that persisted after adjusting for objective

measures of social activity and social network

size. In another prospective study, loneliness was

inversely associatedwith performance on a battery

of cognitive measures in initially dementia-free

older adults and predicted a faster decline in cog-

nitive performance onmost of thesemeasures over

a 4-year follow-up. In addition, incidence of

Alzheimer’s disease was predicted by degree of

baseline loneliness adjusting for relevant

covariates, including depressive symptoms.

Mechanisms for Health Effects of Loneliness

Health behaviors and sleep. Physical activity is

a well-known protective factor for physical health,
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mental health, and cognitive functioning. Loneli-

ness has been associated with a lower likelihood of

engaging in physical activity and a greater likeli-

hood of discontinuing physical activity over time

in middle-aged adults. This effect is not attribut-

able to frequency of social contact or social net-

work size, ruling out social control as a mechanism

for the effects of felt isolation on physical activity.

Loneliness is also a risk factor for obesity and

a propensity to abuse alcohol. A compromised abil-

ity to exercise self-discipline and regulate emotions

has been implicated in the poorer health behaviors

exhibited in lonelier individuals.

Sleep affords physiological restoration, and

sleep quality is important in accomplishing

sleep’s restorative effects. Non-restorative sleep

(i.e., sleep that is non-refreshing despite normal

sleep duration) results in daytime impairments

such as physical and intellectual fatigue, role

impairments, and cognitive and memory prob-

lems. Loneliness heightens feelings of vulnera-

bility and unconscious vigilance for social threat,

implicit cognitions that are antithetical to relaxa-

tion and sound sleep (Cacioppo & Hawkley,

2009). Cross-sectional and longitudinal studies

have shown that loneliness predicts poor self-

reported sleep quality, greater daytime dysfunc-

tion (i.e., low energy, fatigue), and more nightly

micro-awakenings, effects that are largely inde-

pendent of sleep duration and depressive symp-

toms (Hawkley, Preacher, & Cacioppo, 2010).

Physiological functioning. In young adults,

loneliness has been associated with elevated

levels of total peripheral resistance (Cacioppo

et al., 2002; Hawkley, Burleson, Berntson,

& Cacioppo, 2003), the primary determinant of

systolic blood pressure (SBP) until at least

50 years of age. In older adults, loneliness has

been associated with elevated SBP and predicted

an accelerated increase in SBP over a 4-year

follow-up, an effect that was adjusted for and

independent of age, gender, race/ethnicity,

cardiovascular risk factors, medications, health

conditions, and the effects of depressive symp-

toms, social support, perceived stress, and hostil-

ity (Hawkley, Thisted, Masi & Cacioppo, 2010).

Changes in TPR levels are themselves

influenced by a variety of physiological

processes, including activity of the autonomic

nervous system and the hypothalamic-pituitary

adrenal (HPA) axis. To date, loneliness has not

been shown to correlate with sympathetic ner-

vous system activity at the heart, but was associ-

ated with a greater concentration of epinephrine

in overnight urine samples in a middle-aged and

an older adult sample (Hawkley et al., 2010). At

high concentrations, circulating epinephrine

binds a-1 receptors on vascular smooth muscle

cells to elicit vasoconstriction and could thereby

serve as a mechanism for increased SBP in lonely

individuals.

Dysregulation of the hypothalamic-pituitary-

adrenal axis contributes to inflammatory

processes that play a role in hypertension, athero-

sclerosis, and coronary heart disease. Loneliness

has been associated with urinary excretion of

significantly higher concentrations of cortisol

and with higher levels of salivary or plasma cor-

tisol (reviewed in Hawkley & Cacioppo, 2010).

A 3-day diary study clarified the causal direction;

prior-day feelings of loneliness were associated

with a higher cortisol awakening response the

next day, but morning cortisol awakening

response did not predict feelings of loneliness

later the same day (Adam, Hawkley, Kudielka,

& Cacioppo, 2006).

Gene Effects. Cortisol exerts broad anti-

inflammatory effects, but although loneliness is

associated with elevated cortisol levels, it

increases risk for inflammatory disease. This

apparent contradiction may be explained by glu-

cocorticoid insensitivity. Evidence consistent

with glucocorticoid insensitivity has been

demonstrated in chronically lonely versus

socially connected older adults and has further

been shown to vary across the loneliness contin-

uum (Cole et al., 2007; Cole, Hawkley, Arevalo,

& Cacioppo, 2011). Genome-wide microarray

analyses showed that markers of immune activa-

tion and inflammation (e.g., pro-inflammatory

cytokines and inflammatory mediators) were

over-expressed and markers of inhibitors of the

pro-inflammatory NF-kB (nuclear factor-kappa

B) transcript were under-expressed in genes of

the lonely relative to the socially connected

group. Analyses also indicated a possible
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decrease in glucocorticoid receptor–mediated

transcription in the lonely group, despite the fact

that there were no group differences in circulat-

ing glucocorticoid levels. These results are con-

sistent with a functional desensitization of the

glucocorticoid receptor, which permits increased

NF-kB activity and thereby induces a pro-

inflammatory bias in gene expression. Loneliness

differences in NF-kB/glucocorticoid receptor–

mediated transcription activity were not attribut-

able to objective indices of social isolation, nor

were they explained by demographic, psychoso-

cial (i.e., perceived stress, depression, hostility),

or medical risk factors.

In an extension of this work, a recent study

showed that feelings of social isolation were

associated with a proxy measure of functional

glucocorticoid insensitivity, namely, an attenua-

tion in lonelier individuals of the typically

positive correlation between cortisol levels and

the ratio of neutrophil percentages relative to

lymphocyte or monocyte percentages. This result

signifies a diminished sensitivity of leukoctyes

and leukocyte trafficking to the influence of

cortisol in lonelier individuals (Cole, 2008).

Immune Functioning. Loneliness has been

associated with impaired cellular immunity as

reflected in lower natural killer (NK) cell activity

and higher antibody titers to the Epstein-Barr

virus and human herpes viruses. In addition, lone-

liness has been associated with poorer antibody

response to a component of the flu vaccine,

suggesting that the humoral immune response

may also be impaired in lonely individuals

(reviewed in Hawkley & Cacioppo, 2010).

Summary

Social integration was once thought to have

effects on health via health behaviors, but we

now know that the effects of perceived social

isolation include biological consequences, there-

fore implicating central nervous system control.

Evidence consistent with central influences

includes implicit hypervigilance for social threat

and diminished self-regulatory capacity.

Loneliness is itself a product of central processes,

i.e., maladaptive social cognitions that bias

lonely individuals relative to socially connected

individuals to perceive, expect, and remember

more negative social information. Interventions

that address maladaptive social cognitions have

been shown to be more successful in reducing

felt loneliness than interventions that work

to increase number of social contacts. A role

for central processes in the health effects of lone-

liness suggests that interventions that address

maladaptive social cognitions may also influence

biological, behavioral, and health outcomes.
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Synonyms

Life expectancy

Definition

The population-level concept of life expectancy

refers to the average number of years of life

remaining at a given age under the assumption

that everyone will experience (for the rest of their

lives) the same risk of death as evinced by current

life tables. At the individual level, there is tre-

mendous heterogeneity in the length of individual

life spans within any society.

Description

The last century has witnessed unprecedented

increases in longevity. This chapter provides an

overview of population-level trends of longevity

and describes important individual-level factors

that contribute to between-person differences in

longevity. In a first step, the terminology is clar-

ified and population trends regarding past, pre-

sent, and future developments in life expectancy

are considered. In a second step, the chapter illus-

trates the importance of taking into account psy-

chosocial predictors of between-person

differences in longevity and discusses how and

why sociodemographic characteristics, levels of

functioning, as well as trajectories of change in

behavioral and experiential characteristics are

uniquely associated with mortality risks. The

chapter concludes by pointing to key societal

challenges for the future.

Population Trends in Longevity

The oldest reliably documented human being was

a French woman by the name of Jeanne Calment

who died in 1997 at the age of 122 years. This

historically unparalleled life span demonstrates

that, under optimal circumstances, humans can

live up to 125 years. Such an age, however, is

only reached by very few exceptional cases.

A more realistic estimate of how long people

can expect to live is provided by the population

concept of life expectancy. Life expectancy at

birth, for example, is the average number of

years of life remaining for newborns under the

assumption that everyone will experience (for the

rest of their lives) the same risk of death as
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evinced by current life tables (Olshansky,

Hayflick, & Carnes, 2002). Over the past century,

the world has witnessed a remarkable rise in life

expectancy. For example, the average US Amer-

ican could expect to live for 49 years in 1900. In

2000, this number was 77 years, an increase of

64%. Another impressive illustration is that over

the past 170 years, increases in life expectancy, in

nations with the highest life expectancies,

progressed at a rate of about 2.5 years per decade

or 6 h per day (Vaupel, 2010). This remarkable

increase in life expectancy was primarily due to

a reduction in infant mortality (in the US, approx-

imately 10% of infants born alive died before

1 year of age in 1900 vs. less than 1% in 2000).

This trend originated in substantial advances in

public health, hygiene, and nutrition (e.g., sew-

age, refuse disposal, safe drinking water) as well

as medical care and technology. For example,

key medical milestones in the early twentieth

century were the discovery of antibiotics in

1928 and penicillin entering mass production in

the 1940s, which substantially reduced mortality

due to bacterial infections, diarrhea, and

pneumonia.

Currently, life expectancy at birth is over

80 years in many industrialized nations such as

Japan, Australia, or Canada (Organisation for

Economic Co-operation and Development,

OECD Factbook, 2010). Whereas rising life

expectancy was historically driven by reductions

in infant mortality, the fastest growing segment

of the population today are the oldest old. For

example, the number of individuals aged 85+ in

the US has increased by 300% between 1960 and

2000, and the number of individuals aged 100+ is

expected to grow from 37,000 in 1990 to 850,000

in 2050 (U.S. Bureau of the Census, 2004). Not-

withstanding such general increases, there are

tremendous geographical disparities in life

expectancies. For example, the US only ranks

49 worldwide with a current life expectancy of

78 years (Central Intelligence Agency, CIA

World Factbook, 2011), probably due to limita-

tions in health-care coverage, unhealthy lifestyles

(e.g., obesity), and public health problems (e.g.,

sanitation, pollution). In addition, some nations

are currently experiencing dreadfully low or even

declining life expectancies. According to the

World Health Organization, for example, life

expectancy in several African regions such as

Angola is below the age 45 because of the AIDS

pandemic. Similarly dramatic, Russia experi-

enced a drop in average life expectancy by 6%

in the 1990s that is only slowly coming back up.

Alcohol abuse (as proxy for self-destructive

behaviors and external causes of death due to

homicide, suicide, and accidents) and stress

(related to economic uncertainty and a poor out-

look for the future) each accounted for about 25%

of the documented increase in mortality rates

(Brainerd & Cutler, 2005).

For the future of life expectancy, some demog-

raphers expect that every other girl born today in

the developed world can expect to live up to the

age 100 years (Vaupel, 2010). Such an optimistic

prospect, however, rests heavily upon the

assumption that progress in reducing mortality

rates continues at the same pace as over the past

two centuries. This assumption is not shared by

other more conservative demographers

(Olshansky et al., 2005) who instead predict that

increases in life expectancy may slow down (e.g.,

because of little room for further reducing infant

mortality) or even come to an end (e.g., due to

unhealthy lifestyles resulting in sharp increases in

obesity-related illnesses). The verdict for which

of these estimates is going to be correct is out, but

the aging population will put considerable strain

on the health-care, welfare, and pensions

systems.

Individual Differences in Survival

Besides such demographic trends, there is tre-

mendous heterogeneity in the length of individual

life spans within any society. Some individuals

die relatively young (e.g., in their 40s or 50s),

whereas others reach very advanced ages (e.g.,

age 90). This observation raises the pivotal ques-

tion of key individual-level factors that are asso-

ciated with heterogeneity in length of life. One

such factor is sociodemographic characteristics.

More specifically, individuals with low education

and low income who belong to an ethnic minority

have a lower life expectancy than highly edu-

cated, affluent Caucasians (Kaplan, Pamuk,
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Lynch, Cohen, & Balfour, 1996). Another exam-

ple is gender, with a considerable female survival

advantage (e.g., up to six female centenarians per

one male centenarian; Vaupel, 2010). This per-

vasive gender differential in life expectancy is

thought to reflect a combination of genetic (e.g.,

with the second X chromosome, women have

genetic information stored in duplicate, thereby

reducing the risk for genetic defects), physiolog-

ical (e.g., sturdier body makeup to sustain child-

birth), and behavioral factors (e.g., better health

behaviors; Owens, 2002).

In recent years, behavioral and experiential

factors have also been identified as key predictors

of heterogeneity in mortality hazards. Among the

most obvious candidates are health behaviors and

lifestyle factors, including lack of regular physi-

cal activity, unhealthy diets, stress, smoking, and

heavy drinking. It has further been documented

that impaired cognitive functioning (Deary,

Weiss, & Batty, 2011), personality characteris-

tics such as neuroticism (Wilson et al., 2005),

lack of social integration (Seeman, 2001), dimin-

ished well-being (Danner, Snowdon, & Friesen,

2001), and perceptions of poor health (Idler &

Benyamini, 1997) each uniquely predict mortal-

ity over and above established mortality corre-

lates. What are the pathways and underlying

mechanisms that link psychosocial factors with

differences in mortality? It is an open conceptual

question if psychosocial factors constitute mor-

tality risks on their own or if they reflect the

effects of pathologic processes. For example,

poor well-being may have detrimental physiolog-

ical effects on cardiovascular and immune func-

tioning (Pressman & Cohen, 2005), resulting in

further loss of functioning and ultimately death.

Alternatively, well-being may reflect quite accu-

rate perceptions of levels and particularly

changes in functioning across a variety of other

domains that are more directly linked to mortality

such as physical health (Maier & Smith, 1999).

Examining such questions will shed light on cru-

cial, potentially modifiable risk factors.

Importantly, evidence is accumulating that the

direction and size of changes in psychosocial char-

acteristics evince unique and additional associations

tomortality that go beyond those reported for levels

of functioning. Theprobablymost prominent exam-

pleof suchprocesses is the terminal declineconcept.

The general notion is that at some point shortly

before death, individual functioning declines rap-

idly. Empirical evidence for precipitous mortality-

related deteriorations has accumulated in the cogni-

tive (B€ackman & MacDonald, 2006), personality

(Mroczek & Spiro, 2007), and well-being domains

(Gerstorf et al., 2010). It is possible that such

declines represent a pervasive phenomenon and

are indicative of general processes of brain atrophy

and system breakdown. As more and more individ-

uals live longer and longer lives, further understand-

ing how terminal decline progresses and what

factors may mitigate these processes will become

oneof the toppriorities on the research agendaof the

social and behavioral sciences.

Synopsis

The chapter concludes by raising three major

questions for scientific inquiry and social policy

regarding longevity-related insights at the popula-

tion and individual level. First, the prospect of

living a longer life will profoundly shape the way

individuals allocate their time and resources dur-

ing different life phases. More flexible and indi-

vidualized ways of living are required to integrate

different spheres of life, including education,

employment, child rearing, retirement, and leisure

(Carstensen, 2009). The second question revolves

around whether the years gained are also charac-

terized by the quality of life. Here, issues of vital-

ity and time free of chronic and debilitating

diseases in the face of increasing life expectancy

come into focus (Hoppmann & Gerstorf, this vol-

ume, ▶Vitality). A third issue concerns the mod-

ifiability of psychosocial risk factors and proximal

steps to translate research findings into prevention

and intervention strategies. The overarching aim is

to strengthen individual resources, capabilities,

and behaviors that are linked to living longer,

thereby addressing the needs of a growing popu-

lation of elderly, worldwide.

Cross-References
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Low Glycemic Index
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Synonyms

Glycemic index

Definition

The glycemic index (GI) measures how much

a 50-g portion of carbohydrate raises a person’s

blood-sugar level when compared to glucose with

a GI of 100. Carbohydrates that are rapidly bro-

ken down during digestion and release glucose

rapidly into the blood stream have a high GI.

Carbohydrates that break down and release glu-

cose more slowly have a low GI. A diet of low GI

foods can help control diabetes, improve the

body’s sensitivity to insulin, assist with weight

loss by minimizing hunger, and lower blood lipid

levels. Whole fruits, vegetables, beans, and foods

without added sugar and refined grains usually

have a lower glycemic index.

Dr. David Jenkins and Dr. ThomasWolever of

the University of Toronto developed the GI in

1981. They classified foods according to the fol-

lowing guide:

• Low GI ranging 55 and below

• Medium GI ranging between 56 and 69

• High GI ranging 70 and above

Glycemic index is one aspect of looking at

a food. Since foods are usually not eaten in iso-

lation, the other foods eaten at a meal will influ-

ence the glycemic load of a meal.
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Synonyms

Pulmonary function

Definition

Lung function is measured by various tests,

including the pulmonary function test (PFT),
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arterial blood gases (ABG) analysis, and oxygen

desaturation during exercise. These tests can

evaluate symptoms and signs of lung disease,

reveal the cause of breath shortness, and may

help confirm lung diseases, such as asthma and

chronic obstructive lung disease (COPD). They

are also useful for monitoring the progression of

lung disease or evaluating the risk of surgery in

the preoperative patients (ATS Committee on

Proficiency Standards for Clinical Pulmonary

Function Laboratories, 2002; American Thoracic

Society, 1995; Crapo, 1994; Hughes & Pride,

1999; Hyatt, Scanlon, & Nakamura, 1997).

Pulmonary function tests include spirometry

and the quantitation of lung volume and diffusing

capacity. Spirometry is in widespread use,

because it takes 10–15 min without any risk.

It measures mainly forced expiratory volume in

1 s (FEV1.0) and forced vital capacity (FVC),

which classify pulmonary disorder into

a restrictive disorder and an obstructive one

(American Thoracic Society, 1995). The patients

with a restrictive disorder have reduced FVC,

which means that the expansion of the lung is

restricted and the effort of breathing is increased.

This type of disorder is caused not only by

diseases of the lung parenchyma (such as lung

fibrosis) but also pleural or extrapulmonary dis-

eases (such as pleural effusion, pneumonectomy,

vertebral deformity, and myasthenia gravis).

On the other hand, obstructive lung disorder,

in which airway obstruction limits airflow, is

defined by reduced FEV1.0/FVC. Obstructive

disorder is the first attribute of asthma and

COPD, and spirometry is essential to diagnose

these diseases (especially in the case of COPD).

The crucial difference between them is the

reversibility of the obstructive disorder. Reduced

FEV1.0/FEV of the patient with asthma

could recover 10 min after administration of

a short-acting bronchodilator, unlike in the case

of COPD.

Lung volume measurement is important when

FVC is decreased and useful for interpreting the

result of diffusing capacity test. The diffusing

capacity is a capacity of lung to transfer gas

across alveoli. Carbon monoxide is widely used,

and the amount of carbon monoxide disappeared

from the lung is measured. The diffusing capacity

for carbon monoxide (DLCO) is useful both

in restrictive and obstructive disorders. In the

patients with pulmonary fibrosis, DLCO is

reduced because of increased alveolar membrane

thickness. These two tests are so useful, but tend

to be performed in specialized centers.

Arterial blood gas (ABG) analysis is used to

measure the partial pressures of oxygen (PaO2)

and carbon dioxide (PaCO2) and the pH of an

arterial sample. The decreased level of PaO2

(hypoxia) means insufficient oxygen supply to

the body, principally indicating the existence of

respiratory dysfunction. The high level of

PaCO2 (hypercapnia) may result from condi-

tions that impair pulmonary ventilation, not

infrequently occurring in the patients with

severe COPD.

Oxygen desaturation during exercise is also

indicative especially in patients with chronic

lung disease, such as COPD and pulmonary fibro-

sis. It can assess lung function as part of physical

function. The 6-min walk test is in widespread

use. A decrease in SpO2 of more than 4% reflects

significant desaturation.
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Lupus: Psychosocial Impact
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Definition

Lupus is a brief name of the formal medical term

systemic lupus erythematosus (SLE). This is an

autoimmune disease, affecting different organs in

the body including the heart, lungs, skin, joints,

and nervous system. It can be life threatening,

though the advancement in medical treatment

has made this outcome rare. Sadly, SLE mimics

other illnesses in that its symptoms overlap with

many other diseases; hence, patients may be

misdiagnosed for long periods of time. It is prev-

alent mainly in women, between 15 and 35 years

old. In SLE, the immune system produces anti-

bodies against proteins in cell nuclei. Further-

more, various immune cells show excessive

apoptosis, whose level correlates with disease

activity. About 30% have skin symptoms (e.g.,

red rashes); many patients have joint pain, partic-

ularly in the hands and wrist, muscle pain, and

anemia. Finally, cardiac inflammation and athero-

sclerosis are common. Some of the symptoms

such as weight gain and retinal damage also result

from treatment side effects.

Among the risk factors of SLE are environmen-

tal exposure to cigarette smoke, Epstein-Barr virus,

and silica, which may interact with genetic predis-

position (Simard & Costenbader, 2007). Common

psychosocial sequels of SLE include worry about

one’s appearance due to skin problems on the face,

uncertainty about the future, anxiety, and depres-

sion (Beckerman et al., 2011). Additional psycho-

social consequences of SLE also include various

phobias including agoraphobia and social phobia,

possibly due to facial disfigurement as a result of

the disease (Lı́ndal, Thorlacius, Steinsson, & Ste-

fánsson, 1995). One unique prospective study

found that daily hassles concerning interpersonal

issues and mood changes, assessed over a period

of time electronically, predicted future flares in

SLE patients (Pawlak et al., 2003). Thus, SLE

is a complex poorly understood disease, which

involves multiple systems and is affected by and

affects patients’ psychosocial well-being. The role

of behavior medicine in SLE is essential given that

psychosocial factors predict its course possibly

since they could be related to the immunological

changes in SLE due to neuroimmune interactions,

and as they are outcomes of this disease as well.
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Definition

Macrophages are white blood cells which form

an important part of the innate immunity

(non-specific). They are widely distributed in

the body’s tissues. Macrophages have irregular

shape with granules in their cytoplasm. They are

phagocytes and play a crucial role in the initiation

of the adaptive (specific) immune response. They

engulf, remove, and digest necrotic cell debris,

bacteria, and other foreign bodies and also play

important roles in the early phases of infection

and inflammation (Levinson 2006; Waugh and

Grant 2001).

Known as antigen-presenting cells, macro-

phages migrate between tissues, and when they

encounter pathogen/antigen, they engulf it, more

importantly, they digest the antigen via specific

intracellular processes and transport the most

antigenic fragment to their own cell membrane

and display it on their surface, where they carry it

until they come into contact with the adaptive

immune cells (T lymphocytes) in the lymphoid

tissues. These lymphocytes become activated and

sensitized as a result and eventually proliferate

and differentiate into three main types of memory

T cells which generate a specific memory against

this particular original antigen (Janway et al.

2005).

In the inflammatory response, macrophages

produce many cytokines (cell messengers);

among them are two important proinflammatory

cytokines: interferon-g and tumor necrosis factor

(TNF). Macrophages have also been found to

play a role in tumor immunology; they can infil-

trate tumor mass and destroy tumor cells in tissue

culture by producing reactive oxygen intermedi-

ates (ROIs) and tumor necrosis factor (TNF)

(Janway et al. 2005; Weinberg 2007).
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Magnetic Resonance Imaging (MRI)
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Synonyms

MRI

Definition

Magnetic resonance imaging is a noninvasive

imaging method used for visualizing structures

in the body. The participant is placed in a strong

static magnetic field that aligns all atomic nuclei

in the body. A radiofrequency pulse is applied at

a resonant frequency to selectively energize one

type of atom (typically hydrogen). When the

pulse is discontinued, the energy is emitted and

detected by a detector coil. Due to the differences

in concentrations of atoms in different structures,

this energy can be used to reconstruct an image of

the tissue in the detector coil.

Description

Magnetic resonance imaging (MRI) uses several

separate components to collect an image. First, a

superconducting electromagnet (created by passing

electrical current through super-cooled wires) pro-

vides a static electromagnetic field. The strength of

the magnet is denoted by “Tesla” strength. Most

research scanners have a strength of 3.0 T – approx-

imately 600 times more powerful than a kitchen

magnet. As such, it is extremely important that

participants remove any metal prior to entering

the scanner room. Anyone with metal implants

cannot have an MRI scan. Second, radiofrequency

coils send energy to, and receive energy from,

the sample being analyzed. Finally, gradient coils

create a small alteration in the static magnetic

field to create a spatial distribution in the signal to

allow for image reconstruction in 3D space.

MRI data is collected in “slices” which are

a certain thickness. Within each slice, space is

divided into small squares known as “voxels.”

A voxel is the smallest sampling unit and is typi-

cally a few millimeters on each side. The size of

a voxel determines the spatial resolution of the

image. Smaller voxels will result in a clearer

image. Most MRI paradigms take at least two

separate scans: a high-resolution anatomical

image with voxels approximately 1 mm3 and a

lower-resolution functional image (see below)

with voxels approximately 9 mm3. The lower-

resolution functional image is then placed over

the higher-resolution image to determine the anat-

omy that corresponds to the functional activity.

When tissue is placed into a strong magnetic

field, the nuclei of atoms align in parallel with

the magnetic field. Most nuclei align in a parallel

(low energy) state, but some nuclei align with

the magnetic field in an antiparallel (high-energy)

state. An electromagnetic pulse is then applied

to the sample, which flips some of the nuclei

from low-energy to high-energy states. When the

pulse is discontinued, the nuclei revert to the low-

energy state and release the energy as photons,

which are then detected with receiver coils. This

is the basis of theMR signal. The return to the low-

energy state and release of energy at the end of

a pulse is termed “relaxation” and produces

two parameters. “Transverse relaxation” (or T2

decay) is a measurement of how quickly the

spins of the nuclei lose coherence after the pulse

is discontinued. “Longitudinal relaxation” is

a measurement of how long it takes the spins to

return to the low-energy (parallel) state and is

quantified using a time constant denoted as T1.

Numerous parameters can be manipulated to

record certain properties of the MRI signal that

make MRI a very versatile method for collecting

images. First, the time between successive exci-

tation pulses is the “repetition time” (TR). If the

TR is too short, full recovery of the T1 parameter

will not occur before the subsequent pulse occurs.

Second, it is important to consider how long of

a delay to include between the discontinuation of
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the pulse and the recording of theMR signal. This

parameter is termed the “echo time” (TE). By

selecting optimal TR and TE values, the MR

image can be tuned to either T1 or T2 contrast.

T1 images are most commonly recorded for ana-

tomical images and include a short TE and

a medium TR. A final parameter that can be

manipulated is the flip angle, which indicates

the degree to which the net magnetization

changes following the excitation pulse.

The selection of certain parameters to maximize

the image of a particular feature of the image

is referred to as a pulse sequence. Common

pulse sequences include echo planar imaging (EPI)

in BOLD fMRI (discussed below), fluid-attenuated

inversion-recovery imaging (FLAIR), diffusion

tensor imaging, andmagnetization transfer imaging.

Structural MRI

Structural MRI is most commonly utilized to

quantify certain types of tissue and identify pat-

terns of change in structure that co-occur with

disease or time. It can be used to measure the

volume in grey mater, white matter, and cerebro-

spinal fluid using high-resolution T1 images

discussed above. FLAIR images can be used

to identify white matter hyperintensities that

co-occur with aging, as well as certain psychiatric

disorders. Diffusion tensor imaging measures

the directions of water diffusion along multiple

vector directions to assess the white matter tracts

that connect disparate regions of the brain. Finally,

magnetization transfer imaging can be used to

assess the integrity of myelin in regions of interest.

Functional MRI

The methods described above are primarily used

for visualizing structures in the body. In the

1990s, it was discovered that with appropriate

tuning of the pulse sequence, brain activity

could be detected. The key to this discovery is

the magnetic properties of blood. Red blood cells

contain hemoglobin that binds to oxygen to be

carried to the tissues. Oxygenated hemoglobin

has very little sensitivity to magnetic fields,

whereas deoxygenated hemoglobin is paramag-

netic and will distort a magnetic field. This dis-

tortion will alter the decay of the transverse

magnetic component following the termination

of the excitation pulse – termed T2* (“T2 star”).

When neurons in the brain increase activity, they

require more oxygen. The body responds by

increasing blood flow to that region of the brain,

which flushes out deoxygenated blood. This

reduction in deoxygenated blood creates

a stronger MR signal intensity. This change in

signal is known as the blood-oxygenation-level-

dependent (BOLD) contrast. This discovery has

led to an explosion of research on human brain

function as researchers can now noninvasively

monitor brain activity. By comparing BOLD

activity while performing a task with activity

during a control condition, researchers can iden-

tify regions of the brain whose activity increases

or decreases in response to performing the task.

One limitation of BOLD contrast is that it is a

relative measure – signal is compared to a control

condition – and therefore an absolute measure of

blood flow to an area is unreliable. An alternative

method for quantifying blood flow is arterial spin

labeling (ASL).As arterial blood flows through the

carotid artery toward the brain, a 180� excitation
pulse is applied. This has the effect of magnetizing

the water in the blood, which then travels to the

brain. When this paramagnetic water arrives in the

brain, it alters the magnetization of the area and

causes an increase in the MR signal intensity. This

signal intensity is compared to a control image to

quantify the blood that was flowing to the region

during the transit time.

Recent Developments

High-Field MRI

Early MRI scanners had strengths of 1.5 T, and

research scanners in hospitals now are commonly

3.0 T. As the strength of the magnet increases,

there is a nearly linear increase in signal-to-noise

ratio. Some research centers now have 7.0 T mag-

nets, and stronger magnets are currently under

development. These stronger magnetic fields may

allow better information about tissue composition,

including iron deposition in the basal ganglia.

Functional and Effective Connectivity

As computing power and software have increased

in the past decade, new methods for measuring
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networks and interactions of brain regions have

been developed. Seed-voxel correlation maps

extract the signal from a small group of voxels

and then correlate the activity over time with the

signal from all other voxels in the brain. The result

is a “functional connectivity” map of regions

whose activity correlates with the seed region.

Such a method cannot infer causal influence

between regions, but it has been useful in under-

standing so-called Resting State Networks – net-

works of brain activity that are active in the

absence of an experimental task. More sophisti-

cated techniques have been developed for infer-

ring causality between regions, including Granger

Causality Analysis, Dynamic Causal Modeling,

and Structural Equation Modeling.
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Definition

The Transtheoretical Model of Change (TTM)

is characterized by six ‘stages of change’

(precontemplation, contemplation, preparation,

action, maintenance, and termination) that indi-

viduals move through when attempting to change

problematic health behavior, such as smoking

(Shumaker, Ockene, & Riekert, 2009).

Individuals reach the ‘maintenance’ phase of

the TTM when the positive health behavior, for

example, complete abstinence from smoking,

is sustained for a period of 6 months or longer

(Glanz, Rimer, & Viswanath, 2008). Self-

efficacy (or situation-specific confidence) plays

an integral role in this stage. As an individual’s

ability to abstain from the risky health behavior

increases, so too does their ability to avoid

relapse. The risk of relapse is eliminated once

an individual reaches the final ‘termination’

stage of the TTM, in which the positive health

behavior has become automatic (Shumaker et al.,

2009).

Cross-References

▶Behavior Change

▶ Self-Efficacy

References and Readings

Glanz, K., Rimer, B. K., & Viswanath, K. (Eds.). (2008).

Health behavior and health education: Theory,
research, and practice (4th ed.). San Francisco: Jossey
Bass.

Miller, W. R., & Heather, N. (Eds.). (1998). Treating
addictive behaviors (2nd ed.). New York: Plenum

Press.

Prochaska, J. O., & Norcross, J. C. (2010). Systems of
psychotherapy: A transtheoretical analysis (7th ed.).

Belmont, CA: Brooks/Cole.

Shumaker, S. A., Ockene, J. K., & Riekert, K. A. (Eds.).

(2009). The handbook of health behavior change
(3rd ed.). New York: Springer.

Major Adverse Cardiac and
Cerebrovascular Event (MACCE)

▶Cardiac Events

M 1186 Maintenance Phase of the Transtheoretical Model of Change

http://dx.doi.org/10.1007/978-1-4419-1005-9_1101
http://dx.doi.org/10.1007/978-1-4419-1005-9_1154
http://dx.doi.org/10.1007/978-1-4419-1005-9_300
http://dx.doi.org/10.1007/978-1-4419-1005-9_981
http://dx.doi.org/10.1007/978-1-4419-1005-9_1250
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Major Depressive Disorder
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Maladaptation
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Maladaptation of Symptom
Behaviors to Chronic Illness

▶ Symptom Magnification Syndrome
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Synonyms

Dysfunctional/dysfunction; Maladaptation;

Maladjustive

Definition

Maladjustment is the result of insufficient

responses to demands that may occur throughout

the life span and result in impaired functioning,

distress, and/or poor health. The term maladap-

tive refers to processes (e.g., specific behaviors,

patterns of thought or emotion that yield negative

outcomes) whereas maladjustment is the result or

outcome of this process.

Description

The terms maladjustment and maladaptive are

used in a wide range of contexts, which may

broadly be categorized as social, psychological,

and biological. Social maladjustment refers to

how a person develops and maintains interper-

sonal relationships, especially with peers. Mal-

adaptive behaviors in this realm often emerge

during childhood when individuals learn how to

navigate their social world and solve interper-

sonal problems. During this period, children

face changing school settings and social net-

works. Children who are not able to successfully

adjust to these new environments may exhibit

a range of maladaptive behaviors, such as aggres-

sion or rough play, which may lead to peer rejec-

tion (Ladd & Price, 1987).

The terms maladjustment and maladaptive,

when applied to the psychological domain, may

also refer to how well somebody is able to regu-

late their emotions. Emotions typically serve

adaptive purposes in how individuals interact

with the environment. Thus, psychological mal-

adjustment may be characterized by high levels

of “emotional inertia” (Kuppens, Allen, &

Sheeber, 2010), or the inability to respond appro-

priately to the dynamically changing demands of

a given situation.

Finally, maladjustment and maladaptie pro-

cesses can also pertain to how individuals physio-

logically respond and adapt to environmental

demands. The human body attempts to respond

optimally to the continually changing environment,

a concept that has been termed allostasis (McEwen

& Stellar, 1993). Key systems involved in this
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process are the autonomic nervous system, the

hypothalamic pituitary-adrenal axis, and the

immune and cardiovascular systems. Repeated

activation of these systems exerts wear and tear

on the body, termed allostatic load. High levels of

allostatic load, when quantified using objective

health parameters, have been associated with

increased risk of cardiovascular disease and lower

physical and cognitive functioning (Seeman,

Singer, Rowe, Horwitz, & McEwen, 1997).

Maladjustment and maladaptive processes

have been studied throughout the life span, rang-

ing from the prenatal period to old age. These

studies provide important insight into the imme-

diate and long-term health consequences of mal-

adjustment at different times in life. Researchers

study maladjustment in the context of how cer-

tain prenatal events during critical periods

can have lasting implications on development

throughout the life span. For example, the Dutch

Famine Studies are a series of studies that exam-

ine the mechanisms linking disease outcomes to

deprivation in utero. A blockade of food supplies

in the Netherlands between November 1944 and

April 1945 created a natural experiment from

which to study the effects of maternal malnutri-

tion. It was later found that children who were in

gestation during the famine had higher rates of

adult diseases, including coronary heart disease

(Roseboom et al., 2001) and schizophrenia

(Hoek, Brown, & Susser, 1998). Similarly,

a study of 141 Canadian families who endured

a severe and prolonged ice storm during the win-

ter of 1998 demonstrates how severe stressors can

result in postnatal maladjustment. Children

whose mothers were exposed to more severe

stress had poorer cognitive and language devel-

opment at age two than children whose mothers

who experienced less stress during the ice storm

(King & Laplante, 2005).

Typically, the effect of maladaptive behavior

is studied during later periods of life. A classic

example for how maladaptive behavior can lead

to adverse health outcomes is the link between

certain components of Type A behavior patterns

(i.e., hostility) and coronary heart disease (CHD).

Type A behavior is characterized by aggressive-

ness, impatience, and competitiveness. Although

these behaviors often lead to high status in the

workplace, they may also be maladaptive in

the context of maintaining health. By itself, mal-

adaptive behavior does not have an effect on

disease pathogenesis. Rather, this process occurs

through the repeated and exaggerated activation

of biological regulatory systems (e.g., high blood

pressure), conflictual and unsupportive social

relationships, and health-compromising behav-

iors (e.g., smoking). A link between maladaptive

personality traits and development of disease has

been demonstrated in past research. A longitudi-

nal study with over 4,700 college students

showed that greater hostility at age 19 predicted

more risk factors for CHD, including higher caf-

feine consumption, larger body mass index

(BMI), higher cholesterol, and more tobacco use

(Seigler, Peterson, Barefoot, & Williams, 1992).
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Maladjustive
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▶Marriage and Health

Marital Stress

▶ Family Stress
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Definition

A genetic marker is a DNA sequence with

a known physical location on a chromosome.

Genetic markers can help link an inherited

disease with the responsible gene. DNA segments

close to each other on a chromosome tend to be

inherited together. Genetic markers are used to

track the inheritance of a nearby gene that has not

yet been identified but whose approximate loca-

tion is known. The genetic marker itself may be

a part of a gene or may have no known function

(Genome.gov, 2011).

Cross-References

▶Chromosomes

▶DNA

▶Gene
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Definition

Socially connected people live longer, healthier,

and happier lives than their socially isolated

counterparts (Holt-Lunstad, Smith, & Layton,

2010). Given the central role that marriage plays

for most adults, a great deal of research has

focused on this particular social relationship

in association with physical and mental health.

For instance, prior research suggests that

married adults have lower rates of morbidity

and mortality compared to unmarried adults

(Jaffe, Manor, Eisenbach, & Neumark, 2007;

Johnson, Backlund, Sorlie, & Loveless, 2000).

Likewise, married individuals have greater life

satisfaction, happiness, and are at lower risk for

depression (Gove, Hughes, & Style, 1983; Inaba

et al., 2005). The conclusion often drawn from

this literature is that being married is beneficial

for health, but perhaps less so for women than for

men. Ironically, several lines of evidence suggest

that marriage should be associated with better

health, perhaps, particularly so in women.

Specifically, marriage may protect against social

isolation, may promote health-enhancing behav-

iors and deter health-damaging behaviors, and

may affect health indirectly, by increasing socio-

economic resources, particularly for women. In

contrast, given the health costs of conflictual

social relationships and the fact that marriage is

the primary social relationship for most adults,

being in an unhappy marriage may serve as

a potent psychosocial stressor, thereby elevating

disease risk. In aggregate, these divergent per-

spectives on the advantages of having a spouse

on the one hand, and the disadvantages of marital

discord, on the other hand, suggest the utility of

examining marital status and marital quality

simultaneously. However, few studies to date

have adopted this approach of simultaneously

examining marital status and marital quality (for

exceptions see Gallo et al., 2003a; Holt-Lunstad,

Birmingham, & Jones, 2008; Troxel, Matthews,

Gallo, & Kuller, 2005). Theoretically, individ-

uals in a high-quality marriage should be at

a health advantage relative to unmarried individ-

uals and to individuals in low-quality marriages

because they reap the material benefits of mar-

riage and the social support benefits of being in

a harmonious union.

Description

Marital Quality Matters

Indeed, mounting evidence suggests that various

indicators of marital quality, including satisfac-

tion or strain, are associated with increased risk of

the development of CVD risk factors or prognosis

in cardiac patients (as reviewed in Kiecolt-Glaser

& Newton, 2001). For instance, Orth-Gomer and

colleagues (2000) found that marital strain was

associated with a 2.9-fold increased risk of recur-

rent cardiac events in female cardiac patients.

Similarly, Coyne and colleagues (2001) reported

that among male and female coronary heart dis-

ease (CHD) patients, poor marital quality was

a more robust predictor of mortality in women

than in men. Our laboratory has shown in an

initially healthy sample of women that those

who are satisfied in their marriage show less

atherogenic risk trajectories over time (Gallo,

Troxel, Matthews & Kuller, 2003b), have lower

levels of subclinical measures of carotid athero-

sclerosis (Gallo et al., 2003a), and are at lesser

risk of developing the metabolic syndrome

over an 11-year follow-up, as compared to

their dissatisfied or unmarried counterparts

(Gallo et al., 2003a; Troxel et al., 2005). In aggre-

gate, findings suggest that the quality of the mar-

ital relationship is implicated in the development

and progression of CVD; however, the effects

may be stronger in women. Moreover, how

marriages “get under the skin” to influence

cardiovascular risk and outcomes remains

a question of critical importance.
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Pathways Linking Marriage with Health

Both the presence of a spouse as well as the

quality of the marital relationship may influence

health directly and indirectly through behavioral,

psychological, and physiological mechanisms.

For instance, social relationships may influence

the extent to which individuals engage in health-

relevant behaviors (e.g., smoking, sedentary life-

style, fatty diet intake, and excessive alcohol

consumption). More recent data suggests that

being stably married or being in a happy marriage

is associated with better sleep (Troxel, Buysse,

Hall, & Matthews, 2009; Troxel et al., 2010),

another critical health behavior. Marriage has

also been linked to psychological factors such as

lowered stress and depression, which have dem-

onstrated influences on cardiovascular health

themselves (Rozanski, Blumenthal, & Kaplan,

1999; Smith & Ruiz, 2002). Notably, social rela-

tionships may also exert direct physiological

effects on autonomic, inflammatory, or neuroen-

docrine pathways (Robles & Kiecolt-Glaser,

2003).

Sex Differences in the Effects of Marriage on

Health

Based on their review of the marriage and health

literature, Kiecolt-Glaser and Newton (2001) con-

cluded that women may be more vulnerable to the

health consequences associated with marital dis-

tress thanmen. For example, Coyne and colleagues

(2001) reported that among male and female coro-

nary heart disease (CHD) patients, poor marital

quality was a more robust predictor of mortality

in women than in men. Research further suggests

that this gender disparity may be attributable to

gender differences in physiological responding to

marital interactions. Indeed, compared with men,

women display more pronounced physiological

responses (i.e., cardiovascular, endocrine, and

immunologic) to marital interactions, particularly

when negative interactions are assessed (e.g.,

Kiecolt-Glaser, Glaser, Cacioppo, & Malarkey,

1998; Smith, Gallo, Goble, Ngu, & Stark, 1998).

However, more recent data suggests that these sex

differences may be less pronounced than formerly

demonstrated (Manzoli, Villari, Pirone, & Boccia,

2007), perhaps suggestive of a cohort effect.

Summary

Social isolation is a significant risk factor for

morbidity and mortality. The marital relationship

is arguably the single-most important adult social

relationship and can protect against social isola-

tion. Consistent evidence shows that married

individuals have greater life satisfaction, happi-

ness, mental health, and lower rates of morbidity

and mortality compared to unmarried adults

(Johnson et al., 2000; Manzoli et al., 2007). How-

ever, not all marriages are created equal. More

recent data points to the importance of assessing

qualitative aspects of marriage as well marital

status. Indeed, evidence suggests that marriage

is health-protective, particularly if it is a high-

quality marriage. Understanding the mechanisms

underlying the health effects of marital status and

quality remains a critical next step in order to

understand how relationships “get under the

skin” to impact health and well-being.

Cross-References

▶Alcohol Abuse and Dependence

▶Alcohol Consumption

▶ Smoking Behavior

▶ Social Stress

▶ Social Support
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Martyr Behavior
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Masculine Role

▶Gender Role

Massage

▶Massage Therapy

Massage Therapy
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Synonyms

Massage; Touch
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Definition

Massage therapy (MT) has been defined as the

manual manipulation of soft tissue intended

to promote health and well-being (Moyer,

Rounds, & Hannum, 2004). This definition

includes therapeutic treatments of different dura-

tion and types of touch administered. Addition-

ally, the sites of the body where the treatment is

applied can vary depending on the treatment

method and the desired effects.

Types of Massage Therapy

Today, several different massage methods are in

use. The most popular forms include the

following.

Swedish massage (or “classic massage”), the

most common form of massage in Western coun-

tries, is based on five techniques termed

“effleurage” (sliding or gliding), “petrissage”

(kneading), “tapotement” (rhythmic tapping),

friction, and vibration/shaking, which are applied

to different parts of the body (e.g., back, shoul-

ders, neck, legs, arms).

Reflexology massage is based on the theory

that specific zones in the hands and the feet rep-

resent an image of the body. Manipulation tech-

niques, such as pressure, applied to these areas

are thought to improve functioning in related

parts of the body (stomach, back, head, etc.).

Shiatsu, by origin a Japanese technique, uses

pressure of fingers and palms but also rolling,

brushing, vibrating, and grasping of the hands

centered on the energy meridians of the whole

body.

The Trager method, named after its founder,

involves a gentle, rhythmic movement and touch

of different body parts with the aim to relax the

body, reduce pain, and increase mobility.

Effects of Massage Therapy

Efficacy varies considerably between different

forms of MT and with regard to specific desired

outcomes. Moreover, short-term effects of MT

(e.g., immediate reduction in anxiety and stress)

may differ from long-term benefits (e.g., reduced

trait anxiety or depression). However, overall

beneficial effects of MT have been documented

for several psychiatric and medical conditions,

including depression, posttraumatic stress disor-

der, eating disorders, attention-deficit disorder,

chronic fatigue, fibromyalgia, back pain,

migraine headache, postoperative pain, labor,

rheumatoid arthritis, multiple sclerosis, spinal

cord injury, autism, diabetes, asthma, HIV, and

breast cancer, as well as in preterm neonates

(Field, 2002; Field, Diego, & Hernandez-Reif,

2007; Moyer et al., 2004).

Underlying Mechanisms

Despite the beneficial overall effects of MT, the

underlying mechanisms are only partly under-

stood to date. General and specific effects of

MT have been reported, and accordingly, the

underlying biological mechanisms might vary.

The stimulation of pressure receptors was

suggested to promote vagal activity, and thereby

to improve parasympathetic activity (Diego,

Field, Sanders, & Hernandez-Reif, 2004).

Beyond this, increases in serotonin, endorphins,

and oxytocin might generally link MT to reduced

anxiety, arousal, and depressiveness. Specific

analgesic effects of MT have been interpreted in

line with the gate control theory (Melzack &

Wall, 1965) and with increased circulation and

waste elimination in the affected/treated muscles.

Overall Evaluation

MT has proven effectiveness in a variety of psy-

chiatric and medical conditions. The underlying

mechanisms and long-lasting effects of MT

remain to be identified.

Cross-References
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▶Oxytocin
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▶ Pain

▶ Parasympathetic Nervous System (PNS)

▶ Serotonin
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Definition

For the purpose of this entry, maternal stress is

defined as the objective stressors and subjective

feelings of distress or strain experienced by

mothers related to having a child with a chronic

illness.

Description

One out of every ten children in the USA experi-

ences a chronic illness such as asthma, diabetes,

or cancer. These illnesses may impair the child’s

functioning, decrease health-related quality of

life, and/or contribute to emotional distress.

However, because children are typically embed-

ded within families, the impact of chronic

illnesses extends beyond the individual child

and includes parents and siblings. Despite chang-

ing gender roles over the past 50 years, mothers

remain at the forefront of child rearing in many

American families. Therefore, the reciprocal

relationships between a child’s illness or

treatment and mothers’ emotional health are

particularly important.

Many aspects of childhood chronic illnesses

may be stressful for mothers. Initially, the mother

may be the first person to notice the child’s

symptoms and suspect a medical problem. She

also may be responsible for seeking medical care

for her child. Although a medical problem may

have been suspected, the confirmation of

a diagnosis may be shocking and devastating.

Chronic illnesses may be life threatening or life

limiting for the child and are typically

unpredictable and incurable, requiring long-term

management of symptoms and side effects of

treatment. Complex treatment regimens may

involve frequent and/or extended hospitaliza-

tions, invasive procedures, and daily medication

management and adjunct treatments, such as

physical therapy. Mothers often assume the bur-

dens of managing the child’s medical treatment at

the hospital and at home. These responsibilities

can alter the typical mother role – nurturing her

child(ren)’s development may take a backseat to

ensuring adherence to a treatment regimen.

Furthermore, daily demands of treatment may

constrain mothers’ employment and career

options, potentially limiting professional goals

and altering self-perceptions. These employment

restrictions, coupled with medical costs stem-

ming from the child’s diagnosis and treatment,

may impact the family’s financial stability. In

sum, mothers of children with chronic illnesses

experience a range of emotional, personal,
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professional, and practical stressors related to

their child’s illness and well-being.

Evidence of Maternal Stress

Maternal stress in the face of a child’s medical

illness is ubiquitous and well documented.

Feelings of distress and symptoms of depression

and anxiety have been reported in mothers of chil-

dren with cancer (Vrijmoet-Wiersma et al., 2008),

cystic fibrosis (Berge & Patterson, 2004), irritable

bowel disease (Mackner, Sisson, & Crandall,

2004), epilepsy (Rodenberg, Meijer, Dekovic, &

Aldenkamp, 2005), congenital heart disease

(Lawoko, 2007), and spina bifida (Vermaes,

Janssens, Bosman, & Gerris, 2005). Across diag-

noses, shock, fear, uncertainty, and helplessness

are common experiences. For example, parents of

children with kidney disease report unremitting

feelings of uncertainty about prognosis; fatigue

and distress arising from vigilant monitoring of

symptoms and management of complex medical

regimens; and feelings of anger, depression, stress,

and frustration (Tong, Lowe, Sainsbury, & Craig,

2008). Parents of children with cancer report

higher levels of anxiety, depression, and traumatic

stress symptoms and lower quality of life than

normative or comparison samples (Alderfer &

Kazak, 2006). In addition to distress, mothers of

children with cerebral palsy, for example, report

more stressful life events than mothers of typi-

cally developing children (Rentinck, Ketelaar,

Jongsmans, & Gorter, 2006), and higher levels of

parenting stress have been reported by mothers of

children with spina bifida (Vermaes, Gerris, &

Janssens, 2007) and cancer (Alderfer & Kazak,

2006). The literature suggests that distress is

generally greatest at the time of diagnosis, and

for most mothers, improves with time.

Risk and Protective Factors

Although stress is common among mothers of

children with chronic illnesses, there is consider-

able variability in the intensity and duration of

distress experienced by mothers. Perceived

amount of and satisfaction with social support

has been found to be a powerful protective factor

against distress for mothers of children with

chronic illnesses including cerebral palsy

(Rentinck et al., 2006), congenital heart disease

(Lawoko, 2007), cancer (Vrijmoet-Wiersma et al.,

2008), and spina bifida (Vermaes et al., 2005).

Similarly, a positive family environment buffers

against maternal distress in the context childhood

chronic illnesses such as spina bifida (Vermaes

et al., 2005) and cancer (Vrijmoet-Wiersma

et al., 2008). In addition to social and family

factors, mothers’ positive beliefs about the illness,

the medical team, and one’s ability to manage the

illness seem to be important for adjustment. For

example, in the context of childhood cancer, more

positive adjustment is reported when parents con-

ceptualize the illness as a manageable, meaningful

experience; report higher self-efficacy; and

endorse greater trust in the healthcare team. Per-

sonal characteristics, such as trait anxiety and reli-

ance upon disengaged or emotion-focused coping

strategies, have been found to be associated with

greater levels of distress (Alderfer & Kazak,

2006). Across illnesses, sociodemographic factors

predicting greater maternal stress include minority

status, unemployment, financial strain, lower

levels of education, and higher levels of concur-

rent, non-illness-related stressors. Surprisingly,

objective indices of illness severity generally do

not influence maternal stress. In general, parents

who endorse greater emotional strain at the time of

their child’s diagnosis continue to experience ele-

vated distress even after the treatment ends.

Effects of Maternal Stress on the Family

Systems theories suggest that both the child’s ill-

ness and maternal adjustment to illness-related

stressors impact the family. For example, the lit-

erature shows that children with cancer report

more anxiety, hopelessness, depression, internal-

izing problems, and externalizing problems when

their mothers report more depression and anxiety,

or poorer global mental health (Alderfer & Kazak,

2006). Healthy siblings of children with various

medical diagnoses are also at elevated risk for

psychological distress (Sharpe & Rossiter, 2002),

and a small literature suggests that siblings of

children with medical illnesses exhibit more

behavioral problems and poorer overall adaptation

when their mothers report higher levels of distress

(Alderfer & Kazak, 2006).
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The literature remains inconclusive about how

maternal and paternal stress are related, with

some work suggesting that congruence in coping

style may be important for understanding the

relationship between levels of parents’ distress.

Higher levels of anxiety and depression and

discrepancies in perceptions of appropriate levels

of emotional expression in mothers and fathers

have been linked to greater marital distress in

the context of childhood cancer (Alderfer &

Kazak, 2006). At the family level, there are likely

to be bidirectional relationships between mater-

nal stress and aspects of family functioning

(e.g., cohesion and communication), but more

research is needed.

Effects of Maternal Stress on the Medical

Condition

Pediatric illnesses are increasingly conceptual-

ized using transactional models considering

biological, psychological, and social influences.

Accordingly, maternal stress is one psychosocial

influence on the child’s disease course. For exam-

ple, the pediatric asthma literature shows that

family characteristics, including caregiver men-

tal health and perceived stress, impact outcomes

such as asthma symptoms, healthcare utilization,

and quality of life (Kaugars, Klinnert, & Bender,

2004). One possible mechanism is that maternal

stress interferes with asthma management by

reducing adherence to treatment protocols,

increasing exposure to allergens or irritants

(e.g., tobacco smoke) that exacerbate asthma

symptoms, or limiting the degree to which

treatment protocols are incorporated into daily

routines.

In illnesses known to be exacerbated by stress

(e.g., asthma, cardiovascular disease, diabetes),

the relationship betweenmaternal stress and child

health outcomes may be mediated by stress-

induced physiological changes to the child’s

immune and neuroendocrine systems. In pediat-

ric asthma, the patient’s reactivity to maternal

stress can lead to alterations in the immune

response resulting in increased inflammation or

susceptibility to upper respiratory infections,

leading to asthma exacerbations (Wright,

Rodriguez, & Cohen, 1998).

Interventions Addressing Maternal Stress

Given increased stress in mothers of childrenwith

chronic illnesses, along with the impact of this

stress on the family’s psychosocial functioning

and the child’s medical status, interventions

have been designed to alleviate mothers’ distress

and/or improve their adaptive functioning. Also,

family interventions have been designed to pro-

vide education, promote adherence, improve

family functioning, or reduce family members’

distress.

A relatively small number of psychosocial inter-

ventions have been empirically evaluated. Results

consistently show that educational interventions

are not effective in reducing maternal distress

across illnesses, while social support and cogni-

tive-behavioral therapy interventions show more

promise (Drotar, 2006). For example, mothers of

children with cystic fibrosis, asthma, and diabetes

enrolled in a social support intervention that paired

mothers of children with the same diagnosis

reported reduced distress. In childhood cancer,

a meta-analysis evaluating behavioral, cognitive-

behavioral, family systems, or psychoeducational

interventions reported small but significant mean

effect sizes for decreased parent distress and

improved parent adjustment (Pai, Drotar, Zebracki,

Moore, & Youngstrom, 2006).

Summary

As primary caretakers, mothers of children with

chronic illnesses experience a range of practical

and emotional stressors related to their child’s

medical diagnosis and treatment, on top of

normative childrearing, employment, and/or

household management tasks. These sustained

responsibilities can take an emotional toll.

Mothers of children with chronic illnesses

endorse strong negative emotions including

shock, fear, and helplessness, along with elevated

levels of depression, anxiety, and traumatic stress

symptoms. Positive family environments and

greater perceived social support may buffer

against maternal distress, and at the same time,

maternal stress may influence the psychosocial

functioning of other family members. Maternal

stress also can impact the child’s illness course

via less effective illness management behaviors
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and/or changes to the immune or endocrine

systems. Interventions targeting maternal distress

have modest empirical support, but more

research is needed.

Cross-References

▶Caregiver/Caregiving and Stress

▶ Family Social Support

▶ Family Systems Theory

▶ Family, Caregiver

▶ Stress, Caregiver
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University of Texas at Austin, where she worked

with David C. Glass, studying the Type

A behavior pattern. Her first faculty position

was at Kansas State University, where she joined

in 1976 as an Assistant Professor. She later joined

the faculty of the University of Pittsburgh’s

Psychiatry Department in 1979, jointly appointed

to the Departments of Psychology and Epidemi-

ology. She was promoted to Professor in 1989

and named as Distinguished Professor in 2009.

Matthews investigates the psychosocial

characteristics of individuals and their early life

experiences that ultimately lead to coronary ath-

erosclerosis and hypertension later in life. Her

work has focused on two stages of the life span

when change in cardiovascular risk reliably

occurs: adolescence and midlife. Change can

provide an optimal setting for observing how

hormonal and other biologic processes, social

roles, and psychological characteristics interact

to accelerate an individual’s cardiovascular risk.

Her approach has integrated knowledge and

methods derived from psychology, psychiatry,

epidemiology, and cardiology.

Major Accomplishments

Matthews has made influential contributions to

several areas of health psychology. Her early

work was in the Type A behavior pattern, and

her detailed analysis of psychological perspec-

tives of Type A later became a Citation Classic.
She has since been a major contributor to the

understanding of how stress impacts the cardio-

vascular system. She has made key contributions

to understanding how psychological stress serves

as a potential link between personality character-

istics, such as hostility and Type A; social and

environmental factors, such as low socioeco-

nomic status; and the development of cardiovas-

cular disease. In work that has been ongoing for

over three decades, she has proven herself to

be one of the earliest health psychologists to

incorporate a lifespan perspective in health

psychology, tracing the early origins of stress

reactivity and stressful environments to the

development of cardiovascular risk later in life.

Matthews has also conducted seminal work in

understanding cardiovascular risk in women. Her

work, supported by a MERIT award by the

National Heart, Lung, and Blood Institute

(NHLBI), has included elucidating gender differ-

ences in cardiovascular and neuroendocrine stress

reactivity, including the role of the hypothalamic-

pituitary-gonadal axis in stress reactivity in

women. She has also made major contributions

to the understanding of the epidemiology of car-

diovascular risk in women. With epidemiologist

Lewis Kuller, she has played a central role in

elucidating the symptomatic and cardiovascular

changes occurring with the menopausal transition.

This work has helped form the basis of one of the

largest and currently ongoing multiethnic studies

of women transitioning through menopause, for

which she is a principal investigator. Reflective

of the multidisciplinary nature of this work,

Matthews’ approach represents a unique blend of

concepts and methods from psychophysiology,

developmental psychobiology, and epidemiology.

Matthews has had a major role in establishing

health psychology as a formal subdiscipline of

psychology. With Steve Manuck and Al Shapiro

(deceased), she designed one of the first cardio-

vascular behavioral medicine research training

programs, which began in 1983 (HL07560

through 2013). This program was one of the ear-

liest formal high-quality training programs in

health psychology. Matthews also served as

Editor-in-Chief of Health Psychology from

1990 to 1995, with the goal of making the journal

the most important health psychology journal in

the field and negotiating with the American

Psychological Association (APA) to make it the

primary APA health psychology journal. Further,

she provided the perspectives of a health psychol-

ogist on several NIH advisory panels, including

the National Heart, Lung, Blood Advisory

Council and the Center for Scientific Review

Advisory Committee (Chair). She also was

President of the American Psychosomatic

Society (1990–1991), the second female Presi-

dent of the Society and one of few Presidents

with a Ph.D. by that time. As the field matured,

she continued to be instrumental in providing an

infrastructure for advanced training and
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resources for health psychology research as

Director of the Pittsburgh Mind-Body Center.

In this role, she directed scientists at Carnegie

Mellon University and the University of

Pittsburgh to identify the important common

pathways of risk across multiple diseases.
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includingAmericanHeart AssociationEstablished
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from the North American Menopause Society

and Pfizer; American Psychosomatic Society

President’s Award; Award for Distinguished Con-

tributions to Health Psychology, Division 38

of APA; Award for Significant Research Contri-

bution from the Society of Pediatric Psychology;

Distinguished Scientist Award from the Society of

Behavioral Medicine; and APA Award for Distin-

guished Scientific Applications of Psychology.

She became a member of the Institute of Medicine

in 2002 and was awarded the Philosophiae Doctor

Honoris Causa from the University of Helsinki in

2007.
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Maximal Aerobic Capacity Test

▶Maximal Exercise Stress Test

Maximal Aerobic Power Test

▶Maximal Exercise Stress Test

Maximal Exercise Heart Rate

James Turner

School of Cancer Sciences, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

HRmax; Tachycardia

Definition

Maximum exercise heart rate refers to the highest

or fastest rate at which the heart can beat during

exercise and is expressed as the number of

heartbeats per unit of time, usually beats per

minute (bpm).

Heart rate increases linearly with oxygen con-

sumption and therefore exercise intensity. Maxi-

mal exercise heart rate is most accurately recorded

upon volitional exhaustion and termination of

a maximal exercise stress test. Maximal exercise

heart rate declines with aging; therefore, several

formulae are also available to estimate maximal

heart rate on the basis of age. The most widely

used formula, HRmax ¼ 220 � age (in years),

provides a rough approximation. However, due

to lower maximal heart rates among well-trained

individuals, several population-specific formulas

also exist. In behavioral research, estimated or

measured maximal exercise heart rate can be

used to prescribe exercise (e.g., walking speed)

based upon the relationship between oxygen con-

sumption, heart rate, and exercise intensity.
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Maximal Exercise Stress Test

James Turner

School of Cancer Sciences, The University of

Birmingham, Edgbaston, Birmingham, UK

Synonyms

Cardiac stress test; Exercise tolerance test; Fit-

ness test; Graded exercise test; Maximal aerobic

capacity test; Maximal aerobic power test; Max-

imal oxygen uptake test; Symptom-limited exer-

cise test; VO2max test

Definition

An exercise stress test is a general term used to

describe the assessment of cardiorespiratory
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functional capacity for either health and fitness

reasons, or for clinical and diagnostic purposes.

Such tests, primarily conducted on a motorized

treadmill or stationary cycle ergometer, involve

exercising at several workloads or exercise inten-

sities/difficulties, during which cardiovascular

and respiratory measurements are recorded.

Depending on the rationale for testing, the type

of test employed, and the health and fitness status

of the individual taking part, exercise stress tests

might terminate at volitional exhaustion, upon

observation of a particular clinical symptom, or

at some other predetermined outcome measure.

Description

Maximal oxygen uptake (VO2max) is the

accepted measure of cardiorespiratory fitness

and is the product of cardiac output and arte-

rial-venous oxygen difference (i.e., the ability to

extract and utilize oxygen from the blood). Dur-

ing exercise, cardiac output is markedly

increased above resting levels and shows further

elevations when the intensity or difficulty of

exercise is increased. Using a treadmill-based

exercise test, for example, increases in exercise

intensity are achieved by increasing the speed

and gradient of the treadmill belt. VO2max is

measured using closed-circuit spirometry: ana-

lyzing the fractions of expired oxygen and car-

bon dioxide. VO2max is reached when, despite

subsequent increases in exercise intensity, oxy-

gen consumption plateaus. VO2max is expressed

as milliliters or liters of oxygen consumed per

minute (ml/l·min–1) and is often adjusted for

body mass or fat-free mass (i.e., dividing oxygen

consumption by kilograms). This value is depen-

dent on the health and fitness status of individ-

uals, age, gender, body size and composition, as

well as genetic factors.

Exercise stress tests can be maximal or

submaximal. Maximal tests, in which individuals

exercise with verbal encouragement until they

are unable to continue (i.e., perceived volitional

exhaustion), offer the most accurate assessments

of VO2max. Submaximal tests are terminated at

an endpoint, for example, when heart rate reaches

a predetermined percentage of an estimated

age-predicted maximum (see ▶Maximal Exer-

cise Heart Rate). The oxygen consumption upon

termination of submaximal tests is extrapolated

to predict the value at the predicted maximum

heart rate (i.e., VO2max). The decision to

employ submaximal exercise testing is usually

based upon the availability of equipment and

possibly medical supervision. In clinical and

diagnostic exercise testing, maximal or

submaximal exercise tests can be used to assess

the severity of disease and prognosis of patients

with known or suspected coronary artery dis-

ease. Tests in this scenario often include

more detailed physiological measurements in

addition to expired gas fractions and heart rate

measurement, such as blood pressure assess-

ments, electrocardiogram recordings, and use

of pharmacological agents and radioactive

tracers. In the health and fitness industry, or in

behavioral research, exercise stress tests can be

used to characterize individuals in terms of car-

diorespiratory fitness, or used to accurately pre-

scribe exercise training interventions.

Cross-References

▶Cardiac Output

▶Cardiovascular Psychophysiology: Measures

▶ Pulmonary Function
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Maximal Oxygen Uptake Test

▶Maximal Exercise Stress Test

MBMD

▶Millon Behavioral Medicine Diagnostic

(MBMD)

McGill Pain Index

▶McGill Pain Questionnaire

McGill Pain Questionnaire

Tavis S. Campbell, Jillian A. Johnson and

Kristin A. Zernicke

Department of Psychology, University of

Calgary, Calgary, AB, Canada

Synonyms

McGill pain index

Definition

The McGill Pain Questionnaire (MPQ) was

developed in 1971 by pain researcher Ronald

Melzack. It was devised as a system for subj-

ectively assessing pain experiences along

three dimensions. Scoring of this inventory pro-

vides a quantitative index of pain (Melzack,

1975).

• The first dimension, sensory quality, focuses
on the variations that occur in the sensation of

pain, such as temporal, spatial, pressure, and

thermal properties.

• The second dimension, affective quality, high-

lights the fear, tension, and autonomic proper-

ties that are part of the pain experience.

• The third dimension, evaluative quality, refers

to the words that describe the subjective over-

all intensity of the pain experience.

In addition to these three dimensions of pain, the

MPQ is subdivided into four parts (Melzack, 1975).

• Part 1 consists of front and back drawings

of the human body. Individuals indicate

the location of pain by marking the drawing

with an “I” or “E” to indicate if the pain

experienced is internal or external.

• Part 2 consists of 20 sets of descriptive words

to describe the pain experience. The individ-

ual circles the word in each set that best

describes their experience of pain. The words

are ordered from least to most painful.

• Part 3 asks how the patient’s pain changes

with time (continuous, intermittent, etc.).

• Part 4 measures the strength or intensity of the

pain on a five-point scale from “mild” to

“excruciating”. The Present Pain Index (PPI)

score is derived from this section of the scale.

The McGill Pain Questionnaire is among the

most widely used brief assessment tools for pain.

Cross-References
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Synonyms

Arithmetic mean; Average
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Definition

The mean of a set of data points is defined as

their sum divided by the total number of data

points. The actual name for this parameter is the

“arithmetic mean,” a term that distinguishes it

unambiguously from the geometric mean, which

is defined quite differently. Having said this, the

geometric mean is seldom used in behavioral

medicine, and it is a reasonable assumption that

the “default” value of the term “mean” in the

literature is the arithmetic mean.

The mean is a measure of central tendency

that is most appropriately used for continuous

data, i.e., variables that are measured on

a continuous, uninterrupted scale and can take

any value on that scale. Relevant examples

are height, weight, blood pressure, and heart

rate. Other commonmeasures of central tendency

are the median and the mode. Each of these can

provide a more meaningful summary of a data set

depending on the characteristics of the data, and

care should be taken when deciding which mea-

sure to present when reporting the data. If there is

any doubt in this choice, a good practice is to

present more than one of them.

Cross-References

▶Central Tendency

▶Median

▶Mode

Meaning (Purpose)

Login S. George and Crystal L. Park

Department of Psychology, University of

Connecticut, Storrs, CT, USA

Synonyms

Beliefs; Goals; Purpose; Worldview

Definition

Most definitions of meaning encompass a sense

of understanding, significance, and purpose in

life. Meaning refers to how an individual per-

ceives and conceptualizes life, one’s self, and

relationships between the two. Meaning consists

of global and situational aspects. Global meaning

refers to individuals’ general orienting systems

and consists of beliefs, goals, and subjective feel-

ings of purpose or meaning in life. Situational

meaning refers to the meaning associated with

specific events or contexts. Situational meaning

is the result of the interaction between specific

contexts and individuals’ global meaning sys-

tems (e.g., the degree to which a specific event

violates or fits an individual’s general beliefs

regarding the world).

Description

Research has established links between each of

the components of global meaning (beliefs, goals,

and a subjective sense of meaning) with general

levels of physical and psychological health (see

Park, 2011, for a review). Global beliefs regard-

ing the amount of control individuals have over

the circumstances in their lives have been shown

to be positively related to health and well-being

(see Lachman & Firth, 2004, for a review). Other

global beliefs, such as beliefs in a just world,

appear to buffer stressors in both lab-based and

workplace settings. The effects of global beliefs

on health appear to be the result of both physio-

logical and behavioral pathways. For example,

a high sense of control appears to moderate

physical and psychological reactivity to daily

stressors and has also been found to be inversely

related to aortic calcification. Many studies have

found that performance of health behaviors medi-

ated the relationship between control beliefs and

health benefits, suggesting that behavioral path-

ways are involved in the relationship between

global beliefs and health.

Research on the relationship between global

goals and health suggests that various dimensions

of goals have different relations with health.
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Goals have multiple dimensions such as structure,

process, content, pursuit, attainment, maintenance,

and disengagement, and relationships with health

may vary across them (Maes & Karoly, 2005).

Preliminary research suggests that being commit-

ted to goals that are perceived as attainable, feeling

that one is making progress toward his/her goals,

and experiencing less goal ambivalence and goal

conflict are related to better health.

The subjective experience of meaning in life

seems to be related to better physical and psycho-

logical health as well. Studies have found an

inverse relationship between meaning and mor-

tality rates, and a positive relationship with

meaning and self-rated health and psychological

well-being. A sense of meaning in life appears to

affect well-being in both direct and indirect path-

ways. A higher level of meaning in life has been

related to better autonomous functioning, lower

heart rate, and decreased heart rate reactivity. It

has also been related to the performance of

health-promoting activities in various samples

such as Anglo women, Japanese adults, and

cardiac outpatients.

The impact of meaning on health seems to be

particularly salient during crises or highly stress-

ful experiences perceived to entail a high proba-

bility of damage or loss (e.g., receiving

a diagnosis of serious illness). Crises may disrupt

global meaning, which can diminish one’s sense

of meaning or purpose in life. Global beliefs

affect how individuals deal with and recover

from stressful situations. For example, beliefs

regarding control have been found to moderate

the impact of economic hardship on health and to

predict lower levels of pain, stress, fatigue, and

blood pressure in individuals suffering from

rheumatoid arthritis. A high sense of control

may help individuals make more adaptive

appraisals of stressful situations (e.g., “this is

a situation I can handle”) and enable persistence

in coping efforts.

Crises may also disrupt individuals’ global

goals. Studies suggest that the extent to which

individuals perceive an event to disrupt or hinder

their goals affect physical and psychological well-

being. The higher the perceived disruption of goals,

the more negative the impact. The subjective sense

of meaning in life seems to play a role in the impact

of crises aswell. A high sense ofmeaning can serve

as a resource that allows individuals to maintain

and achieve higher health-related quality of life

amidst stressful situations.

Current literature on meaning and its impact

on emotional and physical health are largely cor-

relational, which renders it impossible to draw

conclusions about causal links between meaning

and health. It is possible that there is a bidirec-

tional relationship between the two or that the

direction of causality is the reverse of what has

been commonly presumed (i.e., that the better

one’s physical and psychological health, the

more likely one is to perceive meaning in life).

It is also possible that unidentified third variables

(confounds) are influencing the relationship

between the two.
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Measures of Perceived Control
of Health

▶Multidimensional Health Locus of Control

Scales

Measures of Quality of Life

Natalie E. Bustillo

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Measures of well-being; Quality of life assess-

ments; Quality of life instruments

Definition

General quality of life (QOL) refers to how indi-

viduals function in the various life domains (The

WHOQOL Group, 1998). General QOL encom-

passes how well individuals are able to carry their

daily responsibilities (e.g., work and family).

Factors that contribute to general QOL include

physical well-being, emotional well-being, social

well-being, and functional well-being. Health-

related QOL refers to physical and mental well-

being as it relates to specific diseases (Centers for

Disease Control and Prevention [CDC], 2000).

Health-related QOL includes how well individ-

uals are able to cope with the physical limitations

that result from specific diseases as treatments

may be accompanied by decrements in QOL.

Health-related QOL is also referred to as dis-

ease-specific QOL.

Description

General QOL

The following are examples of commonly used

measures that have been developed to assess

general QOL.

The Medical Outcomes Study 36-Item Short-

Form Health Survey (SF-36; Ware &

Sherbourne, 1992) consists of eight QOL

domains. The eight domains are: (1) limitations

in physical activities because of health problems,

(2) limitations in social activities because of

physical or emotional problems, (3) limitations

in usual role activities because of physical health

problems, (4) bodily pain, (5) general mental

health (psychological stress and well-being),

(6) limitations in usual role activities because of

emotional problems, (7) vitality (energy and

fatigue), and (8) general health perceptions. The

measure is a subjective, self-report measure that

is easy to administer. The questions have Likert

scale response options.

The Medical Outcomes Study SF-36 was

used to develop the Medical Outcomes Study

12-Item Short-Form Health Survey SF-12 (SF-

12; Ware, Kosinski, & Keller, 1996). The SF-12

consists of two subscales that each contains 12

items. The first subscale is Physical Component

Summary and the second subscale is the Mental

Component Summary. The advantage of using

the SF-12 instead of the SF-36 is that it takes

less time to administer due to having fewer

items and may be more beneficial for research

studies characterized by long assessment batte-

ries. The reliability of the Physical Component

Summary ranged between 0.864 and 0.890,

while the reliability of the Mental Component

Summary ranged between 0.760 and 0.774

among populations in the United States and

United Kingdom.

The World Health Organization Quality of

Life (WHOQOL) instrument was designed to

assess cross-cultural QOL (World Health Orga-

nization [WHO], 1993). The WHOQOL-BREF

was later developed as a brief version of the

original measure in order to make its use more

convenient (The WHOQOL Group, 1998). The

WHOQOL-BREF consists of 26 items that

tap into the domains of physical health (e.g.,

sleep, pain, and energy), psychological health

(e.g., happiness, concentration, and feeling posi-

tive about self), social relationships (e.g., social

support and sexual life), and environment

(e.g., safety, financial resources, and home
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environment). The measure also contains one

overall health question and one overall QOL

question. The WHOQOL-BREF has been

developed in several countries across the world,

including United States, China, Czech Republic,

Indonesia, Poland, Russia, and Thailand. The

development of the WHOQOL-BREF allows

for the comparability of general QOL across

various cultures.

Health-Related QOL

Disease-specific QOL can also be assessed for

various illnesses. The following are examples of

measures that have been used to evaluate the

health-related QOL of cancer, heart disease, and

diabetes.

The Memorial Symptom Assessment Scale

Short Form (MSAS-SF) is a shortened version

of the Memorial Symptom Assessment Scale

(Chang, Hwang, Feuerman, Kasimis, & Thaler,

2000). The MSAS-SF consists of 32 items that

tap into physiological and psychological symp-

toms. Each item contains two parts. The first

part of the item assesses whether or not

the symptom was present in the past 7 days.

The second part of the item assesses the distress

caused by the symptom (if the symptom was

indeed present). The MSAS-SF yields

a physical symptom subscale score, psycholog-

ical symptom subscale score, and global distress

index. Although the measure does not assess

QOL specific to any one specific illness, psycho-

logical and physical symptom severity is an

important component of health-related QOL.

The MSAS-SF was validated among a sample

of cancer survivors and demonstrated adequate

reliability. The Cronbach’s alpha coefficients

for the composite scores were 0.82, 0.76, and

0.80 for the physical symptom subscale score,

psychological symptom subscale score, and

global distress index, respectively.

The Functional Assessment of Cancer

Therapy (FACT) scale was developed to assess

general cancer-related QOL for survivors receiv-

ing cancer treatment (FACT-G; Cella et al.,

1993). The FACT-G was validated using

a sample of breast, lung, and colorectal cancer

and consisted of 29 items. The FACT-G yields

five composite scores: physical well-being,

social/family well-being, relationship with doc-

tor, emotional well-being, and functional well-

being. A total score may derived by calculating

the sum of the five subscales. Although the

FACT-G was originally designed to assess

general cancer QOL, new scales have been devel-

oped in order to assess cancer-specific QOL. Spe-

cifically, the FACT instrument is available for

survivors of breast cancer, bladder cancer, bone

marrow transplant, primary brain tumors, colo-

rectal cancer, cervical cancer, head and neck can-

cer, lung cancer, ovarian cancer, prostate cancer,

and HIV infection. The FACT is commonly used

to assess cancer-specific QOL and has been trans-

lated to seven languages (Cella &Bonomi, 1996).

The MacNew Heart Disease Health-related

Quality of Life (MacNew) Questionnaire was

developed to evaluate health-related QOL in

patients with coronary heart disease (Höfer,

Lim, Guyatt, & Oldridge, 2004). The MacNew

is comprised of 27 items and yields three

domains: physical limitations, emotional func-

tion, and social function. The internal consistency

of the MacNew reflects adequate reliability

(Cronbach’s alpha ranges from 0.93 to 0.95 for

the three domains). The MacNew is available in

various languages, including English, Dutch,

Farsi, German, and Spanish.

The Diabetes-39 is a measure designed to

assess the disease-specific QOL of individuals

diagnosed with diabetes (Boyer & Earp, 1997).

The scale is comprised of 39 items and 5 sub-

scales: (1) energy and mobility, (2) diabetes con-

trol, (3) anxiety and worry, (4) social burden, and

(5) sexual functioning. The scale has been found

to correlate with the well-established Sf-36

instrument, suggesting the measure is a valid

tool for assessing diabetes-specific QOL.

Overall, several measures have been devel-

oped in order to assess general and health-related

QOL. Assessing QOL may aid in further under-

standing how individuals are impacted by

diseases, both physically and psychologically.

Advances in the field of QOL measurement may

play a role in the development of effective inter-

ventions to treat individuals who have experi-

enced decrements in QOL due to illness.
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▶Hypothalamus

Medial Preoptic Area

▶Hypothalamus

Median

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The median is a measure of central tendency.

It a value such that, when the data are arranged
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in order of magnitude, an equal number of data

points lie above and below it. For any odd number

of data points (e.g., 9), obtaining the median is

straightforward (here, it is the fifth value). For an

even number of data points (e.g., 10), it is

the mean of the middle two observations (here,

the mean of the fifth and sixth).

In comparison to the mean of a data set, the

median has the advantage that it is less influenced

by outliers. Consider the following data set: 3, 3,

4, 4, 5, 5, 100. The median is 4, a value which

provides a good indication of the central

tendency of the data set. The mean of the data

set is 17.71, a value that is intuitively much less

indicative of the data set’s central tendency.

Cross-References

▶Central Tendency

▶Mode

Mediating Cognitions

▶Cognitive Mediators

Mediators

Chris Zehr

Department of Health Studies and Gerontology,

University of Waterloo, Waterloo, ON, Canada

Synonyms

Intermediate variable

Definition

Amediator is a variable that serves to explain the

nature of the relationship between an independent

variable and a dependent variable or between

a predictor and criterion variable (Baron and

Kenny, 1986; MacKinnon, Krull, & Lockwood,

2000). It provides an indirect means by which the

independent variable may affect the dependent

variable. Specifically, a mediator influences the

dependent variable while being influenced by

the independent variable itself (MacKinnon et al.,

2000). In experimental research, researchers

manipulate a mediator to more clearly understand

the means through which a causal effect is

operating.

A simple meditational model is depicted in

Fig. 1 as shown in Baron and Kenny (1986).

As illustrated, path (C) represents a direct effect

of the independent variable on the dependent

variable when no mediator is accounted for. In

contrast, the causal path linking the independent

variable to the mediator (A) and the mediator to

the dependent variable (B) represents an indirect

effect of the independent variable on the

dependent variable via the mediator (Kraemer,

Stice, Kazdin, Offord, & Kupfer, 2001). In this

case, the independent variable influences the

dependent variable through the mediator. If

controlling for the mediator reduces the direct

effect that the independent variable has on the

dependent variable to zero, it can be said that

complete mediation is present. However, if after

controlling for the mediator, the effect of the

independent variable on the dependent variable

is significantly reduced but remains statistically

different from zero, it can be said that partial

mediation has occurred (Judd & Kenny, 1981).

In behavioral medicine, as in any science,

researchers use mediation analyses to test causal

Independent
Variable

Mediator
Variable

A

C

B

Dependent
Variable

Mediators, Fig. 1 A meditational model as depicted in

Baron and Kenny (1986)
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pathways. For example, one could examine

whether levels of various biomarkers such as

C-reactive protein mediate the relation between

hostility and acute coronary syndrome, bymeasur-

ing hostility, the biomarkers and the disease end-

point, and implementing theBaron andKenny test.

Cross-References

▶Causal Diagrams

▶ Intermediate Variable
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Medical Agreement

▶Clinical Agreement

Medical Decision-Making

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

Medical decision-making is the process by which

a diagnosis or treatment plan is formulated from

the available test information, often with incor-

poration of known patient preferences.

Description

Diagnoses and treatment choices by health-care

providers and their patients are made under

uncertainty. Medical decision-making can

describe the process by which a diagnosis is

derived from the retrieved facts at hand

(Mark, 2008). It can also define the choices that

are available for treatment or prevention of illness

and attempt to maximize the expected health ben-

efits given the probable outcomes of each choice.

Most clinicians use cognitive shortcuts, or

heuristics, in order to guide them in their deci-

sion-making (Mark, 2008). For instance, the

representativeness heuristic involves assessing

whether a patient’s clinical features match the

representative features of different diagnostic

hypotheses. Medical decision-making often

involves the generation of initial hypotheses and

testing of these hypotheses against data obtained

through diagnostic tests.

The accuracy of diagnostic tests is defined

in relation to a reference standard that is meant

to reflect the true condition of a patient

(Weinstein & Fineberg, 1980). For a test with

binary results, it is useful to employ a 2 by 2

table to illustrate the concepts related to test

assessment. The sensitivity of a test represents

the extent to which a test identifies patients with

disease and is defined as the proportion of

patients with true disease who test positive

(in the table, sensitivity equals [true positive]/

[true positive + false negative]). Specificity

represents the extent to which a test identified

patients without disease and is defined as the

proportion of patients without disease who test

negative ([true negative]/[true negative + false

positive]). The sensitivity and specificity of

a diagnostic test can be incorporated in calcula-

tion of the positive predictive value of a test or the

proportion of patients with a positive test result

who actually have disease ([true positive]/

[true positive + false positive]).

Disease

Present Absent

Test result Positive True positive False positive

Negative False negative True negative

Medical Decision-Making 1209 M

M

http://dx.doi.org/10.1007/978-1-4419-1005-9_993
http://dx.doi.org/10.1007/978-1-4419-1005-9_100913
http://dx.doi.org/10.1007/978-1-4419-1005-9_995


Decision analysis is a formal method that

illustrates and estimates the likely outcomes

associated with different medical choices and

has been used frequently in cost-effectiveness

research (Weinstein & Fineberg, 1980). In

Fig. 1, a hypothetical choice between medication

and behavior therapy for smoking cessation is

outlined in a decision tree. The probability of

each outcome, and the health “units” associated

with each (e.g., quality-adjusted life years), can

be estimated in order to assess the choice that is

more likely to result in improved health.

Cross-References

▶Clinical Decision-Making
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Medical Dialogue

▶Doctor-Patient Communication: Why and

How Communication Contributes to the Quality

of Medical Care

Medical Interaction

▶Doctor-Patient Communication: Why and

How Communication Contributes to the Quality

of Medical Care

Medical Outcomes Study

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

TheMedical Outcomes Study (MOS) was a 2-year

observational study of patients with chronic con-

ditions, conducted in a cross-sectional phase

among 22,462 patients and in a longitudinal

phase among 2,349 patients (Tarlov et al., 1989).

One of its two main purposes was to analyze how

outcomes vary depending on factors such as the

type of delivery system in which a patient receives

care, clinician specialty training, and intensity of

resource use. Another main purpose was to

develop practical tools for monitoring patient out-

comes and their determinants. For instance, the

MOS core survey includes 116 items that measure

quality of life in terms of physical, mental, and

general health. In addition, the MOS Short-Form

General Health Survey has been used in 12-item,

20-item, and 36-item versions for quality of life

assessment in numerous conditions (Stewart et al.,

1989). One of the initial publications from the

MOS defined the impact of depression on patient

functioning and well-being (Wells et al., 1989).
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Medical Psychology

Pamela S. King

Pediatric Prevention Research Center,

Department of Pediatrics, Wayne State

University School of Medicine, Detroit, MI, USA

Synonyms

Clinical health psychology

Definition

Medical psychology has historically been

defined as the branch of psychology concerned

with the application of psychological princi-

ples to the practice of medicine. Medical psy-

chology shares with the fields of health

psychology and behavioral medicine an inter-

est in the ways in which biological, psycholog-

ical, and social factors interact to influence

health. Medical psychologists use psychologi-

cal theories and principles in order to improve

the health and well-being of patients with

physical illness. They are clinical psycholo-

gists who work in hospitals, medical centers,

and health care facilities. Medical psycholo-

gists use techniques of psychotherapy, behav-

ior modification, and cognitive, interpersonal,

and family therapy to help patients manage

chronic illness, reduce physical symptoms of

disease or treatment, and manage emotional

aspects of their illness.

Recently, the term “medical psychologist”

has also been used to describe psychologists

who prescribe medication. In the United States,

psychologists in New Mexico, Louisiana, and all

branches of the armed forces can prescribe med-

ication after passing an examination and receiv-

ing board certification (e.g., American Board of

Medical Psychology, Louisiana State Board of

Medical Examiners). In order to receive board

certification, these professional psychologists

must have a doctoral degree in clinical

psychology from an accredited institution, and

must pursue postdoctoral training in medical

psychology (including specialized training in

psychopharmacology). The use of the term

“medical psychologist” to describe psycholo-

gists with prescription privileges has been con-

troversial. Division 38 of the American

Psychological Association has stated that “the

term ‘medical psychologist’ should not be

equated with having prescription authority,” cit-

ing the historical usage of the term “medical

psychologist” (which had not previously been

associated with medication prescription by psy-

chologists) and the potential for confusion

among psychologists, healthcare professionals,

and the general public.

Cross-References

▶American Psychological Association Division
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Medical Sociology

Richard Peter

Institute of Epidemiology and Medical Biometry,

University of Ulm, Ulm, Germany

Definition

Medical sociology is a theory-based discipline

which applies theory and methods from social

sciences and epidemiology to analyze the impact

of micro (individual)- and macro (societal)-

social environments on disease onset and on the

course of disease. Core aspects of interest

concerning the micro-social level are social rela-

tionships in different areas of life, i.e., the work-

place, the family, and their associations with

health. One special aspect of a micro-social envi-

ronment is the doctor-patient relationship. The

focus on the macro level is on social inequalities

in health, i.e., the distribution of morbidity and

mortality along social classes, and on social

inequalities in health care and health-care sys-

tems. More recent developments in medical soci-

ology attempt to explain the macro-social

associations with the help of micro-social fac-

tors, e.g., social inequality in health by higher

levels of work-related stress in lower social class

subjects.

Cross-References
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Medical Specialty

▶Gerontology

Medical Utilization

Karl-Heinz Ladwig

Institut f€ur Epidemiologie, Neuherberg,

Germany

Synonyms

Adherence; Compliance

Definition

Medical utilization describes the degree to which

a population or a given group uses medical and

dental services, procedures, facilities, and practi-

tioners in a specified time period. The utilization

rates of health services are often based on

exposure variables like the number of outpatient

visits, number of physicians consulted, use of

emergency services, hospitalization, and total

health care costs that are quantitatively assessed

as the number of services used per year or per

1,000 patients eligible for a medical service.

Description

Medical utilization research assesses not only

the extent of medical service use, but also ana-

lyzes the necessity, appropriateness, and effi-

ciency of medical services. In a hospital

setting, this analysis may include the appropri-

ateness or possible delay of decisions regarding

admissions, duration of stay, and discharge prac-

tices. The concept is tied to the concepts of

▶ adherence and ▶ compliance which describe

the degree to which a patient correctly follows

medical advice.
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Medical utilization is largely dependent on

societal and personal determinants (Andersen &

Newman, 1973). The societal determinants

(“supply-side”) encompass mainly resources and

the particular organization that a national health

care system offers to its consumers. In highly

developed western countries, the total volume of

resources relative to the populationmay be similar.

Nevertheless, theremay also be particular substan-

tial differences which may not be addressed

sufficiently enough in utilization research so far.

The progress in health research may alter pat-

terns of medical utilization by itself. For exam-

ple, a progress in diagnostic tools may decrease

the number of patients with manifest acute myo-

cardial infarction when referred to a chest pain

unit but may increase the admission of sub-acute

cases (McManus et al., 2011). Progress in anti-

psychotic medication may result in a shift from

custodial care to treatment on an outpatient basis

thus decreasing hospital admission of mental

health conditions (Andersen & Newman, 1973).

Medical utilization can also be viewed as

a type of individual behavior (“demand-side”).

Psycho-pathological health conditions strongly

impact medical over- and underutilization:

Medical overutilization is often seen in

patients who suffer from medically unexplained

symptoms, and the concept has received attention

as part of the diagnosis of somatization disorder.

These patients consult multiple physicians for the

same problem (“doctor shopping”) but remain

dissatisfied and distressed with their medical

care. Characteristically, they deny any psycho-

logical influence on the symptoms, resist psychi-

atric referral, and remain unreassured after

receiving somatic evaluation results (Barsky,

Orav, & Bates, 2005).

Medical underutilization is highly prevalent in
mental health patients. Only 50% of bipolar

patients may be adherent to their prescribed med-

ication. Side effects and dissatisfaction with

treatment are strong predictors of underutiliza-

tion in these patients (DiMatteo, Lepper, &

Croghan, 2000). Underutilization of basic

treatment requirements are also often seen in

patients with severe somatic disease conditions

(e.g., coronary heart disease) and co-morbid

depressedmood. Here, successful anti-depressive

treatment may improve adherence to all thera-

peutic options (e.g., cardiac medications)

required for the patient (Rieckmann et al., 2006).

Individual characteristics of patients beyond

clinical features of psychopathology may also

impact medical utilization patterns. It has been

sufficiently demonstrated in population-based

studies that females (less-convincing education

level and older age) are independent unspecific

contributors to medical utilization (Ladwig,

Marten-Mittag, Formanek, & Dammann, 2000).

Furthermore, inadequate health information,

attitudes, health beliefs, and the quality of the

physician-patient relationship are strong determi-

nants of medical utilization (O’Donohue &

Cucciare, 2005).

Cross-References
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Beth Israel Medical Center and Albert Einstein

College of Medicine, Bronx, NY, USA

Synonyms

Unexplained symptoms; Unexplained patient

complaints

Definition

A set of patient complaints that with careful

history, physical examination, and lab testing

has no apparent medical cause is thus

unexplained. When this happens, some physi-

cians jump to a psychiatric explanation in lieu

of no other – often leaving the patient stigma-

tized. Instead, a group of experts has arrived at

operational definitions of symptom-based

syndromes to allow for diagnosis and research.

When the symptom is predominantly fatigue,

severe enough to reduce activity substantially,

and lasting at least 6 months, the diagnosis is

idiopathic chronic fatigue. When the symptom

is predominantly body-wide pain, also lasting

many months, and the patient is tender on

palpation, the diagnosis is fibromyalgia. When

the pain is limited to face and jaw, the diagnosis

is temporomandibular joint syndrome, and when

the pain is in the abdomen and associated with

constipation and/or diarrhea, the diagnosis is

irritable bowel syndrome. The fact that patients

with one of these syndromes often have at

least one other has supported the psychiatric

interpretation of these being variants of somati-

zation disorder (Barsky & Borus, 1999). How-

ever, data are accumulating that differences do

exist among these syndromes (Evengård et al.,

1998; Weaver, Janal, Aktan, Ottenweller, &

Natelson, 2010), and focus on pathogenesis has

gradually shifted from the focal areas in the body

affected to the brain with the notion that noci-

ceptive systems are dysregulated (Schweinhardt,

Sauro, & Bushnell, 2008). Functional brain

imaging studies show patients with widespread

pain and chronic fatigue, respectively, to have

much larger responses to painful or fatigue-

producing stimuli than control subjects (Cook

et al., 2004; Lange et al., 2005) – suggesting

a sensitized response to these stimuli. Another

major factor influencing thinking about these

syndromes in the physician community is the

emergence of nationally approved drugs that

effectively treat the symptoms of some of these

disorders. All of this work suggests that, at least

for some patients, the pathophysiological pro-

cess underlying these syndromes is not the

same. In addition to these newly available

drugs, patients report substantial symptomatic

improvement with a program of gentle physical

conditioning (Hauser et al., 2010); similarly,

providing patients behavioral ways to cope with

chronic symptoms via cognitive behavioral

therapy (Price, Mitchell, Tidy, & Hunot, 2008)

also can help with symptom reduction and

improve health-related quality of life.
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Definition

Medication event monitoring systems are devices

and reporting mechanisms for keeping track of

pill-taking behavior.

Description

Introduction

Estimates from the World Health Organization

indicate that patients in developed countries only

take about 50% of prescribedmedicine for chronic

diseases like hypertension and diabetes. Many fac-

tors contribute to incomplete adherence, including

side effects, stigma, forgetfulness, depression,

and poverty. Behavioral science plays a critical

role in understanding and improving adherence.

A variety of approaches to measuring adher-

ence are discussed in the topic Adherence. This

topic focuses on medication event monitoring

systems, which are devices and reporting mech-

anisms for keeping track of pill-taking behavior.

The First-Generation Monitor

The first well-known device is the Medication

Event Monitoring System (MEMSTM), which

was introduced in 1986. With MEMS, a special-

ized bottle cap contains a microelectronic switch,

a clock, and a memory chip; the cap fits on

multiple standard and large sized medication bot-

tles. Every opening and closing of the MEMS cap

records a time and date stamp that is stored and

later downloaded to a computer via a USB cable.

The data can be displayed graphically or in

spreadsheet format for analysis. MEMS data has

been used primarily in research projects, as well

as some clinical scenarios.
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There are several advantages to this type of

electronic medication adherence monitoring.

First, the time and date stamp provides a dose-by-

dose estimate of adherence, thus enabling an under-

standing of patterns of pill-taking behavior. Most

other adherence measures, such as self-report and

pill counts, provide average estimates that do not

distinguish between contiguous and intermittent

lapses in adherence, which may have significantly

different effects on the effectiveness of therapy.

MEMS caps, however, also have significant

limitations. First, a pill bottle opening does not

necessarily equate to pill ingestion. Second, the

cap can only be used with a single bottle, which

makes the use of pill boxes and other adherence

aids impossible and prevents monitoring of mul-

tiple medications with a single device. Third,

patients may take out multiple pills at a time for

later dosing (i.e., a “pocket dose”). Similarly,

patients may open the bottle without taking

a pill (i.e., a “curiosity event”). Subjective reports

may be used to correct for these shortcomings;

however, the accuracy of these self-reports is

unknown and dilutes the objectivity of MEMS.

Another significant limitation of MEMS is

the fact that the data must be periodically

downloaded onto a computer for analysis.

Researchers and clinicians are typically unaware

of adherence problems until regularly scheduled

visits, which may occur weeks to months after the

lapse(s) occurred. For some conditions, like HIV/

AIDS, lapses as short as a few doses may have

irreversible clinical consequences, and real-time

data transmission could allow for interventions

prior to these clinical consequences.

Second-Generation Monitors

In the past few years, many new devices have

been introduced for medication event monitor-

ing, which add a variety of features to build on

the first-generation monitor. See Table 1 for

a summary description of which features are

associated with each of these devices.

Several second generation monitors offer mul-

tiple compartments, each with a microelectronic

sensor, to allow for monitoring of multiple med-

ications. Another approach to multiple medica-

tions is to store all medications in the device and

dispense one or more pills at predefined time

periods. These devices serve as monitors by

recording when the dispensing compartment is

opened to retrieve the pill(s). An alternate system

for dose monitoring is to equip blister packs with

microelectronics, such that a wire is broken when

the pill is removed from its compartment. Dosing

can then be recorded through a radio-frequency

identification (RFID) signal. A similar yet less

sophisticated RFID system monitors the removal

and insertion of entire blister packs into a device.

Many second-generation monitors offer

reminder features and have liquid crystal displays

indicating which pills to take, as well as other

clinically relevant information, such as potential

side effects or health education messages.

A newer version of the MEMS cap displays the

number of openings to help track if a dose was

taken. Other devices have auditory alarms and/or

visual cues to remind patients when to take their

medications.

Another common feature of second-

generation monitors is the capacity for data trans-

mission via the phone or internet. While some

devices require cable connections, others are

wireless, using Bluetooth to transmit to cell

phone networks. These devices, thus, allow for

real-time monitoring and the potential for real-

time adherence interventions. Some systems

have options to send phone calls, emails, and/or

text messages to the patient, as well as friends,

family members, health-care providers, and/or

researchers to facilitate adherence support.

Despite these new features, this second gener-

ation of medication event monitors still has lim-

itations. First, some devices have more pill

capacity than others, and those with larger capac-

ity have less portability. Second, few devices

have options for liquid medications or medication

applicators. Additionally, pocket doses and curi-

osity events remain a limitation for most devices,

although some have compartment covers that

limit each opening to one dose of medicine.

Third Generation

A third generation of monitors seeks to document

actual ingestion of a medication. The ability

to detect actual drug ingestion is highly
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appealing; however, such an approach may seem

invasive and inappropriate. Ultimately, accept-

ability remains to be seen. These third-generation

monitors use two approaches: metabolite detec-

tion and documentation of taggant ingestion

(a taggant is chemical or physical marker added

to materials to allow various forms of testing).

See Table 2 for a summary description of which

features are associated with each of several third-

generation devices.

In a monitoring system using metabolic detec-

tion, the patient urinates on a filter paper after

medication ingestion. If a specific metabolite is

present, a code is revealed on the filter paper. The

patient then sends a text message with that code

to document medication ingestion and in return

automatically receives mobile phone airtime

credit as an incentive. The Taggant ingestion

systems involve a variety of materials and tech-

nologies, including a biocompatible antenna,

magnet, and digestible microchip. A taggant is

attached to each pill and detected by a small,

wearable patch, wristwatch, or handheld reader

as it travels through the digestive tract. Data is

then transmitted in real time via cell phone net-

works. Another approach combines both metab-

olite detection and taggant ingestion. In this

system, a taggant is released as the medication

reaches the stomach and intestines. Following

absorption, the taggant is metabolized to

a volatile breath marker, and a breath sample is

analyzed and data stored in the monitoring device

for later assessment.

While these technologies are intriguing,

the sensitivity and specificity of the ingestion

detection mechanisms needs to be established.

Results, for instance, may vary with pharmacoki-

netics. Additional complications include the

requirement of collaboration with drug manufac-

turers and the need to adhere to the adherence

monitoring strategy (e.g., patients must wear the

taggant detection device or urinate on a filter

paper) over time.

Summary and Conclusions

All of the above described medication event

monitoring devices provide objective informa-

tion for understanding pill-taking behavior,

which is critical for both interpretation of clinical

trials and evaluation of treatment effectiveness.

Emerging methods and strategies offer improve-

ments in objective discrimination of adherence,

especially those with the capacity for real-time

data transmission. This approach allows for

proactive prevention of the consequences of

nonadherence, which has previously not be pos-

sible. Any detection strategy, however, is only as

good at the accompanying intervention.

A final, important consideration for all

medication event monitors, regardless of their

generation, is cost. In the United States alone,

medication nonadherence is estimated to cost

hundreds of billions of dollars annually. More-

over, studies in both developed and developing

settings indicate the cost-effective nature of

adherence interventions (e.g., for HIV/AIDS

Medication Event Monitoring Systems, Table 2 Summary of third-generation device featuresa

Device Web site

Time/date

stamp

Wireless

transmission of

monitoring data

Metabolite

detection Ingestible marker

XoutTB www.xoutb.info X X X

MagneTrace users.ece.gatech.edu/

�mghovan

X X Magnet

IDCap www.etectbio.com X X Antennae

ChipSkinTM www.proteusbiomed.

com

X X Microchip

SMARTTM www.xhale.com X X Drug taggant

aDue to the rapidly evolving nature of technology development, this table may not be exhaustive. It is meant to give

examples of devices currently in development or commercially available. All information on device features was

obtained through the device web sites
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treatment). Further research is needed into the

effectiveness of medication event monitors as

adherence interventions, and policies must be

established for public and private insurance

coverage.
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▶Adherence
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Synonyms

Attention training; Concentration; Contempla-

tion; Mental training

Definition

Meditation refers to a variety of mental tech-

niques designed to focus the mind, improve

well-being, and facilitate spiritual develop-

ment. Most of the world’s religions include

some type of meditation technique. In recent

years, mediation techniques have also become

increasingly recognized as helpful in the treat-

ment of many physiological and emotional dis-

orders, as well as promoting wellness in

healthy individuals.

There are two major types of meditation tech-

niques: concentration and insight. Concentrative

meditations involve the development of single-

pointed attention, i.e., concentration on a single

object. In insight meditation, the object is to focus

the attention on changing objects as they occur in

the mind on a moment to moment basis. A good

example of concentrative meditation is transcen-

dental meditation in which an individual focuses

on a mantra, paying attention to the silent repeti-

tion of the mantra in the mind while screening

out other stimuli. As concentration deepens, feel-

ings of calm or tranquillity are experienced.

Research has shown that when individuals prac-

tice this type of meditation, they experience

a restful hypometabolic state in which their res-

piration, heart rate, blood pressure, muscle ten-

sion, and other indicators of sympathetic nervous

system activation all decrease. This state of

hypometabolic alertness has been termed the

relaxation response by Herbert Benson. The

relaxation response can be reliably elicited by

the repetition of a mental stimulus (e.g.,

a mantra) while the individual adopts a relaxed

mental attitude in a quiet environment.

Concentration is also an important component

of insight meditation, but is used in insight med-

itation to focus on changing objects rather than

a single object of attention. A key factor in insight

meditation is the development of bare attention

and mindfulness. Bare attention is observing phe-

nomenon as they are, without comment, evalua-

tion, or judgment. Mindfulness is the application

of bare attention to changing objects as they

occur in each moment, with an attitude of accep-

tance so that there is no clinging to objects that
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are desirable and there is no aversion to objects

that are not desirable. In mindfulness practice,

one does not identify with objects of attention.

The goal is to increase the frequency of noticing

objects as they arise and pass away in conscious-

ness. As mindfulness becomes stronger and more

sustained, insights about the nature of the mind

and reality develop, including three fundamental

characteristics of existence: impermanence, suf-

fering, and the concept that the self is a creation.

Insight or vipassana meditation has its origins in

Buddhism and was developed over 2,500 years

ago; vipassana is the Pali word meaning to clearly

see the nature of. In recent years, mindfulness has

been incorporated into psychotherapeutic tech-

niques. In addition to promoting spiritual devel-

opment, research has shown that mindfulness can

be helpful for stress reduction in healthy people

as well as people with chronic health conditions

and be an important aid in the treatment of

a variety of psychological disorders.
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▶Mindfulness
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▶Relaxation

▶Transcendental Meditation
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Menarche

▶ Puberty

Menopausal Hormone Therapy

▶Hormone Treatment

Menopause

Suzana Drobnjak

Department of Psychology, University

of Zurich, Binzmuehlestrasse, Switzerland

Definition

Menopause is a natural event in a woman’s

life. It describes the end of menstruation or,

more precisely, a permanent cessation of the

primary functions of the human ovaries. Men-

opause can only be determined retrospectively,

once 12 months have lapsed with no menstrual

cycle. At this point a woman is considered to

be infertile. Women usually enter menopause

at the age of 50–52 years.

Menopause is distinguished from other related

terms. Premenopause describes the years before

the Perimenopause and it begins around the age

of 40. At this time, the levels of reproductive

hormones are becoming lower. Perimenopause,

on the other hand, describes the beginning of

irregular menstrual cycles until the final menstru-

ation cycle, which then leads to Menopause. And

finally, the Postmenopause is the time after

12 months of Menopause.

Menopause is associated with many biological

and psychological changes. It begins when follic-

ular maturation stops due to lack of follicles in

the ovaries. At this time, the concentration of

estrogen falls to low levels. Ovulation and the

production of progesterone stop. The absence of

estrogen disturbs the homeostasis of the
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hypothalamus-pituitary-gonadal axis. The low

estrogen levels lead to a lack of negative feed-

back to the hypothalamus and pituitary. Conse-

quently, the hypothalamus raises production of

gonadotropin-releasing hormones, which leads to

an increased release of follicle-stimulating hor-

mone and luteinizing hormone. The body adjusts

to the new hormonal balance and this leads to the

appearance of several menopause symptoms,

such as vasomotoric symptoms (hot flashes,

headache, sweating, etc.), neuro-vegetative

symptoms (insomnia, anxiety, depressive mood,

etc.), organic symptoms (vaginal dryness, itchi-

ness, etc.), metabolic symptoms (reduction of

bone density, fat redistribution, etc.), and sexual

symptoms (loss of libido function, etc.).

Aside from biological factors, Menopause tran-

sition can also lead to psychological changes. On

the one hand, the risk of depression, anxiety, prob-

lems with concentration, and fatigue increases. On

the other hand, the aforementioned symptoms of

Menopause could affect well-being and life qual-

ity. It seems that psychological distress can also be

influenced by social changes in this phase of life,

such as the moving out of adult children. Confron-

tationwith the process of aging can also negatively

affect general well-being. These symptoms, how-

ever, generally depend on individual predisposi-

tions and manifest differently in every women.
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Menstrual Headache

▶Migraine Headache

Mental Ability

▶Cognitive Factors

▶Cognitive Function

Mental Disengagement

▶Distraction (Coping Strategy)

Mental Disorder

▶ Psychological Disorder

Mental Function

▶Cognitive Factors

▶Cognitive Function

Mental Health Professional

▶ Psychologist

Mental Health Surveillance

William Reeves

Office of Surveillance,

Epidemiology and Laboratory Services Centers

for Disease Control and Prevention,

Atlanta, GA, USA

Synonyms

Mental illness monitoring or tracking; Mental

illness surveillance; Mental illness (mental health

surveys); Population health monitoring or

tracking
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Definition

According to the World Health Organization,

“mental health represents a state of well-being

in which the individual realizes his/her own

abilities, can cope with the normal stresses of

life, can work productively and fruitfully, and is

able to make a contribution to the community.”

Mental health is not merely the absence of mental

illness; mental health and mental illness represent

distinct constructs. However, reflecting per-

ceived stigmatization, mental health is

commonly used rather than mental illness.
Mental illness comprises conditions affecting

cognition, mood, or behavior associated with

distress or impaired functioning. The American

Psychiatric Association (APA) classification sys-

tem separates mental illnesses into categories

based on symptoms observed by a health profes-

sional or reported by the patient; these are

currently defined in the Diagnostic and Statistical

Manual ofMental Disorders 4th edition (DSM-IV-

TR). The World Health Organization’s Interna-

tional Classification of Disease, 10th Revision,

Clinical Modification (ICD-10-CM) defines

mental illness categories similar, but not identical,

to those in DSM-IV-TR. The APA is developing

the DSM-V and working to achieve greater

coordination with future editions of the ICD.

According to the US Centers for Disease

Control and Prevention, “public health surveil-

lance is the ongoing systematic collection, anal-

ysis, interpretation, and dissemination of data

about a health-related event for use in public

health action to reduce morbidity and mortality

and to improve health.” In practice, mental health

surveillance systems collect information

concerning occurrence of mental illness.

Description

Mental illness surveillance serves several public

health functions as follows: (1) informing public

health interventions; (2) estimating the impact of

mental illness; (3) portraying the natural history

of various conditions and impact of treatments on

outcomes; (4) determining the distribution and

occurrence of mental illness; (5) generating

hypotheses and stimulating research; (6) evaluat-

ing prevention and control measures; and

(7) facilitating program planning. Individual sur-

veillance systems cannot serve all these func-

tions, and multiple approaches must be used in

combination to provide a complete mosaic.

As with infectious and chronic medical dis-

eases, public health strategies for mental illness

aim to reduce its incidence, prevalence, clinical

course, impairment, and economic impact. Sur-

veillance provides the evidence base to develop

prevention and control strategies. Fundamentally,

surveillance must quantify the burden imposed by

mental illness and identify the high risk, often

underserved, populations in need of intervention

services. In addition to representing an important

public health problem in its own right, mental

illness is significantly associated with chronic

medical diseases (e.g., obesity, diabetes, and car-

diovascular disease), which adds additional mor-

bidity and mortality. Mental illness surveillance

must consider these associations.

Surveillance also serves to monitor trends, and

detect and characterize changes. The greatest pub-

lic health successes related to infectious disease

(e.g., small pox, polio, influenza) have utilized this

aspect of surveillance. More recently, chronic dis-

ease (e.g., cancer, cardiovascular disease) preven-

tion and control strategies have successfully used

surveillance trend-data. Recognition is increasing

as to the importance of tracking trends in mental

illnesses associatedwith exposure tomilitary com-

bat or large-scale disasters (e.g., 9/11, Katrina,

Deep Water Horizon).

Three categories of surveillance systems

collect mental illness data. Optimally, their

measures should be combined to plan, implement,

and evaluate mental illness control strategies.

Population surveys measure occurrence of

mental illness at national, state, and local

levels. The US Department of Health and

Human Services conducts national mental illness

surveillance as part of ongoing surveys

(e.g., National Survey on Drug Use and Health

and National Health Interview Survey). More

detailed national mental illness surveys occur

sporadically (e.g., 1990/1992 and 2001/2003
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National Comorbidity Surveys and 2001/2002

National Epidemiologic Survey on Alcohol

and Related Conditions). National-level mental

illness surveillance provides the evidence base

for formulating policy and tracking progress on

goals such as Healthy People 2010 and 2020.
However, national-level surveillance has limited

utility for state and local authorities responsible

for designing, managing, and evaluating mental

illness control programs. Currently, the

Behavioral Risk Factor Surveillance

System (BRFSS) represents the only ongoing

US state/county-specific surveillance system.

BRFSS measures mental illness, in selected

states, through optional modules. Some popula-

tion surveys define mental illness by stringent

APA criteria from clinical evaluation using the

Structured Clinical Interview for DSM (SCID)

and Composite International Diagnostic

Interview (CIDI). More often, large-scale mental

illness surveys use standardized and validated

screening instruments (e.g., Patient Health

Questionnaire-9), which have varying degrees

of diagnostic sensitivity and specificity.

Currently, US population surveys of mental

illness measure only depression and nonspecific

psychological distress and so data is not available

concerning anxiety disorders which are at least as

common, equally severe and also associated with

chronic medical conditions.

Health care surveys gather information from

providers and insurers concerning patients’ diag-

noses and health care use. They provide data on

occurrence of mental illness in people who have

access to and utilize medical care. Evaluation of

health care surveys in conjunction with popula-

tion surveys provides information on health dis-

parities. Examples of US health care surveys

include the National Ambulatory Medical Care

Survey (NAMCS), National Hospital Discharge

Survey (NHDS), and the National Nursing Home

Survey (NNHS). The manner by which health

care surveys identify mental illness varies. In

the USA, coding systems used by hospitals and

medical providers typically involve the ICD-9

coding system, which is not fully congruent

with the DSM. Mental health professionals gen-

erally use the DSM nomenclature while primary

care providers may use other terminology. In

practice, regardless of which diagnostic system

is used, diagnosis varies based on training, local

practice, availability of treatment resources, and

available payment codes.

Vital statistics records represent the funda-

mental source of demographic, geographic, and

cause-of-death information. Over 99% of deaths

in developed countries, such as the USA, are

registered. Suicide is the most serious potential

outcome of mental illness. In 2006, suicide

was the 11th leading cause of death in the USA

and most people who commit suicide have

a psychiatric diagnosis at the time of their death.

Suicide rates provide one of the few indicators of

mental illness impact that can be compared cross-

nationally.

As discussed above, most current public

health efforts aim to provide mental illness

services with the goal of reducing the impact of

mental illness on the population. Public health

research efforts have also been initiated to

explore protection and promotion of mental,

emotional, and behavioral health, and primary

prevention of mental illness.

Cross-References
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Mental Illness

Andrew Fox
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Birmingham and Solihull Mental Health NHS

Trust, Birmingham, West Midlands, UK

Synonyms

Psychiatric illness; Psychological disorder

Definition

Mental illnesses are particular ways of thinking,

feeling, or behaving that are typically associated

with distress or impairment and that are not

accepted as normal by the dominant local culture.

The concept remains controversial, and there is

ongoing debate about how best to describe and

understand the experiences often subsumed

under this term.

Description

Classification of Mental Illnesses

Mental illnesses are made up of clusters of

symptoms (abnormal or statistically infrequent
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behavior, emotion, or thoughts) and are typically

classified according to different categories, or

diagnoses, so that a particular mental illness is

considered as either present or not. There are

many different forms of mental illnesses, and

people may be classed as displaying several at

any one time (known as comorbidity). The key

manuals used to diagnose mental illnesses are the

International Statistical Classification of Dis-

eases and Related Health Problems (currently

on its tenth revision; ICD-10) published by the

World Health Organization and the Diagnostic

and Statistical Manual of Mental Disorders (cur-

rently on its fourth edition), published by the

American Psychiatric Association. According to

these established manuals, individuals must dem-

onstrate a certain number of symptoms in order to

be considered as displaying evidence of the pres-

ence of a mental illness. Some example diagnoses

from the ICD-10 include moderate depressive

episode, bipolar affective disorder, panic disor-

der, posttraumatic stress disorder, generalized

anxiety disorder, paranoid schizophrenia, and

anorexia nervosa. More recent “dimensional”

attempts to classify mental illnesses (e.g.,

“salience syndrome”; Van Os, 2009) have incor-

porated the notion that symptoms of mental ill-

ness lie at one end of a continuum of human

experiences, with less debilitating but similar

experiences within the range of what may be

considered present within the general population.

An alternative to diagnosis of mental illness is

psychological formulation (Johnstone & Dallos,

2006). This approach attempts to integrate

hypothesized etiological factors into an explana-

tory framework for the individuals’ current diffi-

culties (e.g., low mood, anxiety). There are many

different possible frameworks used for formula-

tion, often – but not always – structured around

the perspective of a school of psychotherapy.

Causes of Mental Illnesses

The precise cause of different mental illnesses

remains unclear, with many hypothesized mecha-

nisms for each of the many different categories of

mental illness. The popular diathesis-stress model

proposes that individuals are vulnerable to

experiencing symptoms of mental illness through

their genetic predisposition, and environmental

stress triggers the onset of symptoms. Another

popular and somewhat related general approach

is the “biopsychosocial” perspective that suggests

that multiple biological, psychological, and social

factors are all implicated in the onset of mental

illness. Psychological formulations often attempt

to integrate hypothesized etiological factors with

those that maintain the difficulties.

Treatment of Mental Illness

Given the multiple etiological and maintenance

factors that can be considered in mental illness,

there are many possible treatment options; how-

ever, the most popular remain medication and

psychotherapy (“talking therapy”). Individuals

may be offered a combination of treatment

options including medication and psychotherapy.

Specialist practitioners, often psychiatrists, but

sometimes nurses and psychologists, prescribe

medication that is licensed for particular mental

illnesses when there is evidence that it may reduce

some or all of the unwanted symptoms that

a person may be experiencing. Individuals may

be encouraged to try several different forms of

medication until they find one that they and their

mental health practitioner feel helps them.

There are also numerous psychotherapies that

are offered for different mental illnesses, often by

psychiatrists, psychologists, nurses, social

workers, and other individuals trained in specific

forms of psychological therapy. Popular forms of

psychotherapy include psychoanalysis, cognitive

behavioral therapy, systemic (or family) therapy,

and humanistic therapy. All forms of psychother-

apy involve meeting for discussion with a trained

mental health practitioner; however, the focus

and content of these discussions will vary

according to the type of psychotherapy.

Controversies Regarding the Concept of

Mental Illness

The concept of “mental illness” is highly contro-

versial; the psychiatrist Thomas Szasz (1961)

has been an influential opponent of the term, and

the concept continues to attract criticism.
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The varieties of human experience and behavior

that comprise what is viewed as a mental illness

are often fluid, andwhat is termedmental illness in

one time or context may not be termed mental

illness in another (e.g., homosexuality was classi-

fied as a mental illness by the original Diagnostic

and Statistical Manual of Mental Disorders). As

there are often legal powers available to control

the freedom of individuals labeled as mentally ill,

there has been criticism of howdiagnostic labels of

mental illness have been used to control and

oppress minority groups. Some of the symptoms

linked to particular categories of mental illness –

schizophrenia in particular – are so heterogeneous

that they have been widely criticized as lacking

validity and reliability (Bentall, 2003). Further-

more, the term itself (“illness”) may lend itself to

the false assumption that experiences subsumed

under the category of amental illness are primarily

the result of a physiological disease process and

should be treated in amedical way. Indeed, there is

often a social stigma associated with the label of

a mental illness, especially if understood as

resulting from some underlying physiological

cause, and this can have negative consequences

for those labeled as mentally ill (e.g., reduced

employment opportunities).

Given the criticisms of the concept of “mental

illness,” alternative terms have been suggested,

such as mental, psychological, or emotional

distress.

Cross-References

▶ Psychiatric Diagnosis

▶ Psychiatric Illness

▶ Psychological Disorder
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Mental Illness Monitoring or
Tracking

▶Mental Health Surveillance

Mental Illness Surveillance

▶Mental Health Surveillance

Mental Illness (Mental Health
Surveys)

▶Mental Health Surveillance

Mental Imagery

▶Guided Imagery

Mental Models of Illness

▶Common-Sense Model of Self-regulation

Mental Representations of Illness

▶Common-Sense Model of Self-regulation

Mental Status Examination

▶ Screening, Cognitive
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Mental Strain

▶ Psychosocial Work Environment

Mental Strategies

▶Cognitive Strategies

Mental Stress

Kristen Salomon

Department of Psychology, University of South

Florida College of Arts & Sciences,

Tampa, FL, USA

Synonyms

Anxiety; Distress; Psychological stress

Definition

A form of stress that occurs because of how events

in one’s external or internal environment are per-

ceived, resulting in the psychological experience

of distress and anxiety (Lazarus & Folkman,

1984). Mental stress is often accompanied by

physiological responses (Cacioppo, 1994). Mental

stress is most often induced in the laboratory by

demanding and/or noxious stimuli, involving

motivation to meet a performance criterion

(Blascovich, Mendes, Tomaka, Salomon, &

Seery, 2003) and/or social-evaluative threat

(Dickerson & Kemeny, 2004), or interpersonal

interactions, particularly those involving conflict

(Glass & Singer, 1972). Common mental stress

tasks include preparing and giving a speech,

performing arithmetic, tracing around star with

only a mirror image as a guide, performing

a reaction time task (Steptoe & Vögele, 1991),

and discussing a disagreed upon topic with another

person (Gottman & Levenson, 1992).

Cross-References

▶Anxiety
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Mental Stress Task

▶ Stress Test

Mental Stressor

▶ Stroop Color-Word Test

Mental Training

▶Meditation

▶Transcendental Meditation
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Mental Work Load

▶ Job Demand/Control/Strain

Messenger RNA

▶RNA

Meta-Analysis

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

A meta-analysis is a quantitative evaluation of

the evidence provided by two or more individual

research studies that have addressed the same

question. It commonly involves the statistical

combination of summary statistics from various

trials, but it also refers to analyses performed on

the combination of raw data.

Description

Purposes of meta-analyses include:

• Providing a more precise estimate of the over-

all treatment effect of interest.

• Evaluating whether overall positive results are

also seen in prespecified subgroups of

participants.

• Evaluating apparently conflicting study

results.

The conceptual basis of meta-analysis is

straightforward: More data will provide a better

opportunity to get a meaningful answer

to a research question. However, appropriate

implementation of the required statistical

techniques and the appropriate interpretation of

the results obtained are not so straightforward.

Synthesizing the results from many individual

studies can be difficult and confusing. Inconsis-

tency between published studies addressing the

same research question is not uncommon, partic-

ularly when different study designs have been

employed.

Even though a meta-analysis does not require

a new study to be conducted, it is still a research

method in its own right. Therefore, “to ensure

that a meta-analysis is scientifically valid, it is

necessary to plan and conduct the analysis in an

appropriate way. It is not sufficient to retrospec-

tively go to a bunch of studies that you like the

look of and stick them together!” (Kay, 2007).

One way to combat inconsistencies is to

employ the pooled data approach, i.e., to combine

the data from all of the studies and to conduct

a new analysis on these data. The size of the new

data set will be (much) larger than the size of any

of the individual data sets, and the analysis of

a larger data set lends itself more readily to

the identification of a relatively small but

still clinically important treatment effect. Such

treatment effects can have considerable public

health benefits if they are seen in a very large

number of patients with a common disease.

At the outset, the purpose for a meta-analysis

must be stated, and the treatment effect of interest

determined. Subsequently, the basic steps

required for the conduct of a meta-analysis are

as follows:

• Establishing rules for which of the identified

studies will be allowed into the meta-analysis.

This includes determining and detailing

approaches to ensure consistent quality of the

studies and how to handle poor quality studies.

• Identification of all relevant studies.

• Data abstraction and acquisition.

• Data analysis.

• Evaluating robustness.

• Dissemination of results and conclusions.

One straightforward approach to meta-

analysis is to include every study identified

and obtained. A counterargument is that, almost

certainly, some studies will be “better” than

others, and that “less good” studies perhaps

should not be included if the “best” information

is to be provided to the clinicians who will read
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the meta-analysis and therefore may base treat-

ment decisions on its results. In the latter case, a

priori inclusion and exclusion criteria must be

created in advance of searching for studies.

These effectively define “better” and “less

good,” and hence determine which of the studies

about to be identified will be included in the

meta-analysis.

The results of a completed meta-analysis

would typically include the following:

• The estimated treatment effect (a point

estimate) for each individual study included

in the analysis, and a 95% confidence interval

about each study’s estimate.

• The overall estimated treatment effect and its

95% confidence interval.

This information can be displayed in tabular

form or in a graphical form called a confidence

interval plot.

Having calculated the result of a meta-analy-

sis, it can be informative to assess the robustness

of the analysis. In any meta-analysis some of the

studies included will be larger than others, and

sometimes a small percentage of included stud-

ies can be considerably larger than the majority

of others. The nature of the calculations

performed in meta-analysis mean that the larger

trials tend to influence the result more, since

they tend to have greater precision. It can there-

fore be helpful to assess the robustness of the

overall conclusion by performing the analysis

without the data from the largest study or studies

to see if the result remains qualitatively the

same. If it does, then the result is deemed robust.

If it does not, confidence in the overall result can

be undermined. Additionally, if the results are

considerably different, and the studies are con-

siderably different from each other (heteroge-

neous), it may not be appropriate to conduct

any form of meta-analysis using them.

While an analysis is certainly conducted

when performing a meta-analysis, the term

meta-methodology may better reflect the meth-

odology used to collect the data before

conducting the actual analysis (Turner, 2011).

This term emphasizes the methodological rigor

that is needed in getting ready to conduct the

analysis.
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Metabolic Syndrome
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Synonyms

Insulin resistance (IR) syndrome; Syndrome X

Definition

The metabolic syndrome (MS) in adults has been

defined in the literature by various organizations,

including the National Cholesterol Education Pro-

gram Expert Panel (2001), although a standard

definition does not exist in either the adult or

child literature. In adults, the clustering of four

health risk factors, obesity, hyperinsulinemia,

high blood pressure, and dyslipidemia, has been

referred to as syndrome X, insulin resistance syn-

drome, and/or metabolic syndrome (Reaven,

1988). The dominant underlying risk factors for

this syndrome appear to be abdominal obesity and
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insulin resistance. Insulin resistance is

a generalized metabolic disorder in which the

body can no longer use insulin efficiently. This is

why the metabolic syndrome has also been called

the insulin resistance syndrome. The MS risk fac-

torsmanifest in childhood and have amajor impact

on the development of medical problems through-

out the life course. Although the clustering of these

risk factors is not well understood in children,

children who are overweight are more likely to

have hyperlipidemia, elevated blood pressures,

and elevated insulin levels (Cook, Weitzman,

Auinger, Nguyen, & Dietz, 2003). A decrease in

insulin sensitivity is one of the first manifestations

ofMS in youth (Arslanian & Suprasongsin, 1996),

and insulin levels in children are positively asso-

ciated with levels of triglycerides, blood pressure,

and body mass index, and negatively associated

with high-density lipoprotein cholesterol (Batey

et al., 1997). The MS definition has been modified

for the examination ofMS in children and includes

the presence of at least three of the following

abnormalities: overweight, hypertension, hypertri-

glyceridemia, low HDL cholesterol, and impaired

glucose tolerance (Cruz Weigensberg, Huang,

Ball, Shaibi, & Goran, 2004).

The American Heart Association and the

National Heart, Lung, and Blood Institute recom-

mend that MS in adults be identified as the pres-

ence of three or more of the following:

• Elevated waist circumference:

– Men – equal to or greater than 40 in.

(102 cm)

– Women – equal to or greater than 35 in.

(88 cm)

• Elevated triglycerides:

– Equal to or greater than 150 mg/dL

• Reduced HDL (“good”) cholesterol:

– Men – less than 40 mg/dL

– Women – less than 50 mg/dL

• Elevated blood pressure:

– Equal to or greater than 130/85 mmHg

• Elevated fasting glucose:

– Equal to or greater than 100 mg/dL

Individuals with MS are at increased risk for

coronary heart disease and other diseases related

to plaque buildups in artery walls (e.g., stroke and

peripheral vascular disease) and type 2 diabetes.

The metabolic syndrome has become increas-

ingly common in the United States, with over

50 million Americans having it. Some people

are genetically predisposed to insulin resistance.

Acquired factors, such as excess body fat and

physical inactivity, can elicit insulin resistance

and the metabolic syndrome in these people.

For managing both long- and short-term risk,

lifestyle interventions are the first-line treatments

to reduce the MS risk factors. These lifestyle

interventions include:

• Weight loss to achieve a desirable weight

(in adults, a BMI less than 25 kg/m2)

• Increased physical activity, with a goal of at

least 30 min of moderate-intensity activity on

most days of the week

• Healthy eating habits that include fruits and

vegetables; reduced intake of saturated fat,

trans fat, and cholesterol; and appropriate

portions
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Synonyms

Metabolic processes

Definition

The word metabolism is derived from Greek and

means “change.” It involves all chemical reac-

tions or changes in a living organism. In simple

terms, “metabolism is the chemistry of life (Bing,

1971).” Due to the importance of metabolic pro-

cesses to life, the processes have been highly

conserved throughout evolution.

Description

Metabolism consists of multiple processes

resulting in the breakdown and formation of

molecules that sustain life. Metabolic processes

are complex and can be influenced by internal

and external factors. These processes are highly

regulated and aim to maintain physiological bal-

ance or homeostasis in the face of a constantly

changing environment. There are two types of met-

abolic reactions: anabolic and catabolic. These

processes work hand in hand, although one may

predominate depending on physiological or patho-

logical state. Anabolic reactions predominate at

times of high substrate availability and involve

transformations of smaller molecules into larger

complex storage compounds. Catabolic reactions

predominate at times of low substrate availability

and are involved in the breakdown ofmolecules for

energy utilization (Berg, Tymoczko, & Stryer,

2012).

Catabolism involves energy production by

breaking down complex molecules to simpler

ones for energy usage or cell repair. For example,

break down of glycogen, a carbohydrate, to

glucose, a monosaccharide, produces cellular

energy. This energy in turn can be used to create

other complex products through anabolic reac-

tions. Anabolic reactions are important as they

produce important compounds essential for basic

function of life including the synthesis of

deoxyribonucleic acid (DNA) for genetic coding

or peptide and steroid hormones from amino acids

and cholesterol, respectively (Dominiczak, 2007).

In metabolic processes, one molecule is

transformed to another or to energy via cellular

respiration. The steps of metabolic pathways are

regulated by various enzymes that act as catalysts

to speed up the chemical reactions. These

enzymes are regulated at several levels from pro-

duction to function by several factors including

the cell’s environmental milieu. Abnormalities in

several metabolic pathways are associated with

various disease conditions, both genetic and

acquired. Manipulation of metabolic pathways

is also important in treatment of several medical

conditions.

Important Biochemical Compounds in

Metabolism

Living organisms need food to grow and survive.

Food can be divided into essential biochemical
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compounds called macro- and micronutrients:

proteins, carbohydrates, lipids, vitamins, and

minerals. Other important biochemical com-

pounds include nucleotides, which are important

in the transfer of genetic information for growth,

maintenance, and repair.

Protein

Protein is made from amino acids joined together

via peptide bonds. Degraded amino acids are

converted to nitrogen which in humans is

transformed to urea (Brody & ScienceDirect,

1999). Urea is excreted in urine by the kidneys.

Protein is vital in life as it is involved in many

metabolic pathways either as catalytic enzymes or

as peptide hormones (e.g., insulin) (Brownie &

Kernohan, 2005) regulating metabolic enzymes

and processes. Proteins also function as the cellular

cytoskeleton, part of immune system as antibodies

and help in transport of substrates into cells as

transporters of part of cell membrane channels.

Carbohydrate

Carbohydrate is formed by simple sugars or

monosaccharides. These monosaccharides are

fructose, galactose, and glucose. Monosaccha-

rides are stored as complex carbohydrates (poly-

saccharides) such as glycogen in animal or starch

in plants for energy utilization and help in struc-

tural formation of cells alongside with proteins

(Dominiczak, 2007).

Lipids

Lipids consist of a broad group of hydrophobic

molecules (Brownie & Kernohan, 2005), which

are soluble in organic solvents. Lipids function as

structural components in building of cell mem-

branes (Berg et al., 2012). Although they are less

accessible as substrates, lipids are also important

source of energy storage (Dominiczak, 2007).

Cholesterol is an example of a lipid, which can

subsequently be converted into bile acids or ste-

roids to function as hormones in the endocrine

system (Molina, 2004).

Vitamins

Vitamins are organic compounds derived from

the diet. They can be divided into water-soluble

(vitamin B and C) or fat-soluble vitamins (vita-

min A, D, E, and K). For most metabolic path-

ways, coenzymes or metabolic intermediates are

essential to carry functional groups to be used in

specific enzyme activity. Without these coen-

zymes, the chemical reaction will not be success-

ful. Many vitamins act as coenzymes, for

example, vitamin B1 (or thiamine) is a coenzyme

in carbohydrate metabolism. Thiamine defi-

ciency is common in chronic excessive alcohol

consumption, and this can lead to disease of the

nervous system known as Wernicke’s encepha-

lopathy or beriberi causing problems to the

cardiovascular, muscular, and nervous systems.

Other functions of vitamins include maintenance

in life and support for growth (King, 2011).

Minerals

Minerals or inorganic compounds are needed for

many different metabolic pathways. Some com-

mon examples of minerals are sodium, potas-

sium, chloride, magnesium, iron, calcium, and

phosphate. They all have different functions.

Some examples are as follows: the electrolytes

sodium, potassium, chloride, and water are

important for blood pressure regulation; iodine

is essential for the production of thyroid hor-

mone; and iron is a key component of hemoglobin

which carries oxygen. Calcium and phosphorus

are important minerals for bone metabolism. Cal-

cium is also the key to several cellular functions

including muscle contraction, neurotransmission,

hormone release, and metabolic enzyme regula-

tion (Brody & ScienceDirect, 1999).

Nucleotides

Within cells, there are heterocylic compounds

called purines and pyrimidines. These serve as

bases for nucleotides and are formed from amino

acids. Purine bases include adenine and guanine,

while pyrimidines are thymine, cytosine, and ura-

cil. When purine or pyrimidine bases are linked

to carbohydrate, they are called nucleosides.

Nucleotides are phosphorylated nucleosides

(King, 2011). Functions of nucleotides include

acting as coenzymes, (e.g., nicotinamide adenine

dinucleotide, NAD+), cell mediators (e.g., cyclic

adenosine monophosphate, cyclic-AMP), and as
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energy storage in the form of adenosine triphos-

phate (ATP) for future energy transfer. Impor-

tantly, nucleotides are involved in gene coding

in the form of deoxyribonucleic acid (DNA) and

ribonucleic acid (RNA) (Berg et al., 2012; King,

2011).

Energy Metabolism

Unit of Measurement

Energy is measured in joules or calories. Joule,

named after English physicist James Prescott

Joules, is the unit of measurement for energy in

the international system of unit. One joule is

equal to 0.2390 calorie, and one calorie is equal

to 4.184 J (Brody & ScienceDirect, 1999). Calo-

ries printed on food labels provide the measured

energy gained within the body when the food is

eaten and absorbed.

Krebs Cycle

After food is absorbed from the digestive system,

they can be converted into energy. Fatty acids are

used as a major energy source in most organs

except the brain. The brain gets energy through

breaking down glucose into carbon dioxide. It also

uses ketone bodies during starvation or fasting

states (Brody & ScienceDirect, 1999). The liver

on the other hand, uses mainly fatty acid for

energy so it can function to produce, store, and

release glucose. The glucose stored within the

liver can be used by other organs when in need.

Both the breakdown of glucose and fatty acids are

metabolized through a pathway called the Krebs

cycle (Brownie & Kernohan, 2005).

The Krebs cycle is also known as the tricarbox-

ylic acid cycle. It is a pathway which uses oxygen

and nutrients to produce adenotriphosphates

(ATP), the energy currency of cells (Krebs &

Roberts, 1973). Proteins, carbohydrates, and fatty

acids can be metabolized to acetyl-CoA which

then produces energy. These processes involved

energy transfer or release for maintenance of life

(Brownie & Kernohan, 2005).

Energy Transfer

Amain aim of metabolism is to transfer energy or

release energy for usage. There are two basic

laws of thermodynamics for energy, they are:

1. Energy can neither be created nor destroyed. It

can only change forms. Therefore, the total

amount of energy in an organism is the same.

2. Entropy always increases. This means energy

can be produced by converting high-energy

compounds to low-energy end product.

In life, energy changes can be expressed using

the term free energy, which is the difference in the

energy content from the initial compound and

the end product. For example, the energy content

from glucose (initial compound) will be different

when it is converted to carbon dioxide and

water (end product). If there is a negative change

in free energy, meaning there is release of energy

from the initial high-energy compound when

converted to a low-energy end product. One com-

mon example is the conversion of adenosine tri-

phosphate (ATP) to adenosine diphosphate (ADP).

The process which releases energy is called exer-

gonic reaction (Brownie & Kernohan, 2005).

A positive change in free energy means extra

energy is needed for the process to convert the

initial compound to the end product(s). This pro-

cess is called endergonic reaction. The energy

released is used to maintain the metabolic rate

(Brownie & Kernohan, 2005).

Metabolic Rate

The minimum body energy requirement

within a body is called basal metabolic rate

(BMR). It is the body’s energy usage at rest in

the postabsorptive state (no processes of diges-

tion). The metabolic rate varies during different

activities. During sleeping state, for example,

metabolic rate may fall by 10% from the BMR,

while BMR may increase by 10% postmeals. It

also changes with different physical activities,

aging, temperature, environment, and stress

(Brody & ScienceDirect, 1999).

A useful way to measure metabolic rate is by

measuring respiratory quotient (RQ). As men-

tioned above, one of the end products of Krebs

cycle is carbon dioxide and, during metabolic

pathways, oxygen is an essential compound. So

by measuring the ratio between carbon dioxide

released from respiration and the oxygen con-

sumed, the result will be the total energy usage.

The consumption of different substrates has
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different respiratory quotients and is regulated

closely by different mechanisms (Brody &

ScienceDirect, 1999).

Regulatory Mechanisms

Metabolic processes are very complex and can be

influenced by many factors to ensure responsive-

ness to alterations in the environment. This regu-

lation occurs through several mechanisms: the

nervous system, the endocrine system, and at

cellular level, the activation of enzymes and feed-

back inhibition.

Nervous System

The nervous system controls metabolism through

the sympathetic and parasympathetic nervous

systems. These systems can stimulate a metabolic

pathway directly or indirectly through the endo-

crine system via release of hormones. For exam-

ple, release of catecholamines stimulates energy

production by breaking down fat and glycogen

stores within the body. Epinephrine released can

also act indirectly by activation of different

receptors causing release of hormones, which in

turn trigger a cascade of reactions. An example of

this will be epinephrine causing the release of

insulin or glucagon via a and b receptors within

the endocrine organ, pancreas (Molina, 2004).

Endocrine System

The endocrine system regulates metabolism

through release of hormones into the circulation.

Hormones act via their receptors to regulate dif-

ferent metabolic pathways. For example, growth

hormone released from the pituitary gland will

act on receptors in the liver to stimulate released

of peptides called insulin-like growth factors

(IGF), and this will lead to different metabolism

thus stimulating growth (Molina, 2004).

Activation of Enzymes

Many proteins are inactive and need addition of

specific molecule to be converted to the active

form. These activated proteins will then be able to

function in metabolic pathways as active

enzymes. The availability of the specific activat-

ing enzymes will thus determine balance of met-

abolic pathways.

Adenosine triphosphate or ATP is one of the

commonest compounds which will donate

a phosphate to attach to another protein, such as

tyrosine resulting in active form of tyrosine ready

for metabolism. The process to break and free

phosphate from ATP needs specific enzymes,

namely, protein kinases, to be available. There-

fore, the availability of protein kinases acts as

a regulatory factor. This process of attaching

phosphate to proteins is called phosphorylation.

There are many different protein kinases avail-

able (Berg et al., 2012).

On the other hand, dephosphorylation can stop

or slow down some metabolic pathways. It will

remove the phosphate from the active protein by

hydrolyzing phosphate to become orthophos-

phate. Without the additional phosphate mole-

cule, the active protein will become dormant.

The key enzymes on dephosphorylation are

called protein phosphatases (Berg et al., 2012).

Feedback Inhibition

The availability of the final products of the met-

abolic pathway can act as part of a feedback

regulation causing preceding steps in the pathway

to slow or stop. This prevents overproduction of

certain compounds, for example, the end product

of pyrimidine base nucleotide cytidine triphos-

phate will inhibit aspartate transcarbamoylase,

the enzyme required for the first step of metabo-

lism of cytidine triphosphate (Dominiczak, 2007).

In summary, metabolism is the chemistry of

life. There are many essential biochemical

compounds needed to maintain life, and these

compounds are used for storage, maintenance,

or conversion into energy. Metabolic pathways

are regulated by different mechanisms to main-

tain homeostasis. Any problems in any steps

of metabolic pathway can lead to different dis-

eases. Through manipulation of metabolic path-

ways, it is also possible to treat several medical

conditions.
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Synonyms

DNA-methylation; Gene methylation;

Methylation of bases; Protein methylation;

Transmethylation

Definition

Addition of a methyl group (-CH3), simple

four-atom molecule, to a chemical compound.

Description

In biological systems, methylation is involved in

multiple biochemical processes such as the

regulation of gene expression, protein function,

and RNA metabolism. Enzymes are the main

catalyzers constantly working to methylate or

demethylate in a dynamic process.

DNA methylation refers to the modification of

DNA caused by enzyme-induced addition of

methyl groups to nucleobases, which alters

the amount of messenger RNA. In general,

methylated genes are ineffective, while

unmethylated genes are active. The pattern of

methylation differs between gene regions with

the coding region being highly methylated while

the promotor region is mostly free of methyla-

tion. DNA methylation typically occurs at sites

where cytosine is directly followed by guanine.

While there is no change in DNA sequence, DNA

methylation prevents translation and therefore,

alters gene expression. Thus, the addition of

methyl groups to DNA can affect whether the

gene’s signal to produce a protein is triggered.

The absence of the protein product alters the

development and function of the cell.

Protein methylation refers to the posttransla-

tional addition of methyl groups to basic amino

acid residues in DNA- and RNA-binding proteins

which regulates protein function.

Transmethylation denotes the transfer of

a methyl group of methyl group donators to C-,

O-, or N-atoms of a biomolecule under the

catalytic influence of transmethylase. Example:

Synthesis of creatine, a nitrogenous organic acid

that increases the formation of adenosine

triphosphate.

Failures in DNA methylation cause reduced or

heightened gene activity. Gene methylation is

likely to be a major mechanism in different

disease states such as atherosclerosis or lung

cancer development and progression. In this

context, methylation state is discussed as

a potential marker for the early detection of

cancer, that is, a biomarker for tumorigenesis.

Furthermore, methylation plays a role in gene-

environment interaction. Previous studies have

shown that early life experiences may alter
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gene expression mediated via differential

methylation patterns. Subjects suffering from

Posttraumatic Stress Disorder show more

unmethylated, active genes than unaffected sub-

jects, and most of those genes are involved in

immune system regulation. Thus, there is evi-

dence for an association between stress-related

disorders and epigenetic changes in immune sys-

tem genes. Furthermore, there is also evidence for

an association between diet and dietary supple-

ments and gene methylation status implicating

a possible mechanism for the effects of nutrients

on human health.

Importantly, the pattern of gene methylation is

heritable. Modifications made to DNA are

maintained every time the cell divides. As already

noted, lifetime experiences, dietary habits, or envi-

ronmental factors can change gene activity, that

is, the amount of DNA methylation. There is

evidence for genetic transmission of methylation

patterns to the offspring (called transgenerational

epigenetic inheritance). This suggests that epige-

netic mechanisms may impact health for several

subsequent generations but are also attractive tar-

gets for interventions in complex diseases. Future

research will provide new advances in treatments

and new tools for the identification of the function

of genes. The identification, cataloging, and inter-

pretation of DNA methylation is subject of the

Human Epigenome Project.
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Synonyms

Classic migraine; Common migraine; Headache

with aura; Menstrual headache; Migraine with

aura; Premenstrual headache; Sick headache;

Vascular headache

Definition

Migraine is the most prevalent neurological

disorder, and is ranked by the World Health
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Organization as 19th worldwide of all diseases

causing disability. Migraine is recurrent

headache characterized by moderate to severe

pain, pulsating pain, unilateral location, and pain

that is aggravated by routine physical activity

(e.g., walking, climbing stairs). Associated fea-

tures include nausea and/or vomiting, and photo-

phobia(heightened sensitivity to light and sound).

Headaches generally last 4–72 h (untreated

or unsuccessfully treated) although migraine in

children are often less than 4 h in duration and

chronic migraine – considered a complication or

migraine – may exceed 72 h and in some cases

may present as unremitting. The majority of

migraineurs receive treatment in the primary

care setting with a wide variety of acute and pre-

ventative medications. But even the best pharma-

cologic options have their limits. Headache is

recognized as not merely a physiological problem

but rather a psychophysiological disorder (i.e.,

a physical disorder subject to psychosocial influ-

ences and environmental stressors). Thus, identi-

fication of modifiable headache risk factors and

management of headache triggers are common

goals of headache care. Specific behavioral

headache treatments may be utilized to augment,

facilitate, or in certain cases offered in lieu

of pharmacologic treatment. Behavioral treat-

ments target the patient’s headache-related

physiological responses (relaxation training, bio-

feedback) or behaviors, emotions, and cognitions

(cognitive-behavioral therapy, stress manage-

ment). A very substantial quantity of empirical

research evaluating these treatments has been

produced within the past three decades.

Description

Migraine Diagnoses

The widely used nosology for headache is

The International diagnosis Classification of
Headache Disorders-II (IHS, 2004) which

provides detailed DSM-style hierarchical

diagnostic criteria for primary and secondary

headache disorders; a revised edition, the

ICHD-II-R, is forthcoming. The majority of

migraines can be subclassified according to

IDHD-II as: 1.1 Migraine without aura (previ-

ously termed common migraine) or 1.2 Migraine

with aura (classic migraine). About one in five

migraine sufferers experiences an aura prior to

onset of a migraine headache. The migraine aura

is a phenomenon in which one or more visual or

sensory disturbances develop over a few minutes

and disappear within 60 min. Migraine headache

usually follows within 1 h, but may occur before

or during the aura or may be entirely absent.

There are many different types of visual and

sensory auras which may differ between attacks.

Visual disturbance may be positive features (e.g.,

flickering, blurred, curved, or luminescent area in

the visual field) and/or negative features (e.g.,

loss of vision). Aura may involve one such symp-

tom or a succession of visual disturbances. Uni-

lateral sensory disturbances are also common,

such as pins-and-needles, arm or leg numbness

or tingling, or one-sided weakness. Disturbances

of speech may also occur, though they are a much

less common aura symptom. Such neurological

symptoms are fully reversible.

Chronic migraine is the most common head-

ache diagnosis seen in neurology practice and

multidisciplinary clinic. Most cases of chronic

migraine evolve over time from less frequent

migraine without aura. As chronicity develops,

the headaches tend to lose their episodic character.

Chronic migraine is characterized by having daily

or almost daily head pain more than 15 days per

month and the average headache duration greater

than 72 h (aka, transformed migraine, chronic

daily headache). The pattern of progression of

migraine from episodic to chronic over time has

been well documented in headache literature,

sometimes referred to as chronification or

transformation of migraine. Medication overuse

is the variable that has received the greatest

attention as a potential cause for progression.Med-

ication-overuse headache (MOH) has been associ-

ated with over-the-counter and prescriptions

medications commonly used in the treatment of

migraine. Though these medications are effective

for intermittent use, frequent use over an extended

period of time may complicate headache itself.

ICHD-II defines minimum patterns of medication

use considered to be associated with 8.2
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Medication-overuse headache: ergotamines or

triptans �10 days/month on a regular basis

�3 months; opioids or combination analgesics

�10 days/month on a regular basis for >3months;

and simple analgesics �15 days/month

>3 months. MOH is generally recognized to be

relatively resistant to traditional pharmacological

as well as behavioral treatments. However,

following withdrawal of the overused medications

MOH generally reverts to an episodic pattern

which is responsive to behavioral and prophylactic

treatments.

Epidemiology

Migraine afflicts an estimated 28 million people

in the United States. Surveys from the United

States and elsewhere find 8% of children, 6% of

men, and up to 18% of all women (about 12% of

the population as a whole) experience migraine.

Roughly, three out of four migraine sufferers are

female. Migraine prevalence peaks in the third

and fourth decades of life. At this time period, for

example, migraine is 3.3 times more common in

women than men. The female preponderance and

variance with age is presumed to be related to

hormonal milestones in women. Females with

migraine often notice a change in their migraine

pattern with hormonal fluctuation. Migraine

increases at menarche and with the menstrual

period. Improvement or worsening occurs during

pregnancy and menopause. The headaches

improve in the 1950s and 1960s in some patients,

and are replaced with isolated aura symptoms.

Genetic Predisposition

There is a genetic predisposition to migraine.

Approximately, 80% of migraine sufferers have

a family history of migraine affecting a first-

degree relative. Twin studies have demonstrated

a familial influence. The concordance for

migraine in monozygotic twins is greater than it

is for dizygotic twins. However, it is also clear

that the genetic background of the disorder is

complex.

Disability and Impact

Migraine is associated with significant disability,

lost work, and productivity. Headache is among

the most prevalent medical problems and

migraine is ranked by the World Health

Organization as 19th worldwide of all diseases

causing disability. Although only about one

fourth of headache sufferers seek professional

attention, over 40 million Americans consult

a physician each year because of headache.

Estimated aggregate indirect costs to employers

in the United States for reduced productivity due

to migraine range from 6.5 to 17 billion dollars

annually. The problem can range from sporadic,

infrequent headache with only minimal impact,

to chronic, persistent headache that can severely

disrupt the patient’s life.

Risk Factors in the Transformation from

Episodic to Chronic Migraine

Transformed migraine refers to the condition in

which episodic migraine headache progresses to

or “transforms” to chronic migraine – occurring at

least 180 days per year. That is, high frequency

chronic headache emerges, or escalates in

frequency over time, from an earlier pattern

of lower frequency episodic headache. Epidemio-

logical studies suggest that there are specific vari-

ables or risk factors that might lead to progression

from episodic to chronic migraine in selected

patients: medication overuse, psychiatric comor-

bidity, stress, obesity, snoring, sleep disturbance,

and others. Such modifiable risk factors may

become potential targets for headache prevention.

Medication overuse: One of the most impor-

tant and common causes of transformation is

headache medication itself. When taken often,

the very medications used to treat tension-type

and migraine headache attacks can transform

episodic headache into chronic headache. The

medications known to play a role in this process

include many over-the-counter and prescribed

analgesics, analgesics combined with caffeine,

opiates, ergotamines, and triptans. All these med-

ications can be effective in treating episodic

headache when used on an occasional basis.

However, when used frequently, they may

transform and aggravate headache. This process

is called medication-overuse headache. MOH

usually improves when the overuse ceases.

Within 2 months (and frequently sooner), the
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chronic headache pattern will revert back to the

earlier episodic headache pattern or will remit.

When episodic headache persists, it is often much

more responsive to conventional treatment after

the medication overuse has been eliminated.

Stress: Stress is the most commonly identified

trigger for a headache in the average headache

sufferer. Therefore, it is not surprising that

frequent life changes and chronic daily stressors

or “hassles” are also implicated in the develop-

ment of chronic headaches.

Sleep Disturbance: Headache may be aggra-

vated by frequent sleep disturbance. The most

common sleep problem for headache sufferers is

insomnia, including difficulty falling asleep,

difficulty staying asleep, or poor quality

“non-restful” sleep. Voluntarily limiting sleep

or “burning the candle at both ends” can also

increase risk of headache. Snoring during sleep

is a specific risk factor for chronic headache in

some patients. Though the cause is not known, it

could be because snoring disturbs sleep quality or

compromises breathing at night.

Obesity: Obesity is an independent risk factor

for chronic migraine after adjusting for

comorbidities and demographic variables.

Interestingly, obesity is not a risk factor for

migraine in general. The prevalence of episodic

migraine in general does not vary significantly

with the body mass index (BMI). However,

studies have shown among migraineurs, high

BMI was associated with more frequent headache

attacks.

Caffeine: Finally, although caffeine can be

beneficial in moderate amounts, and is used in

some medications, it can also be a risk factor.

Caffeine is the most widely used mood-altering

substance in the United States. It is present in

many beverages, dietary supplements, and in

some foods such as chocolate. Many Americans

consume caffeine daily with very little awareness

that they are ingesting a drug with potent effects.

For some headache sufferers, caffeine can

aggravate headache in much the same way that

medication overuse can.

Others: Female gender, presence of comorbid

pain conditions, and psychiatric comorbidity

have also been linked to transformation.

Psychiatric Comorbidity

Epidemiological studies have determined

migraine and several psychiatric disorders to be

comorbid. Psychiatric comorbidity portends

a poorer prognosis for both pharmacologic and

behavioral treatments. Migraine is comorbid with

depression (OR 2.2–4.0), generalized anxiety

(OR 3.5–5.3), panic disorder (OR 3.7), and

bipolar disorder (OR 2.9–7.3). Patients with

chronic migraine are at increased risk for major

depression (OR 6.4 vs. 2.7) as well as for anxiety

disorders (ORs 6.9 vs. 3.2 for all migraineurs).

Pharmacologic Treatment

A wide range of acute and prophylactic medica-

tions are available for treatment of migraine.

Acute medications fall into general classes of

medicines including analgesics, ergotamines, and

triptans. Analgesics are considered nonspecific

migraine medications as they work on pain

systems in general, not just activated pain path-

ways involved in migraine. In contrast, triptans

and ergotamines are migraine-specific medica-

tions. Analgesic and abortive medications are

recommended for intermittent use. The American

Migraine Prevalence and Prevention workgroup

recommends a preventive medication for 4–5

non-disabling attacks or two or more disabling

attacks per month. In addition, the use of behav-

ioral headache medicine techniques combined

with a daily medication will reduce the frequency

of headaches further. A headache preventive ther-

apy goal is to reduce attacks by 50% or more.

Prophylactic or preventive medications are taken

daily to prevent migraine attacks from occurring

and commonly include a variety of antiepileptic,

antidepressant, and antihypertensive medications.

OnabotulinumtoxinA (BOTOX) is an injectable

neurotoxin that has recently been FDA approved

for migraine treatment. The mechanisms of action

for migraine prevention remains unknown, but

inhibition of nociceptive signaling has been

suggested. Other medications (e.g., antiemetics,

steroids) may also be utilized.

Behavioral Treatments for Migraine

Over the past three decades, several behavioral

treatments for migraine prevention have been
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used widely as independent therapies or in

combination with medications. Most behavioral

treatments are classified into three broad catego-

ries: cognitive-behavioral therapy (i.e., stress-

management training), relaxation training, and

biofeedback (often administered in conjunction

with relaxation). In most instances, behavior ther-

apies are used for preventing migraine episodes

rather than for alleviating symptoms, once an

attack has begun. Although these modalities

may be effective as monotherapy, they are more

often used in conjunction with medications.

Goals for behavioral treatments include: reducing

the frequency and severity of headache episodes;

reducing headache-related disability; reducing

reliance on medications; enhancing personal

control over headache; and reducing distress

and psychological symptoms.

Over 300 studies evaluating behavioral

treatments for migraine have been published

since the earliest empirical report evaluating

a behavioral intervention for recurrent headache

was published in 1969. The overwhelming

majority of published clinical trials yielded pos-

itive outcomes, leading many professional prac-

tice organizations to recommend use of

behavioral headache treatments alongside the

preferred pharmacologic treatments for primary

headache. An exhaustive meta-analysis of

behavioral treatments for migraine funded by

the Agency for Healthcare Research and Quality

found these behavioral interventions yielded

35–55% reduction in migraine versus 5% reduc-

tion for no-treatment controls. The meta-analysis

was the basis for an evidence-based guideline

for migraine management produced by the U. S.
Headache Consortium whose membership

included the American Academy of Family

Physicians, American Academy of Neurology,

American Headache Society, American College

of Emergency Physicians, American College of

Physicians, American Osteopathic Association,

and the National Headache Foundation. The

Consortium’s recommendations pertaining to

behavioral interventions for migraine are as

follows:

(a) Relaxation training, thermal biofeedback

combined with relaxation training,

electromyographic biofeedback, and cogni-

tive-behavioral therapy may be considered

as treatment options for prevention of

migraine (Grade A Evidence).

(b) Behavioral therapy may be combined with

preventive drug therapy to achieve added

clinical improvement for migraine (Grade

B Evidence).

Behavioral treatment typically entails 6–12

individual clinic sessions with a professional.

Cost and availability of behavioral medicine

specialists that provide services severely limit

access of the average patient to behavioral treat-

ments. In recent years, alternative delivery for-

mats have been developed to increase availability

and cost-effectiveness, such as group administra-

tion and minimal therapist-contact treatments.

Minimal-contact or “home-based” formats have

been the most extensively developed in this arena

and provide similar treatment components to

their clinic-based counterparts. Skills are intro-

duced in the clinic but training occurs primarily

at home guided by written materials and audio

recordings. Consequently, only three or four

clinic sessions may be necessary when behavioral

techniques are delivered via this format.

Meta-analyses have demonstrated the utility of

the minimal-contact treatment approach, indicat-

ing that for many patients such treatments can be

as effective as those delivered in a clinic setting.

Self-management

Headache Diary: Daily quantitative recordings

of headache yield measures of headache fre-

quency, duration, and intensity and may be

employed to identify medication overuse, chro-

nobiological patterns, menstrual and other head-

ache triggers (see below), and to assess treatment

outcomes. Diaries should be recorded daily, since

memory for pain is prone to distortion. Diaries

encourage patients to be systematic in their

assessment of headache patterns and enable

health-care providers to observe efficacy of treat-

ments and dosages over time.

Headache Triggers: Identification and

management of individual headache triggers is

a common component of behavioral headache

therapies. A trigger is an event that provokes
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headache within 24 h at least 50% of the time.

The level of vulnerability to any specific

headache trigger factor varies from person to

person. An individual’s vulnerability to any

given trigger factor also can rise and fall over

time. Just the same, a person’s overall tendency

to experience a headache in response to trigger

factors is likely to be an inherited trait. Prospec-

tive headache diaries are used to correlate

headache onset or exacerbation with potential

stimuli. The more common headache triggers

reported by patients across studies is stress, men-

struation, sleep disturbance, fasting or skipping

meals, and weather. Additional triggers include

alcohol, smoking, exercise, sexual activity, bright

lights, odors, specific dietary additives, and

others. There may be a threshold effect, in

which multiple triggers or a combination of trig-

gers tend to provoke headache. Headache trigger

management includes: education about common

headache precipitants, training patients to iden-

tify their unique triggers through prospective

self-monitoring in a headache diary, applying

behavior change principles to limit exposure

to avoidable triggers (e.g., sleep deprivation) or

apply self-management skills in responses to

unavoidable triggers (e.g., stress).

Cross-References

▶Biofeedback

▶Cognitive Behavioral Therapy (CBT)

▶Headaches: Psychological Management

▶Relaxation: Techniques/Therapy

▶ Stress Management
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in Milwaukee, Wisconsin. He earned a Bachelor’s

degree from the University of Washington in
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1931, aMaster’s fromStanford the following year,

and his doctorate from Yale in 1935. He was then

a social science research fellow at the Institute of

Psychoanalysis, Vienna, for a year before

returning to Yale as a faculty member in 1936.

During the Second World War, he served as an

officer in charge of research in theArmyAir Corps’

Psychological Research Unit #1 in Nashville,

Tennessee, and later directed the Psychological

Research Project at the headquarters of the Flying

Training Command in Randolph Field, Texas.

Miller returned to Yale as Professor of Psychology

and in 1952, he was appointed the first James

Rowland Angell Professor of Psychology.

In 1966, Miller transferred to Rockefeller

University, where he spent an additional

15 years of service. He became professor emeri-

tus at Rockefeller in 1981 and research affiliate at

Yale in 1985.

Major Accomplishments

Miller is often credited as being the founder of

behavioral medicine. He made significant contri-

butions to our understanding of the relationship

between reinforcement mechanisms and the con-

trol of autonomic behavior, and pioneered the

field of biofeedback, which is used successfully

today to treat a variety of medical conditions. He

was also active in many other fields of scientific

investigation.

His early research focused on the investiga-

tion of Freudian theory and clinical phenomena

using experimental analysis of behavior tech-

niques. He concluded that fear is a learnable

drive, and began to investigate other autonomic

behaviors to determine if they could be modified

through instrumental conditioning. He used

behavioral methodologies and neurophysiologi-

cal techniques to investigate hunger and thirst.

This integration of ideas and practices laid the

foundation for modern neuroscience, and also

fundamentally changed understanding of behav-

ior and motivation. Interdisciplinary collabora-

tion was a hallmark of his work.

Following animal model work on anxiety,

Miller began to investigate other autonomic

behaviors, trying to find out if they could also

be modified through instrumental conditioning.

He investigated hunger and thirst, using behav-

ioral methodologies and neurophysiological

techniques. He concluded that the autonomic

nervous system could be as susceptible to clas-

sical conditioning as the voluntary nervous sys-

tem. This led to his work on biofeedback. Initial

reaction in the scientific community to his claim

that people could learn to control autonomic

functions was not positive. However, his

sustained investigation revealed that this is

indeed the case, and biofeedback became gradu-

ally accepted in scientific circles as a method to

help treat various medical conditions, including

high blood pressure, epilepsy, attention deficit

and hyperactivity disorder (ADHD), and

migraines.

During his career, Miller was president of

many learned societies, including the American

Psychological Association (APA), the Society

for Neurosciences, the Biofeedback Society

of America, and the Academy of Behavioral

Medicine Research.

Miller received the APA Distinguished Sci-

entific Contribution Award in 1959 and the

APA Citation for Outstanding Lifetime Contri-

bution to Psychology in 1991. In 1993, APA’s

Board of Scientific Affairs voted to honor him by

establishing the Annual Neal Miller Distin-

guished Lecture, to be dedicated to neuroscience

and animal research and presented at each APA

convention. Miller himself presented the first

lecture in 1994. The Academy of Behavioral

Medicine Research established the Neal E.

Miller New Investigator Award in his honor,

and he received the National Medal of Science

in 1964.

Editor’s note: Dr Miller passed away in 2002.
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Synonyms

MBMD

Definition

Short Definition

The Millon Behavioral Medicine Diagnostic

(MBMD) is a broadband self-report psychosocial

instrument designed to assess physically ill and

behavioral medicine patients to help develop

effective treatment and management plans.

Description

The Millon Behavioral Medicine Diagnostic

(MBMD) is a broadband self-report psychosocial

instrument designed to assess physically ill and

behavioral medicine patients aged 18–85 years to

develop effective treatment and management

plans. It provides information on test response

patterns, health behaviors, psychiatric features,

personality-based interpersonal coping styles,

stress-moderating variables, and predicted

responses to medical treatments.

The test was developed using a 3-step

validation process wherein theory-generated

items were used to form the 29 clinical scales

representing the domains tapped by the test

(Millon, Antoni, Millon, Minor, &

Grossman, 2006). The initial validation sample

comprised 720 patients (cancer, cardiac, diabetes,

HIV, neurological, pain) drawn from medical set-

tings across 22 states in the USA and Canada. Item

content was refined to optimize scale internal con-

sistency and test-retest reliability. Concurrent

validity was determined through correlations

with scales widely used in behavioral medicine

research and with medical staff ratings. The

MBMD is a 165-item true-false test in English

and Spanish versions appropriate for a sixth

grade education reading level. The test requires

20–25 min to complete and can be scored through

a computer program, a fax-in service to the test

publisher, or using hand-scoring templates.

The MBMD reports result in a profile

depicting the raw scores and norm- and

gender-adjusted prevalence scores for each scale

representing the major test domains (Psychiatric

Indicators [5 scales], Coping Styles [11 scales],

Stress Moderators [6 scales], and Treatment

Prognostics [5 scales] and Management Guides

[2 scales]). Scores on other test domains,
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Negative Heath Behaviors and Response

Patterns, are expressed as categories. The test

also yields a multipage report that highlights

patient assets and liabilities in each domain, and

uses “cross-domain” synthesis to modulate the

interpretation of individual scores based on

other domains in the profile (e.g., response pat-

tern, psychiatric indicators, and coping style). At

the end of the report there is a one-page Health

Provider Summary that includes the most salient

aspects of the patient’s test results expressed in

bulleted short phrases, and a list of noteworthy

item endorsements that may require immediate

attention and follow-up.

Subsequent validation studies based on 711

patients undergoing bariatric surgery procedures

and 1,200 patients undergoing treatment for

chronic pain in a variety of treatment settings

across the USA have produced specialized test

reports designed for use in these settings. Designed

to accompany the general MBMD report, each of

these “specialized” reports contains additional

report sections germane to pretreatment consider-

ations and longer-term patient management. The

bariatric report contains information across 24

variables describing hypothesized benefits of addi-

tional presurgical assessments and interventions,

and the benefits of postsurgical adjunctive behav-

ioral interventions. The pain report comes in two

versions – a presurgical report and a nonsurgical

report. The pain reports include general medical

prevalence scores, and chronic pain-specific

percentile scores. The pain reports contain proba-

bilistic statements relevant to pretreatment and

posttreatment patient management. The MBMD

is associated with health behaviors and medical

outcomes in diverse clinical populations (Cruess,

Meagher, Antoni, & Millon, 2007, Cruess,

Localio, Platt, & Kimmel, 2010; Farrell, Shen,

Mallon, Penedo, & Antoni, 2011; Harper, Wager,

& Chacko, 2010; Lavoie et al., 2010; Pereira et al.,

2010).
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Mindfulness

Alan M. Delamater
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Miller School of Medicine, Miami, FL, USA

Synonyms

Insight meditation; Meditation

Definition

A key factor in insight meditation is the devel-

opment of bare attention and mindfulness. Bare

attention is observing phenomenon as they

are, without comment, evaluation, or judgment.
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Mindfulness is the application of bare attention

to changing objects as they occur in each

moment, with an attitude of acceptance so that

there is no clinging to objects that are desirable

and there is no aversion to objects that are not

desirable. In mindfulness practice, one does not

identify with objects of attention. The goal is to

increase the frequency of noticing objects as

they arise and pass away in consciousness. Con-

centration is also an important component of

insight meditation, but is used in insight medita-

tion to focus on changing objects rather than

a single object of attention (Goldstein, 1976;

Goleman, 1988).

As mindfulness becomes stronger and more

sustained, insights about the nature of the mind

and reality are experienced, including three fun-

damental characteristics of existence: imperma-

nence, suffering, and not self, i.e., the concept

that the self is a creation. Insight or vipassana

meditation has its origins in Buddhism and was

developed over 2,500 years ago; vipassana is the

Pali word meaning to clearly see the nature of

phenomenon.

In recent years, mindfulness has been incor-

porated into psychotherapeutic techniques and

health-care interventions. There is a growing evi-

dence base for its efficacy in treating pain, anxi-

ety, stress, depression, and chronic health

conditions, as well as for stress reduction and

improved well-being in healthy people (Baer,

2006; Bohlmeijer, Prenger, Taal, & Cuijpers,

2010; Hofmann, Sawyer, Witt, & Oh, 2010; Sha-

piro & Carlson, 2009). Mindfulness has been

adapted to several treatment programs, including

mindfulness-based stress reduction (Kabat-Zinn,

2003), mindfulness-based cognitive therapy

(Segal, Wiliams, & Teasdale, 2002), dialectical

behavior therapy (Linehan, 1993), and accep-

tance and commitment therapy (Hayes, Strosahl,

& Wilson, 1999).

Cross-References

▶Meditation

▶ Stress Management

▶Transcendental Meditation
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Mini-Finland Health Survey
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National Institute for Health and Welfare,

Helsinki, Finland

Definition

The Mini-Finland health survey (MFhes) is

the first comprehensive nationwide study com-

bining interview, questionnaire, and examination

methods. Its baseline field work was carried out

by the Social Insurance Institution’s (SII) Mobile

Clinic Unit (Autoklinikka) during 1978–1980 in

a representative sample of adults aged 30 years,
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and 96% of the sample was interviewed and 90%

examined. The register-based follow-up of the

sample of 8,000 is complete until 2010.

Description

In Europe in the twentieth century, the SII Mini-

Finland health examination survey (MFhes; in
Finnish: Mini-Suomi terveystutkimus) carried

out in 1978–1980 was the first comprehensive

nationally representative study of health, chronic

diseases, functional limitations, their determi-

nants (social environmental, behavioral and

biological risk, and protective factors), use of

health services comprising rehabilitation, and

need and unmet need for care and help.

It combined the sociomedical, epidemiological,

and social science research traditions of the SII,

i.e., the paradigms and methodological skills of

the Mobile Clinic Unit’s health examinations and

the Social Security Health Interview surveys,

both initiated in 1964, soon after the introduction

of the sickness insurance scheme covering the

whole population of Finland. In addition to the

general goals of a health survey, a special aim

was to compare data on chronic diseases and need

for care independently obtained by a health inter-

view and a health examination.

The Sample

A two-stage cluster sample of 8,000 people aged

30 years and over in 40 study areas (clusters) was

designed, and a list of eligible individuals with

contact information was drawn from the national

population register. The sampling frame

comprised the whole population, i.e., also

institutionalized people.

The Concept of Health

Health was conceptualized as a perceived,

biological, and social phenomenon. Special

emphasis was placed to the measurement of func-

tional capacity, its limitations, handicaps, and

disabilities. Work ability and functioning were

concepts used to measure the state of “health”

independently of the presence or absence of

diseases.

The Phases of the Field Work

The main phases of the field survey were the

health interview; the health examination, com-

prising a two phase field work; and a third

phase, the in-depth examination in the SII

rehabilitation research center.

The Health Interview and the Examination

First, nurses (626 nurses over the whole country)

carried out a structured health interview in the

persons’ home (or institution), and 7,703 persons

(96% of the sample) participated. Within

1–6 weeks of the interview, all individuals in

the sample were invited by letter to the Mobile

Clinic Unit’s health examination. The unit was

situated centrally in the study area. In the initial

screening phase, 7,217 individuals (90% of

the sample) were interviewed and examined.

A few months later, on the basis of findings in

the screening phase and health-related data drawn

from the SII’s registers, those that might suffer

from one of the core chronic diseases were asked

to come to the clinical phase, 5,819 individuals

(73%) attended the clinical phase and 4,840

(61%) were subjected to a doctor’s structured

history and examination, which as indicated by

the screening phase findings concentrated on the

cardiovascular and respiratory system, on the

musculoskeletal system, or on all of them.

Non-attendants were approached by a mail

questionnaire after the field study proper.

Therefore, some health data are available on

98% of the whole sample.

Health-Related Content of the Health

Interview

Perceived health, chronic disease or defect, care

received, illness-induced change of occupation or

duties, handicap caused by illness or defect in the

present work, functional limitations (ADL and

IADL), sickness days, psychological symptoms,

perceived need of care or help for psychological

symptoms and visits to a psychiatrist or

a psychologist, use of medical care, prescription

medicines (name and classification according

to the main indication) currently used, dental

care, preventive health examinations, smoking,

and dietary habits.
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Methods of the Health Examination

The health data were obtained by questionnaires,

symptom interviews, tests of functioning, and

clinical measurements. In the screening phase,

the order of the measurements was the following:

(1) height, weight, and BMI; (2) interviews on

symptoms; (3) a urine sample; (4) blood pressure

(mercury sphygmomanometer) and heart rate; and

(5) ECG and respiratory tests by a Vitalograph

spirometer. Other tests and measurements were

carried out in varying order. They comprised sup-

plementary interviews, a joint function test,

a dental examination, a chest X-ray, and a blood

sample. Finally, psychometric group tests were

carried out and reaction time was measured. The

screening phase comprised, i.e., questions on psy-

chological symptoms and the general health ques-

tionnaire (GHQ-36). The clinical examination for

mental health problems consisted of a present state

examination interview (short version) carried out

by one trained psychiatric nurse. Half of these

interviews were carried out during the screening

phase and half during the clinical phase. In the

clinical phase proper, to assess reliability/repeat-

ability, all screening measurements were repeated

on a 20% randomly drawn subsample of the sub-

jects, and a clinical doctor’s examination directed

according to the earlier findings was carried out.

The examining doctor recorded also any other

concurrent diagnoses and assessed each exam-

inee’s work and functional ability, disabling dis-

eases and need for care. Current good diagnostic

and therapeutic practice was used as a yardstick

when assessing the need for care and unmet need

for care.

Finally, 991 persons were examined in depth

for workability and rehabilitation needs in the SII

Rehabilitation Research Centre.

Information Obtained by Questionnaires and

Interviews During the Health Examination

Perceived health, chronic disease, diseases diag-

nosed by a doctor (a disease list of 32 diseases) and

follow-up questions for each disease mentioned

(hospital care ever, medicine use ever, current

care by a medical doctor, current use of medi-

cines), hospital care, surgical operations, care by

a medical doctor, prescription medicines (name

and classification according to indication),

nonprescription medicines, work ability and work

disability, ability to participate and perform tasks

and duties outside gainful employment, as well as

in leisure time activities. There were also a set of

questions on the ability to perform IADL andADL

activities. The final part comprised questions on

physical activity such as physical strenuousness of

work, leisure time physical activity comprising

also details of regular exercise, and physical activ-

ity on the way to and from work. The last part of

the main questionnaire of the health examination

inquired about work and working conditions. A set

of questions were specially constructed to describe

leisure time activities and hobbies, and the final

questions inquired about alcohol use in a way to

allow quantification of the amount of absolute

alcohol consumed on average during a week over

the past month.

Record Linkage at the Time of the Field Work

and Follow-up of the Cohort

By record linkage, after the field survey, further

data were obtained from national registers on use

of services, diseases, and disabilities. Final

diagnostic assessments were made by combining

all available information. As a result, diagnostic

and other clinical data are available on 5,292

people invited to come to the doctor’s examina-

tion. These are all of the individuals meeting the

criteria screening positivity for the clinical phase

and equal 66% of the sample.

Record linkage was used also for a follow-up

of the sample, which today is complete until year

2009.

Biobank and Data Set

Frozen serum and plasma are stored by the

National Institute for Health and Welfare

(THL), and samples are being used for prospec-

tive studies to assess the impact of many bio-

chemically determined risk and protective

factors on mortality and risk of chronic diseases.

The large data set has been fully characterized

and described, and upon proper agreement,

the data can be and have been used extensively

for collaborative research by THL and outside

scientists.
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Social Circumstances, Living Conditions, and

Behavior

The readership may be especially interested in

some of the available data on social circum-

stances and living conditions as well as methods

used for measuring health-related behavior.

The usual information on family/household

is available such as data on the number of

family members, their age distribution, the sub-

ject’s marital status, the family head’s occupa-

tion (current or latest previous) and his/her

receipt of any pension benefit, the subject’s

educational attainment, the community (munic-

ipality) in which the subject has lived longest,

the subject’s receipt of a pension, and total

family income.

The subject’s main occupation and employer,

working hours, possible unemployment or layoff,

the salary basis (e.g., hourly or monthly payment,

paid by the piece), and comparable information

related to job and employment.

Furthermore, information such as the distance

to the nearest public health center doctor, to the

nearest private doctor, and to the nearest dentist

was gathered.

Current Context of the Mini-Finland Health

Survey

The Mini-Finland health survey was originally

designed as a single-handed cross-sectional and

epidemiological follow-up study. However, it is

now part of a unique set of nationally representa-

tive cross-sectional and individual level follow-

up studies based on the same concept and with the

same or similar health interview and health

examination data. I refer to the Health 2000

national survey (Aromaa & Koskinen, 2004)

and the ongoing Health 2011 national survey.

The data gathered on these studies are even

richer, and in addition to serum and plasma sam-

ples, the biobank now also contains DNA and

RNA samples. After complete sequencing of the

genome has become possible, the genetic infor-

mation on the Health 2000 subjects has been

extensively used to identify genes increasing

the risk of the major public health problems,

and corresponding effects on and interactions

with social determinants, living conditions, and

biological risk and protective factors of chronic

diseases.
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Definition

This is a practical method for grading the cogni-

tive state of patients for the clinician (Folstein &

McHugh, 1975).

Description

The mini-mental state examination was devel-

oped in 1975 (Folstein & McHugh, 1975) and

has since been widely used in clinical and

research settings. It is most commonly used by

clinicians in a medical setting to assess for demen-

tia, where it is administered serially to assess the

effect of time on the progression of dementia. It is

a 30-item screening tool which takes approxi-

mately 10 min to complete by a trained adminis-

trator. Severe cognitive impairment is indicated by

a score of (�9 points) moderate (10–20 points)

and mild (21–24 points). A score of 25 and over

indicates normal cognition.

It includes the following tasks of cognition:

• Orientation to time and place

• Registration: The ability to learn the names of

three objects
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• Attention and calculation: The performance of

serial 7’s, or spelling “world” backward

• Recall: Remembering the three objects that

they had learned in the registration task

• Language: Naming a pencil and watch, repeat-

ing a sentence, following a three-stage com-

mend, reading and obeying a command, and

writing a sentence

• Basic motor skills: Copying a design of two

intersecting pentagons

Psychometric Properties

Reliability was investigated by Molley and

colleagues, who reported an intraclass correlation

for the mini-mental state examination of 0.69

(Molloy, Alemayehu, & Roberts, 1991). The

inter-rater agreement, particularly for the atten-

tion and calculation task, has been reported

as being poor (Davey & Jamieson, 2004).

This examination has been found to be respon-

sive to change (Uhlmann, Larson, & Buchner,

1987).

The MMSE can be obtained from the current

copyright owner Psychological Assessment

Resources http://www4.parinc.com/

Cross-References
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▶Anxiolytic

Minority Health

Luz M. Garcini1, Eleshia J. P. Morrison2 and

Georita Marie Frierson3

1Ethnic Minority & Multicultural Health SBM

SIG Co-Chair, SDSU/UCSD Joint Doctoral

Program in Clinical Psychology, San Diego,

CA, USA
2Department of Psychology, Ethnic Minority &

Multicultural Health SBM SIG Chair, The Ohio

State University, Columbus, OH, USA
3Department of Psychology, Southern Methodist

University, Dallas, TX, USA

Synonyms

Health disparities; Multicultural health

Definition

Minority health refers to the special medical, psy-

chosocial, and/or health needs of minority groups,

including addressing the amelioration and preven-

tion of health disparities. Health disparities refer to

inequalities in the overall rate of disease preva-

lence, incidence, morbidity, mortality, or survival

rates among certain groups of people when com-

pared to the general population, as well as differ-

ences in the quality, outcomes, cost, or use of and

access to health-care services (Minority Health

and Health Disparities Research and Education
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Act, 2000). Although primarily associated with

health issues among ethnic and racial minorities,

minority health also addresses the medical, psy-

chosocial, and/or health needs of people with dis-

abilities and minorities on the basis of age,

socioeconomic inequality, and sexual orientation.

Thus, any sociodemographic variable could lead

to a minority health concern.

Description

Historical Background of Minority Health in

the United States

As early as the beginning of the 1900s, intellec-

tual leaders and activists such as W.E.B. Du Bois

and Booker T. Washington documented the

effect of contextual factors (i.e., economic pov-

erty, inferior education, segregation and racism)

on the health and quality of life of minority

groups, particularly African Americans (Thomas,

Benjamin, Almario, & Lathan, 2006). In 1915,

Washington launched a comprehensive public

health education campaign, the Negro Health

Improvement Week, to promote health education

among segregated Blacks and to increase aware-

ness of existing health disparities. Later, the cam-

paign evolved into the National Negro Health

Movement, one of the most effective movements

to promote direct and indirect cooperation

between government organizations and members

of a minority group for the betterment of minority

health. An important legacy of the National

Negro Health Movement was that the Black com-

munity became among the most active American

groups in the national and worldwide movement

for minority health improvement.

During the 1960s and inspired by the civil

rights movement, other ethnic minority groups

also became increasingly involved in advocacy

efforts aimed at community health improvement.

A notable example was that of Latinos and the

development of organizations such as the National

Organization for Mexican American Services

(NOMAS) and the Southwest Council of La

Raza (SWCLR), which later became the National

Council of La Raza (National Council of La Raza

[NCLR], 2011). These organizations aimed to

increase representation of the Latino perspective

at the local and national level on issues of health,

education, immigration, housing, employment,

training, and civil rights enforcement. Neverthe-

less, despite these early efforts, it was not until two

decades later that minority health issues made it

onto the national agenda.

In 1985, Margaret Heckler, Secretary of the US

Department of Health and Human Services,

released the Federal Report of the Secretary’s

Task Force onBlack andMinority Health (Depart-

ment of Health &Human Services [DHHS], 1985)

to introduce minority health onto the national

agenda. This report provided the first comprehen-

sive national minority health study published by

a government department to documentwidespread

and persistent disparities in health status between

various ethnic/racial minorities (i.e., African

Americans, Hispanics, Native Americans, Asians

and/or AlaskanNatives) andWhites. Additionally,

Heckler’s report provided several primary recom-

mendations to address for the improvement of

minority health. These recommendations were to

(1) implement the dissemination of health educa-

tion through community outreach; (2) develop cul-

ture- and context-sensitive health education

programs and interventions; (3) improve access,

delivery, and financing of health services tominor-

ity populations; (4) promote communication,

coordination, and collaboration among federal

and local agencies in administering programs

addressing minority health issues; (5) improve

the quality, availability, and use of health data

pertaining to minority populations; and

(6) increase and support research to inform the

improvement of minority health. Given their rele-

vance, the aforementioned recommendations con-

tinue to be at the forefront of the research and

practice of minority health issues even to this date.

To manage the implementation of recommen-

dations set forth by Heckler’s report, the DHHS

created the federal Office of Minority Health

(OMH) in 1986 (OMH, 2011). Two years later,

and also in response to the same report, the Cen-

ters for Disease Control and Prevention (CDC)

established its own Office of the Associate Direc-

tor for Minority Health (ADMH), which later

became the CDC’s Office of Minority Health
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(OMH) in 2002 and most recently the Office of

Minority Health and Health Disparities (OMHD)

(CDC, 2011). Unique to the OMHD is its

expanded focus on addressing minority health

issues for populations defined not only by race/

ethnicity but also by socioeconomic, age, disabil-

ity, and risk status related to sex and gender. Also,

acknowledging the importance of research as

essential to the advancement of minority health,

the National Institutes of Health (NIH)

established the Office of Research on Minority

Health in 1990. In 2000, the Minority Health and

Health Disparities Research and Education Act

signed by President Bill Clinton elevated the NIH

Office of Research on Minority Health to become

the National Institute on Minority Health and

Health Disparities (NIMHD, 2011). Since its

establishment, the NIMHD has focused on

emphasizing the need for and improvement of

the visibility of basic, clinical, social, and behav-

ioral research focusing on minority health issues

and health disparities, as well as promoting

research infrastructure and training of highly

qualified minority scientists.

Important national and state initiatives exist

that aim at health promotion and disease preven-

tion and management among minority groups.

For three decades, Healthy People, the nation’s

health agenda, has set a target for reaching health

objectives for minority populations. In Healthy

People 2000, the focus was on reducing health

disparities, while Healthy People 2010 aimed to

eliminate health inequality. Expanding on the

goals of these two previous agendas, Healthy

People 2020 aims at improving the health of

all groups, thus extending its focus to address

minority health beyond racial/ethnic groups to

the inclusion of people with disabilities and

minorities on the basis of age, socio-economic

inequality, and sexual orientation. Expanding

minority health to focus on vulnerable populations

at risk beyond ethnic/racial groups is a more appro-

priate way to represent the needs and changing

demographic profile of the US population.

Behavioral Medicine and Minority Health

The United States is undergoing fundamental

changes in its minority populations that will

challenge the current health-care system and the

field of behavioral medicine (Institute for the

Future, 2003; Yali & Revenson, 2004). Continu-

ing with current trends, there will be an increase

in older populations, as well as growth in the

number of people varying in sexual orientation.

Likewise, the prevalence of certain ethnic/racial

minorities will also increase. It is estimated that

by 2050, non-Hispanic Whites will make up less

than half of the US population (46.3%), with

minority and immigrant groups becoming

a majority. Of all ethnic/racial minorities, His-

panics or Latinos are expected to experience the

largest population growth, from 16% today to

30% by 2050 (US Census Bureau, 2010). As

these population changes take place, the need

for culture-sensitive and contextual approaches

to the research and practice of minority health

will be increasingly necessary. Given its interdis-

ciplinary approach and biopsychosocial perspec-

tive, behavioral medicine provides an appropriate

platform for the conceptualization, assessment,

treatment, research, and policy development of

minority health issues as defined by changing

demographics in the USA. In developing an

understanding of the effect of cultural and con-

textual determinants of health and illness to the

prevention, promotion, etiology, diagnosis, treat-

ment, and rehabilitation of minority health,

behavioral medicine can efficiently and effec-

tively address even the most complex issues

pertaining to minority health.

Cross-References

▶Behavioral Medicine

▶Ethnic Identities and Health Care

▶Health Disparities
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Minority Subgroups

Orit Birnbaum-Weitzman

Department of Psychology, University of Miami,

Miami, FL, USA

Synonyms

Ethnicity subgroups; Subethnic groups; Sub-

group heterogeneity

Definition

Minority subgroups refer to the within-group

variation that is notably manifested among indi-

viduals from the same ethnic and racial group

according to one or more sociodemographic

factors including but not limited to nationality,

language, religion, gender, social/immigration

histories, educational level, and socioeconomic

status.

Description

All racial/ethnic minority populations, including

persons of Hispanic/Latino, African/Black, and

Asian descent in the United States, are character-

ized by considerable diversity and can be further

classified into minority subgroups. However,

data on health aspects among minority groups

have usually been combined in behavioral health

analysis (For example see Whitfield, Weidner,

Clark, and Anderson, 2002). To a large extent,

the health-care system still fails to understand the

complexity and diversity of immigrant and ethnic

populations (Srinivasan and Guillermo, 2000).

There is a need for greater specificity of racial

and ethnic subgroups in behavioral medicine

research (Feinleib, 1993). Studies that fail to dis-

aggregate minority subgroups may be inaccu-

rately reporting health research and overlooking

health risks experienced by some immigrant

groups (Srinivasan and Guillermo, 2000). Meth-

odological difficulties typically arise in assessing

the variables that are important in further classi-

fying ethnic minorities into subgroups. However,

by subsuming them under larger racial categories

aggregating their data into one undifferentiated

group, the health and health-care needs of spe-

cific minority subgroups are overlooked.

Although scant, recent epidemiological studies

are making an effort to collect additional data to

characterize the heterogeneity of the standard

racial/ethnic categories and provide data on sub-

group differences. This trend will improve devel-

opment of effective treatment interventions to

address public health needs of ethnic minorities.

American ethnic subgroups vary substantially

with respect to demographic and socioeconomic

characteristics (see McCracken et al., 2007 for

example in Asian Americans). There are extreme

variations in income and rates of poverty among

ethnic subgroups (Stone and MCQuillan, 2007;

Srinivasan and Guillermo, 2000), and these vari-

ations can affect health. Minority subgroups also

vary markedly in terms of religion, culture, and

language. The social and political histories of

minority subgroups and the variability within

these subgroups have implications for the general

health and mental health of this population (see
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for example Williams, Nazroo, Kooner, and

Steptoe, 2010). Time since immigration is

directly related to language spoken at home and

English-language fluency and is also a source of

variability within minorities (McCracken et al.,

2007). Ethnic subgroups that have lived longer in

the United States are more likely to speak English

better or speak only English at home. This sug-

gests that certain minority subgroups face differ-

ent barriers to medical care as a result of

linguistic and cultural differences (McCracken,

et al., 2007). Generational factors and the process

of adjustment to living in the United States also

have an impact on health and mental health.

Acculturation and adoption of westernized

diets and behaviors can also contribute to expla-

nations of health differences in minority sub-

groups. Within ethnic populations, minority

subgroups show mixed profiles of health behav-

iors such as smoking, alcohol consumption, and

levels of physical activity (Alegria et al., 2008;

Williams et al., 2010). Additionally, samples

from minorities living in the same geographical

catchment areas suggest that despite little varia-

tion in environmental context, subgroup varia-

tions arise as a consequence of individual

differences in religious and psychosocial experi-

ences (Williams et al., 2010). Interreligious var-

iation observed in some studies highlights the

relevance of studying subgroup heterogeneity

and indicates that a clear understanding and

assessment of these concepts will increase the

understanding of health differences between eth-

nic/racial groups (Williams et al., 2010). Further-

more, differential exposure to stressful

experiences in particular discrimination stress

can further explain inequalities in physical and

mental health among minority subgroups and has

been an important topic in minority research

(Perez, Fortuna, and Alegria, 2008; Gee, Ro,

Shariff-Marco, and Chae, 2009). Variations in

perceived discrimination are related to

sociodemographic and cultural differences across

ethnic subgroups.

Hispanics/Latinos are the largest minority

group in the United States, but they are not

a homogeneous group. Hispanics are a diverse

group in terms of nativity status, country of

origin, racesocioeconomic status, and exposure

to U.S. culture (Borrell and Crawford, 2009;

Amaro and Zambrana, 2000). Recent findings

suggests that nativity status, racial identification,

and country of origin may have implications for

Hispanics’ mortality and morbidity outcomes

(Borrell and Crawford, 2009). In contrast to the

paradox of lower mortality rates for Hispanics as

compared with non-Hispanics, disaggregated

data suggest that the mortality advantage does

not apply to all Hispanics (Borrell and Crawfors,

2009). Younger Hispanics, Puerto Rican men and

women, Mexican American women, and those

Hipanics who identify themselves as White

exhibit higher death rates than non-Hispanic

Whites (Borrell and Crawford, 2009). Health sta-

tus varies within Hispanics according to nation-

ality and can differ between Puerto Ricans,

Mexicans, and Cubans living in the USA (Borrell

and Crawford, 2008). The prevalence of hyper-

tension among Hispanic Americans falls between

that of Blacks and non-Hispanic Whites but

appears to increase with the process of accultur-

ation within Hispanics (Borrell and Crawford,

2008). In addition, the prevalence of hyperten-

sion and other cardiovascular risk factors

increases with decreasing socioeconomic status

within Hispanic/Latino subgroups. (Borrell and

Crawford, 2008). Similarly, in contrast to the

more commonly established belief that Latino

populations are at lower risk of psychiatric disor-

ders, when Latinos are disaggregated into ethnic

subgroups and by nativity, a different picture of

Latino mental health emerges, exhibiting a more

limited application of the immigrant paradox

(Alegria et al., 2008). Research shows that some

Latino subgroups suffer from psychiatric disor-

ders at rates comparable to non-Latino White

individuals (Alegria et al., 2008).

Although there is a great quantity of detailed

data available about the health of minorities, the

need for greater specificity of minority subgroups

is also evident in studies of African Americans

and other Black populations in the United States.

While an African American born and raised in the

South, a Jamaican, a Haitian, a Kenyan, and an

African American born and raised in the North-

east can all “Black”, they are likely to differ in
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terms of beliefs, behavior, and mental and phys-

ical functioning (Williams and Jackson, 2000).

Such diversity within the Black population may

predict important differences in terms of health

status (Williams and Jackson, 2000). There have

been few empirical studies of ethnic differences

in health within the American Black population.

One recent study used data from a national survey

of the US Black population to examine the rela-

tionships among ethnicity, nativity, depressive

symptoms, and physical health in the two largest

ethnic groups of American Blacks, African

Americans, and Caribbean Blacks (Griffith,

Johnson, Zhang, Neighbors, and Jackson, 2011).

Results showed that African Americans, US-born

Caribbean Blacks, and Caribbean-born Blacks

had significantly different self-ratings of their

health and self-reports of being diagnosed with

a chronic physical health condition: Caribbean-

born Blacks had the best health outcomes, and

US-born Caribbean Blacks had the worst (Grif-

fith, et al., 2011). This data highlights the impor-

tance of considering the ethnic diversity, within

the American Black population.

Asian Americans and Pacific Islanders are

another major US racial/ethnic group, defined

by the US Census Bureau as individuals with

origins in the Far East, Southeast Asia, or the

Indian subcontinent (see McCracken et al.,

2007). Asian groups are not limited to nationali-

ties and include ethnic terms as well, such as the

“Hmong”. Most incidence data and national level

mortality data are available only for all Asian/

Pacific Islander groups combined (McCracken et

al., 2007). However, these populations are

extraordinarily different with respect to country

of origin, time since immigration, socioeconomic

status, and other characteristics that affect health

(McCracken et al., 2007). Chinese Americans are

the largest Asian ethnic group in the United

States and have one of the oldest immigration

histories. The differences in cancer incidence

and mortality among the Asian American ethnic

subgroups illustrate the heterogeneity of this pop-

ulation (McCracken et al., 2007). In a recent

review McCracken and colleagues (2007)

showed that subgroups of Asian Americans

have different type of cancers according to their

immigration histories. For example, subgroups of

Asian Americans with more recent immigration

histories, such as Vietnamese and Koreans, have

a higher burden of cancers not typically observed

at high rates in westernized countries, such as

stomach and liver cancer. In contrast, other

groups with older immigration histories, such as

Japanese and Filipinos, have a higher rate of

cancers commonly observed in the United States

such as colorectal and breast cancers (McCracken

et al., 2007).

Cross-References

▶Aggregate Data

▶Cultural and Ethnic Differences
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▶Ethnic Differences
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Missing Data

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Missing values

Definition

The term “missing data” refers to data that are

not present in a final data set. While the term

can apply to one or more subjects’ entire set of

data that should be present, the more usual

situation is where only part of one or more

subjects’ entire set of data is missing.

Various methodologies have been developed

to address this issue. One common and straight-

forward approach is to delete such records from

any analyses that involve variables for which the

records have missing values. This is called the

complete-subject analysis approach (Greenland

& Rothman, 2008). It is a viable option

whenever subjects with complete data have effec-

tively been randomly sampled from all the sub-

jects in the study, in which case the missing data

are regarded as “missing completely at random.”

However, this approach does have drawbacks.

It can be very inefficient if many subjects have

missing values, and particularly if many subjects

have just a few missing data values each, since so

many data points are effectively discarded (it

discards all the data present in a subject’s record,

even if only one study variable in the record has

a missing value). Therefore, many alternative

approaches have been developed (Greenland &

Rothman, 2008).

As Donders et al. (2006) observed, “Missing

data are a common problem in all types of med-

ical research.” Simple methods of handling miss-

ing data include complete or available case

analysis, the missing-indicator method, and over-

all mean imputation. Unfortunately, however,

these approached lead to inefficient analyses

and, more seriously, they often produce severely

biased estimates of the association(s) being

investigated (Donders et al. 2006). More sophis-

ticated imputation techniques, such as multiple

imputation, yield better results.

Missing data are also a problem for researchers

employing structural equation modeling (SEM)

techniques. Different approaches include full

informationmaximum likelihood (FIML), listwise

deletion, pairwise deletion, and similar response

pattern imputation (Enders & Bandalos, 2001).

These authors performed a Monte Carlo simula-

tion examining the performance of these missing

data methods and found that FIML estimation was

superior across all conditions of the design.
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Mode

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The mode is a measure of central tendency. It is

the most frequently occurring value in a data set.

Unlike the mean, which is extremely well

suited as a measure of central tendency for con-

tinuous data, the mode is better suited to numeric

data for which there are only a few unique values.

There may be more than one value of the mode

for a data set, which happens when two or more

values occur equally often. It is also possible for

there to be no mode for a data set, which happens

when each value is unique. These properties of

the mode, i.e., that it may have multiple values in

some instances and be undefined in others, are

considerable drawbacks to its use.

Cross-References
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Moderators/Moderating Factors

Pamela S. King

Pediatric Prevention Research Center,

Department of Pediatrics, Wayne State

University School of Medicine, Detroit, MI, USA

Definition

A moderator variable is a qualitative (e.g., gen-

der, SES) or quantitative (e.g., amount of social
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support) variable that affects the direction and/or

strength of the relationship between an indepen-

dent or predictor variable and a dependent or cri-

terion variable. In research, in order to infer that

a variable is a moderating variable, there must be

a significant statistical interaction between the

predictor and the moderator (i.e. p < .05).

Description

Conceptual Meaning

A moderator variable affects the relationship

between a predictor variable (X) and an outcome

variable (Y). Moderator variables commonly

affect the strength of the relationship between

X and Y. For example, social support is thought

to function as a moderator of the relationship

between stress and negative health outcomes: in

the presence of low social support, there is

a strong relationship between stress and negative

health outcomes; in the presence of high social

support, however, the association between stress

and health is weak to nonexistent. In some cases,

a moderator can affect the direction of associa-

tion between X and Y (e.g., a positive association

between X and Y at high levels of the moderator,

and a negative association between X and Y at

low levels of the moderator).

Statistical Approach

Researchers typically use regression analyses to

detect a moderator effect. In this type of analysis,

the moderator variable and the predictor variable

(X) are both entered as predictors in the regres-

sion model (i.e., “main effects”). The interaction

between the predictor and moderator (i.e., the

product of the moderator and predictor variables)

is also entered as a predictor in the regression

model. Because of the way the interaction term

is computed (moderator � predictor), the main

effects for the predictor and moderator will be

highly correlated with the interaction term, which

could result in problems with the regression

model due to multicollinearity. To prevent prob-

lems due to multicollinearity, it is recommended

that the predictor and moderator variables be

“centered” before calculating their interaction.

Centering simply means that these variables are

transformed by subtracting each variable by its

sample mean (e.g., X�mean of X). If a moderator

effect is present, the interaction term in the

regression model will be significant (p < .05).

In the presence of a significant interaction, main

effects for the predictor and moderator are usu-

ally not interpreted.

In order to interpret statistically significant

interactions, researchers usually plot regres-

sion lines (representing the association between

X andY) for high and low values of themoderator.

This allows researchers to see how the association

between X and Y is different for different levels of

the moderator. After plotting the simple regression

lines for high and low values of the moderator,

researchers can test the significance of the slopes

of the regression lines. In some cases, one slope

might be significant, but the other might not, indi-

cating a significant association between X and

Y for one level of the moderator, but not for the

other level of the moderator.

Distinction BetweenModerator andMediator

Variables

It is important to note the distinction between the

term moderator and the term mediator, as these

two terms are often confused in the literature. Both

moderators and mediators are “third variables”

discussed in the context of the relationship

between a predictor and an outcome. As discussed

above, moderator variables are those that can

affect the strength and/or direction of the relation-

ship between X and Y (i.e., X�Moderator→Y).

A mediator variable, on the other hand, is a

mechanism; it explains how a predictor and an

outcome are related. The relationship between the

predictor, the mediator, and the outcome can be

written as X→Mediator→ Y. In other words, the

predictor causes the mediator, which then causes

Y (i.e., the mediator is in the middle of a causal

chain linking the predictor to the outcome).
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“Mono” or Mononucleosis

▶Epstein-Barr Virus

Monokines

▶Cytokines

Monounsaturated Fats

▶ Fat, Dietary Intake

Monounsaturated Fatty Acids

▶ Fat: Saturated, Unsaturated

Monozygotic Twins

Jennifer Wessel

Public Health, School of Medicine, Indiana

University, Indianapolis, IN, USA

Synonyms

Identical twins

Definition

Monozygotic (MZ) twins are pairs of individuals

resulting from the fertilization of one egg

(monozygote literally means one egg, or zygote).

The zygote goes through several cell divisions,

and the cells then separate into two groups,

resulting in two separate embryos.

MZ twins have identical copies of all of their

genes. Therefore, unlike dizygotic (DZ) twins who

can be same-sex or opposite-sex pairs, allMZ twins

are same-sex pairs. At young ages their epigenetic

material is nearly identical, but as they age the

different environmental influences they experience

can change their epigenetic material. Phenotypes,

e.g., physical and mental traits and disease states,

can therefore differ between pairs of twins.

Cross-References

▶Dizygotic Twins
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Mood

Maria Kleinst€auber

Department of Clinical Psychology and

Psychotherapy, Johannes Gutenberg-University

of Mainz, Mainz, Germany

Synonyms

Affective state; Feeling; Feeling state

Definition

In contrast to emotion mood is defined as

a transient, low-intensity, nonspecific, and subtle

affective state that often has no definite cause.

Along with all the transient affective states of

everyday life, mood also includes low-activation,

low-energy states such as fatigue or serenity.

Although the terms mood and affect are often

used synonymously, affect is more of an umbrella

term that includes both emotions and moods.

Short-term and transient feelings are called

mood states or affect states, whereas stable,

long-term individual differences in the tendency

to experience a certain mood state are defined

as affective traits. Affective traits can be differ-

entiated from temperaments in that they are

broader, more general, dispositional constructs,

which combine several affective traits and

cognitive or behavioral characteristics. Further-

more, the concept of affective traits, in contrast to

the concept of temperaments, does not include

any implications regarding the origin of the trait.

Description

Affective experiences of everyday life are char-

acterized by mixed mood states, rather than the

experience of pure emotion. Mood states inform

us continuously about our general state of being

and, therefore, play an important role in human

self-regulatory processes. Potentially important

factors that are involved in intraindividual

fluctuations in mood, or differences across

individuals can be divided into four broad cate-

gories: affective traits and temperaments, exoge-

nous factors (e.g., events, activities, ingestion of

substances, physical aspects of environment),

endogenous rhythmic patterns and sociocultural

rhythms (e.g., circadian rhythms, mood changes

across menstrual cycle or the seasons), as well as

individual differences in characteristic variability

of moods.

Moods and Biobehavioral System

Mood states should not be assumed to be iso-

lated subjective experiences, but instead should

be seen as an important component of

a complex biobehavioral system that includes

affective, cognitive, biological, and behavioral

components. Theories focusing on the issue

of causal primacy touch on the question of

whether cognitions arise first and produce

affective states, or whether affective states

appear independently and can induce cognitive

changes. These theories have so far turned out

to be unproductive. Instead it has been proposed

that the various components of the biobehav-

ioral system are connected by complex feed-

back loops and work synchronously. Changes

in one component, therefore, produce changes

in all of the others. This assumption supports

the behavioral medical conceptualization of

health and illness, which integrates biological,

behavioral as well as psychological issues in

an interactive way. It also emphasizes the role

of the affective component (including states of

mood) on health status.

Measuring Mood

In affective research, mood is mostly assessed

using self-ratings. Some rather contradictory

assumptions exist about the dimensional

structure of self-reported mood. Current evidence

strongly supports the existence of two orthogonal

dimensions: Positive Affect and Negative Affect.
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This implies that knowledge of an individual’s

current level of negative mood says very little

about their level of positive mood. Therefore, in

appraising mood it is very important to assess

both dimensions separately. Although most

research on mood is based on self-ratings,

a variety of concerns regarding this method exist,

such as biases due to social desirability, expec-

tancy effects, or the idiosyncratic interpretation

of anchoring points of rating scales. Behavioral

measures of mood are an alternative approach

to self-ratings. A typical behavioral technique

employs a consensually accepted manipulation of

mood (e.g., autosuggestion techniques such as

reading positive, negative or neutral self-referent

statements) followed by a battery of behavioral

measures (e.g., measures of psychomotor speed

or activation). This method also has serious limi-

tations, such as biases due to the motivation of

participants to comply with the perceived expec-

tations of the experimenter, or the problem of

time-limited effects.

Impact of Mood

Moods can have an impact on a variety of

cognitive and behavioral processes. Most of

the past research has been on associations

between mood and memory, judgmental and

evaluative processes, and overt behavior.

These associations also play an important

role in conceptualizations of illness and health

in behavioral medicine. Research on associa-

tions between mood and memory has identi-

fied various phenomena. Mood-congruent

encoding implies that material is learned

more thoroughly if the affective tone of that

material is consistent with an individual’s

mood state. This is considered a robust phe-

nomenon occurring with most mood states.

Mood-congruent retrieval is defined as an

increased recall of material that is of the

same affective tone as the mood experienced

during retrieval. This effect has been shown

less frequently. Mood-dependent memory

implies that an individual remembers material

learned in a particular mood state better on

occasions when the individual is in that same

mood state. One of the most popular theories

attempting to explain these phenomena is the

Associative Network Theory. It postulates that

memory is an associative network of nodes

representing units such as concepts, schemata,

events, and also affective states. Due to associative

links that can form between these units, activation

of amemory unit spreads to neighboring associated

nodes. The effects mentioned are also relevant to

behavioral medical approaches. A typical example

is that of mood-congruent effects of depressive

mood being associated with poorer memory for

positive experiences and/or better memory for neg-

ative experiences, which in turn can maintain the

vicious cycle of depressive syndrome. An enduring

depressive mood can in turn be associated with

complications in the healing processes of various

diseases.

For explaining the impact of mood on judg-

ments, the Affect Infusion Model (AIM;

Forgas, 1995) can be applied. Affect infusion
describes the process whereby affectively

loaded information becomes involved in the

judgmental process and biases the judgmental

outcome. According to the AIM, the occur-

rence of affect infusion on judgment appears

in dependence upon the use of different judg-

mental strategies, which in turn depend upon

features of the target, the judge, and the situ-

ation. The model implies that more extensive

processing strategies increase the impact of

mood on judgment, as such strategies offer

a greater scope for the incorporation of affec-

tively loaded information. This association

between mood and judgments has extremely

important consequences for behavioral medi-

cal approaches, for the reason that mood has

a major impact on people’s perceptions of

symptoms of illness, their health efficacy judg-

ments, and their expectations of potential

diseases they might have in the future. Indi-

viduals in a positive mood seem to judge their

health more favorably than individuals in

a negative mood. Furthermore, it has been

demonstrated that negative mood is associated

with negative judgments about symptoms,

symptom severity, or health status across
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different illnesses (e.g., asthma, Parkinson’s

disease, rheumatoid arthritis). In addition, neg-

ative mood seems to be associated with

a lower detection threshold and a higher selec-

tive attention for physical symptoms.

Finally, research on the association between

mood and behavior has demonstrated relatively

consistent results for the mood-congruent

effects of positive mood, with the exception that

positive mood promotes positive behaviors –

only if the behavior is not a threat to continu-

ation of the positive mood. For negative moods

the findings are much more contradictory. In

behavioral medicine in particular, mood-effects

on behavior play an important role concerning

disease-preventive as well as disease-

management behaviors. Typical examples are

that individuals in a negative mood show insuf-

ficient asthma control behavior or that nega-

tively tempered individuals with chronic heart

failure fail to seek advice for relevant cardiac

symptoms.

Mood and Health Status

In general, mood seems to be associated not

only with the subjective perception of health

status but also with objective aspects of health.

For example, individuals with a chronic ten-

dency to experience negative mood report

higher levels of health problems, especially

more psychophysiological disorders. Similar

findings have been demonstrated for highly

reactive persons (e.g., persons who quickly

change the intensity of their moods). For car-

diovascular disease in particular, enduring ten-

dencies toward negative mood seem to be

linked to the duration, development, and

course of the disease. Enduring negative

mood seems to contribute to pathophysiologi-

cal processes in the complex network of bidi-

rectional signals linking the nervous,

endocrine, and immune systems. Thus, nega-

tive mood can have an impact on immune

function and can indirectly produce a higher

risk for infectious diseases. Affective research

shows that not only negative mood, but also

positive mood has an impact on health status

and is associated with favorable health out-

comes. It has been demonstrated that positive

affect activates the neuroendocrine, autonomic,

and immune systems. For example, cortisol

level has been shown to be consistently lower

in individuals with higher levels of positive

mood, and beneficial effects of positive mood

on cardiovascular function including blood

pressure and heart rate have also been found.

The impact of positive mood seems to be

independent of the impact of negative mood;

therefore, it is speculated that positive mood

has its own specific biological correlates.

In conclusion, it is not surprising that mood

can impact the healing processes of different

diseases. Behavioral interventions focusing

on improving mood in patients with chronic

diseases, therefore, seem to play an important

role in the treatment of medical problems.

In patients with different chronic medical

conditions (e.g., heart disease, diabetes mellitus,

asthma, cancer, arthritis), behavioral therapeutic

interventions (e.g., relaxation, biofeedback,

graded exercise) have been found to have

a positive effect on anxiety and depressive mood.

Cross-References

▶Affect

▶Affect Arousal

▶Coffee Drinking, Effects of Caffeine

▶Emotional Responses

▶Emotions: Positive and Negative
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Mood Variability

▶Diurnal Mood Variation

Morbus Crohn (MC)

▶Crohn’s Disease (CD)

Mortality

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Synonyms

Case fatality; Death; Fatality; Vital status

Definition

Mortality is a measure of human longevity and,

by proxy, health that is widely utilized by demog-

raphers, epidemiologists, actuaries, and econo-

mists. Mortality data typically describe the

number of deaths by place and time. Many

nations, particularly high-income countries,

have a civil registration system of deaths, often

accompanied by the underlying cause of death as

coded on a death certificate by an attending phy-

sician. In accordance with the rules of the Inter-

national Classification of Diseases (WHO), the

underlying cause of death is defined as “the dis-

ease or injury which initiated the train of morbid

events leading directly to death, or the circum-

stances of the accident or violence which pro-

duced the fatal injury.”

Cross-References

▶Mortality Rates
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Mortality Rates

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Synonyms

Death rate

Definition

A mortality rate is an estimate of the proportion

of a population group dying during a specific

period of time. Mortality rates can be based on

how many people die of any cause (“total mor-

tality”), or can be used to describe the death rate

of a certain illness or condition, such as dementia

or avian influenza.

Mortality rate is calculated as the number of

people dying (numerator) derived by the number

of people at risk of dying (denominator). The

latter estimate is typically based on midyear

population data.

In order to produce readily understandable

results, the mortality rate – which is typically

calculated as a small fraction – is often multiplied

up by expressing it as deaths per 100 or 1,000

individuals. For instance, in a town of 10,000

residents, if 10 people die of a heart attack over

a given period of time, the mortality rate due to

this condition would be said to be 1 in 1,000

persons.

Cross-References

▶Mortality
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Motivational Interviewing

Demetria Cain

Center for Health Intervention and Prevention,

University of Connecticut, Storrs, CT, USA

Definition

Motivational interviewing is a guided, client-

centered style of counseling used to help clients

explore and resolve ambivalence toward health

behavior change. Based on the principles of moti-

vational psychology, it is designed to produce

rapid, internally motivated change by mobilizing

the client’s own change resources. Motivational

interviewing is not defined by a technique, but

by its spirit as an interpersonal style for facilitat-

ing change (Miller & Rollnick, 1991; Rollnick &

Miller, 1995).

Description

Motivational interviewing developed from Wil-

liam R. Miller’s research on studying behavioral

self-control training as a treatment for alcohol

addiction. In his early research, Miller noted

that a non-confrontational treatment approach

lowered drinking levels among alcoholics com-

pared to a therapist outpatient treatment approach

(Miller, 1978). Motivational interviewing formed

from the notion that counseling can have a huge

effect on behavior change when it emphasizes

personal responsibility and supports cognitive

dissonance in clients who experience ongoing

health behavior problems but exhibit awareness

for the behavior’s negative consequences.

Stemming from these initial concepts, Miller

and Rollnick (1991) further elaborated on the

fundamental concepts and approaches for this

style of counseling in a clinical procedure descrip-

tion. The five basic principles of motivational

interviewing are expressing empathy, developing
discrepancy, avoiding argumentation, rolling

with resistance, and supporting self-efficacy. In

expressing empathy, the therapist seeks to

communicate great respect for the client. The ther-

apist’s role is a blend of supportive confidant and

knowledgeable consultant. The client’s freedom

of choice and self-direction is supported and

respected. Persuasion is given in gentle, subtle

ways with the assumption that behavior change is

up to the client. In developing discrepancies, moti-

vational interviewing seeks to focus the client’s

awareness toward discrepancies in their behavior.

When people perceive a discrepancy between

where they are and where they want to be, they

become motivated to change. When the therapist

avoids argumentation, they employ strategies to

assist the client in accurately seeing the conse-

quences of their behavior. Direct confrontation of

behavior can produce resistance. Instead, the ther-

apist passively guides the client to voice their own

arguments for change. In rolling with resistance,

the therapist views ambivalence toward change as

normal, and resistance is explored openly. Instead

of challenging a client’s resistance, the therapist

moves with it, but with the goal of shifting the

client’s perceptions in the process. Self-efficacy is

the belief that one can perform a particular behav-

ior or accomplish a particular task and is a critical

determinant of behavior change (Bandura, 1982).

Through the therapist’s support, the client must be

confident that behavior change is possible.

Motivation interviewing was used as the style

of counseling in Motivational Enhancement

Therapy and tested in the National Institute on

Alcohol Abuse and Alcoholism’s (NIAAA)

multisite cooperative agreement called Project

Match. In this clinical trial, patients with alcohol

abuse and dependence were matched to different

treatment options based on their personal charac-

teristics. Motivational Enhancement Therapy

was shown as effective as a 12 Step Facilitation

therapy and a Cognitive Behavioral Coping Skills

Therapy for alcohol dependency treatment

(Miller, Zweben, DiClemente, & Rychtarik,

1992).

Motivational interviewing’s efficacy comes

from its ability to help guide clients through a

natural process of recovery. The Transtheoretical

Model of Behavior Change (Prochaska &

DiClemente, 1984) describes the stages of

change clients move through as they progress in
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modifying problem behaviors. The stages of

change are precontemplation, contemplation,

determination, action, maintenance, and relapse.

In motivational interviewing, the therapist assists

the client in moving from one stage to the next

by addressing where they are and where they

want to be.

Motivational interviewing has been synony-

mous with brief interventions because of terms

like “brief motivational counseling,” but they are

distinctly different concepts (Holder, Longabaugh,

Miller, & Rubonis, 1991). The six elements

believed to be active ingredients to induce change

in brief interventions are summarized in the acro-

nym FRAMES and consist of giving FEEDBACK

of personal risk or impairment, placing emphasis

on personal RESPONSIBILITY for change, giv-

ing clear ADVICE to change, providing a MENU

of alternative change options, expression of thera-

pist EMPATHY, and facilitating client SELF-

EFFICACY(Miller & Sanchez, 1994). Although

the elements of FRAMES are analogous with

motivational interviewing, it is important to dis-

tinguish the differences between the mechanisms

that make brief interventions effective and the

methods designed to encourage behavior change

in motivational interviewing (Rollnick & Miller,

1995).

Techniques used by therapist in motivational

interviewing are structured into the two phases:

building motivation for change and strengthening

commitment to change (Miller et al., 1993).

While building motivation for change, the thera-

pist helps the client make the decision to change

by using open-ended questions to elicit self-

motivational statements of problem perception,

using reflective listening to demonstrate empa-

thy, summarizing themes that need further

emphasis, and affirming the client’s challenges.

While strengthening commitment to change,

the therapist helps the client move from contem-

plation to action by recognizing the client’s read-

iness for change, discussing a potential plan

of action, communicating free choice, and

discussing consequences of action or inaction.

Although motivational interviewing was

formed out of alcohol treatment research, it has

moved into other realms of health behavior

change research. Motivational interviewing has

shown promise in behavior change related to HIV

risk behavior, substance abuse, smoking cessa-

tion, physical activity, diabetes self-care, and

many others.

Those interested in learning more about moti-

vational interviewing can seek information on

this style of counseling from resources developed

for clinicians, researchers, and trainers. Through

the Motivational Interviewing Network of

Trainers (MINT), there are opportunities

to learn motivational interviewing through one

of many training courses.

Cross-References

▶Health Behavior Change

▶ Self-efficacy

▶ Stages-of-Change Model

References and Readings

Bandura, A. (1982). Self-efficacy mechanism in human

agency. American Psychologist, 37, 122–147.
Holder, H., Longabaugh, R., Miller, W. R., & Rubonis,

A. V. (1991). The cost of effectiveness for treatment

for alcoholism: A first approximation. Journal of
Studies on Alcohol, 52, 517–540.

Miller, W. R. (1978). Behavioral treatment of problem

drinkers: A comparative outcome study of three

controlled drinking therapies. Journal of Consulting
and Clinical Psychology, 46(1), 74–86.

Miller, W. R., & Rollnick, S. (1991). Motivational
interviewing: Preparing people for change.
New York: Guilford Press.

Miller, W. R., & Sanchez, V. C. (1994). Motivating young

adults for treatment and lifestyle change. In G. Howard

(Ed.), Alcohol use and misuses by young adults
(pp. 55–82). Notre Dame, IN: University of Notre

Dame Press.

Miller, W. R., Zweben, A., DiClemente, C. C., &

Rychtarik, R. G. (1992). Motivational enhancement
therapy manual: A clinical research guide for thera-
pists treating individuals with alcohol abuse and
dependence. Rockville, MD: National Institute on

Alcohol Abuse and Alcoholism.

Prochaska, J. O., & DiClemente, C. C. (1984). The
transtheoretical approach: Crossing traditional bound-
aries of therapy. Homewood, IL: Dow Jones/Irwin.

Rollnick, S., &Miller, W. R. (1995). What is motivational

interviewing? Behavioural and Cognitive Psychother-
apy, 23, 325–334. http://motivationalinterview.org/.

M 1264 Motivational Interviewing

http://dx.doi.org/10.1007/978-1-4419-1005-9_317
http://dx.doi.org/10.1007/978-1-4419-1005-9_981
http://dx.doi.org/10.1007/978-1-4419-1005-9_1180
http://motivationalinterview.org/


Motor Behavior

▶Benefits of Exercise

Mourning

▶Bereavement

MPH

▶MPH (Masters of Public Health)

MPH (Masters of Public Health)

Pedro C. Castellon

Epidemiology and Public Health, Miller School

of Medicine, University of Miami, Miami,

FL, USA

Synonyms

Masters of public health; MPH; Public health

education

Definition

The need for dedicated health professionals to

focus on the health of the population led to the

creation of a new career and formal training and

education in public health. By the end of the nine-

teenth century, there were several schools of med-

icine and nursing to train future medical

professionals, but there were no formal training

programs for the field of public health. In an effort

to establish education for a separate public health

career, the Rockefeller Foundation provided

funding to create the first endowed school of

public health at the Johns Hopkins University in

1918. At that time the career and formal education

for public health was created for individuals to

dedicate their career to controlling infectious dis-

eases, improving sanitation, assuring the safety of

food and water, and providing immunizations

(Gebbie, Rosenstock, & Hernandez, 2003).

Since the creation of formal education

for public health, both schools and programs of

public health have awarded the Masters of

Public Health (M.P.H.) degree and other public

health-related degrees and certificates (Gebbie

et al., 2003). Presently (4/21/2011) there are 44

accredited schools and 79 accredited programs of

public health in the United States. There are also

two accredited schools and four accredited

programs of public health outside the United

States (Council on Education for Public Health,

2011). In general, the curriculum for the M.P.H.

degree and other similar degrees consists of

courses in epidemiology, environmental health,

health services and administration, biostatistics,

and social and behavioral sciences.

This coursework provides the appropriate

training and education for public health

professionals to establish careers in both the

private and public sectors. Those working in pri-

vate sectors typically work as researchers within

an academic institution or a pharmaceutical

company, while those working in the public

sector work as nutritionists, epidemiologists,

food safety inspectors, health educators, and

policy analysts in local, state, or federal health

departments. Public health professionals

continue to control infectious diseases, provide

immunizations, and assure the safety of food and

water, but today they also confrontcomplex

health issues such as obesity and cancer, improv-

ing access to health care, and reducing environ-

mental hazards (WhatisPublicHealth.?, n.d.).

Cross-References
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MRI

▶Magnetic Resonance Imaging (MRI)

mRNA

▶RNA

Multicultural Health

▶Minority Health
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Multidimensional Health Locus of
Control Scales

Kenneth Wallston

School of Nursing, Vanderbilt University,

Nashville, TN, USA

Synonyms

Measures of perceived control of health

Definition

Health locus of control beliefs indicates whether

individuals believe their health status is under

their own control (termed an internal health

locus of control orientation) or is under the

control of forces external to themselves, such as

other people, fate, luck, chance, or “a higher

power.”

Description

Multidimensional Health Locus of

Control Scales

Internal-external locus of control (LOC) of

reinforcement is a generalized expectancy

construct consistent with Julian Rotter’s social

learning theory (Rotter, 1954). Rotter (1966)

developed the I-E Scale as a means of assessing

individuals’ dispositional beliefs as to whether

their reinforcements (or valued outcomes) were

due to their own behavior or enduring character-

istics (an internal LOC orientation) or to external

factors such as other people, fate, luck, or chance.

Ten years later, Barbara Strudler Wallston, Ken

Wallston, and two of their students published

a health-related version of the I-E Scale termed

the Health Locus of Control (HLC) scale

(Wallston, Wallston, Kaplan, & Maides, 1976).

Like the I-E Scale, the HLC scale was unidimen-

sional; high scores were termed “health

externals,” and low scorers were designated

“health internals.” The HLC scale proved to be

very popular; even before publication, health

researchers started using it in hopes that HLC

scores would be related to measures of health

behavior and health status. Soon thereafter,

however, the Wallstons recognized that the

HLC scale was not unidimensional, with

internality on one end of the dimension and exter-

nality on the other end, but consisted of two

orthogonal dimensions; some people could

(and did) simultaneously endorse internal and

external causes of their health status, while others

disagreed with either type of HLC orientation.

With the help of a grant from the National

Center for Health Services Research, they set
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about developing the Multidimensional Health

Locus of Control (MHLC) Scales modeled after

Levenson’s (1973) I, P, and C scales, a three-

dimensional alternative to the unidimensional I-E

Scale. They developed two equivalent 18-item

forms (A and B) of the MHLC scale (Wallston,

Wallston, & DeVellis, 1978). Each form (A or B)

contains three, more-or-less orthogonal, 6-item

subscales. The IHLC subscale assesses the extent

to which people believe their health status is due to

their own actions. The PHLC subscale assesses the

belief that one’s health status is due to the actions

of “powerful other” individuals, e.g., health-care

professionals, family members, or friends. The

belief that nobody or nothing controls a person’s

health status, and that it is all a matter of fate, luck

or chance, is assessed by the CHLC subscale. The

early research with Forms A and B was reviewed

by B. S. Wallston and K. A. Wallston (1981), and

recognizing that designating people as internal or

external was too simplistic, an 8-cellMHLC typol-

ogy was proposed by K. A. Wallston and B. S.

Wallston (1982). Although some research has

been done using the multidimensional, 8-cell

typology, it is much more typical to treat the

MHLC scores as continuous rather than

categorical.

Forms A and B of the MHLC scales assess

LOC orientation toward one’s health status in

general. Many investigators, however, adminis-

tered those initial forms of the MHLC to patients

with specific medical diagnoses. In those

instances, when trying to interpret responses to

the MHLC items, investigators had no way of

knowing whether the patients were responding

with their beliefs about their health in general or

their beliefs regarding control of one or more of

their medical conditions. This ambiguity led

many researchers to modify the MHLC scales in

an attempt to make the instrument fit their own

purposes. This was all well and good, but each of

these modifications used different item stems,

and there was little comparability among these

modified instruments. K. Wallston, therefore,

developed and published Form C of the MHLC

scales as a generic instrument that could be easily

modified into a condition-specific measure of

locus of control beliefs by substituting for the

word “condition” in each of the item stems

(Wallston, Stein, & Smith, 1994). For example,

if studying patients with diabetes, Form C can be

used as a multidimensional diabetes locus of

control scale. Form C has 6-item subscales for

the Internal and Chance dimensions, but the

Powerful Other dimension is split into two,

3-item subscales: Doctors and Other People. In

the ensuing years, Form C is the instrument of

choice for researchers wishing to ascertain

control beliefs of patient samples. Those who

wish to study healthy samples continue to

administer either Form A or B. Also, it is not

necessary to administer all of the subscales of

the MHLC. If an investigator is only interested

in knowing whether a group of respondents

believe their health (or health condition) is deter-

mined by their own actions, it is perfectly OK just

to administer the IHLC subscale.

When the Wallstons developed the initial

MHLC scales, they attempted to make the two

external dimensions, PHLC and CHLC, as

uncorrelated as possible. While Levenson’s

P and C scales correlated >0.6, PHLC and

CHLC usually correlated �0.3. In accomplishing

this, all of the items in the original item pool that

mentioned God (or a higher power) as the cause of

a person’s health status were eliminated, because

those items correlated too highly with the other

external dimensions. Many years later, K.

Wallston received feedback from researchers in

“bible belt” states that the MHLC items did not

“speak to them,” because, in their opinion, God

was the entity most responsible for changes in

their own health ormedical condition. Responding

to that feedback, K. Wallston and colleagues

developed and published the 6-item God Locus

of Health Control (GLHC) scale that could be

used as a stand-alone instrument or as another

external subscale of the MHLC (Wallston et al.,

1999). The GLHC can be administered in either

a general health version (similar to Forms A and

B) or a condition-specific version (like Form C).

As with the other external subscales, the GLHC is

uncorrelated with internal HLC, but, depending on

the respondents’ view of God, GLHC scores cor-

relate positively with one or another of the “tradi-

tional” external subscales.
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All of the MHLC scales are “in the public

domain,” which means that they can be used

freely by health researchers as long as there

is no charge for their administration. They

can be downloaded from the MHLC website

http://www.vanderbilt.edu/nursing/kwallston/

mhlcscales.htm where there are scoring instruc-

tions and answers to frequently asked questions

(FAQs). The MHLC scales were developed to be

used in research, but that has not stopped

clinicians from administering the MHLC to

individual patients in an attempt to gain insight

into patients’ health beliefs and to use that infor-

mation to individualize patient care. The

Veterans Administration administers both Form

A and Form B as part of a battery of tests to

prospective candidates for bariatric surgery. To

date, there have been no published reports evalu-

ating the use of the MHLC scales to identify good

surgical candidates or their use in routine clinical

practice, but there are hundreds of publications in

refereed journals that report on the use of the

measures, and they have been used in innumera-

ble theses and dissertations. The MHLC scales

have also been translated into a number of foreign

languages, as well as American Sign Language

(Athale et al., 2010).

About 7 years ago, K. Wallston guest edited

a special issue of the Journal of Health Psychol-

ogy devoted to research with the MHLC scales.

This issue included a critical look at the construct

of health locus of control (Luszczynska &

Schwarzer, 2005), an overview of the validity of

the various MHLC scales (Wallston, 2005), and

numerous empirically based articles demonstrat-

ing the breadth and creativity of the research that

has been done with these measures. Many of the

articles in the special issue examined interactions

among MHLC subscale scores or interactions

between MHLC subscale scores and other con-

structs as predictors of health behavior or health

outcomes. Such analyses were congruent with

modified social learning theory (Wallston, 1992),

although none directly tested the three-way

interaction between internal health locus of

control, health value, and self-efficacy beliefs.

High scores on the IHLC, PHLC, and GLHC

subscales are all indicative of a belief that health (or

health conditions) can be controlled, regardless of

whether that control is exercised by one’s self

(IHLC); powerful other people, such as one’s doc-

tors (PHLC); or by God (GLHC). High scores on

the chance health locus of control subscale (CHLC)

indicate an expectancy that only random occur-

rences, such as fate luck or chance, control health

outcomes. Most research has shown that, in the

absence of high scores on the IHLC subscale, scor-

ing high on CHLC is a moderately strong predictor

of psychological distress and depressive affect.

Recently, K.Wallston reported on a set of analyses

from a 10-year longitudinal study of patients with

rheumatoid arthritis where it turned out that, con-

trolling for baseline IHLC and PHLC beliefs,

higher baseline scores on CHLC not only predicted

depressive symptoms at T1 but also predicted an

increase in depressive symptoms over the subse-

quent 10-year period (Wallston, 2011). Baseline

scores on neither IHLC nor PHLC predicted

change in depression or any other variable in the

dataset over that relatively long time.

The MHLC scales have been used by health

researchers to assess control beliefs related to

health for over 30 years. While research with

the MHLC scales has slowed down somewhat in

the twenty-first century, interest in the construct

and its measurement remains high.
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Multidimensional Measure of
Religiousness/Spirituality

▶Brief Multidimensional Measure of Religious-

ness/Spirituality (BMMRS)

Multiethnic Cohort Study

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

The Multiethnic Cohort (MEC) Study was

a prospective study which included people

from Hawaii and California. It recruited people

from the main cultural groups residing there –

Native Hawaiians, African Americans, Latinos,

Japanese Americans, and whites. In such MEC

studies, researchers sample subgroups of people

belonging to one of several preselected cultural

groups. These groups were expected to have

a different prevalence of a given disease, and

the study aimed to investigate which risk fac-

tors accounted for such differences. The MEC

study included over 215,000 men and women.

Generally speaking, by running the study pro-

spectively and simultaneously for all ethnic

subgroups, effects of “historical events” (e.g.,

development of a new treatment for a disease,

a known public figure develops an illness) occur

for all participants at the same time. Further-

more, by conducting the study prospectively,

researchers used similar assessment tools and

controlled for the identical confounders, across

ethnic groups. This resulted with more method-

ological rigor and thus greater inferential valid-

ity in the results.

Numerous studies emerged from the MEC

study, in relation to several health outcomes.

Initially planned to examine ethnic differences

in cancer, this research found that Native

Hawaiians have 65% higher risk of breast can-

cer than white Americans. One explanation for

this excess, which was partly confirmed, was

that Native Hawaiians have more frequent

polymorphisms in sex steroid pathways (Pike

et al., 2002). Another study compared the

rates of mortality from myocardial infarction

and other cardiac reasons, between those

ethnic groups. Native Hawaiians and African

Americans had highest death rates, which were

mostly explained by their higher prevalence of

diabetes and hypertension (Henderson et al.,

2007). Such studies enable health policymakers

and public health professionals to target

specific risk factors in specific ethnic groups,

to prevent such outcomes. Furthermore, MEC

studies can shed light on “nature-nurture” interac-

tions, where environmental factors (e.g., smoking,

diet, psychosocial stressors) and ethnicity (proxy

measure of genetic risk) or actual genetic poly-

morphism may interact in relation to onset of

diseases.

Multiethnic Cohort Study 1269 M

M

http://dx.doi.org/10.1007/978-1-4419-1005-9_1577
http://dx.doi.org/10.1007/978-1-4419-1005-9_1577


Cross-References

▶Cultural and Ethnic Differences

▶Epidemiology
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Multi-level Analysis

▶Hierarchical Linear Modeling (HLM)

Multilevel Intervention

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,

Belgium

Definition

This term can refer to two concepts. First,

a multilevel intervention (MLI) refers to

addressing various risk factors in one intervention,

either at the prevention stage or at the treatment

stage of an illness. Additionally, an MLI refers to

an intervention which involves several levels of

people or entities such as individual patients,

groups, and communities. Both definitions reflect

that illnesses and health are a multifactorial prob-

lem, requiring either to modify several risk factors

or to involve several levels in one’s social and

health context. In coronary heart disease (CHD)

prevention, the Minnesota Heart Health Project

(MHHP) combined both meanings of the MLI

concept. First, they aimed to conduct a lifestyle

behavior change program, targeting diet, physical

activity, smoking, and alcohol. Second, this was

achieved by involving individuals, community

leaders, teachers, physicians, the media, classes,

and schools. Thus, they addressed the multiple risk

factor aspect of MLI as well as various levels of

intervention units, the social-organizational aspect

the MLI. Mittelmark et al. (1986) revealed the

implementation of the MLI, in which they

conducted theMLI on three towns/cities, and com-

pared that to matched towns/cities, over time.

However, follow-up studies found modest effects

of the MHHP, mainly due to control communities

possibly also receiving health education and due to

overall increases in certain risk factors such as

obesity overtime. Another MLI is the Ornish life-

style change program, where CHD patients

learned to alter their diet, physical activity,

smoking, and stress responses. Compared to con-

trols, the MLI-treated group showed regression

in atherosclerosis (Ornish et al., 1990). Other

types of public health hazards such as traffic

accidents could indeed benefit from an MLI

approach, where students, teachers, universities,

community leaders, safety authorities, schools,

and communities can be involved in risk-factor

modification. Thus, an MLI approach is suitable

for problems involving multiple risk factors or

multiple social contexts.
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Multilevel Modeling

Simon Sherry1 and Anna MacKinnon2

1Department of Psychology, Dalhousie

University, Halifax, NS, Canada
2Department of Psychology, McGill University,

Montreal, QC, Canada

Synonyms

Hierarchical linear modeling (HLM); Mixed-

effects modeling; Random-coefficient regression

modeling; Random-effects modeling

Definition

Multilevel modeling is a data analysis technique

used to analyze nested data. Nested data refers to

data wherein units of analysis at one level are

nested within units of analysis at higher levels.

Multilevel data are observed in cross-sectional

designs which sample individuals nested within

groups. An example of this type of multilevel

data is patients (level 1) nested within hospitals

(level 2). Multilevel data are also found in

repeated measures designs (e.g., multiwave lon-

gitudinal or experience sampling designs) which

sample repeated reports nested within individ-

uals. An example of this type of multilevel data

is an experience sampling study where repeated

reports of pain (level 1) are nested within indi-

viduals (level 2). In multilevel modeling, level

thus refers to the structure of the data. The

lower level (level 1) represents the most detailed

unit of analysis and has the greatest number of

data points. Level 2 represents the higher level

within which level 1 observations are nested.

Description

Why Is Multilevel Modeling Necessary?

Multilevel modeling is necessary because nested

data structures violate the assumption of indepen-

dence required by traditional, single-level data

analysis techniques such as analysis of variance

and ordinary least squares multiple regression.

That is, in nested data, observations at the lower

level (level 1) are not independent. For example,

individuals (level 1) sampled from the same

neighborhood (level 2) may be more similar

than individuals sampled from a different neigh-

borhood. Single-level data analysis techniques

often fail to take into account such a nested data

structure and either ignore the nested data struc-

ture (violating the assumption of independence)

or collapse across the levels of the nested data

structure (ignoring potentially meaningful vari-

ability in the data). Violating the assumption of

independence may result in underestimation of

standard errors and inflation of type I error rates.

In contrast, multilevel modeling allows for

data to be analyzed at one level while accounting

for variance at other levels. Maximum likelihood

algorithms are typically used in multilevel ana-

lyses, which allow for simultaneous estimation of

multiple error terms. As a result, standard errors

are more accurate, and type I error rates are not

inflated. In addition, multilevel modeling enables

unique types of analyses. Multilevel analyses are

similar to single-level regression analyses, where

intercepts and slopes are calculated. However,

unlike single-level regression analyses,

multilevel modeling permits cross-level analyses,

wherein a level 2 predictor is used to predict

a level 1 outcome. For example, an investigator

may test if the neighborhood people live in (level

2) predicts their obesity (level 1). Although such

computations are complex, there are many soft-

ware programs which perform multilevel model-

ing, including HLM, LISREL, MLwiN, MPlus,

R, SAS, SPSS, and Stata.

Considerations When Using Multilevel

Modeling

Power. Although sample sizes at both levels war-

rant consideration, in general, sample size at the

higher level has a greater influence on power than

sample size at the lower level. For example, in

experience sampling studies, the number of par-

ticipants (level 2) has a greater influence on

power than the number of reports per participant

(level 1).
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Intraclass correlation. It is also necessary to

test if multilevel modeling is even necessary.

Multilevel modeling is not necessary if there is

no variation at higher levels. Variation at higher

levels may be computed using the intraclass cor-

relation coefficient. The intraclass correlation

coefficient measures the degree to which the

lower level units (level 1) belonging to the same

higher level unit (level 2) are dependent or clus-

tered. Larger intraclass correlation coefficients

indicate more dependence or clustering at higher

levels. The occurrence of dependence or cluster-

ing at higher levels indicates it is important to use

multilevel modeling to protect against inflation of

type I error rates and to capture variability at

higher levels of the nested data structure.

Missing data. Multilevel modeling is often

used to analyze repeated measures data, where

missing data are common. Because multilevel

analyses typically use maximum likelihood algo-

rithms, participants with missing data may be

included in analyses. In multilevel modeling,

results are weighted by the amount of data con-

tributed by each participant. That is, participants

who provide more data contribute more to the

results than participants who provide less data.

Fixed and random effects. Another consider-
ation in multilevel modeling is whether effects

are fixed or random. With random effects, the

outcome-predictor relationship varies across

level 2 units. That is, the slope and the intercept

of the regression line are assumed to vary across

level 2 units. With fixed effects, the variables of

interest do not vary across level 2 units; the slope

and the intercept are the same for all level 2 units.

If random effects are modeled, the results are

assumed to generalize to the population from

which cases were sampled, whereas, if fixed

effects are modeled, the results are confined to

the cases studied. However, random effects

models typically require greater sample sizes

and may be more complicated to interpret.

Centering. Variables in multilevel modeling

may be centered around the group mean (i.e., the

mean of each level 1 unit) or centered around the

grand mean (i.e., the mean of all the level 2 units).

For example, in an experience sampling study

involving repeated reports (level 1) nested within

individuals (level 2), group mean centering is

conceptually equivalent to creating variables

that are relative to the individual’s own mean

based on his/her repeated reports, whereas grand

mean centering is conceptually equivalent to cre-

ating variables that are relative to the overall

mean of all reports provided by all the individuals

in the study. Centering aids in interpretation of

the results and the choice of centering affects the

estimates computed. Decisions regarding center-

ing should be made on a theoretical basis.

Autocorrelation. In repeated measures

designs, autocorrelation is an issue. Because of

the repeated nature of the data, residual errors in

repeated measures data may be correlated (i.e.,

autocorrelation). The simplest and the most com-

mon autocorrelation structure is the first-order

autoregressive error structure in which reports

closer together in time are more strongly corre-

lated than reports further apart in time. Some

software programs (e.g., MPlus or SAS) also

model more complex error structures to better

account for autocorrelation.

Advantages of Multilevel Modeling

Nested data commonly arises in the field of

behavioral medicine. By taking into account the

nested structure of the data, multilevel modeling

provides more contextualized analyses. For

example, multilevel modeling may be used to

test neighborhood effects on individuals’ obesity,

partner effects on patients with cardiovascular

disease, and peer influences on adolescents’

risky health behaviors. Multilevel modeling

may also be used in repeated measures designs,

including multiwave longitudinal and experience

sampling studies of health behaviors (e.g.,

smoking, diet, exercise, and medication adher-

ence), chronic illnesses (e.g., pain, diabetes, and

HIV), and physiological processes (e.g., cardio-

vascular reactivity and neuroendocrine levels).

There are several advantages to using

multilevel modeling to analyze repeated mea-

sures data. Multilevel modeling is able to analyze

unbalanced designs, including unequally spaced

data and missing data. Using multilevel model-

ing, it is possible to simultaneously estimate

within person and between persons effects. For
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example, a researcher could study if on days

when a participant experiences more stress, he

or she smokes more compared to days when he

or she experiences less stress (a within person

effect). This effect may then be tested to see if it

generalizes across all participants in the study (a

between persons effect) or to see whether

between person differences, such as personality

traits, moderate the relationship between stress

and smoking (a cross level interaction).

Limitations of Multilevel Modeling

Multilevel modeling is an advanced statistical

technique, which requires a solid grounding in

statistics. Increasingly, resources are available

to support researchers using multilevel modeling

(e.g., Bickel, 2007; Field, 2009; Hox, 2010;

Raudenbush &Bryk, 2002). Specialized software

is also usually needed to conduct multilevel

modeling. However, increasingly, mainstream

software also performs multilevel analyses.

New Applications and Developments

Multilevel modeling is not limited to regression

analyses. In recent years, researchers are combin-

ing multilevel modeling with other data analysis

techniques. For example, multilevel modeling

may be used in testing moderation, mediation,

path models, structural models, growth curves,

and meta-analyses. By integrating these data

analysis techniques, multilevel modeling is able

to analyze a wider variety of research questions.

Conclusion

Multilevel modeling is needed to appropriately

analyze the nested data structures that often occur

in research on behavioral medicine. Careful con-

sideration of the above issues is critical to appro-

priately using this data analysis technique.

Cross-References

▶Missing Data

▶Multivariate Analysis

▶Repeated Measures Design
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Multiple Regression

▶Regression Analysis

Multiple Risk Factor Intervention
Trial (MRFIT)

Jonathan Newman

Columbia University, New York, NY, USA

Definition

The Multiple Risk Factor Interventional Trial

(MRFIT) was a large, randomized primary pre-

vention trial to test the effect of multiple inter-

ventions to reduce the risk of premature coronary

heart disease (CHD) in 12,866 men, age 35–57,

with one or more of three risk factors (hyperten-

sion, hyperlipidemia, or cigarette smoking) with-

out a prior history of CHD. The trial was

conducted in 22 clinical centers in the United

States. MRFIT was conducted by the National

Institutes of Health (NIH) and National Heart,

Lung, and Blood Institute and was massive in

scope, screening 356,222 men for the desired

study population. These risk factors were chosen

because they are modifiable, and there was an

expectation (largely unproven at the time) that

reduction of these factors should have beneficial

results on the development of premature CHD.

A subsample of 3,110 men was recruited to

participate in the Behavior Pattern Study, which
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investigated the relationship between certain

behavior patterns and CHD risk.

Six thousand four hundred and twenty eight

participants were assigned to the intervention

group, and 6,438 were assigned to the usual care

group. Active follow-up was obtained for 6 years,

and more than 25 years of surveillance has

occurred. The intervention group was instructed

to follow a diet designed to result in a nutrient

intake of 30–35% of calories from fat, with

prespecified intakes of cholesterol and un/

saturated fats. This group also received counsel-

ing and audiovisual aids to encourage smoking

cessation. High blood pressure (BP) was treated

with a stepped-care approach using weight loss

and medications as validated in prior studies. The

usual care group was referred to their individual

physician or care provider and received risk-

factor management as considered appropriate by

these providers. The primary endpoint was CHD

death. Participants in both groups had annual

assessments of changes in their risk factor levels

and were monitored annually for CHD morbidity

and mortality.

One of the main findings of theMRFIT study –

in both the active follow-up and the 25+ year

surveillance – is that the relationship between

cholesterol and CHD mortality is continuous,

graded, and strong, i.e., that CHD risk is progres-

sively higher at every cholesterol level from nor-

mal to higher levels, without a threshold effect.

The MRFIT study also clearly demonstrated the

importance of dietary cholesterol in CHD risk.

This result remained robust after controlling for

study factors such as age, systolic BP, diabetes,

smoking status, race, and socioeconomic status.

MRFIT also demonstrated the near linear rela-

tionship between systolic BP and CHD death and

the relationship between both systolic and dia-

stolic BP on risk of kidney failure. Importantly,

MRFIT participants who stopped smoking had

reductions in CHD morbidity and mortality

when smoking cessation was implemented

along with other risk modification strategies.

While failing to demonstrate clear increases in

CHD risk associated with type A behavior pat-

terns, the Behavior Pattern Substudy of MRFIT

was an important contribution to the field of

behavioral cardiology. Lastly, the original 1986

MRFIT paper also introduced the concept of low

or optimal CHD risk, proposing a first set of

criteria, and emphasized both the rarity and

benefit of this phenotype.
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Definition

The etiology and prognosis of many diseases is

complex, and assuming single causal agents

alone could result in scientific and clinical
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“ignorance.” Most major causes of morbidity

and mortality, such as of cancer, coronary

heart disease (CHD), dementia, or traffic acci-

dents (TA), are caused by and are predicted by

multiple risk factors. In the case of CHD, for

example, researchers often distinguish in

behavioral medicine between background

demographic risk factors such as age, gender,

and education level; known biomedical risk

factors such as family history of CHD,

smoking, hypertension, physical inactivity,

cholesterol level, and inflammatory markers;

and behavioral risk factors such as hostility,

effort-reward imbalance at work, and little

social support. Some of the biomedical risk

factors can indeed also be conceptualized as

behavioral such as physical inactivity or

smoking. Simultaneously testing multiple risk

factors is then statistically done by multivariate

analyses, where statistically significant risk fac-

tors from univariate tests are then simulta-

neously considered, to identify the unique risk

factors of a disease, independent of other ones

considered.

For example, after finding that hostility is the

main “toxic” element from the type A behavior

pattern, studies examined extensively the etio-

logical and prognostic role of hostility in CHD,

in multivariate analyses, where multiple risk

factors named above where considered. Many

studies supported the etiological independent

role of hostility in CHD in multivariate analyses

(e.g., Dembroski, MacDougall, Costa, &

Grandits, 1989). However, some studies did

find that certain “known” CHD risk factors,

such as physical activity, smoking, and alcohol

consumption, accounted for the hostility-CHD

relationship, since after statistically controlling

for their effects, hostility no longer predicted

CHD (Everson et al., 1997). Yet, in a recent

meta-analysis of all studies on anger, hostility,

and CHD, Chida and Steptoe (2009) concluded

that anger and hostility have an independent role

in the risk of CHD and in its prognosis. The

multivariate analysis serves to examine whether

a factor has an etiological or prognostic role,

independent of established risk factors, and if

not, then to identify which factor mediates its

role in the disease. At times, consideration of

multiple risk factors also enables to identify

interactive effects, which can help to point at

a particularly high-risk group, who can benefit

from scarce intervention efforts. For example,

Gidron, Berger, Lugasi, and Ilia (2002) found

that hostility synergistically interacted with

CHD family history in relation to severity of

coronary artery disease. Thus, for prevention at

the population level, it may be better to focus on

high-hostile people with a first-degree relative

with CHD. Thus, the identification of multiple

risk factors enables to better estimate one’s risk

of a disease and to treat people by targeting all

significant independent risk factors (e.g., diet,

physical activity, hostility reduction). By iden-

tifying and modifying multiple risk factors, we

can aim to prevent or treat illnesses more

effectively.

Cross-References
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▶Etiology/Pathogenesis

▶Risk Ratio
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Synonyms

Demyelinating disease; Quality of life

Definition

Early research into the psychological aspects of

multiple sclerosis (MS) focused on an undiffer-

entiated category referred to as “mental symp-

toms,” which included fatigue, sleep, emotional,

and cognitive problems. These relatively imper-

ceptible symptoms were initially considered

secondary to the more overt physical symptoms

believed to be most impairing. However, with

improved methodologies for measuring the

domains of psychological functioning, impair-

ments in psychosocial functioning are now

recognized as a primary and often disabling con-

sequence of the disease.

Description

Disease Characteristics

Pathology

MS is an autoimmune disorder that involves

a chronic inflammatory process characterized by

neuronal demyelination and inflammation inwhite

matter regions, as well as more subtle tissue dam-

age in diffuse areas of gray matter. The disease

causes axonal demyelination in which the fatty

myelin sheaths covering the axons of nerve

cells are attacked by the body’s immune system

(Richardson, Robinson, & Robinson, 1997). More

specifically, MS attacks oligodendrocytes, glial

cells responsible for the production and mainte-

nance of the myelin sheath, causing a thinning of

the axonal sheath and transection of axons in the

later stages of its more progressive forms

(Compston & Coles, 2008). The neuronal damage

results in gliosis (i.e., a proliferation of astrocytes)

that leads to the formation of glial scars, also

referred to as sclerotic plaques or lesions.

Diagnosis

Initial presentation of MS involves one or more

of a variety of symptoms that include optic

nerve dysfunction (e.g., visual deficits), sensory

disturbance (e.g., pain, numbness, and tingling

sensations), pyramidal tract dysregulation

(e.g., increased muscle tone and hyperreflexia),

ataxia, bladder and bowel dysfunction, and

sexual problems, as well as cognitive impairment

and emotional symptoms (Olek & Dawson,

2002). The varied presentation of MS can make

diagnosis difficult, which often requires

a combination of clinical symptoms and positive

findings from neuroimaging and laboratory tests

(see Table 1). Furthermore, the occurrence of one

MS attack may be insufficient to make

a diagnosis and time between exacerbations

can be years. Thus, a definitive diagnosis can

sometimes take months to years. However, the

existence of disease-modifying agents that can

slow progression of the disease makes early diag-

nosis and treatment particularly important.

Multiple sclerosis may have a variable or

progressive course. The US National Multiple

Sclerosis Society classifies MS phenotypes as

relapsing-remitting (RRMS), primary progres-

sive (PPMS), secondary progressive (SPMS),

and progressive-relapsing (PRMS).

Course

MS has been estimated to affect between 2 and

150 of every 100,000 people (Rosati, 2001). The

majority of patients are diagnosed between 20

and 50 years of age, women are affected 2–3

times as often as men, and its prevalence is

greatest in individuals of northern European

descent (Prakash, Snook, Lewis, Motl, &

Kramer, 2008). RRMS is the most common
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subtype and is the initial course of 80% of indi-

viduals with MS (Compston & Coles, 2008).

Approximately 65% of those with an initial

RRMS presentation begin to exhibit progressive

neurologic decline classified as SPMS (Lublin &

Reingold, 1996). Regardless of subtype, most

cases of MS eventually cease to remit and

become slowly progressive over time.

Patients with MS have an average life expec-

tancy that is 7 years shorter than the general

population, though patients usually die of MS-

related disability rather than the disease process

itself. Though the disease has no known cure, use

of disease-modifying drugs (e.g., interferons,

immunosuppressant agents, and cytotoxic

agents) has significantly improved outcomes for

individuals with MS. Such agents decrease clin-

ical relapses, disability progression, and lesion

load, and may also have cognitive benefits,

though more research is needed (Amato,

Portaccio, & Zipoli, 2006).

Psychosocial Factors

Cognitive Functioning

Cognitive processes rest upon dynamic brain net-

works that are highly dependent on the integrity

of long white matter tracts to facilitate informa-

tion flow between distant cortical areas. MS

lesions can disrupt connections between cortical

regions, often resulting in impairments of cogni-

tive functioning. Cognitive deficits have been

estimated to be present in up to 65% of patients

(Rao, 1997). Impairment can occur even in the

early stages of the disease, and complete remis-

sion of cognitive symptoms is uncommon across

all disease subtypes (Amato et al., 2006).

Although there is no uniform pattern of cog-

nitive impairments in MS, greatest deficits are

often seen in learning and memory, with working

memory and short-term recall the most signifi-

cantly impacted (Calabrese, 2006). Other com-

monly affected domains include information

processing speed, complex visuospatial abilities,

Multiple Sclerosis: Psychosocial Factors, Table 1 McDonald criteria for MS diagnosisa

Clinical presentation Additional data needed for MS diagnosis

> ¼ 2 attacks; objective clinical evidence of > ¼ 2

lesions or objective clinical evidence 1 lesion with

reasonable historical evidence of a prior attack

None

2 or more attacks; objective clinical evidence

of 1 lesion

Lesion(s) dissemination in space (DIS) on MRI as

demonstrated by: > ¼ 1 lesion in at least 2 of 4 MS typical

regions (periventricular, juxtacortical, infratentorial, or

spinal cord); or await further clinical attack implicating

a different CNS site

1 attack; objective clinical evidence of 2 or

more lesions

Lesions dissemination in time (DIT) on MRI as

demonstrated by simultaneous presence of asymptomatic

gadolinium-enhancing and nonenhancing lesions at any

time; or a new enhancing lesion(s) on follow-up MRI,

irrespective of its timing with reference to a baseline scan;

or await a second attack

1 attack; objective clinical evidence of 1 lesion

(clinically isolated syndrome)

Lesion dissemination in space and time (as defined above; or
await a second attack

Insidious neurological progression suggestive

of MS (PPMS)

1 year of disease progression plus 2 of 3 of the following

criteria:

1. Evidence of DIS in the brain based on>¼ 1 lesion in the

MS-characteristic brain regions

2. Evidence of DIS in the spinal cord based on>¼ 2 lesions

in the cord

3. Positive CSF (isoelectric focusing evidence of

oligoclonal bands and/or elevated IgG index)

aAdapted from Polman et al. (2011)

MRI magnetic resonance imaging, PPMS primary progressive multiple sclerosis, CSF cerebrospinal fluid, IgG immu-

noglobulin G
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conceptual reasoning, and sustained attention,

while primary language functions and verbal

intellectual skills are usually unaffected. Addi-

tional factors that may impact cognition include

depression, anxiety, and fatigue, as well as lesion

location, size, and medication use.

Psychological Functioning

Individuals with MS are susceptible to emotional

problems both as a direct result of disease pathol-

ogy and as a consequence of coping with

its numerous symptoms. Up to 60% of patients

seek professional help for emotional problems

during the course of their illness. Many

MS symptoms are not noticeable to others

(e.g., weakness, dizziness, headache, impaired

coordination, muscle spasticity, bladder and

bowel dysfunction, fatigue, sleep problems,

pain, and sexual difficulties), but can result in

daily problems and impact emotional functioning

(National Multiple Sclerosis Society, 2010).

Given unpredictable exacerbations, symptom-

atology, and prognosis, it is not surprising that

depression and anxiety are commonly associated

with MS. The most common mood disorder

co-occurring with MS is major depressive disor-

der, which is present in up to 54% of patients

(Patten, Beck, Williams, Barbui, & Metz, 2003).

This rate far surpasses those of many other com-

mon neurological or medical conditions. Anxiety

disorders have also been identified in approxi-

mately 25% of MS patients, which is slightly

less than their prevalence in the general popula-

tion (Kessler & Wang, 2008). Comorbid anxiety

and major depressive disorders in MS are associ-

ated with increased somatic symptoms, suicidal

ideation, interpersonal difficulty, and decreased

treatment adherence.

Quality of Life

Quality of life (QoL) refers to an individual’s

subjective well-being as determined by psycho-

social, health, economic, and environmental

factors. Unsurprisingly, such factors can be

significantly impacted by the constellation of

cognitive, emotional, and physical symptoms

characteristic of MS. MS leads to unemployment

in 50–80% of cases within a 10-year disease

course, making it the most common cause of

neurological disability in young and middle-

aged adults in the United States and Europe

(Johnson, 2007).

Although physical problems are the most rec-

ognizable symptoms of MS, impairments in men-

tal functions appear to be the most important

predictor of QoL (Wynia et al., 2008). Mental

impairments (including cognitive and emotional

problems) are present in more than 80% of

patients and are major predictors of disability,

unemployment, and caregiver distress. Patients

with less impairment in mental functions report

better QoL in the domains of mental health, emo-

tional functioning, social functioning, bodily

pain, and vitality. All MS patients are at risk for

decreased QoL, though QoL is lowest in the more

progressive forms of the disease. While fatigue is

more prevalent than cognitive and emotional

problems and can significantly impact daily func-

tioning, its impact on QOL is limited.

Summary

The demyelinating lesions of MS cause

a disconnection of neuronal pathways resulting

in a variety of clinical symptoms that tend to be

episodic and fluctuate in severity and course.

The constellation of symptoms characteristic

of the disease often impact physical, cognitive,

and psychological functioning, that in turn

tend to negatively impact overall quality of

life. Further, cognitive impairments (e.g., mem-

ory, processing speed, and attention), depres-

sion, anxiety, fatigue, and sleep problems are

often more functionally impairing than the

physical symptoms of the disease, leading to

unemployment, disability, and decreased sub-

jective well-being.

Cross-References
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Definition

Multivariate analyses analyze several outcome

variables at the same time, all as a function of

one or more predictor variables (Piantadosi,

2005).
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Mutagen

▶Carcinogens
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Synonyms

Healthy eating guide

Definition

The Food Guide Pyramid was a visual represen-

tation of the recommendations for daily

food intake. The Food Guide Pyramid followed

the recommendations of the USDA Dietary

Guidelines. The Food Guide Pyramid was first

published by the United States Department of

Agriculture (USDA) in 1992 and was updated

approximately every 5 years. In 2005, the Food

Guide Pyramid changed to a vertical representa-

tion of food groups and emphasized exercise by

including a person walking up “stairs” on the side

of the pyramid. As the Dietary Guidelines were

updated June 2010, the Food Guide Pyramid was

eliminated in 2011. The USDA launched a new

site in 2011 called Choose My Plate and can be

accessed at www.choosemyplate.gov.

Although the Food Guide Pyramid changes

every 5 years, the basic message remains the

same. Recommendations are to include a variety

of foods each day including whole grains,

dark-green and orange vegetables, dry beans

and peas, fresh or frozen fruit, limited fruit

juice, calcium-rich foods such as low-fat and

fat-free milk and milk products, and low-fat

or lean meats and poultry. There are unique

Food Guide Recommendations for preschoolers,

children, and pregnant women, as shown in

Choose My Plate (Fig. 1).
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Myths

▶Cultural Factors

MyPlate, Fig. 1 The plate is one half fruit and vegeta-

bles, a bit over a quarter grains, a bit under a quarter

protein and a glass of dairy
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Basic Information

The US National Cancer Institute (NCI)

The National Cancer Institute is the oldest and

largest of the 27 institutes and 6 centers that

comprise the US National Institutes of Health

(NIH), which are part of the US Department of

Health and Human Services (DHHS) Public

Health Service (PHS). First established in 1937

by Congress, NCI’s mission and responsibilities

were expanded in the National Cancer Act of
1971. Currently, the NCI’s main responsibility

is to coordinate the National Cancer Program,

which fosters research, training, and health infor-

mation dissemination programs with respect to

the cause, diagnosis, prevention, and treatment of

cancer, rehabilitation from cancer, and survivor-

ship concerns of cancer patients and their fami-

lies. Through this program, the NCI:

• Supports a national network of regional and

community cancer centers

• Conducts and fosters cancer research through

intramural (its own laboratories and clinics)

and extramural programs (grants and cooper-

ative agreements with universities, hospitals,

research foundations, and businesses)

• Reviews, approves, and monitors grants

supporting novel research projects on the

causes, diagnosis, treatment, and prevention

of cancer

• Collects, analyzes, and disseminates cancer

research findings

• Trains health professionals in cancer diagnosis

and treatment and researchers in basic, clini-

cal, cancer control, behavioral, and population

sciences

• Supports collaborative research between US

and foreign researchers

Unique Budget Process of the NCI

Unique among the institutes in the NIH, NCI has

the authority to submit an annual budget
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proposal directly to the president (called the

“Bypass Budget” because it circumvents the

NIH/DHHS budget process; see Fig. 1). The

White House Office of Management and Budget

(OMB) reviews and integrates the NCI proposal

into the president’s executive branch budget

which reflects the administration’s fiscal and

management priorities for the next year. Then,

Congress reviews the president’s proposal and

makes a recommendation, and final appropria-

tions are enacted into law after approval by both

houses of Congress and signature by the presi-

dent. Every year, NCI publishes online the

Bypass Budget Proposal for the coming fiscal

year and the Annual Fact Book, which summa-

rizes the distribution of budget among the

research programs and funding mechanisms for

the past fiscal year. In 2009, NCI’s budget was

$4.97 billion not including the additional $1.26

billion from the American Recovery and Rein-

vestment Act (ARRA) funds intended to be dis-

tributed in fiscal years 2009 and 2010.

Approximately 43% of the total NCI 2009 bud-

get was allocated for 5,461 research project

grants, including 543 grants made possible by

ARRA funds.

The US government has made cancer

a national priority and has allocated significant

resources to understand the complexity of cancer

as a disease process as well as processes of cancer

care. Thus, the NCI has become a leading

supporter of behavioral, social, and population

research in basic, intervention, and applied

science related to cancer.

NCI Organizational Structure and

Governance

The NCI’s organizational structure consists of

the Office of the NCI Director, two intramural

divisions/centers, and five extramural divisions.

The current NCI director is Dr. Harold Varmus,

Nobel laureate. The NCI director receives pro-

grammatic and scientific advice and counsel

from three national bodies of appointed experts.

The National Cancer Advisory Board (NCAB)

advises the secretary of DHHS and the NCI

director with respect to the activities of the Insti-

tute. Appointed by the president, members are

leading representatives of health and scientific

disciplines, including at least two experts in

public health and the behavioral or social sci-

ences. NCAB approves research grant award

decisions made by NCI program staff who pri-

oritize applications ranked according to scien-

tific merit through independent peer review. The

Board of Scientific Advisors (BSA) provides sci-

entific advice and guidance on a wide variety of

matters concerning scientific program policy,

progress, and future direction of the NCI’s

extramural research programs and provides con-

cept review of extramural program initiatives.

The BSA charter specifically requires that one or

more members have expertise with cancer epi-

demiology, cancer prevention and control, can-

cer education, cancer information services, and

community outreach. The Board of Scientific

Counselors (BSC) provides analogous scientific
advice and guidance regarding intramural

research programs.

National Cancer
Institute, Fig. 1 Bypass

budget process of the

National Cancer Institute

(The National Cancer

Institute, NIH (Bethesda,

MD), http://www.cancer.

gov/aboutnci/

servingpeople/nci-budget-

information/budget-

process. Accessed date

7/2011)
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Major Impact on the Field

Division of Cancer Control and Population

Sciences (DCCPS)

The main division charged with fostering behav-

ioral medicine is the extramural Division of Can-

cer Control and Population Sciences (DCCPS),

created in 1997 and currently led by social

psychologist, Dr. Robert Croyle. Cancer control

science is defined as “basic and applied research

in the behavioral, social, and population sciences

to create or enhance interventions that, indepen-

dently or in combination with biomedical

approaches, reduce cancer risk, incidence, mor-

bidity and mortality, and improve quality of life”

(Cancer Control Program Review Group, 1998-

modified). For a history of cancer control and

commentary on how to advance the science of

cancer control, see Hiatt and Rimer (1999).

DCCPS conducts and supports integrated

research in a wide range of disciplines and fields

including anthropology, behavioral sciences,

demography, epidemiology, genetics, health

communication, health policy, health services

research, psychology, public health, sociology,

and surveillance. DCCPS funds research on the

full continuum of cancer control that spans pre-

vention, detection, diagnosis, treatment, survi-

vorship, and end-of-life care to “understand the

causes and distribution of cancer in populations;

support the development and delivery of effective

interventions; monitor and explain cancer trends

in all segments of the population.” As a result of

its mission, DCCPS represents one of the largest

concentrations of social, behavioral, and popula-

tion scientists at the NIH.

DCCPS is organized around five research pro-

gram areas: Epidemiology and Genetics, Surveil-

lance, Applied, Behavioral, and Survivorship.

The latter three programs are of central interest

to researchers in behavioral medicine. The

Applied Research Program fosters research

to understand how and why cancer care and

control activities in the USA influence patterns

and trends in cancer outcomes (incidence, mor-

bidity, mortality, and survival). The Behavioral

Research Program fosters a wide range of

research from basic behavioral research to

evaluation and dissemination of interventions to

promote cancer prevention and control behaviors

and informed decision-making. The Office of

Cancer Survivorship fosters research on the

short- and long-term biopsychosocial effects of

cancer and its treatment. An overview of the

history and scientific accomplishments of the

first 10 years of DCCPS (1997–2007) can be

found online at the NCI website (www.

cancercontrol.gov).

Current Major Programs and Initiatives of DCCPS

DCCPS is a leader in supporting transdisciplinary

research in tobacco control, population health

disparities, cancer-related energetics (physical

activity), cancer screening, and health communi-

cation research (Croyle, 2008; Rebbeck, Paskett,

& Sellers, 2010; Stokols et al., 2003). DCCPS has

led or partnered with other institutes and offices

(e.g., National Heart, Lung, and Blood Institute;

National Institute on Minority Health and Health

Disparities) on large NIH funding mechanisms to

establish research centers to leverage transdisci-

plinary and team science research in these cancer

domains.

DCCPS also collaborates with the NIH Office

of Behavioral and Social Science Research

(OBSSR) to jointly fund innovative grants

and projects. For example, the Grid-Enabled

Measures Database enables researchers to share

standardizedmeasures of theory-based constructs

through OppNet, a trans-NIH initiative to fund

and advance research elucidating mechanisms

and processes within and among individuals and

groups that affect health-related behaviors.

Other key theoretic and methodologic initia-

tives that engage behavioral medicine include

cognitive, affective, and social processes in

health, health behavior theory development, mea-

surement of health constructs (e.g., quality of

cancer care), questionnaire design and testing,

and the integration of behavioral and biomedical

scientific approaches (Stefanek et al., 2009).

These scientific areas are reflected in networks

of individual investigators collaborating with

NCI scientific staff, as well as in funding oppor-

tunities calling for grant applications to advance

these efforts.
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Cancer Centers Program

The National Cancer Act of 1971 also

established NCI-designated Cancer Centers for

clinical research, training, and demonstration of

advanced diagnostic and treatment methods for

cancer. To be awarded designation, these centers

must periodically undergo peer review and meet

a national series of competitive standards and dem-

onstrate excellence in cancer research through the

operation of formal programs. As of 2010, there are

66 Cancer Centers across the USA that have been

awarded NCI designation. Forty of these centers

carry Comprehensive Cancer Center status, which
reflects integration and collaborative research in

clinical trials and patient care, as well as program-

matic emphases in epidemiology and cancer con-

trol. As such, NCI-designated Comprehensive

Cancer Centers are often leading proponents of

cancer-related behavioral medicine.

Conclusion

The US National Cancer Institute is the largest

organization dedicated to supporting cancer

research in theworld.Through its efforts, it provides

vision and leadership to the global cancer commu-

nity. This is especially true in the area of behavioral

oncology and cancer control. The NCI recognizes

the importance of transdisciplinary research efforts

in addressing the cancer continuum.
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Synonyms

NCS

Definition

The National Children’s Study (NCS) will be the

largest longitudinal study of children’s health,
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growth, and development ever conducted in the

United States. The main study aims to recruit

women from randomly selected study locations

around the country, and a sample of 100,000 chil-

dren born to these recruited mothers will be

followed from before birth to 21 years of age.

“It is the first large birth cohort study in any nation

to specifically examine the influence of environ-

mental factors on birth outcomes, child health, and

human development and the first designed to sys-

tematically examine the influence of gene-

environment interactions on children’s health”

(Landrigan et al., 2006). The NCS defines “envi-

ronment” broadly, such as air, water, soil, noise,

stress, and exposure to natural and manufactured

products. By studying children through different

phases of growth and development, researchers

may be better able to understand the role these

factors have on health and disease.

The National Children’s Study is led by the

Eunice Kennedy Shriver National Institute of

Child Health and Human Development of the

National Institutes of Health (NIH) in collabora-

tion with a consortium of federal government part-

ners. Study partners include the National Institute

of Environmental Health Sciences of the NIH, the

Centers for Disease Control and Prevention, and

the Environmental Protection Agency. The NCS

will concentrate on collecting data geared toward

the following broad outcomes with key public

health significance: pregnancy outcome,

neurodevelopment and behavior, lung and airway

disease, physical growth and body composition,

and injury. Analysis of pilot data from field testing

at a subgroup of NCS sites has resulted in modifi-

cations to the original study design. The NCSmain

study is currently scheduled to begin in 2013

Cross-References

▶Body Composition

▶Centers for Disease Control and Prevention

▶Gene-Environment Interaction

▶Longitudinal Research

▶National Institute of Child Health and Human

Development

▶National Institutes of Health
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Synonyms

National health and nutrition examination sur-

vey, The

Definition

The National Health and Nutrition Examination

Survey (NHANES) is a program of studies

designed to assess the health and nutritional

status of adults and children in the United

States. The survey is unique in that it combines

interviews and physical examinations.

NHANES is a major program of the National

Center for Health Statistics (NCHS). NCHS is

part of the Centers for Disease Control and

Prevention (CDC) and has the responsibility

for producing vital and health statistics for the

nation.

The NHANES program began in the early

1960s and has been conducted as a series of

surveys focusing on different population groups
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or health topics. In 1999, the survey became

a continuous program. The focus of the survey

changes based on current health care trends and

needs. Each year the survey includes a sample of

5,000 persons representative of the general

population.

The NHANES interview includes demo-

graphic, socioeconomic, dietary, and health-

related questions. The examination component

consists of medical, dental, and physiological

measurements, as well as laboratory tests admin-

istered by medical personnel.

Findings from this survey are used to deter-

mine the prevalence of major diseases and risk

factors for diseases. Information is available to

consider such things as nutritional status and its

association with health promotion and disease

prevention. NHANES data are also used to set

norms for height, weight, and blood pressure and

to establish public health policy, to guide health

maintenance and prevention program and

services and expand what is known about health

in our country.
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Synonyms

National health survey; NHIS

Basic Information

The National Health Interview Survey (NHIS) is

a principal source of information on the health

status of the civilian noninstitutionalized popula-

tion of the United States. The NHIS is one of the

major data collection programs of the National

Center for Health Statistics (NCHS),

a component of the Centers for Disease Control

and Prevention (CDC). The NHIS has been in the

field continuously since 1957 and is the nation’s

largest household health survey. The survey was

authorized by Congress in order to obtain

national estimates on disease, injury, impairment,

disability, and related issues for the US popula-

tion. The NHIS has evolved over the years, with

significant questionnaire redesigns in 1982 and

1997.

Major Impact on the Field

Purpose

The main objective of the NHIS is to monitor the

health of the United States population through the

collection and analysis of data on a broad range of

health topics. The NHIS provides data for the

analysis of health trends, barriers to care, health

status, health-care access and utilization, health-

related behaviors, and risk factors. A major

strength of this survey lies in the ability to display

these health characteristics by many demo-

graphic and socioeconomic characteristics. Sur-

vey results have been instrumental in tracking

health status and health-care access, and moni-

toring progress toward achieving national health

objectives. The NHIS is a major source of data

used for Healthy People, which provides 10-year

national health objectives and tracks progress

toward achieving them for improving the health

of all Americans.

Sample Design

The NHIS is a cross-sectional household inter-

view survey designed to be representative of the

civilian noninstitutionalized population of the

United States. The sampling plan follows

a multistage area probability design that permits
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the representative sampling of households and

noninstitutional group quarters (e.g., college dor-

mitories). The NHIS sample design is

reevaluated and modified after every US decen-

nial census. The NHIS sample design

oversamples selected minority subgroups includ-

ing African Americans, Hispanics, and starting in

2006, Asians. Persons aged 65+ in these selected

minority groups are also oversampled. Since the

last NHIS sample redesign was implemented in

2006, the expected annual interviewed sample

size has been about 35,000 households with

approximately 87,500 persons, although the sam-

ple sizes vary appreciably over time.

The NHIS data files contain sample weights

based on the unit of analysis (e.g., household,

person). The NHIS sample is chosen such that

each person in the covered population has

a known nonzero probability of selection. These

probabilities of selection, along with adjustments

for nonresponse and post-stratification to sex,

age, and race/ethnicity census population control

totals, are reflected in the sample weights pro-

vided. It is necessary to utilize the weights pro-

vided in analyses of the NHIS data, along with the

stratification and primary sampling unit informa-

tion, for valid statistical inferences.

Content of the Questionnaire

The NHIS collects basic health and demo-

graphic data, which can be used to develop

prevalence estimates of a wide variety of health

measures. The NHIS questionnaire contains

a set of Core questions and Supplemental ques-

tions. The Core includes questions about chronic

conditions, disability, health behaviors, risk fac-

tors, health insurance coverage, and health-care

use. Core questions have remained largely

unchanged since 1997, which allows for trend

analysis and for pooling data from more than

one NHIS year, thus increasing the sample size

for analytic purposes. The Supplemental ques-

tions change from year to year and collect addi-

tional data pertaining to current health issues of

national importance (e.g., cancer, immuniza-

tion, diabetes).

A 1997 questionnaire redesign separated the

Core questions into three main components: the

Family Core (collects information on all family

members), the Sample Adult Core (collects infor-

mation directly from one randomly selected

adult, aged 18 and over, in each family in the

household), and the Sample Child Core, which

is only administered if a child resides in the

family (collects information on one randomly

selected child, aged 17 and under, from

a knowledgeable adult family member).

The Family Core questionnaire includes sec-

tions on health status and limitations, injuries and

poisoning, health-care access and use, health

insurance coverage, and sociodemographic char-

acteristics. The Sample Adult Core questionnaire

includes sections on health conditions and health

behaviors in addition to more detailed questions

on some topics included in the Family Core.

The Sample Child Core questionnaire includes

questions on health conditions and more

detailed questions on some topics included in

the family core.

Data Collection Procedures

The NHIS data are collected by interviewers who

are employed and trained by the US Census

Bureau in accordance with procedures specified

by NCHS, via personal household interviews.

Prior to 1997, NHIS interviews were conducted

using paper and pencil. After a questionnaire

redesign was implemented in 1997, all data

were collected by interviewers using computer-

assisted personal interviewing, allowing inter-

viewers to enter responses directly into the

computer during the interviews.

Prior to 1997, all adult members of the

household aged 18 and over who were at home

at the time of the interview were invited to

participate and to respond for themselves; how-

ever, a proxy respondent often provided

responses for all household members. After the

1997 questionnaire redesign, a greater emphasis

was placed on self-reporting to improve data

quality. Data collection procedures for

conducting the household, family, and children

interviews remained largely unchanged, but

sample adults must respond for themselves

(except in rare cases where they are unable to

do so).
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Confidentiality

All data collected in the NHIS are used for sta-

tistical purposes only and are guaranteed by law

to be held in the strictest of confidence. Survey

participation is voluntary, and the confidentiality

of responses is assured under Section 308(d) of

the Public Health Service Act, which forbids the

disclosure of any information that may compro-

mise the confidentiality promised to its survey

respondents.

Record Linkages

The NHIS data are routinely linked to adminis-

trative records enabling researchers to examine

factors that influence disability, chronic disease,

health-care utilization, morbidity, and mortality.

The NHIS is linked to death certificate records

from the National Death Index; Medicare and

Medicaid enrollment and claims data from the

Centers for Medicare and Medicaid Services;

and Retirement, Survivor and Disability Insur-

ance and Supplemental Security Income benefit

data from the Social Security Administration.

Immunization data for children in the 1997–

1999 NHIS are linked to physician medical

records in the National Immunization Provider

Record Check Study. Starting with the 1996

Medical Expenditure Panel Survey (MEPS), the

NHIS data can be linked to the MEPS data which

are drawn from a subsample of households that

participated in the prior year’s NHIS, allowing

users to link, for example, the 1995 NHIS to the

1996 MEPS. The NHIS data are also linked to

contextual data including air monitoring data

obtained from the Environmental Protection

Agency.

Data Availability

The NHIS data are available via public-use and

restricted-use data files. Public-use NHIS data

files are released annually and are available for

download from the NCHS web site. Restricted-

use linked NHIS data files, which contain indirect

identifiers such as geographical locations or spe-

cific dates, are available for use through the

NCHS Research Data Center (RDC). The RDC

is a secure environment designed to protect the

confidentiality of survey respondents, while also

allowing researchers the ability to access

restricted-use data for research purposes only.

Documentation containing detailed informa-

tion on the public-use and restricted-use NHIS

data files is available on the NCHS web site.

Reports providing statistics based on data col-

lected from NHIS and detailed documentation

on the NHIS design, sampling procedures, and

guidance for analyzing the data are also available.

Information on the NHIS Early Release Program

which provides very timely estimates of key

health and health-related indicators is also pro-

vided on the NCHS web site. Harmonized NHIS

public-use data and documentation going back to

the early 1960s are available in the Integrated

Health Interview Series, maintained by the

University of Minnesota. (See section G for

more information on these resources.)
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National Heart, Lung, and Blood
Institute
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Department of Psychiatry, University of

Pittsburgh, Pittsburgh, PA, USA

Basic Information

The National Heart, Lung, and Blood Institute

(NHLBI) is one of the National Institutes ofHealth

(NIH). Its mission is the advancement of research

on, and the prevention and treatment of, heart,

lung, and blood diseases and sleep disorders.

The National Heart Institute (NHI) was

established in 1948 as one of the National

Institutes of Health (NIH). The National Heart

Institute’s mission was to advance research and

training related to heart disease and functioning.

Its functions were broadened in 1969 and 1976 to

include lung (National Heart and Lung Institute;

NHLI) and blood diseases (National Heart, Lung,

and Blood Institute; NHLBI), respectively. The

NHLBI is also responsible for the adequacy and

safety of the nation’s blood supply.

Major Impact on the Field

Organizationally, the NHLBI includes the Office

of the Director, an Intramural Research Program,

and an Extramural Research Program. The Office

of the Director provides strategic planning, pol-

icy guidance, program development and evalua-

tion, and institute coordination. It also liaisons

with Federal agencies, professional societies,

and the public and is responsible for the dissem-

ination of information regarding the prevention

of heart, lung, and blood diseases and sleep

disorders. The Office of the Director includes

divisions, centers, and branches that support

bioinformatics development; epidemiological

studies of the etiology of heart, lung, and blood

diseases and sleep disorders; the translation of

scientific evidence into clinical practice; and the

elimination of health disparities through the

education and career development of a diverse

workforce.

The Intramural Research Program includes

a multinational team of NIH investigators and

clinicians who conduct basic and clinical

research and technology development related to

heart, lung, and blood diseases and sleep

disorders. In contrast, the Extramural Research

Program supports heart, lung, and blood diseases

and sleep disorders research, research training,

and career development of investigators outside

of the NIH. These activities are supported

through various extramural award mechanisms

including research, program project, and center

grants; cooperative agreements and research

contracts; research career development awards;

and institutional and individual national research

service awards. Three divisions (Cardiovascular,

Lung, Blood Diseases and Disorders) foster

research and training in their related areas.

Cross-References
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Basic Information

The National Institute of Child Health and Human

Development (NICHD) was established by federal

law in October 1962. The mission of NICHD

encompasses that every person is born healthy
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and wanted; no harmful effects are suffered by

women in the reproductive process; children

have the opportunity to live healthy and produc-

tive lives; and to ensure the health, productivity,

independence, and well-being of people through

optimal rehabilitation (http://www.nih.gov/about/

almanac/organization/NICHD.htm).

Major Impact on the Field

This mission statement informs the research

programs supported by NICHD as follows:

Projects funded through NICHD adopt a life

course perspective, such that conditions are

studied prior to and during pregnancy, as well

as during childhood, as they impact the health

and well-being of children and adults, including

person based and environmental factors and

their interaction. The process of growth and

development is assumed to be continual and

evolving, such that research focuses also

include cellular, molecular, and developmental

biology. Basic, clinical, and epidemiologic

research is conducted regarding reproductive

science, with emphasis on safe and effective

regulation of fertility, solving problems of

infertility, and understanding consequences of

reproductive behavior and population change.

This last focus is behavioral and social science

based.

NICHD also supports the research training of

clinicians in order to address areas of critical

public health concern. A current focus is obesity

prevention and treatment throughout the life

course, with particular emphasis on the maternal-

fetal environment. In 2008–2009, the National

Children’s Study was launched in concert with

the Centers for Disease Control (CDC), a longitu-

dinal study of environmental influences on child

health. This study will follow approximately

100,000 subjects across diverse areas the United

States, and span over 20 years, mapping multiple

environmental influences on children’s health

status. As the issues addressed by NICHD span

biologic systems, NICHD often partners with

NIDDK and NHLBI to fund projects which target

disease prevention and intervention during

childhood, particularly the antecedents of diabetes

and cardiovascular disease

The division of intramural research addresses

the biological and neurobiological, medical, and

behavioral aspects of normal and abnormal

human development.

In addition to issues of biology, NICHD

supports research that addresses health literacy

and numeracy, health maintenance, use of health

care and community resources to improve child

health, and the interaction between risk behav-

iors, psychological morbidity, and health

outcomes.

NICHD supports a systems approach to

discovery, whereby the focus of inquiry can

range from the maternal-child dyad, to the

family-school or family-health care environment.

Therefore, besides a strong commitment to

developmental biology discovery, there is

emphasis on how health prevention attitudes and

behavior translate into public health issues.

Cross-References

▶National Children’s Study

▶National Institutes of Health
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Basic Information

National Institute of Diabetes and Digestive

and Kidney Diseases (NIDDK) conducts and
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supports research ranging from basic science to

translational multidisciplinary studies regard-

ing the endocrine system. This consists of a
system of glands, each of which secretes

a type of hormone into the bloodstream to reg-

ulate the body. In addition, related organs such

as the kidney, liver, and gonads are studied as

secondary contributors of hormonal input to the

endocrine system. An endocrine axis denotes

the interrelationship of function between

glands and organs caused by reciprocal hor-

monal and cellular functions, including the

brain. Functions regulated by endocrine hor-

mones range from growth and pubertal devel-

opment to basic metabolism and brain-

mediated behavior. The endocrine system has

systemic effects on the body, and therefore,

NIDDK funds and takes a leadership role in

studies encompassing the endocrine system,

related organ systems, hormonal dysregulation

and chronic disease, lifestyle as it relates to

prevention and disease course of metabolic dis-

eases, proteinomics, genomics, and gene envi-

ronment interactions (http://www2.niddk.nih.

gov/AboutNIDDK/).

Major Impact on the Field

In addition to its broader mission, NIDDK is

dedicated to the funding of projects which

address health disparities. Minorities are

disproportionately affected by endocrine

disorders, in particular diabetes and obesity, and

have poorer disease outcomes. Diabetes is the

single largest cause of end-stage renal disease

(ESRD). In order to address these multifactorial

illnesses, the NIDDK is a proponent of multidis-

ciplinary research, reflecting the bench to bedside

application of basic research findings to clinical

care. NIDDK has a history of funding large

clinical trials and epidemiologic studies which

have addressed issues such as disease

development and progression (types 1 and 2 dia-

betes), primary and secondary prevention (type 2

diabetes), and secondary prevention (preserving

the health of neonates in mothers with gestational

diabetes).

Because treatment of endocrine disorders such

as autoimmune and weight-related diabetes is

based on individual behavior, the NIDDK has

an emphasis on behavioral aspects of disease

prevention and management and has funding

mechanisms (R18, R34) which emphasize the

inclusion of behavior change strategies as

primary or secondary treatment of disease

prevention and management. Clinical trials, in

particular the Diabetes Prevention Program

(DPP) and Preventing Type II Diabetes

(STOPP-T2D), have had major behavioral com-

ponents and have helped to establish the clinical

superiority of behavior/lifestyle change over

pharmacologic intervention in lifestyle-based

disease development and treatment (http://

www2.niddk.nih.gov/Research/ScientificAreas/

Diabetes/Type2Diabetes/CTT2.htm). NIDDK

also maintains a network of biobehavioral

researchers who conduct studies regarding

the prevention and early treatment of type 1

diabetes (http://www.diabetestrialnet.org/) and

is dedicated to providing funding to train clini-

cian-scientists across disciplines to carry out this

work.

Content areas of current NIDDK-funded

behavioral research include hormonal regula-

tion of appetite; associations between inflamma-

tion, glycemia, and mood; insulin resistance,

exercise, and cognition; psychiatric disorders

and risk for diabetes; translation of effective

care models to underserved populations; and

health-care delivery channels to improve pre-

disease risk factors such as obesity in children

and adults. Applications for funding behavioral

approaches are likely to be assigned to the Divi-

sion of Diabetes, Endocrinology and Metabolic

Diseases (DEM).

Cross-References
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Basic Information

The National Institute of Mental Health (NIMH)

is a part of the National Institutes of Health (NIH)

which focuses on clinical research associated

with mental illness and behavioral disorders

through biological and behavioral perspectives.

It focuses on the prevention, recovery, and cures

of mental illness and is the nation’s scientific

leader in this area.

NIMH was conceived on July 3, 1946 when

President Truman signed the National Mental

Health Act. This act acknowledged the plight of

World War II soldiers coming back from war

with mental illnesses caused or exacerbated

by the environmental stress of war. It also recog-

nized that the incidence rate of mental illness in

the general population was higher than originally

thought. To address this need for psychiatric care,

the National Institute of Mental Health was for-

mally established on April 15, 1949.

Since the beginning, NIMH has been at the

forefront of mental health research focusing espe-

cially on assessing psychiatric needs of the

nation, using cutting-edge technologies to deter-

mine when, where, and howmental illness occurs

and finding treatments to slow or cure these men-

tal illnesses. It commenced this long history of

research in the 1950s and 1960s, starting with the

Mental Health Study Act of 1955. The purpose of

the Mental Health Study Act was to access the

mental health issues effecting the American pub-

lic as well as what resources were available at that

time to treat those suffering from illness. This

resulted in the report Action for Mental Illness

which called for a national program to address

individual needs on specific mental health

problems.

NIMH continued to make strides during the

1970s and 1980s with its focus on the use of

cutting-edge biological techniques, technologies,

and treatments to aid in attempts to answer the

questions of how, when, and why mental illness

happens and how to treat those who are suffering.

These aims resulted in the creation of the PET

scan to measure brain function as well as the use

of lithium, a revolutionary treatment for mania.

A resolution later signed by President George

H. W. Bush declared the 1990s “The Decade of

the Brain,” and NIMH continued to focus on the

advances in imaging technologies as well as the

interaction between brain, behavior, and the envi-

ronment to gain more knowledge about specific

mental health illnesses. Currently, NIMH works

to fulfill four objectives aimed at further deter-

mining the causes of mental illness, charting

the course of mental illness, developing interven-

tions, and the dissemination of knowledge

acquired through NIMH-supported research.

To fulfill these objectives, NIMH conducts

and funds internal and external research studies.

With a budget of upwards of $1.5 billion, NIMH

provides many grants to independent researchers,

as well as contracts through requests for applica-

tions (RFAs). It also provides training grants to

pre- and postdoctoral students to encourage entry

into biomedical and behavior fields of research.

In conjunction with the goals of obtaining new

knowledge through research, NIMH also acts

to disseminate this newly found knowledge.

It accomplishes this through conferences and

lectures open to the general public in addition

to providing booklets, brochures, and fact sheets.

It also supplies curriculum and educational tools

to primary and secondary schools to aid in the

teaching process.

National Institute of Mental Health

Parklawn Building, 15C-05

5600 Fishers Lane

Rockville, Maryland 20857

Major Impact on the Field

The National Institute of Mental Health is

the nation’s scientific leader in research on the

causes, treatment, and prevention of mental

illness. The NIMH acts to bridge the gap between

N 1292 National Institute of Mental Health



research and the larger community by providing

leadership in the dissemination of information for

clinicians, patients, policy makers, and the gen-

eral public.

Cross-References
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National Institute of Nursing
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Basic Information

The development of NINR has had a major

impact on building nursing science as delineated

by the many successes and the growing number

of doctorally prepared nurses engaged in

research. Specifically, NINR has had a great

influence on genetics research with a focus on

bench to bedside, palliative care and symptom

management research, end-of-life research, and

research in long-term care.

Major Impact on the Field

The major impact of NINR has been in the devel-

opment of nurse researchers and nursing science

in general.
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Basic Information

The National Institute on Aging (NIA) is one of

the institutes of the National Institutes of

Health (NIH). The mission of the NIA is to

conduct research about the aging process,

to promote understanding of aging, and to dis-

seminate advances in aging research to the

public. The NIA sponsors aging research

through the extramural and intramural research

programs (National Institute on Aging [NIA],

2009).
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The extramural research program consists of

aging studies conducted at public and private

organizations, such as hospitals and universi-

ties. The four extramural research programs

supported by the NIA are: Division of Aging

Biology, Division of Behavioral and Social

Research, Division of Neuroscience, and Divi-

sion of Geriatrics and Clinical Gerontology.

Research conducted by the Division of Aging

Biology examines the physiological mecha-

nisms involved in the aging process using

humans and animals. Examination of the bio-

logical processes involved in aging aid in the

understanding of how biochemical changes

associated with aging may be risk factors for

diseases later in life. The Division of Behavioral

and Social Research seeks to understand the

aging process at the individual and group

level. Emphasis is placed on how individuals

change over time and the impact it has on

greater society. The Division of Neuroscience

supports research related to increasing the

understanding of how the nervous system is

impacted by the effects of aging. Alzheimer’s

disease and other dementias are the main

research areas in this division. Research studies

supported by the Division of Geriatrics and

Clinical Gerontology consist of three main

areas, which include Geriatrics, Clinical

Gerontology, and Clinical Trials. The focus of

this division is to examine age-related health

concerns and identify risk factors associated

with age-related diseases. The four divisions of

the extramural research program offer grants

and training opportunities to further enhance

the aging research field (NIA, 2011).

The intramural research program conducts

studies in multiple NIH sites in Maryland. The

focus of this research program is to examine

the physiological age-related changes that

occur throughout the lifespan in order to better

understand the physiology of age-related dis-

eases, such as Alzheimer’s disease, atheroscle-

rosis, and cancer. In addition to examining the

physiology of age-related diseases, the intra-

mural research program also aims to under-

stand the predictors of positive health (NIA,

2010).

Major Impact on the Field

The NIA has made many initiatives in the field of

behavioralmedicine through their ongoing research

studies, clinical trials, and published findings.

Clinical Trials

The NIA supports multiple clinical trials

examining multiple age-related conditions. The

various medical conditions funded by the

NIA-funded clinical trials include atherosclero-

sis, diabetes mellitus, hypercholesterolemia,

hypertension, inflammation, menopause, obesity,

and osteoporosis. In addition, the NIA funds

clinical research relevant to promoting health

behavior and managing psychological stress.

For example, the NIA is committed to

understanding more about Alzheimer’s disease.

One of the clinical trials funded by the NIA tested

whether Pioglitazone, a drug traditionally used

to treat type 2 diabetes, was effective at slowing

the progression of Alzheimer’s disease

(Geldmaher, 2009). Similarly, the NIA funded

a trial to evaluate the effectiveness of antioxidant

treatments for patients diagnosed with Alzheimer’s

disease (Galasko, 2009). Additional clinical trials

have been funded by the NIA to assess decision-

making abilities of patients diagnosed with

Alzheimer’s disease and to identify Alzheimer’s

disease-related brain changes and predictors of

memory loss (de Leon, 2009; Karlawish, 2009).

Publications

The NIA has published various resources

available to the public that demonstrate its initia-

tives in the field of behavioral medicine.

Published resources include information about

the importance of engaging in positive health

behaviors such as eating a healthy diet, quitting

smoking, exercising, and sleeping well. The NIA

has also published resources for issues related to

depression, coping with death, memory loss, and

sexuality in adulthood.

Cross-References
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Basic Information

The National Institute on Alcohol Abuse and

Alcoholism (NIAAA) is part of the National

Institutes of Health and focuses on research asso-

ciated with the causes, treatment, and prevention

of alcoholism. NIAAA became the leading fed-

eral agency to address alcoholism as a public

health problem after the passage of the Compre-

hensive Alcohol Abuse and Alcoholism Preven-

tion, Treatment, and Rehabilitation Act of 1970.

Also referred to as the Hughes Act of 1970, this

legislation established NIAAA as part of

the National Institute of Mental Health (NIMH).

Since its conception, NIAAA has been at

the forefront of alcohol-related research

starting with its investigation of fetal alcohol

spectrum disorder (FASD) at a time when

many scientists and physicians doubted its

existence. In 1977, it held the first national

FASD research conference which highlighted

epidemiological and clinical research and led

to the issue of the first FASD government

health advisory. Since then their research has

expanded to include the genetics of alcohol-

ism, benefits of alcohol consumption, neuro-

logical examinations of the impact of alcohol,

and improving health care and treatment of

those that suffer from alcohol abuse and

alcoholism as well as other topics.

It conducts and funds internal and external

research studies. NIAAA focuses on multidis-

ciplinary efforts including epigenetics, neurosci-

ence, public health, epidemiology, genetics, and

public policy. It also acts to relay information

to clinicians, patients, policymakers, and the gen-

eral public in an accessible manner. Notable

projects include Project MATCH and Project

COMBINE which have developed new ways

of approaching treatment and therapy for those

suffering from alcoholism. Additional studies

have also identified targeted populations, specif-

ically pregnant women and youth, and subse-

quently focused research efforts to highlight

specific needs of these populations to increase

prevention. In addition to internal research,

NIAAA also provides financial and other forms

of support to researchers through requests for

applications (RFAs) and program announce-

ments (PAs) as well as through other small

grants.

In conjunction with the goal of conducting

and supporting research, the NIAAA also works

to disseminate this newly found information. It

accomplishes this goal through Alcohol Alert,

which is published quarterly and aimed at

professionals and clinicians. Additionally, the

NIAAA also provides information to the gen-

eral public through pamphlets and brochures as

well as educational training programs. NIAAA

also sponsors several public health programs

that range in topics and targeted populations

from pregnant women to youth and young

adults.
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National Institute on Alcohol Abuse and

Alcoholism

5635 Fishers Lane, MSC 9304

Bethesda, MD 20892-9304

URL: http://www.niaaa.nih.gov

Major Impact on the Field

The National Institute on Alcohol Abuse and

Alcoholism is the largest funder of research

concerning alcoholism and alcohol-related prob-

lems in the United States. It is a keystone

of alcohol abuse and alcoholism research and

provides leadership in the dissemination of infor-

mation for clinicians, patients, and the general

public. The NIAAA acts to bridge the gap

between research and the community at large

through educational programs and changes in

public policy.

Cross-References

▶Alcohol Abuse and Dependence

▶Alcohol Consumption

▶Binge Drinking

▶National Institutes of Health
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Basic Information

Overview

The National Institutes of Health (NIH) is an

agency of the United States Department of Health

and Human Services. It consists of the Office

of the Director (OD) and 27 institutes and centers

which make up the largest source of medical and

scientific funding in the world (United States

Department of Health and Human Services &

National Institutes of Health, 2010). The main

function of the OD is to “plan, manage, and

coordinate” the specific policies and procedures

laid out for these institutes (United States

Department of Health and Human Services,

2010a). The policies and procedures are devel-

oped and implemented through extensive collab-

oration and input from the OD and NIH staff.

Other sources of information include the

extramural scientific community, patient

advocacy and volunteer organizations, Congress,

and the Director’s Council of Public Representa-

tives, a federal committee made up of members of

the general public. The current director of the

NIH is Francis S. Collins. Dr. Collins’ job is to

efficiently and effectively integrate the informa-

tion from his advisors and provide direction for

specific “Areas of Research Emphasis,” the

future goals and directions that the NIH identifies

as beneficial to science and society. Themes that

are to be addressed in the coming years include

translational medicine, health-care reform, global

health, and empowering and energizing the

research community (United States Department

of Health and Human Services, 2010a).
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Application Process

Sustained funding is a necessary component for

advancing science. In order to facilitate innovative

projects that support scientific progress, the NIH

funds grants, cooperative agreements, and con-

tracts (United States Department of Health and

Human Services, 2010b). The NIH lists several

key factors in being awarded funding: (1) the pro-

jectmust be of high scientific caliber, (2) it must be

investigator-initiated, and (3) the research must be

unique and innovative. In order to provide guid-

ance for funding opportunities, NIH notifies

researchers of the availability of funds through

Funding Opportunity Announcements (FOAs),

which are posted in the NIH Guide for Grants

and Contracts and on Grants.gov. Other sources

of funding information include Parent Announce-

ments, Program Announcements (PAs), and

Requests for Applications (RFAs). The NIH also

supports research centers and intramural research

(United States Department of Health and Human

Services, 2010b; United States Department of

Health and Human Services & National Institutes

of Health: Office of Extramural Research, 2009).

Funding opportunities exist for a variety of

research structures, including individuals, domes-

tic institutions, and foreign institutions. Further, the

NIH seeks to fund investigators at various points in

their scientific careers. For example, special pro-

grams and announcements have been created

targeting young and early stage investigators in

order to help this population establish their career

and ultimately flourish in the realm of scientific

research. More senior investigators may choose to

be mentors for early stage investigators and direc-

tors of projects or institutes (United States Depart-

ment of Health and Human Services, 2010b).

Historically, it has been considered difficult to

be awarded an NIH grant. However, competition

is critical for improving the level of applications

and ultimately the caliber of scholarly research.

In order to determine which grants are awarded

funding, applications typically go through

a rigorous process known as peer review. The

peer review process involves multiple readings

of each application by credentialed peers in the

relevant field and helps to establish the quality of

the grants funded. The NIH lists five major

review criteria looked at by reviewers when

examining and scoring applications: the signifi-

cance of the project; investigator background;

level of innovation, approach, and methodology;

proposed environment for the study; and proba-

bility of success (United States Department of

Health and Human Services & National Institutes

of Health: Office of Extramural Research, 2011).

Before reviewers meet, they give each applica-

tion a preliminary score on a scale from 1 (excep-

tional) to 9 (poor). Applications which receive

a score above a predetermined threshold score

progress to a full committee meeting. At this

meeting, reviewers discuss the strengths and

weaknesses of each application and create

an impact/priority score, which determines the

percentile ranking that will organize applications

for possible funding. Program officers then deter-

mine how review scores are translated into

funding for a certain number of applications.

Often, applications are submitted twice: if

an initial application is not granted review, com-

ments are provided to the applicant, and they are

encouraged to submit an amendment. Grants are

reviewed both by the center for the scientific

review and the institutes themselves for special

initiatives. Special review processes only allow

for one submission (United States Department of

Health and Human Services & National Institutes

of Health: Office of Extramural Research, 2011).

Funding Success

Funding success is an important measure of the

level of competition. Success rates are reported as

the percentage of reviewed grant applications

that receive funding, which is determined by

dividing the number of competing applications

funded by the sum of the total number of com-

peting applications reviewed and the number of

funded carry-overs (United States Department of

Health and Human Service & National Institutes

of Health, 2009). Success rates are computed on

a fiscal year basis and include applications that

are peer-reviewed and either scored or unscored
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by an Initial Review Group. Applications that

have one or more amendments in the same fiscal

year are only counted once. Funding success rates

are typically between 10% and 20% (United States

Department of Health and Human Services &

National Institutes of Health: Office of Extramural

Research, 2011; United States Department of

Health and Human Service & National Institutes

of Health, 2009; United States Department of

Health and Human Services, 2010c). In 2010,

there was an overall success rate of approximately

one in five grants, which accounts for both new

investigators and established investigators, who

may be more likely to get funding based on past

awarded grants. Thus, this measure may not be

representative of the level of competition for new

or less established investigators. After peer

review, successful grantees go through the award

process inwhich the grantee is notified of an award

and assigned a program officer who manages the

distribution and monitoring of the award. Grant

awards can range from a few thousand to tens of

millions of dollars and depend on numerous fac-

tors including the type of grant (known at NIH as

the “grant mechanism”), the institution, the struc-

ture of the proposal (individual vs. center), the

period of time that the award is assigned, and

many more. The oldest and most common mech-

anism applied for is the R01, which cannot exceed

$250,000 annually in direct costs, unless a special

request is made (United States Department of

Health and Human Services & National Institutes

of Health, 2010). Other common grant types are

K mechanisms, which represent training grants,

fellowships, and early stage investigator-initiated

research; U mechanisms, which are cooperative

agreements; and R21 exploratory grants.

Funding and Scientific Accomplishments

Funding of the NIH has been integral to the

progression of innovative scientific discovery.

President Obama recently released his 2012 bud-

get proposal, in which he requested a 745 million

dollar increase to the NIH budget. When added to

the existing budget, the total request for the NIH

is 32 billion dollars. Considering the 3.5% rate of

inflation, the proposed amount is roughly equiv-

alent to flat funding (Brown, 2011).

The latest scientific accomplishments of NIH-

funded projects were highlighted in a recent status

report (United States Department of Health and

Human Services, 2011). Many of these accom-

plishments have been in the area of HIV/AIDS,

with the development of antiretrovirals (ARVs) to

treat the disease as one of the most notable. One

large-scale study involved an ARV microbicide

for women and found a 50% protection rate

against HIV transmission. Future research focuses

for the NIH in the field of HIV/AIDS will be on

vaccine development and efficacy.

Advances in technology are key to NIH’s

research success. For example, because of

NIH-sponsored research, high-resolution imaging

is becoming a critical part of studying disease and

disease progression. Findings of a study conducted

by the National Lung Society suggest that low-

dose CT screening can decrease lung-cancer deaths

by 20% among heavy smokers. Another techno-

logical innovation becoming increasingly impor-

tant in the treatment of disease is stem cells.

Researchers recently found that mouse embryonic

and induced pluripotent stem cells can be used to

generate new hair cells, which has implications for

hearing loss and deafness in humans. Finally, influ-

enza vaccines have been improved to protect

against multiple strains of the virus, which has

helped science progress toward the goal of eradi-

cating the virus worldwide.

Future Changes and Directions

There are many areas in the health sciences that

are under-researched, including pain control, drug

delivery, vaccines, medical informatics, and more

that may lead to future initiatives and structural

changes. The NIH is currently developing transla-

tional research initiatives by creating a clinical and

translational research institute, which would help

facilitate the process of translating clinical find-

ings to practical applications such as drug devel-

opment and other health improvements. Another

example of a structural change to the NIH is the

recent vote by the Scientific Management Review

Board to merge the National Institute on Drug

Abuse (NIDA) and the National Institute on Alco-

hol Abuse and Alcoholism (NIAAA) (Mcmanus,

2010). These proposals indicate that the NIH is
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responsive to changes in science and attempts to

accommodate these changes through reorganiza-

tion and constant refinement both at the structural

level and the scientific level.

Major Impact on the Field

The NIH is the largest source of funding for med-

ical research in the world. Major contributions to

various scientific fields linked directly to NIH

funding cannot be understated. For example, the

increase in lifespan in the United States from 47 to

78 between 1900 and 2009 has been attributed to

the long history of NIH funding (United States

Department of Health and Human Services &

National Institutes of Health, 2010). Diseases

such as smallpox, measles, polio, and chronic con-

ditions such as diabetes and cancer, which were

once death sentences, are now eradicated, curable,

preventable, or treatable. In fact, rates of cancer

diagnoses and cancer-related deaths have seen

significant drops in recent years (United States

Department of Health and Human Services,

2008). The field of mental health has seen

advances, including the development of more

effective antidepressants as well as improvements

in the overall treatment for mental health and

substance use disorders. The Human Genome Pro-

ject, an ambitious campaign that began in 1990

and involved researchers from all over the world

dedicated to decoding the mysteries of the human

genetic code, resulted in the sequencing of the

human genome in 2003. This enormous effort

has given researchers unique insight into more

than 1,800 disease genes and has played an invalu-

able role in the development of genetic tests

(United States Department of Health and Human

Services & National Institutes of Health, 2011).

Prevention research hasmade immense strides due

to NIH funding and has resulted in a better under-

standing of measures that can be taken to reduce

the risk of heart disease, stroke, dementia, and

many other adverse health conditions.

More than 80Nobel Prizes have been presented

to NIH-funded projects. However, scientific

advances resulting from NIH-supported projects

extend well beyond the ones receiving special

recognition, and often the true impact of such pro-

jects cannot be gauged until long after their com-

pletion. Additionally, despite major cuts to NIH

funding, the latest advances in comparative effec-

tiveness research offer a better understanding of

how to best utilize and distribute funds to maxi-

mize the long-term impact that projects will be

able to have in their respective fields. Each day,

NIH-funded projects address the challenges of

a changing health climate facing chronic disease,

the resurgence of old diseases, and emergence of

new, and progress toward a healthier society both

across the United States and worldwide.

Cross-References

▶National Cancer Institute

▶National Institute of Diabetes and Digestive

and Kidney Diseases
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Definition

Natural killer (NK cells) form an important arm

of the innate immune system (non specific

immunity). They develop in the bone marrow

and circulate in the blood. They are called NK

cells because they are always active naturally and

can kill before they encounter any antigens. They

have important roles in eliminating virally

infected cells without having specificity against

any particular viruses and act as early component

of the host response to viral infections. NK cells

also play role in fighting cancer cells in the body.

NK cells are considered part of the group of

lymphocytes; however, they have neither antigen

receptor nor antibody receptor, and they are

larger in size than T and B lymphocytes.

Upon NK cells activation, they produce cyto-

toxic granules which contain many molecules

like perforins, TNF-a, lymphotoxin-b, INF-a,
and many granzymes. NK cells kill virally

infected cells by secreting these cytotoxic gran-

ules after recognizing the infected cells by

lacking MHC molecule (major histocom-

patability complex) class I, which is not present

in the virally infected cells. Also, these granules

contain other molecules like TNF (tumor necrosis

factor) which can activate apoptosis through

death domain of TNF receptor of the target cell;

also, NK cells kill by apoptosis via Fas ligand –

Fas receptor mechanism upon engagement of the

NK cell receptor with the target cell receptor.

NK cells have amechanism of checking cells by

detecting the amount of MHC I protein on the cell
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surface; cells which express enough amount of

MHC I will escape the killing by NK cells, and

cells with reduced amount of MHC I will

be targeted and killed byNK cells via programmed

cell death after targeted by the cytotoxic granules.

NK cells can be activated in response to interferons

and macrophage-derived cytotoxins.

NK cells secrete cytokines such as interferon g
and interleukin 12 which help in CD4 T lympho-

cytes differentiation. NK cells are among the first

to encounter cancer cells of the innate immunity

components, and they secrete interferon g which

recruit other component of the immune system.

To control their cytotoxic activities, NK

cells have two types of receptors on their sur-

face: the first set are activating receptors that

induce killing by NK cells and called KAR

(killer activating receptors), while the second

set of receptors are inhibitory which inhibit NK

cells activation and therefore prevent killing to

the normal host cells (killer inhibitory receptors

KIR), and the KIRs are specific for MHC class

I molecule.

Also, NK cells kill cancer cells as well as

viral-infected cells by detecting an important spe-

cific protein expressed often at the surface of

these cells as a result of cellular physiological

stresses, such as postneoplastic transformation

or viral infection. NK cells express complemen-

tary cell surface receptor for the above stress

proteins which strongly activate NK cells and

the production of the NK cell cytotoxic granules.

Summary: Specific features of NK cells function and killing

Part of innate immunity

Kill cancer and virus-infected cells

Killing without specificity

Have two types of receptors: KAR to kill and KIR to

avoid killing

Secrete some cytokines like IL12 and IF-g
Produce cytotoxic molecules to kill target cells by

apoptosis

Screen target cells by lack of MHC I expression

Recognize stress proteins on physiologically stressed cells
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Needle Exchange Programs

Hansel Tookes
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FL, USA

Synonyms

NEPs; SEPs; Syringe exchange programs

Definition

In 2006, injection drug users (IDUs) accounted

for 12% of the 56,300 new human immunodefi-

ciency virus (HIV) infections in the USA (Hall

et al., 2008). In 2007, 15% of the 43,000 new

hepatitis B virus (HBV) infections and 44% of the

17,000 new hepatitis C virus (HCV) infections in

the USA were among IDUs (Guardino et al.,

2010). IDUs are susceptible to infection via shar-

ing injection equipment and high-risk sexual

behavior. While the National Institute on Drug

Abuse (NIDA) recommends use of a new, sterile

syringe each injection, many IDUs contract

these viral infections through the sharing of
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contaminated syringes. In response to these viral

epidemics, syringe exchange programs (SEPs)

have been implemented in many countries

including the United States (USA) (Mathers

et al., 2010). These programs allow IDUs to

exchange contaminated syringes for sterile syrin-

ges, with the goal of reducing the likelihood of

IDUs’ sharing used syringes.

The first SEPs in the USA opened in the late

1980s in Tacoma, Washington, followed shortly

by programs in San Francisco, California;

Portland, Oregon; and New York, New York

(Hagan, Des Jarlais, Purchase, Reid, & Friedman,

1991). The North American Syringe Exchange

Network (NASEN) estimates that there are cur-

rently 184 SEPs operating in the USA (Guardino

et al., 2010). In December of 2009, President

Barack Obama signed a bill authorizing the use

of federal dollars for SEPs. This signing marked

the end of a 21-year-long Congressional ban on

SEPs instituted in 1988 at the height of the AIDS

epidemic (Kerlikowske & Crowley, 2010).

A 1997 Report to Congress by the then Sec-

retary of Health and Human Services Donna

Shalala established SEPs as an effective compo-

nent of a comprehensive strategy to prevent HIV

and other blood-borne infectious diseases

(Shalala, 1997). Many studies have shown that

SEPs help to reduce the sharing of syringes

among IDUs, and IDUs have reported

no increased unsafe disposal in areas where

SEPs were providing more syringe coverage

(Bluthenthal, Anderson, Flynn, & Kral, 2007;

Neaigus et al., 2008; Watters, Estilo, Cark, &

Lorvick, 1994). Further, SEPs provide a range of

preventive care services. Most SEPs services

include HIV/AIDS counseling and testing,

HCV counseling and testing, condom distribu-

tion, referral to substance abuse treatment, alco-

hol swabs, and safe-injection education.

Additional services are often available including

primary medical care, tuberculosis screening,

and comprehensive hepatitis screening services

including HAV and HBV vaccination (Guardino

et al., 2010).

SEPs help refer IDUs to treatment and do not

encourage drug use among IDUs or recruit new

users (Vlahov & Junge 1998). SEPs also help

IDUs use sterile syringes and share less, reducing

risk of blood-borne illness (Des Jarlais et al.,

1994; Heimer, Khoshnood, Bigg, Guydish, &

Junge, 1998). HIV incidence among IDUs has

decreased by 80% from before SEPs (1988–

1990) to their maximum coverage (2003–2006)

(Hall et al., 2008). These data are of high public

health significance because in 2010, the Depart-

ments of State and Health and Human Services

have issued policy guidance for US and global

partners in the President’s Emergency Plan for

AIDS Relief (PEPFAR) in the implementation of

SEPs, but SEP coverage has yet to increase

domestically. Despite the evidence, IDUs have

limited coverage with SEPs offered in only 36

states, the District of Colombia, and Puerto Rico

(Guardino et al., 2010). However, in 2011, the

Centers for Disease Control and Prevention will

issue guidance on SEPs to all US Health Depart-

ments, which will include recommendations rel-

evant to syringe exchange programs.
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Synonyms

Emotional distress; Negative emotion

Definition

Negative affect is a broad concept that can be

summarized as feelings of emotional distress

(Watson, Clark, & Tellegen, 1988); more specif-

ically, it is a construct that is defined by the

common variance between anxiety, sadness,

fear, anger, guilt and shame, irritability, and

other unpleasant emotions. A variety of

converging evidence suggests that negative affect

is largely statistically independent from positive

affect (e.g., Watson, 1988), but it is also clear that

there exists a dimension called pleasantness-

unpleasantness that has relations to both negative

and positive mood terms (e.g., happiness and

sadness). Some workers (e.g., Russell &

Carroll, 1999) take the existence of the bipolar

pleasantness-unpleasantness factor as evidence

that negative affect and positive affect form

a single dimension.

Negative affect and the dispositional tendency

toward negative affect (called neuroticism, nega-

tive affectivity, or negative emotionality) are

a large component of many forms of psychopa-

thology including mood disorders, anxiety

disorders, and personality disorders. Negative

affect has also been associated with such

important areas in behavioral medicine as coping

with illness or caregiving, blood pressure and

heart rate, perceived stress, drinking motives,

tobacco smoking, drug use, disordered eating,

self-reported sleep quality, and cardiovascular

disease.
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Synonyms

Neuroticism

Definition

Negative affectivity (NA) is a broad personality

trait that refers to the stable tendency to experi-

ence negative emotions (Watson & Clark, 1984).

Individuals who are high in NA are more likely

to report negative affective mood states across

time and regardless of the situation. They also

report more somatic symptoms and have an

attention bias toward adverse stimuli or poten-

tially threatening situations (Watson &

Pennebaker, 1989).

NA is closely related to neuroticism (Costa &

McCrae, 1987) as one of the broad trait domains

in the Five Factor Model of personality. Because

NA is centrally defined by the tendency to

experience negative affect (Watson &

Pennebaker, 1989), the label NA is used here to

designate dysphoric individual differences that

are relatively stable over time. From a cognitive

point of view, individuals who are high in NA

may take a gloomy view of things and are

inclined to be worrying. From an affective point

of view, symptoms of depressed mood are often

accompanied by other negative emotions like

anxiety and anger (Watson & Clark, 1984).

There are a number of reasons why it is

important to account for individual differences

in NA in clinical research and practice. First,

psychological risk factors tend to cluster

together within individuals; clustering of these

factors, in turn, elevates the risk for adverse

outcomes. NA is a personality trait that predis-

poses to clustering of negative emotions as

a psychological risk factor (Denollet, 2005;

Suls & Bunde, 2005). Second, individuals who

are high in NA may scan the world for signs of

impending trouble and seem to focus their atten-

tion on adverse stimuli (Watson & Pennebaker,

1989). This may explain why NA or neuroticism

has been associated with more reactivity to

stressful events and with more negative

appraisals of interpersonal stressors. Third, NA

may be related to difficulties in coping with life
stress (Depue & Monroe, 1986) and is associ-

ated with an increased risk of affective disorder

(Watson, Clark, & Harkness, 1994) and symp-

toms of both emotional and somatic distress

(Watson & Pennebaker, 1989).

Some have argued that neuroticism or NA is

associated with complaints of chest pain but not

actual heart disease (Costa & McCrae, 1987).

However, one should not overlook potential

associations between NA and decrements in

physical health. There is a substantial overlap

among the various negative affective dispositions

(anger, anxiety, and depression) that have been

associated with an increased risk of cardiovascu-

lar disease. This suggests that a general disposi-

tion toward negative emotions – the core of

NA –may be important as a potential determinant

of adverse health outcomes (Denollet, 2005; Suls

& Bunde, 2005).

Broad and stable personality traits such as

NA may carry with them much potential for

scientific and clinical purposes. NA taps into

chronic attributes of individuals and has many

referent attributes and therefore has much

predictive and explanatory power. NA can

be reliably assessed with the 7-item NA mea-

sure of the DS14 (Denollet, 2005), a scale

that was specifically designed to assess this

stable tendency to experience negative

emotions.

N 1304 Negative Affectivity

http://dx.doi.org/10.1007/978-1-4419-1005-9_607


Cross-References

▶Neuroticism

▶Type D Personality

References and Readings

Costa, P. T., & McCrae, R. R. (1987). Neuroticism,

somatic complaints, and disease: Is the bark worse

than the bite? Journal of Personality, 55, 299–316.
Denollet, J. (1991). Negative affectivity and repressive

coping: Pervasive influence on self-reported mood,

health, and coronary-prone behavior. Psychosomatic
Medicine, 53, 538–556.

Denollet, J. (2005). DS14: Standard assessment of

negative affectivity, social inhibition, and type

D personality. Psychosomatic Medicine, 67, 89–97.
Depue, R. A., & Monroe, S. M. (1986). Conceptualization

and measurement of human disorder in life stress

research: The problem of chronic disturbance.

Psychological Bulletin, 99, 36–51.
Suls, J., & Bunde, J. (2005). Anger, anxiety, and depression

as risk factors for cardiovascular disease: The problems

and implications of overlapping affective dispositions.

Psychological Bulletin, 131, 260–300.
Watson, D., & Clark, L. A. (1984). Negative affectivity:

The disposition to experience aversive emotional

states. Psychological Bulletin, 96, 465–490.
Watson, D., Clark, L. A., & Harkness, A. R. (1994). Struc-

tures of personality and their relevance to psychopathol-

ogy. Journal of Abnormal Psychology, 103, 18–31.
Watson, D., & Pennebaker, J. W. (1989). Health

complaints, stress, and distress: Exploring the central

role of negative affectivity. Psychological Reviews,
96, 234–254.

Negative Cognitions

▶Negative Thoughts

Negative Emotion

▶Negative Affect

Negative Emotionality

▶Neuroticism

Negative Relationship

▶ Inverse Relationship

Negative Religious Coping

▶Religious Coping

Negative Social Interaction

▶ Social Conflict

Negative Thoughts

Louise C. Hawkley

Department of Psychology, University of

Chicago, Chicago, IL, USA

Synonyms

Anger; Anxiety; Avoidance; Catastrophizing/

Catastrophic thinking; Depression; Hostility;

Loneliness; Negative affect; Negative cogni-

tions; Neuroticism; Perceived stress; Pessimism;

Rumination; Worry

Definition

Negative thoughts are cognitions about the self,

others, or the world in general that are character-

ized by negative perceptions, expectations, and

attributions and are associated with unpleasant

emotions and adverse behavioral, physiological,

and health outcomes.

Negative thoughts are cognitive components

of negative psychosocial variables such as

depressive symptoms, anxiety, loneliness, and

hostility. Depressive cognitions, for instance,

include thoughts of hopelessness, helplessness,
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and diminished self-worth. Anxiety is a negative

affective state or trait that is accompanied and

perpetuated by worry and rumination. Loneliness

is a negative state or trait that is characterized

by perceptions of social threat, negative expecta-

tions in social interactions, and lower

self-esteem. Hostility is characterized by deroga-

tion of others and thoughts of aggression and

revenge. Negative thoughts are often intrusive

and unwanted and require effort to suppress.

Negative thoughts are assumed to play

a major role, together with related negative emo-

tions, in the associations of negative psychoso-

cial variables with poorer health behaviors,

greater physiological reactivity, poorer health,

and higher rates of mortality. Negative thoughts

tend to co-occur with each other, and their com-

bined contributions may exceed those of any

particular negative thought. Alternatively, spe-

cific negative thoughts may exert unique effects

on health-related outcomes. The effects of lone-

liness on systolic blood pressure, for example,

are independent of the effects of negative

thoughts related to perceived stress, depressive

symptoms, poor social support, and hostility

(Hawkley, Thisted, Masi, & Cacioppo, 2010).

On the other hand, worrying and pessimism

tend to be correlated, and each has shown

a positive prospective association with risk for

coronary heart disease (Kubzansky et al., 1997;

Kubzansky, Sparrow, Vokonas, & Kawachi,

2001), but it is not known whether the effects

of worrying and pessimism on disease risk are

independent of each other or confounded with

each other. Mechanistic models of health risk

employ negative thoughts as precursors to

behaviors that have health consequences. For

instance, low self-esteem has been shown to

prospectively predict health problems through

its effect on the quality of social bonds (Stinson

et al., 2008).

Neuroticism is a personality trait that is

defined as a propensity for negative thoughts

and experiences of many kinds and has been

associated with mortality (Shipley, Weiss, Der,

Taylor, & Deary, 2007). Because neuroticism is

associated with a variety of specific negative

thoughts, studies sometimes employ neuroticism

as a covariate to determine the extent to which

health effects are attributable to a specific nega-

tive psychosocial variable or negative thought as

opposed to negativity more generally.
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NEPs

▶Needle Exchange Programs

Nerve Cell

▶Neuron

Nerve Damage

▶Diabetic Neuropathy

Nested Case-Control Study

▶Nested Study

Nested Study

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Nested case-control study

Definition

A nested case-control study is one that is “nested”

within a cohort study.

In many cohort studies, all subjects provide

a wide range of information at the time of

recruitment, e.g., results from a physical

examination, answers to multiple question-

naires, blood and urine samples, and results

from imaging techniques. Because of the large

numbers of subjects in these studies and the

cost of analyzing some biological samples,

some of these resources are often not analyzed

in detail at the time of collection, but are stored

for future use. The nested case-control study is

performed using subjects who develop the dis-

ease of interest in due course, and control sub-

jects who are selected from those who were

disease-free at the time the case

subjects (those who developed the disease)

were diagnosed.

The appropriate data sets and samples are then

retrieved and analyzed for these two subsets

(cases and controls) of the original cohort

recruited into the study. This approach maintains

the major advantage of a cohort study in that the

exposure data were collected before the

development of the disease in the case subjects,

while requiring the analysis (and associated

costs) for only those who become entered into

the nested case-control study (Webb, Bain, &

Pirozzo, 2005).
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Synonyms

Flight-or-fight response; Stress cascade; Stress

response

Definition

Neuroendocrine activation is activation of both

neuronal and endocrine pathways in situations

when either internal or external factors act in

a way that disturbs the body’s homeostasis.

Description

From its very origin, life has been exposed to

a highly dynamic environment. In order to sur-

vive, everything, from the simple primordial

ribonucleic acid (RNA) molecules to the highly

structured organisms that exist in the present

world, had to learn how to fight these changes

and eventually benefit from them. Nevertheless,

no matter how beneficial these changes proved to

be in the end, first encountered, they usually

provoked a physiological response, commonly

known as stress. Often, very hostile environments

forced more complex organisms, like vertebrates,

to develop a response that Walter Cannon (1914)

first introduced as a “fight-or-flight” response,

which describes a number of physiological

changes involved in regulation of the body’s

response to stimuli. This response aims to main-

tain body homeostasis, the mechanism that keeps

internal environment in the body as constant and

balanced as possible (Pacák & Palkovits, 2001).

One of the key features in this adaptive

response is neuroendocrine activation (Miller &

O’Callaghan, 2002), which includes activation of

two systems, the hypothalamic-pituitary-adrenal

(HPA) axis and the sympathetic nervous system

(SNS). Neuroendocrine activation can be trig-

gered in two ways: as a feedback signal from

peripheral receptors that have recognized the

altered homeostasis or by the direct simulation

from an activated brain regulatory center (Vigas

& Jezová, 1996). Even though different stressors

activate different pathways and circuits within an

organism, they will always result in the series of

neural and endocrine adaptations known as the

stress cascade (Miller &O’Callaghan, 2002). The

key site involved in neuroendocrine activation is

the hypothalamus (Barrett, 2005). Activation of

both HPA axis and SNS starts from this very

small but extremely important part of dienceph-

alon. The hypothalamus consists of large number

of nuclei and fiber tracts situated in three promi-

nent features: supraoptic (anterior) region,

tuberal or middle region, and mammillary or pos-

terior region. From its posterolateral nuclei, the

hypothalamus establishes strong, direct connec-

tions with autonomic nuclei in the brain stem and

spinal cord. In this way, this part of central

nervous system (CNS) structure controls SNS

functions (Barrett). At the same time, and as

a response to stress, the hypothalamus releases

a neuropeptide called corticotrophin-releasing

hormone (CRH) (Griffin & Ojeda, 2004), which

stimulates the anterior pituitary gland to release

another hormone, adrenocorticotropic hormone

or ACTH, into general circulation. ACTH in

turn stimulates the adrenal cortical cells of the

adrenal glands to synthesize and release species-

specific glucocorticoids into blood. The tight

control of these glucocorticoids (mainly cortisol

in humans) is sustained via negative feedback

that controls and, in the end, terminates the

release of CRH (Griffin & Ojeda). The necessity

for this very subtle regulation of HPA axis at

different levels is well represented by adverse

health consequences caused by its dysregulation

(Tsigos & Chrousos, 2002). For example,

increased HPA axis activity and the

hyperproduction of cortisol can lead to melan-

cholic depression which can be accompanied by

atherosclerosis, suppression of immune cells,

infectious diseases, deposition of visceral
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fat, and enhanced resistance to autoimmune/

inflammatory disease (Tsigos & Chrousos).

Hypo-production of cortisol, on the other hand,

will lead to the state of the relative resistance to

infectious but increased susceptibility to inflam-

matory and autoimmune diseases, and, in its more

severe form, a serious condition known as

Addison’s disease (Griffin & Ojeda, 2004).

Clearly, one of the very important consequences

of HPA axis activation is immunosuppression

(Nance & Meltzer, 2003) that includes changes

in leukocyte trafficking and function, decreased

production of inflammatory cytokines, and inhi-

bition of their effects on target tissues. However,

although glucocorticoids can express variable

effects on different systems, resulting sometimes

in activation and sometimes in their suppression,

their primary goal is always to act as the guard-

ians of body homeostasis (Munck, Guyre, &

Holbrook, 1984). Therefore, it is not stress that

glucocorticoids fight against, it is altered homeo-

stasis that triggers their secretion and activation.

Stress triggers the activation of both pituitary

gland and adrenal cortex, as well as specialized

“neuroendocrine tissue” in the hypothalamus, but

it can also act via sympathetic neurons responsi-

ble for presence of the circulating catechol-

amines, adrenaline, and noradrenaline,

(epinephrine and norepinephrine) secreted from

adrenal medulla (Barrett, 2005). This is known as

the sympatho-adrenal-medullary axis or SAM

axis/system. Stress can also cause an integrated

response that originates entirely within the

central nervous system, where activation of cor-

tical and hypothalamic brain centers acts via

postganglionic sympathetic neurons, innervating

the smooth muscles of blood vessels, heart, skel-

etal muscles, kidney, gut, and other organs

(Barrett). In other words, both short-term physi-

ological changes (such as acute exercise) and

chronic pathophysiological disorders (chronic

heart failure) will lead to CNS-mediated SNS

activation (Goldstein, 1987). SNS activation

involves the release of noradrenaline at the end

of the postganglionic neurons, but through its

preganglionic fibers of splanchnic nerves, it also

regulates hormone secretion from adrenal

medulla (Barrett, 2005). The cells of this

endocrine gland, chromaffin cells, synthesize

and secrete adrenaline, and, to a lesser extent,

noradrenaline. The presence of these catechol-

amines in the blood stream (e.g., in response to

the exercise-induced stress) will lead to cognitive

arousal, cardiac stimulation and vasoconstriction

of peripheral blood vessels with preserved skele-

tal muscle blood flow, and relaxed bronchial

smooth muscle, increasing oxygen delivery to

the exercising muscle, and it will also affect gas-

trointestinal, renal, endocrine, and other systems

(Barrett). On the other hand, a rise in plasma

glucocorticoid levels activates different hor-

mones, prostaglandins and other arachidonic

acid metabolites, lymphokines, and bioactive

peptides which in turn challenge homeostasis

through different physiological mechanisms

again affecting endocrine, renal, nervous, as

well as the immune systems. However, unlike

components of HPA axis, secretion of adrenal

medullary hormones is not regulated by endo-

crine feedback loop, but it is controlled by CNS

instead (Barrett).

In sum, activation of the autonomic and

neuroendocrine system during stress has been

developed as a protective mechanism in “flight-

or-fight” situations where it serves to mobilize the

metabolic resources necessary to support

the requirements of the organism (Havel &

Taborsky, 2003). The problem arises when

neuroendocrine activation exceeds the body’s

metabolic requirements, typical in situations of

chronic psychological stress, large amounts of

caffeine uptake, as well as the pathological con-

dition of chronic myocardial infarction. One

example of this negative effect of neuroendocrine

activation in humans today is stress-induced

hyperglycemia (Havel & Taborsky). Clearly,

neuroendocrine activation during stress through

sympathoadrenomedullary system triggers the

release of neuropeptides such as adrenaline and

noradrenaline and, via activation of HPA axis,

causes an increase in secretion of cortisol and

the pancreatic hormone glucagon (Havel &

Taborsky), with a simultaneous decrease in insu-

lin production. As the pancreatic hormone gluca-

gon raises blood glucose levels, and insulin acts

as its antagonist, this neuroendocrine pattern will
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cause an increase in hepatic glucose production

in situations that demand increased muscular

activity (Havel & Taborsky). In other words,

increased physical activity present in the “flight-

or-fight” response will increase the demand for

the glucose consumption and effectively balance

higher glucose production, therefore maintaining

glucose plasma level (Havel & Taborsky).

Among modern types of stress, exercise-induced

stress is the only one that parallels somatic motor

activation present during “flight-or-fight”

response (Havel & Taborsky). Other common

types of stress such as hypoxia, trauma,

myocardial infarction, etc., will trigger neuroen-

docrine activation and secretion of glucose-

mobilizing hormones without adequate glucose

utilization and therefore will lead to the state of

hyperglycemia (Havel & Taborsky).

Caffeine intake (Lane, Pieper, Phillips-Bute,

Bryant, & Kuhn, 2002) can also mimic

stress-induced activation of neuroendocrine

system and lead to a rise in plasma levels of adren-

aline, noradrenaline, as well as glucocorticoids

such as cortisol. Similar to stress situations, it not

only enhances cardiac output, diastolic blood pres-

sure and heart rate, as well as skeletal muscle blood

flow but can also potentiate already stress-induced

increases in cardiac output and plasma concentra-

tion of adrenaline and cortisol (Lane et al., 2002).

One of the important protective roles of

neuroendocrine activation is sustaining circula-

tion in vital organs (such as heart, brain, kidney),

in the situations of extensive volume loss, e.g.,

hemorrhage (Swedberg, 2002). In order to sustain

its role, neuroendocrine activation causes tachy-

cardia, constriction of peripheral blood vessels,

and volume expansion. Unfortunately, what is

beneficial in one situation can become detrimen-

tal in other pathological conditions such as

chronic heart failure (Swedberg). Direct conse-

quences of chronic neuroendocrine activation in

this case are sodium and water retention that

leads to congestion, vessel constrictions that

will increase demand of oxygen, and toxic cellu-

lar effects, all of which combined together may

cause cardiac dysfunction and higher morbidity

and death in chronic heart failure patients

(Swedberg).

Hence, neuroendocrine activation is an

adaptive response to changing and demanding

external and internal environment, and another

example of the complex structure of living organ-

isms, so carefully and subtly regulated that

exposure to any new phenomenon, can turn this

strong protector into a very dangerous enemy.
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Synonyms

Hormone theory of aging

Definition

The neuroendocrine hypothesis of aging

proposes that aging results from the functional

perturbations, both in neuronal control and in

endocrine output, of the hypothalamic-pituitary-

adrenal axis. These perturbations result in dys-

function in the activity of various endocrine

glands and their target organs. The other conse-

quence is a developing imbalance in hormonal

cross-communication between various endocrine

axes.

Description

The neuroendocrine system has two central com-

ponents: the hypothalamus, a structure that is part

of the central nervous system (CNS), and the

pituitary gland, situated in an anatomical bone

depression at the base of the skull, just behind

the crossing of the optical nerves (optic chiasm).

The two components, forming the hypothalamo-

pituitary (HP) axis are extensively linked, though

a stalk that contains both vascular and neuronal

connections.

The activity of the system is regulated both by

neurotransmitters and neuropeptides secreted

locally in the CNS and by circulating hormones.

Together, these factors control the secretion by

the hypothalamus of hormonal factors that induce

or inhibit the downstream release of hormones

from the pituitary gland. In addition to this central

role in the control of the endocrine system, the

hypothalamus has also an important role in the

control and integration of activities in the sympa-

thetic and parasympathetic branches of the auto-

nomic nervous system, thus influencing a wide

array of essential physiological functions such as

heart beat, blood pressure, and vascular reactivity

or glucose metabolism. By changes in neuronal

activity in specific discrete nuclei, the hypothal-

amus also regulates the food intake and the dis-

tribution and regulation of fat metabolism, in

response to peripheral appetite-inducing,

orexigenic (ghrelin), or appetite-reducing,

anorexigenic (e.g., leptin) agents.

Aging is associatedwithmultiple endocrinolog-

ical changes, including a decrease in estrogens in

women (menopause) and testosterone in

men (andropause), dehydroepiandrosterone

(DHEA) and DHEA sulfate (adrenopause),

as well as decreases in growth hormone (GH) and

insulin-like growth factor (IGF-1) (somatopause).

The general form of the neuroendocrine

hypothesis of aging proposes that aging results

from the functional perturbations, both in neuro-

nal control and in endocrine output, of the HP

axis, that result in a dysfunction in the activity of

the endocrine glands and their target organs, as

well as imbalances in the hormonal and signaling

cross communication between the various com-

ponents of the endocrine axes. A relevant feature

of the activity of the neuroendocrine system is

that the secretion of many of the hormone-

releasing factors controlling individual endocrine
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systems is cyclical, integrated mainly in diurnal

(24 h), but also in monthly or longer cycles,

through activity in the hypothalamic

suprachiasmatic nucleus (SCN). Thus, the neuro-

endocrine hypothesis of aging proposes that with

aging, through yet to be defined mechanisms, the

activity of the body clock is perturbed resulting in

a gradual and progressive dys-synchronization of

the hormonal output. Similar disruptions in SCN

activity affect other processes showing a diurnal

cycle, such as the sleeping.

Several examples can illustrate this effect of

aging on the endocrine system and the resulting

functional effects. Thus, with increasing age,

there is a decreased secretion of hypothalamic

gonadotrophin-releasing hormone (GnRH) and

a significant change in the pulsatile rhythm of

its secretion that results in a decreased and more

erratic secretion of luteinizing hormone (LH).

This desynchronization, together with the

decrease in the ovarian secretion of regulatory

factors, leads, over a period of time, to the loss

of reproductive cycles in females. The associated

decrease in number of ovarian follicles contrib-

utes also to the decline in estrogen levels in aged

women, leading to some of the of age-associated

changes in postmenopausal women, such as the

atrophy of the secondary reproductive tissues,

reductions in bone density, or alterations in

various cognitive functions. Decreased secretion

of GnRH in males results in changes in LH and

consecutive decrease in androgen levels,

with corresponding loss of skeletal muscle and

reproductive functions.

In many instances, the term “neuroendocrine

theory of aging” is used in a much more restricted

meaning and refers to the consequences

of the age-related changes in the hypothalamo-

pituitary-adrenocortical gland (HPA) axis. At the

top of this axis, the parvocellular neurons in the

paraventricular nucleus of the hypothalamus

secrete corticotrophin-releasing hormone (CRH)

that stimulates the anterior pituitary secretion of

the adrenocorticotropic hormone (ACTH). The

target organs for this latter hormone are the adre-

nal glands (situated above each kidney), where it

activates the secretion of the glucocorticoids

(GCs; cortisol, in humans, corticosterone, in

rodents) from specific cortical cells in the cortex

of the gland. The GCs have a wide range of

effects – some are related to glucose metabolism,

inducing through various mechanisms increases

in glucose concentration in the blood, while

others are related with the immune response,

up-regulating overall the expression of anti-

inflammatory proteins and decreasing the levels

of pro-inflammatory proteins. In addition to these

effects, and very relevant to the mechanisms

linking glucocorticoids with the aging process,

the GCs hormones play a vital role in regulating

the stress response. Together with other stress-

sensitive systems (e.g., the sympathetic response

mediated by secretions from the medullar part of

the same adrenal gland), GCs prepare the body

for adaptation by mobilizing energy stores,

suppressing nonessential physiological systems

(e.g., feeding, reproduction), and generating

behavioral responses to stimuli perceived as

stressful. In the various target organs, including

the brain, GCs act through two types of receptors.

The glucocorticoid receptor (GR) is expressed

throughout the brain, with relatively higher den-

sity in the hippocampus and prefrontal cortex.

The mineralocorticoid receptor (MR) has

a more restricted distribution, mainly in the

hippocampus. The existence of both types of

receptors in hippocampus is very relevant since

the hippocampus, while being a central node in

the networks controlling learning and memory, is

also exerting an inhibitory effect on the hypotha-

lamic release of CRH and, thus, can exert

significant control on the HPA axis.

Two interrelated concepts are important for

understanding this formulation of the neuroendo-

crine theory of aging, particularly in respect to

brain aging: (1) chronic stress is associated with

increases in circulating GC concentrations and

(2) such increases in GCs induce an enhanced

vulnerability of neurons to a variety of neuro-

and excito-toxic agents. Thus, in a simple scheme,

the decrease in the number of GRs and MRs

observed with increasing age would contribute to

an impaired regulation of the HPA axis, enhanced

basal levels of circulatingGCs, neuronal death and

hippocampal atrophy, and cognitive impairment

(the glucocorticoid hypothesis of brain aging).
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Experimental evidence indicates that, in fact,

the age-dependent changes in HPA axis activity

are of a much subtler nature. With age, there are

variable changes in the effects of GCs (cortisol)

on ACTH secretion or of ACTH on cortisol secre-

tion, while the capacity of the adrenal gland to

produce GCs is not affected. Whereas the physi-

ological cortisol circadian rhythmicity is

maintained in essence, a significant age-related

increase in the peak cortisol levels in physiolog-

ical aging and an advance shift in the onset of the

circadian cortisol rise result in an overall elevated

serum GC level. With the important role of the

GCs in mediating the stress response, one of

the important functional consequences of these

changes in the activity of the HPA axis is an

increased responsiveness and an impaired ability

to terminate stress responses, resulting in

prolonged GCs exposures.

Further difficulties in tracing a simple causal

relationship between dysregulation in the HPA

axis, aging, and behavioral and cognitive impair-

ment have been generated by recent data indicat-

ing that not all types of cognition are impaired,

such that both encoding and consolidation of

emotional learning is, in fact, facilitated by GCs

or that in certain conditions, such as the caloric

restriction model in rodents, increased GCs levels

can be present while cognition performance is

better than in the aged-matched control groups

on a normal diet. Such results led to the recent

proposal that the relationship between GCs,

aging, and cognition represents a divergent

imbalance between an age-dependent increase

in GCs efficacy on some cell types, such as neu-

rons in the hippocampus, enhancing the catabolic

processes, and a decreased efficacy on other cell

types, resulting in a decreased protective,

anti-inflammatory response.

It is still unknown whether the age-associated

reduction in hippocampal volume is the primary

event leading to elevated levels of cortisol or the

other way around, elevated levels of cortisol

causing hippocampal atrophy. It is also possible

that both events reflect a broader syndrome, often

observed during aging, called the metabolic

syndrome, and characterized by reduced glucose

tolerance, hypertension, obesity, and elevated

levels of cortisol. In addition, the actual role of

circulating GCs in controlling the aging process

is further complicated by the fact that the con-

centrations of active GC forms (cortisol, in

humans, and corticosterone, in rodents) that inter-

act with the intracellular receptors are controlled

not only by the circulating levels of GCs but also

by powerful pre-receptor mechanisms in the

cytosol, such as the enzyme 11b-hydroxysteriod

dehydrogenase I (11-HSD I), that is able to con-

vert inactive forms of GCs (cortisone) into active

forms (cortisol). Recent experiments indicate that

modulation of 11-HSD I expression and activity

has effects both on the aging phenotype and on

the age-associated cognitive changes.

An important line of support for

a neuroendocrine theory of aging comes from

studies in the last few decades on the powerful

effect of caloric restriction (CR) in delaying

aging and increasing life span, in species ranging

from yeast and worms to mice, rats, and monkeys

(the results in humans are promising but not yet

conclusive). From an evolutionary viewpoint, the

effect of CR appears to be explained by organ-

isms having evolved adaptation mechanisms in

their neuroendocrine systems to maximize sur-

vival during periods of food shortage. Although

CR induces wider endocrine modifications (fall

in thyroid hormones (T3), increased circulating

corticosterone (in rodents), with little change in

the secretion of the central regulator factors on

the HPA axis, and decreased gonadal hormones),

the proposed central mechanism of action of CR

is through insulin signaling. It is known that

aging is associated with increases in insulin resis-

tance and adiposity, and it is becoming clear that

long-time exposure to insulin resistance acceler-

ates biological aging. For example, in diabetes,

there is early onset of certain diseases of aging,

such as dementia, as well as signs of general body

aging such as frailty. Chronic stress may acceler-

ate these age-related metabolic changes. Stress is

related to obesity, especially abdominal obesity,

and insulin resistance in both animal and human

models.

Lifting the veil as to the endocrine mecha-

nisms involved, the positive effects of CR are

reproduced, to a large extent, in animal models
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that have spontaneous or genetically engineered

reductions in the activity of the GH/IGF-1 axis,

starting with the initial reports of antiaging

effects of hypophysectomized animals, more

than 50 years ago. The nature of the processes

involved was discovered by genetic studies,

initiated in worms (C. elegans), showing that

mutations in some genes in this pathway confer

resistance to environmental stress, enhanced

resistance to starvation, and, most importantly,

extended longevity. Many of these same genes

are conserved in humans: the insulin/insulin-like

growth factor-I (IGF-I) peptide and daf-2 gene

(in worms) are homologs of the human insulin

and IGF-I receptor, while age-1 (worms) is

related to a conserved phosphoinositol-3-kinase

that responds to insulin receptor activation, and

daf-16 (worms) is a homolog of a human

transcription factor.

The endocrine mechanisms of the antiaging

effects of CR highlight also some of the subtle-

ties of the complex set of processes that regulate

the process of normal aging and the resultant

potential pitfalls in designing and offering reju-

venation cures. Insulin/IGF-1 signaling is one of

the most crucial cellular pathways regulating

protein synthesis, glucose metabolism, and cel-

lular proliferation and differentiation. The

somatotropic axis in mammals, having the

growth hormone (GH) as the major peripheral

hormone, can stimulate the expression and

secretion of IGF-1 in the liver and modulate

the metabolism of several target tissues directly

via different GH receptors. Several endocrine

mutants, expressing either elevated or reduced

levels of GH/IGF-1 hormones, highlight the sig-

nificance of this axis in the regulation of growth

and body size since the deficiencies in the func-

tion of GH/IGF-1 axis invariably lead to

decreased anabolic capacity and reduced

growth. The fact that the GH circulating levels

are reduced with age could thus account for

many of the features of the aging phenotype

and form one face of the so-called GH/IGF-1

paradox of aging. The other face of it is the

demonstration of the significant antiaging

effects of reducing IGF/insulin signaling, as

exemplified by the CR process. To date, the

paradox does not have a satisfactory resolution,

and it is difficult to decide whether reduced

activity in the GH/IGF-1 axis should be viewed

as a cause or a simple effect of aging. Further-

more, it can be argued that the decline in GH

secretion with age represents a protective mech-

anism against insulin resistance and/or cancer or

even an activation of survival mechanisms

rather than simply reflecting a progressive fail-

ure of the hypothalamus-somatotrope axis. One

way to reduce the conceptual tension generated

by this neuroendocrine paradox is to invoke one

of the most powerful evolutionary theories of

aging, the antagonistic pleiotropy theory,

which argues that, from an evolutionary per-

spective, aging results from the action of

a number of physiological and/or homeostatic

systems that exert several effects (pleiotropic),

some of which being positive and beneficial at

early stages of individual development, while

others being negative and detrimental at later

stages of development. Against this backdrop,

opinions about the potential use and benefits of

GH or GH secretagogues as antiaging agents

differ widely and are highly controversial. Over-

all, data from well-designed clinical studies

reported to date indicate unfavorable risk–bene-

fit ratio for treatment of normal elderly subjects

with GH. Prescribing GH to individuals who are

not GH deficient in an attempt to slow aging is

not supported by the available evidence, is not

included among its approved uses, and, in the

US, is specifically disallowed.

The same cautious view should be taken in

respect to the adrenal sex steroid, dehydroepian-

drosterone (DHEA) proposed as another

antiaging fountain of youth hormone. With age,

there is a large and abrupt decrease of estrogens

in postmenopausal women and a slower and grad-

ual decrease of testosterone in men. In a similar

fashion, DHEA and its sulfate ester also fall pro-

gressively with age. The fact that the changes in

DHEA correlate well with other age-induced

modifications, such as increased fat mass and

visceral adiposity, reduced bone mineral density,

reduced muscle mass, and increased frailty, led to

proposals for DHEA treatments or even sex

hormones, in elderly individual otherwise
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endocrinologically well. However, well-

controlled clinical trials have repeatedly failed

to show significant improvements in either the

biological parameters tested or in the overall

quality of life reporting.

Cross-References
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Synonyms

Neurogenetics

Definition

Neurogenomics is the interface of neurobiology

and genome sciences. It is the study of how the

genome as a whole contributes to the evolution,

development, structure, and function of the

nervous system. Neurogenomics research

employs genetic strategies, including investiga-

tions of the genome sequence and products

(transcriptomes and proteomes), to identify

genes involved in the nervous system and to

understand their gene-product function and

the biological mechanisms through which

they contribute to brain development, function,

plasticity, and disease. A major goal in

neurogenomics is the isolation of genes linked

to neurological diseases such as Alzheimer’s

and Parkinson’s diseases. Outcomes of such

research programs will improve the ability to

diagnose neurological disease even before it

strikes and will advance the development of

novel therapeutic targets to prevent and/or halt

the progression of these diseases.

Description

Trends toward large-scale interdisciplinary

research projects advance the neurosciences and

provide firm foundation the vigorous exploration

of the frontier between neurobiology and genome

sciences. Neurogenomics field includes, but

is not limited to, research of genes that cause

neurological disorders; molecular mechanisms

through which disease genes act; animal models
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and in vitro techniques for studying pathways

of gene function; genetically based studies of

neuronal patterning, migration, connectivity,

and cognitive/behavioral function; and the

genetic basis of normal neural development

and function. These studies promote also the

development of preclinical disease biomarkers,

gene-based therapeutics for neurological disor-

ders, and pharmaceuticals targeted to specific

gene products.

Genetic methodologies are having a rapidly

increasingly impact on studies of the normal

and diseased nervous system. The recent

advances in genomic and other high-throughput

“omic” technologies have allowed an expansion

from single-gene to genome-wide analyses,

providing a step forward toward a global under-

standing of neurological and neuropsychiatric

disorders. To date, more than 200 genes have

been identified that cause or contribute,

in various extents, to neurological disorders.

Examples of recent milestone advances are the

following: (1) A meta-analysis of genome-wide

association studies in Parkinson’s disease

identified 11 Parkinson’s risk loci that

surpassed the threshold for genome-wide sig-

nificance. Six were previously identified loci

(MAPT, SNCA, HLA-DRB5, BST1, GAK, and

LRRK2), and five were newly identified loci

(ACMSD, STK39, MCCC1/LAMP3, SYT11,
and CCDC62/HIP1R). (2) Large Alzheimer’s

GWAs and replication studies reported

genome-wide significant association with the

strongest most established genetic risk factor

for sporadic late-onset Alzheimer’s disease,

the APOE genomic region, and with three

novel loci (CLU, CR1, and PICALM).

(3) Using comparative genomics approach, it

was found that rare structural variants (CNV)

disrupt multiple genes in neurodevelopmental

pathways in schizophrenia.

Furthermore, the development of new

model organisms (such as the C. elegance,

honeybee, Drosophila, and zebra fish) for

neuroscience research is being accelerated by

extensive genome sequencing and the applica-

tion of comparative and functional genomics

technologies.

These modern technologies also impact the

availability of information and data sharing.

Resources for neurogenomics research – such as

tissue and information registries, gene expression

and function atlases of the brain of animal models,

human brain transcriptomes, and whole genome

genotypes from neurological affected subjects and

control – have been rapidly developed and are

becomingpublicly available for investigators touse.
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Synonyms

Brain imaging; Computerized tomography (CT);

Diffuse optical imaging (DOI); Event-related

optical imaging (EROI); Functional magnetic

resonance imaging (fMRI); Imaging; Magnetic

resonance imaging (MRI); Positron emission

tomography (PET)

Definition

Neuroimaging broadly refers to the relatively

noninvasive technologies and techniques for

localizing, measuring, and visualizing central

nervous system function and structure. Common

neuroimaging methodologies include magnetic

resonance imaging (MRI), positron emissions

tomography (PET), and computerized tomogra-

phy (CAT/CT).

Description

Neuroimaging refers to a collection of techniques

used to noninvasively view structure and function

of living brain tissue. The methods used to visu-

alize brain tissue have evolved significantly over

the last several decades from using x-ray technol-

ogies to the more recent and increasingly ubiqui-

tous (nuclear) magnetic resonance imaging.

Contrast X-Rays and Computerized Axial

Tomography (CAT/CT)

X-ray photography creates images by passing

x-rays through the body and onto

a photographic plate by taking advantage of

variation in x-ray radiation absorption of differ-

ent tissues. Certain molecules and denser

materials absorb more radiation and thus less

reaches the photographic plate. This method is

excellent for seeing skeletal bones that appear on

the photographic plate with a high degree of

contrast compared to surrounding tissues. It is

less useful for tissues that do not strongly differ

in x-ray radiation absorption such as parts of the

brain. One method to get around this is to intro-

duce a radiopaque agent to increase contrast by

differentially absorbing x-rays. This allows for

the visualization of the cerebral ventricular and

circulatory systems. Pneumoencephalography

involves injecting air into the cerebral ventricular

system to briefly displace cerebral spinal fluid

(CSF), and cerebral angiography involves

injecting a radiopaque dye into a cerebral artery.

These methods are limited in the information

they produce but can be used to examine general

brain atrophy, damage, or displacement of blood

vessels.

The next step in the evolution of x-ray imaging

of the living brain was the introduction of com-

puted tomography (CT) which is sometimes

referred to as computerized axial tomography

(CAT). However, CT is more appropriate

because “axial” merely refers to the plane of

image acquisition, and images can just as easily

be acquired in the coronal or sagittal planes. CT

utilizes an x-ray detector rather than

a photographic plate. The x-ray source and detec-

tor are mounted opposite one another on

a rotating ring inside a tube that encircles the

person being scanned. The CT scanner captures

numerous images of the brain from several angles

as the x-ray source and detector rotate around the

head. These images are then reconstructed by

a computer to make three-dimensional multi-

slice images of the living brain. The brighter

and darker areas of the images are described as

“hyperdense” and “hypodense,” respectively,

with grayish components of the images as

“isodense.” Water and CSF appears almost

black, white matter darker than gray matter, and

skull as nearly white. Variation in image intensity

is more carefully delineated in Hounsfield units

(HU) with water having an HU of 0, CSF and HU

between 8 and 18, gray matter and white matter

HU ¼ 37–41 and 30–34, respectively, and bone
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HU ¼ 600–2,000. CT scans have the benefit of

being relatively inexpensive and having very fast

acquisition times, making them particularly valu-

able tools for detecting recent brain trauma and

intracranial lesions in emergency situations. Lim-

itations of CT scanning include poorer contrast

between brain tissue types, and the number of CT

scan any one person can have at a given time is

limited because of safety requirements to limit

exposure to x-ray radiation. Furthermore, while

CT can be used to visualize brain structure, it is

not useful for measuring brain function while

engaging in a process or activity. Other methods

allowing for accurate localization of brain func-

tion include positron emissions tomography

(PET) and functional magnetic resonance imag-

ing (fMRI). Imaging equipment that combine CT

and PET technologies in one package are now

commonly available and increase information

yield and utility with the practical benefit of tak-

ing up less space than dedicated CT and PET

scanners.

Single-Photon/Positron Emissions

Tomography (SPECT/PET)

Positron emissions tomography (PET) and single-

photon emission computerized tomography

(SPECT) are used to image brain activity. This

method also uses radiation and radiation detectors,

but rather than shooting an x-ray through the

material to be imaged, PET utilizes radiolabeled

tracers in the form of chemicals that have specific

actions within the brain. For example, fluorine-18-

labeled 2-fluoro-2-deoxy-D-glucose (18 F-FDG)

is a commonly used radiotracer. When 18 F-FDG

is injected into the carotid artery, it is rapidly taken

up by metabolically active neurons during an

experimental task as it very similar to glucose.

However, it cannot be metabolized like glucose

and thus accumulates in active brain regions where

it slowly breaks down. The radioactive label (or

ligand) gives off photons (i.e., SPECT) as a result
of a nuclear process where a proton in the nucleus

is converted into a neutron, neutrino, and

a positron (i.e., PET). Both the neutrino and the

positron are then ejected from the nucleus. The

kinetic energy of the ejected positron both varies

and declines at a rate that depends on the nature of

the surrounding material. When an ejected posi-

tron meets an electron, it creates an annihilation

reaction where the electron and the positron turn

into two photons that travel in opposite directions

(180�) of each other. These photons are measured

as a line by two of a series of scintillation detectors

mounted in opposition from one another. The

images created by the PET scanner are not images

of the brain itself; rather, they are images created

from the relative distributions of detected amounts

of radioactivity in brain regions of interest.

PET is powerful methodology that can be used

to study hemodynamics, drug action localization,

receptor function, metabolism, and even molec-

ular processes including DNA synthesis. PET is

particularly valuable in detecting disease pro-

cesses that may be evident as metabolic variation

but not are yet manifested as anatomical abnor-

mality that could be detected using CT or MRI.

However, PET images can be effectively com-

bined with CT or MRI images, providing accu-

rate localization of accumulated radioactivity.

PET is also advantageous in that radiation expo-

sure is relatively limited. The primary limitation

of PET is the necessity for local access to

a cyclotron to produce radiotracers. The radio-

tracers have a very short half-life and thus must

be made in close physical proximity to the PET

scanner and utilized quickly. The limitations of

PET and CT have led to a significant increase in

application of methods that do not utilize hard

radiation like x-rays or radiolabels that are expen-

sive to produce. Structural and functional mag-

netic resonance imaging (sMRI and fMRI,

respectively) and the recent emergence of near

infrared spectroscopic imaging (NIRSI) allow for

detailed analyses of both brain structure and func-

tion in the living brain.

Magnetic Resonance Imaging (MRI)/

Functional Magnetic Resonance Imaging

(fMRI)

Magnetic resonance imaging (MRI) methods

produce images of the brain and other bodily

regions that are high in both contrast and resolu-

tion. Although some MRI methods utilize con-

trast agents, MRI does not expose patients or

study participants to ionizing radiation. Rather,
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this technique utilizes a very powerful homoge-

neous and stable electromagnetic field.

This brief description of how MRI works is

limited to “classical”/Newtonian physics, but

quantum mechanical descriptions are available

elsewhere. Protons are found in all of the nuclei

of the atoms that make up the body, but conven-

tional MRI utilizes hydrogen protons. Hydrogen

protons spin randomly with their magnetic

moments “pointing” in random directions until

they are in the influence of the strong magnetic

field of the MRI scanner where they all align in

parallel with the direction (z-axis) of the external

field generated by the electromagnet. Application

of a radiofrequency (RF) pulse is applied to

the z-axis aligned hydrogen protons with an

excitation/receiver coil. As a result of absorbed

energy from the RF pulse, the hydrogen protons

move or “flip” into a higher energy state that is

antiparallel to the z-axis toward the x-y plane.

With the removal of the RF pulse, the hydrogen

protons “relax” or move back into alignment with

the external electromagnetic field along the

z-axis and release the absorbed energy form the

RF pulse as electromagnetic waves that are

detected by the excitation/receiver coil and

other magnetic gradient coils in three

dimensions.

Static contrast methodologies are used to gen-

erate anatomical images of the brain. Depending

on the type of RF pulse applied, the images high-

light different types of tissue or fluids. Static

contrast between tissue types is achieved by

three properties of protons in tissues: (1) the pro-

ton density (i.e., how many hydrogen protons are

in the region), (2) proton relaxation times along

the z-axis (i.e., the longitudinal relaxation time or

T1), and (3) proton relaxation times along the x-y

plane (i.e., the transverse relaxation time or T2).

Motion contrasts detect dynamic properties of

protons in tissues and fluids to generate images

of blood flow, capillary irrigation, perfusion, and

diffusion of water.

Functional MRI (fMRI) refers to MRI meth-

odologies that estimate brain activity. Brain

slices are repeatedly imaged over time, allowing

for statistical contrast of experimental manipula-

tions. The most common is blood oxygen level-

dependant (BOLD) fMRI. BOLD fMRI methods

exploit changes in levels of oxygen in the blood

that result from the metabolic demands of brain

tissue during neural activity. Active brain

tissue utilizes oxygen, and the change from an

oxygenated state to a deoxygenated state can

be detected because deoxygenated blood is

paramagnetic. Other methods include perfusion

or dynamic-contrast MRI, which measures

changes in blood volume using an injected para-

magnetic contrast agent such as gadolinium, or

magnetic resonance spectroscopy (MRS), which

measures localized levels of brain metabolites.

There is also diffusion MRI that measures diffu-

sion coefficients of water in brain tissue. Diffu-

sion tensor imaging (DTI) examines the water

diffusion coefficients in neighboring voxels to

estimate the shapes and directions of white matter

tracts.

MRI possesses advantages over CT and PET

including very high-resolution images that can be

acquired without ionizing radiation. In most MRI

procedures, no contrast agent is needed, and the

procedures are completely noninvasive. MRI still

requires significant safety procedures though.

The magnet is always active, and any objects

that are susceptible to magnetism can become

dangerous projectiles within the boundaries of

the field. Furthermore, patients and study partic-

ipants must be screened for metallic objects or

medical devices such as pacemakers in and on

their bodies.

Diffuse Optical Imaging or Tomography (DOI/

DOT) and Near Infrared Spectroscopy (NIRS)

Diffuse optical imaging (DOI) and near infrared

spectroscopy (NIRS) are relatively new applica-

tions for measuring relative changes in blood

volume and oxygenation via hemoglobin levels

as a proxy for cellular metabolism. These

methods exploit changes in the properties of

near IR light projected through tissue in the

absorptive spectra and light scattering properties

of water, oxygenated hemoglobin, and deoxygen-

ated hemoglobin. Like BOLD fMRI, DOI mea-

sures the hemodynamic response as blood flows

to the active tissue supplying oxygen to satisfy

the metabolic needs of neurons in the active
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region. Changes in the way that light moves

through brain tissue from the IR source to the

IR detector can be computationally modeled,

and blood flow to particular brain regions can be

examined based on the placement of the IR

source and detectors.

Modeling how light moves through the var-

ious tissues of the head is a complex process

that contributes to DOI and NIRS limitations.

One method of simplifying the model is to

assume the brain region being scanned is

essentially “flat” and that the tissues do not

differ in their optical properties. However, ana-

tomical MRI can be combined with DOI/NIRS

to provide a better model of absorption and

scattering of light with bone and other head

tissues. Advantages of this technology include

a high degree of portability, rapid data acqui-

sition, relative low cost, and complete

noninvasiveness. The primary disadvantages

result from the lack of robust spatial resolution

and that imaging is limited to surface and near-

surface brain tissue.
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Definition

This term refers to the interdisciplinary field merg-

ing neurology, immunology, and aspects of neuro-

science. It is a scientific and clinical domain.

Scientifically, neuroimmunology tries to under-

stand the bidirectional links between the nervous

and immune systems, and their implications to

illnesses. Clinically, various “classical” neuro-

immune diseases (e.g., multiple sclerosis – MS)

and recently more diseases are being recognized

for their influence by both the nervous and immune

systems, including cancer and coronary heart dis-

ease. The biological underpinnings of

neuroimmunology include the descending path-

ways from the brain to the immune system,

manifested by innervation of lymph nodes, effects

of stress hormones on immunity, and the presence

of neurotransmitter receptors on immune cells

(Dantzer, Konsman, Bluthé, & Kelley, 2000). In

parallel, ascending pathways include the vagus

nerve, expressing receptors for interleukin-1,

brain regions lacking the blood–brain barrier

(BBB), and a “domino-like” effect of prostaglan-

dins, an end point of inflammation, on both sides of

the BBB (Dantzer et al., 2000; Tracey, 2009). MS,

for example, represents an inflammatory autoim-

mune insult on nerves, which eventually leads to

the episodic and degenerative characteristic of this

disease (Compston & Coles, 2002). Understanding

neuroimmune interactions has been pivotal for

developing treatments for MS. Another extraordi-

nary example is the work of Schwartz and col-

leagues who demonstrated that due to the

“immune privilege” status of the brain, closed

brain injuries may not undergo immune protection,

while in contrast, following a homing intervention

of T cells to the brain, recovery is accelerated

(Schwartz & Moalem, 2001). The relevance of

neuroimmune interactions to other diseases has
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recently been claimed by researchers in relation to

coronary heart disease (Gidron, Kupper, Kwaijtaal,

Winter, & Denollet, 2007) and cancer (Gidron,

Perry, & Glennie, 2005), based on multiple con-

verging evidence. Ongoing scientific efforts may

hopefully reveal the clinical implications of such

neuroimmune associations for such and other

diseases.
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Definition

This term refers to the modulating role of the

nervous system in relation to immune functions.

This modulation reflects part of the bidirectional

communication between the nervous system and

the immune system. Neuroimmunomodulation

is possible due to existence of receptors for

neurotransmitters (e.g., norepinephrine, acetyl-

choline) on immune cells and due to innervation

of lymph nodes by sympathetic nervous system

(SNS) fibers (Felten et al., 1984). These inner-

vating fibers influence the trafficking and prolif-

eration of immune cells, all evidence for

neuroimmunomodulation. Another more

recently discovered form of neuroimmunomo-

dulation includes the one by the vagus nerve,

where its descending (efferent) branches inhibit

cytokine synthesis in peripheral monocytes, via

the alpha-7 nicotinic acetylcholine receptor

(Tracey, 2009). The neuroimmunomodulating

role of the vagus may have clinical implications

since the inflammatory response is in the core of

the etiology of severe chronic diseases such as

cancer and coronary heart disease. Thus, vagal

activity is hypothesized to possibly modulate the

progress of such diseases (Gidron, Kupper,

Waijtaal, Winter, & Denollet, 2007; Gidron,

Perry, & Glennie, 2005), a matter under current

investigation. Neuroimmunomodulation is also

manifested by the differential effects of the cere-

bral hemispheres on peripheral immunity. Stud-

ies have shown that the left hemisphere has

immune-potentiating effects while the right

hemisphere has immunosuppressive effects

(Davidson, Coe, Dolski, & Donzella, 1999;

Meador et al., 2004). These effects were found

in animals and humans and were found to bemedi-

ated by the sympathetic response, since blocking

beta-adrenergic receptors abolished differences in

immunity between the hemispheres. Here too, the

neuroimmunomodulatory effects of the hemi-

spheres may have clinical roles since a shift from

left to right hemisphere activity during stressful

periods correlated with more reported illness

(Lewis, Weekes, & Wang, 2007). Furthermore, in

a matched prospective design, people with right

hemisphere lateralization were at significantly

higher risk of reporting the common cold than

those with left hemispheric lateralization, indepen-

dent of confounders (Gidron, Hall, Wesnes, &

Bucks, 2010). Neuroimmunomodulation has

Neuroimmunomodulation 1321 N

N

http://dx.doi.org/10.1007/978-1-4419-1005-9_1602


a central role in behavior medicine, by possibly

explaining how psychological factors influence

the risk of disease, since the SNS, vagal nerve

activity, and hemispheric lateralization are each

related to psychological factors as well as to immu-

nity and risk of certain illnesses. Research is only

at the beginning of understanding these

neuromodulatory links and of possibly utilizing

them in the service of preventing or treating

diseases.

Cross-References

▶ Immune Responses to Stress

▶Neuroimmunology

▶ Psychoneuroimmunology

References and Readings

Davidson, R. J., Coe, C. C., Dolski, I., & Donzella, B.

(1999). Individual differences in prefrontal activation

asymmetry predict natural killer cell activity at rest

and in response to challenge. Brain, Behavior, and
Immunity, 13, 93–108.

Felten, D. L., Livnat, S., Felten, S. Y., Carlson, S. L.,

Bellinger, D. L., & Yeh, P. (1984). Sympathetic inner-

vation of lymph nodes in mice. Brain Research Bulle-
tin, 13, 693–699.

Gidron, Y., Hall, P.,Wesnes, K. A., & Bucks, R. S. (2010).

Does a neuropsychological index of hemispheric

lateralization predict onset of upper respiratory

tract infectious symptoms? British Journal of Health
Psychology, 15, 469–477.

Gidron,Y., Kupper,N.,Waijtaal,M.,Winter, J., &Denollet,

J. (2007). Vagus-brain communication in atherosclero-

sis-related inflammation: A neuroimmunomodulation

perspective of CAD. Atherosclerosis, 195, e1–e9.
Gidron, Y., Perry, H., & Glennie, M. (2005). The vagus

may inform the brain about sub-clinical tumours and

modulate them: An hypothesis. The Lancet Oncology,
6, 245–248.

Lewis, R. S., Weekes, N. Y., & Wang, T. H. (2007). The

effect of a naturalistic stressor on frontal EEG asym-

metry, stress, and health. Biological Psychology, 75,
239–247.

Meador, K. J., Loring, D. W., Ray, P. G., Helman, S. W.,

Vazquez, B. R., &Neveu, P. J. (2004). Role of cerebral

lateralization in control of immune processes in

humans. Annals of Neurology, 55, 840–844.
Tracey, K. J. (2009). Reflex control of immunity. Nature

Reviews Immunology, 9, 418–428.

Neurological

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,

Belgium

Definition

Neurological refers to any process or disorder

involving the nervous system or its components.

The nervous system includes the central and

peripheral nervous systems (CNS, PNS, respec-

tively). These systems are composed of neuronal

fibers (axons and dendrites) which transmit neu-

rological information to and from neurons, cell

bodies that process neurological information, as

well as other types of cells (e.g., astrocytes,

microglia). The CNS, the “headquarters” of the

body, processes and regulates multiple bodily

responses and psychological responses to exter-

nal and internal stimuli. These numerous neuro-

logical processes are carried out by various levels

of the CNS including the brain stem (basic vital

signs), limbic system (memory, sensory,

autonomic, immune, hormonal, and emotional

processes), and the cortex (executive function

and information processing, overall modulation

of multiple systems). Neurological disorders are

a heterogeneous group of disorders that involve

abnormal functioning of the nervous system, PNS

or CNS, or both. These could be manifested

motorically (as in Parkinson’s disease and

stroke), behaviorally (as in Alzheimer’s

disease), or in neurophysiological tests (as in

epilepsy or stroke). Neurological diseases

caused by genetic mutations are often congenital

(e.g., congenital insensitivity to pain with

anhydrosis), developmental disorders of the

nervous system (e.g., spina bifida), neurodegen-

erative diseases (e.g., Alzheimer’s disease),

diseases due to cerebral ischemia (e.g., stroke),

injuries to the PNS or CNS, seizures (e.g.,

epilepsy), cancers (e.g., glioma), and infections

(e.g., meningitis). These disorders are treated by
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neurologists, physicians who specialize in

neurological disorders, their etiology and

treatment. A major consequence of neurological

disorders is their psychosocial impact, both on

the patient and on his or her social environment.

Often, the social stigma associated with certain

neurological problems is quite severe (de Boer,

2010) and has the potential to isolate patients.

This is of great importance for behavior medicine

and includes the assessment of the health-related

quality of life affected by such conditions. The

accumulating evidence linking neuroimmune

processes (e.g., inflammation, vagal nerve

modulation) to peripheral and central pathways

(Tracey, 2009) and to diseases reveals the

importance of the interdisciplinary nature of

the neurologist’s work, encompassing basic

biology, medicine, and behavioral sciences.
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Synonyms

Neuromuscular disorders

Definition

Neuromuscular disease is a broad term that

encompasses many different specific diseases

and ailments that, in general, impair the function-

ing of the muscles, the neuromuscular junction,

and/or the peripheral nervous system (LaDonna,

2011; National Institute of Neurological Disor-

ders and Stroke [NINDS], 2011).

Description

Many different specific diseases fall under the

broad spectrum of neuromuscular diseases.

Because it would be impossible to list each and

every disease in this brief section, the most preva-

lent ones are included here: (1) motor system dis-

orders (e.g., amyotrophic lateral sclerosis,

Parkinson’s disease), (2) central nervous system

disorders (e.g., multiple sclerosis), (3) muscular

dystrophies (e.g., Steinert’s, Duchenne, Becker),

(4) autoimmune disorders (e.g., myasthenia gravis),

(5) neuropathies (acquired or inherited), and

(6) hereditary muscular disorders (e.g., spinal mus-

cular atrophy). There are also numerous other dis-

eases that fall under each of the above categories.

For example, muscular dystrophies include a group

of more than 30 diseases, but the most common are

myotonic (i.e., Steinert’s, which primarily affects

adults) andDuchenne (which primarily affects chil-

dren) [NINDS, 2011]. Neuromuscular diseasesmay

present symptoms at any time during an individ-

ual’s lifetime, some may be present while an indi-

vidual is an infant or child, but others may not be

present until mid- to later portions of an individual’s

lifetime. Reported overall prevalence rates for all

individuals that may be affected by an inherited

neuromuscular disease at sometime during their

life (infancy to adulthood) are approximately 1 in

3,500 individuals (Emery, 1991).

Many of the neuromuscular diseases are

chronic and/or inherited, as well as progressive

in nature, and individuals with these disorders

tend to require specialized care in dealing

with them (LaDonna, 2011; Seesing, Drost,

van der Wilt, & van Engelen, 2011). In addition,
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adjustment of the current treatment may be

required if new symptoms arise at any time or if

the existing symptoms begin to aggregate over

time (Seesing et al., 2011). Many of the common

symptoms of neuromuscular disease may include

fatigue, muscle weakness, loss of motor control,

and spasticity. Recent studies have shown that

chronic pain may also be considered a common

symptom of neuromuscular disease (Engel,

Kartin, Carter, Jensen, & Jaffe, 2009; Hoffman

et al., 2005; Jensen et al., 2005; Tiffreau et al.,

2006). It has been reported that the rates for adults

with neuromuscular diseases who have chronic

pain range from 70% to 96% of those affected

(Engel et al., 2009). One interesting point that

should be noted is that chronic pain is not only

present for adults with neuromuscular disease but

is also present in children with neuromuscular

diseases (Engel et al., 2009). It has been reported

that the rate for children with neuromuscular

diseases who have chronic pain is over 70%

(Engel et al., 2009).

In addition to the physical impact of neuromus-

cular disease, there may also be a psychosocial

impact as well. While individuals with neuromus-

cular diseases may experience a lower quality of

life due to the effects of the disease, there is evi-

dence that there are some activities, such as

employment, recreational physical activity, and

social outlets (peer support), that may improve

quality of life (LaDonna, 2011). Also, the more

independence that individuals with neuromuscular

diseases are able to maintain, (i.e., the more activ-

ities that individuals can do by/for themselves), the

better their quality of life (Abresch et al., 1998).

Once an individual has been diagnosed with

having a neuromuscular disorder, the appropriate

treatment plan may begin. While there is cur-

rently no “cure” for neuromuscular diseases and

current treatments are limited (LaDonna, 2011),

various treatments aimed at managing the dis-

eases have included (1) drug therapy, (2) referral

to specialists for potential surgical intervention

(e.g., stimulator implants), (3) patient and famil-

ial education and counseling, (4) massage ther-

apy, (5) acupuncture, (6) biofeedback or

relaxation training, (7) chiropractic manipula-

tion, (8) nerve blocks, and (9) hypnosis (Jensen,

Abresch, Carter, & McDonald, 2005). Drug

therapies may include giving the patient immu-

nosuppressive drugs, analgesic medication

(e.g., nonsteroidal anti-inflammatory, narcotic),

muscle relaxants, anticonvulsants, and/or antide-

pressants. Any one of the treatments listed may

be used to manage the neuromuscular disease

itself, and they may also be employed to manage

the pain that is associated with neuromuscular

disease. Patients may go to many different special-

ists, ranging from occupational/physical therapists

to physiatrists to surgeons, depending on the sever-

ity of the disease. Patient and familial education

may be done individually or with family present,

and patients and family members also have the

option to go to counselors and support groups.

Currently, there is little evidence to suggest that

any one treatment provides either significant and/

or permanent reprieve of pain, as patients with

neuromuscular disease who reported using any

one or combination of pain treatments still report

some pain (Jensen et al., 2005). Because there is

currently no cure for the diseases, disease manage-

ment approaches must be employed. It is impor-

tant to attempt to identify the cause of the

neuromuscular disease and any pain associated

with the disease in order to provide the best

method of management (Jensen et al., 2005).

However, research is still needed to examine the

etiology of the diseases, and, in addition, more

research is needed to examine the underlying

mechanisms of the pain that is associated with

neuromuscular diseases. If new symptoms arise

over the course of the disease, physicians and

other specialists may conduct appropriate further

testing and adjustment of treatments as warranted.
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Synonyms

Nerve cell

Definition

Neurons are the basic building blocks of the ner-

vous system, which includes the brain, the spinal

cord, and the peripheral nervous system. These

specialized cells are the information-processing

units responsible for receiving, processing, and

transmitting information by electrical and chem-

ical signaling. Chemical signaling occurs via syn-

apses, specialized connections with other cells.

Structure

Although the morphology of various types of neu-

rons differs in some respects, they all contain four

distinct regions with differing functions in the

communication of information: the cell body

(soma), the dendrites, the axon, and the axon ter-

minals. Most neurons have multiple dendrites,

which receive chemical signals from the axon

termini of other neurons. Dendrites convert these

signals into small electric impulses and transmit

them in the direction of the cell body. The cell

body contains the nucleus and is the site of syn-

thesis of virtually all neuronal proteins. Almost

every neuron has a single axon, which is special-

ized for the conduction of a particular type of

electric impulse, called an action potential, away

from the cell body toward the axon terminus.

When an action potential reaches a chemical syn-

apse, a neurotransmitter is released into the syn-

aptic cleft. The axon terminals are the small

branches of the axon that form the synapses, or

connections, with other cells. A single axon in the

central nervous system can synapse with many

neurons and induce responses in all of them simul-

taneously (Lodish, Berk, & Zipursky, 2000).

Classification

Neurons can be classified by their morphology

and function. Functionally, we can distinguish

afferent neurons, efferent neurons, and interneu-

rons. Sensory neurons are afferent neurons that

convey information from tissues and organs to

the central nervous system. Motor neurons are

efferent neurons that transmit signals from the

central nervous system to the effector cells. The

interneurons connect neurons within specific

regions of the central nervous system.
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Neurons can also be classified anatomically

into unipolar, bipolar, and multipolar neurons.

Unipolar neurons are those where the dendrite

and axon merge into a single process of the cell

body. Bipolar neurons are those where axon and

single dendrite are on opposite ends of the soma,

while multipolar neurons consist of more than

two dendrites.

Functions

Neurons connect to each other to form networks.

Neurotransmitters are used to carry the signal

across the synapse to other neurons (Lodish

et al., 2000). The shape, structure, and connectiv-

ity of nerve cells are important aspects of neuro-

nal function. Genetic and epigenetic factors that

alter neuronal morphology or synaptic localiza-

tion of pre- and postsynaptic proteins contribute

significantly to neuronal output and function and

may underlie clinical states. Furthermore, neuro-

nal loss is one of the major pathological hall-

marks of neurodegenerative disorders including

Alzheimer’s disease (AD), Parkinson’s disease,

Huntington’s disease, and amyotrophic lateral

sclerosis. In daily mental functioning and psychi-

atric conditions, the pathways and amounts of

neurotransmitters crossing between neurons

influence and represent at the neuronal level

such conditions. Examples include reduced sero-

tonin in depression and aggression. Numerous

studies have shown that neuronal stimulation

can also influence behavior. For example,

a study in rats showed that the stimulation of

one single neuron in the somatosensory cortex

can change the animal’s detection behavior

(Houweling & Brecht, 2008). Thus, the neuron

is the basic unit of the nervous system, and under-

standing its multiple functions is of pivotal

significance in health and disease.

References and Readings

Houweling, A. R., & Brecht, M. (2008). Behavioural

report of single neuron stimulation in somatosensory

cortex. Nature, 451, 65–68.
Lodish, H., Berk, A., Zipursky, S. L., et al. (2000).

Molecular cell biology (4th ed.). New York: WH

Freeman.

Neuronal Nitric Oxide Synthase
(nNOS)

▶Nitric Oxide Synthase (NOS)

Neuropeptide Y (NPY)

Mustafa al’Absi

University of Minnesota Medical School,

University of Minnesota, 235 School of

Medicine, Duluth, MN, USA

Synonyms

Hormones

Definition

Neuropeptide Y (NPY) is a 36-amino acid hor-

mone expressed in multiple sensory, cerebral,

and autonomic pathways. It is a highly conserved

peptide reflecting its important role in the body.

In 1982, NPY was isolated from the hypothal-

amus, and early studies to characterize specific

locations and functions of this neuropeptide

documented the presence of NPY neurons within

the paraventricular nucleus (PVN) of the hypothal-

amus. Subsequent experiments using a technique

called in situ hybridization also found the highest

cellular levels of NPY messenger RNA within the

arcuate nucleus of the hypothalamus. Research has

also demonstrated the presence of NPY in other

areas within the brainstem, monoaminergic neu-

rons, and GABAergic neurons in the cortex.

Peripherally, NPY is present in sympathetic

nerve fibers and innervated organs including the

blood vessels, heart, gastrointestinal tract, thyroid

gland, and sensory nerves.

Several receptors are targeted by NPY and

these receptors are widely distributed throughout

the body. These include subtypes Y1 and Y5

receptors which mediate effects of NPY on appe-

tite stimulation, and receptors Y2 and Y4 which

mediate NPY effects on appetite reduction.
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The wide distribution of these receptors results in

various effects on multiple central and peripheral

functions. These effects can be a result of direct

NPY action or indirect though influencing other

neurotransmitters, such as norepinephrine and

glutamate.

NPY Functions

NPY plays a significant role in a number of phys-

iological and behavioral processes. It is involved

in regulating emotions, energy balance, and cog-

nitive functions. NPY increases food intake while

also increasing rate and proportion of nutrients

storage as fat. It may also interrupt pain

processing leading to analgesic effects. Adminis-

tering NPY by injecting it directly into the PVN

leads to increases in the release of corticotropin-

releasing hormone (CRH). Because CRH is

involved in regulating various psychological

and stress-related processes, it is thought that

NPY is indirectly involved in these processes.

NPY and Appetite Regulation

The involvement of NPY in appetite regulation

has received significant attention over the last

20 years, with animal research documenting

NPY orexigenic effect. Studies on rats and

using multiple methodologies, including immu-

nochemical and in situ hybridization techniques,

have shown that activation of NPY neurons

increases food intake. Injecting the NPY agonist

dexamethasone into the third ventricle or the

hypothalamus increases appetite. Consistent

results were also found when using antagonists

that block NPY receptor. The blocking effect led

to reduction in NPY neuron activity and reduc-

tion in food intake. When the receptors that

inhibit the release of NPY (called autoreceptor

Y2) were activated in the arcuate nucleus reduc-

tion in appetite was noted. Blocking these

autoreceptors also led to the reverse effect of

increased food intake. Studies that used geneti-

cally obese rats have also been conducted to

investigate the role of NPY and found that NPY

contributes to obesity through direct and indirect

pathways. For example, both NPY mRNA and

NPY release are high in obesity animal models.

Factors that contribute to obesity, such as

glucocorticoids, also increase NPY release.

Other hormones that block NPY, such as leptin,

have also been found to reduce appetite and

reduce risk for obesity.

NPY and Emotion Regulation

NPY is involved in the regulation of emotional

and affective behaviors. It also influences cogni-

tion functions and pain perception. For example,

several of the NPY hypothalamic functions have

been found to be dysregulated in depression.

Hypothalamic-pituitary-adrenal (HPA) axis

functions and disruption of appetite regulation

in addition to disrupted circadian rhythm occur

in depression and have been attributed to certain

abnormalities of NPY functions. When NPY is

administered into the hypothalamic PVN, it

increased ACTH and corticosterone. It is also

known that NPY fibers directly innervate CRH-

producing neurons within PVN, and injection of

NPY increases CRH levels. Patients with depres-

sion show decreased levels of NPY in CSF.

Similar observation was found in suicide victims.

Pharmacological treatment for depression using

tricyclic antidepressants and treatment using

electroconvulsive shocks were associated with

increased NPY in multiple areas of the brain.

Research also suggests that depressive symptoms

associated with withdrawal from a stimulant like

cocaine may be related to reduced levels of NPY

caused by chronic drug use.

Studies related to anxiety have also shown

a negative association between the level of

anxiety and NPY levels in cerebrospinal fluid.

Observational research using electrophysiologi-

cal and behavioral approaches in multiple models

of anxiety has demonstrated anxiolytic effects of

NPY when administered intracerebroven-

tricularly. This research has also been advanced

toward pinpointing specific structures that are

involved in this effect of NPY and has shown

that localized microinjection into the central

nucleus of the amygdala was specifically effec-

tive in producing NPY anti-anxiety effects. NPY

anxiolytic effect in the amygdala appears to be

mediated by Y1 receptor. Considering that this
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location is where multiple stress-response factors

and neurochemical pathway also interact

suggests that NPY plays a significant role in

regulating the stress response.

Studies both in humans and in animals indicate

the possibility that NPY is directly involved in

regulating the stress response and emotional reac-

tivity. In humans, observational studies have indi-

cated that NPY may have anxiolytic effects and

may help in coping with stress by facilitating

speedy recovery after exposure to intense

stressors. Related to this, one study in veterans

with posttraumatic stress disorder (PTSD) mea-

sured plasma NPY and compared them with vet-

erans with no PTSD. The study found that veterans

who did not suffer from PTSD had higher NPY

levels than those with PTSD, suggesting that NPY

may be a marker of the ability to recover from

stress. On the other hand, studies in both mice and

monkeys have demonstrated that exposure to

repeated stress leads to increased NPY release.

This is a similar effect to that seenwhen the animal

ingests a high fat, high sugar diet. It is possible that

the increased NPY concentrations contribute to

increased fat buildup, especially around the waist

and abdomen, and the effects of chronic stress on

metabolism function are mediated by NPY.
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Synonyms

Brain-behavior relationships; Neurobehavioral

assessment; Neurocognitive assessment;

Neuropsychological assessment

Definition

Neuropsychology is a subdivision of the field of

psychology that is concerned with the investiga-

tion of brain-behavior relationships. The broad

category of neuropsychology can be further

divided into experimental neuropsychology and

clinical neuropsychology, with this latter spe-

cialty definable as an applied science focusing

on the behavioral sequelae and manifestations

of brain dysfunction.

Description

Neuropsychology is currently one of the fastest

growing scientific specialty areas in the field of

psychology, and the subspecialty area of human

clinical neuropsychology is of direct relevance to

behavior medicine practitioners as well as physi-

cians in clinical practice, especially neurologists

and neurosurgeons. Neuropsychologists in clini-

cal practice use a variety of specially constructed

tests and test batteries to assess the functional

effects of brain trauma, infection, neoplasias,

and structural changes to the brain (including
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vascular abnormalities and strokes) as well

as degenerative central nervous system

disorders, cortical and subcortical dementias,

and progressive disorders of the nervous

system, such as multiple sclerosis, Huntington’s

disease, and Parkinson’s disease. Specialized

neuropsychological test batteries have been

constructed to investigate the neurocognitive

effects alcohol and drugs of abuse, assess the

functional effects of epilepsy and diabetes, and

assess the effects of neurotoxins and hypoxia. In

the field of neuropsychiatry, the neuropsychology

of schizophrenia and the mood and affective dis-

orders has been extensively studied and neuro-

psychological impairments have been identified

that are independent of medication effects or the

psychiatric illnesses themselves.

Modern clinical neuropsychology is

very much a hybrid specialty, with influences

from – and ties to – neurology, neurosurgery,

neuroimaging (especially functional neuroimag-

ing), neuropsychiatry, cognitive psychology,

neuroscience, and clinical psychology as well as

the significant advances that have been made

in experimental neuropsychology, particularly

in the areas of memory and learning. This is

Neuropsychology, Table 1 Domains of brain-

behavior functioning in neuropsychological assessment

Orientation and general mental status

Estimation of premorbid status

Potential for malingering/symptom validity testing

Sensory deficits and paresthesias

Motor and gait disturbances

Psychomotor activity and speed of information processing

Processing efficiency and reaction time

Response inhibition

Visual search and visuomotor scanning

Psychomotor efficiency

Speed of information processing

Motor speed

Grip strength

Disorders of perceptual function/apraxias

Attention and concentration

Mental speed

Visual attention

Auditory attention

Divided attention/visual monitoring and visual

sequencing

Vigilance and sustained attention

Selective attention/freedom from distractibility

Working memory

Verbal abilities and language skills

Disorders of language functions/aphasias

Receptive language

Expressive language

Object naming/anomias

Verbal fluency

Phonemic fluency

Semantic fluency

Learning and memory

Visual learning and immediate memory

Verbal learning and immediate memory

Visual delayed memory

Verbal delayed memory

Long-term declarative memory and remote memory

Nondeclarative and procedural memory

Implicit memory

Incidental memory

Semantic and episodic autobiographical memory

Recognition and working memory speed

Spatial memory

Visual perception

Spatial cognition

Visuospatial skills and construction skills

Drawing skills

(continued)

Neuropsychology, Table 1 (continued)

Visual discrimination

Visuospatial construction

Visuospatial integration

Facial recognition matching

Executive functions and conceptual skills

Metacognitive functions

Cognitive flexibility

Abstract reasoning/concept formation

Planning and sequencing ability

Judgment

Decision making

Novel problem solving

Overall intellectual abilities

Crystallized intelligence

Fluid intelligence

Academic achievement skills

Emotional functioning, personality, and affect

Instrumental activities of daily living/competencies

Compensatory strategies

Neuropsychology 1329 N

N



reflected in the broad range of functional domains

that are examined in neuropsychological assess-

ment, as noted in Table 1.

Specialized neuropsychological test batteries

have been developed for child and pediatric

populations in addition to the adult and aged

adult populations, and neuropsychological

assessment is great value in the assessment of

developmental and learning disorders of child-

hood. Child and pediatric neuropsychology has

close ties to both child neurology and behavioral

pediatrics, in addition to child psychiatry and

contemporary learning models in child

psychology.

Neuropsychology is a relatively new area of

scientific inquiry. Sir William Osler first used the

term “neuropsychology” in 1913, but neuropsy-

chology as an emerging scientific discipline can

trace its roots to the contemporary psychology,

experimental/cognitive psychology, and neurol-

ogy of the mid-1930s. In 1935, Ward Halstead at

the University of Chicago – in close collaboration

with neurologists and neurosurgeons – carefully

observed the behavior of brain-damaged patients

and constructed a battery of ten functional tests or

neuropsychological tests designed to provide

a comprehensive assessment of the functional

impairment seen in individuals with known

injury to the brain. This was the first true battery

of neuropsychological tests, later refined by

Ralph Reitan at the University of Indiana (work-

ing closely with neurosurgery colleagues), culmi-

nating in the Halstead-Reitan neuropsychological

test battery, which is still in use today.

A contemporary of Halstead’s in Russia, the neu-

rologist and psychoanalyst A.R. Luria, was care-

fully studying aphasia in the 1930s and later did

extensive single-case studies in the 1940s of the

effect of brain injury on the behavior of individ-

uals, many who were injured in World War II.

The legacy of Luria is reflected in contemporary

neuropsychological assessment that emphasizes

an individualized, hypothesis-testing approach to

neuropsychological assessment, including care-

ful observation of the qualitative responses of

the patient examinee.

There are currently a wide variety of special-

ized neuropsychological test batteries that have

been constructed to examine specific diseases or

disorders, many of which are designed to be

administered following one or more cognitive

screening tests. There are also dozens of single

neuropsychological tests designed to assess very

specific areas of brain functioning. Many of the

Neuropsychology, Table 2 Common diagnostic questions that neuropsychological assessment can help answer

Does the patient have an impaired memory and, if so, what does that mean for that patient and for the treating physicians?

Is dementia present and, if so, what kind of dementia and how severe is it?

Can the patient understand and follow health-care provider instructions regarding their medical care?

What is the patient capable of doing vocationally and can the patient return to work following a neurological injury?

What components need to be included in the patient’s rehabilitation plan? Is the patient a candidate for a cognitive

rehabilitation program and what should be included in this program?

Does the patient have only psychological or psychiatric problems, or do they have brain problems as well?

What problems remain for the patient following successful physical recovery from a head injury, stroke, or other brain

injury?

What is the patient’s capacity in a legal sense (can they drive a car safely, manage their money adequately, participate

fully in legal matters such as criminal or civil trials, can they maintain professional licensure)?

What are the cognitive and functional effects of progressive illnesses as time progresses (dementias, brain tumors,

progressive deteriorating disorders such as Huntington’s, etc.)?

What is normal aging versus neurological disease/dementia?

Is the temporal lobe epilepsy patient a candidate for resection surgery?

Does the patient have specific learning disabilities/attention deficit disorder? What needs to be included in educational

programming and follow-up?

Is the patient in need of a conservator or guardian? Are there neuropsychological deficits that require supervision,

additional support, or placement out of the home (such as nursing home placement)?
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newer test batteries are hypothesis driven and

symptom specific such that individual patients

with the same medical diagnosis or disorder

may be given different component subtests

depending upon their specific presenting symp-

toms and performance on the initial tests given

(the flexible battery approach). There also remain

several fixed neuropsychological test batteries

where all patients – or all patients with a given

diagnosis or disorder – are given the same tests.

Irrespective of whether a fixed or flexible battery

approach is employed, the performance of the

examinee is customarily compared relative to

normative data of individuals without neurologi-

cal disorder matched by age, gender, and educa-

tion in order to arrive at reliable and valid

conclusions. The earliest neuropsychological

test batteries were designed to accurately and

efficiently assess the type and extent of specific

brain problems and the area or areas of the brain

affected and were quite successful in doing so. At

the present time, neuropsychological assessment

can extend localization information already

available from neuroimaging studies and also

address in addition many more issues related to

treatment planning, educational planning, and the

impact of brain problems on a variety of tasks of

daily living, some of which are listed in Table 2.
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Neurotensin

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,

Belgium

Definition

Neurotensin (NT) is a multipotent 13-amino acid

neuropeptide, originally found in the hypothala-

mus of cattle. It plays multiple physiological and

pathological roles since it affects the nervous,

cardiac, immune, and gastrointestinal systems,

among others. NT is found in the central nervous

system (CNS) and in the gastrointestinal system.

It seems to play a role as an endogenous antipsy-

chotic peptide and a role in colorectal cancer

(Mustain, Rychahou, & Evers, 2011). In cancer,

NT and its receptor neurotensin receptor 1 have

been found to play oncogenic roles. They mark

prognosis in breast, lung, and head and neck

cancers. Furthermore, NT seems to play a role

in tumor growth as it acts as a growth factor as

well as in metastasis (Dupouy et al., 2011). These

have important implications for drug develop-

ment in the treatment of cancers as well.

Dysregulation of NT also plays a role in schizo-

phrenia and in the sensitizing reaction toward

drugs, thus playing a possible role in addiction
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as well. Given this knowledge, NT can be

a target in the treatment of such diseases

(Caceda, Kinkead, & Nemeroff, 2006). NT is

closely related to the dopaminergic system and

has thus been studied in relation to diseases

related to dopamine including Parkinson’s dis-

ease. NT is widely distributed in the CNS and is

projected in numerous circuits including the

mesocorticolimbic circuit, implicated in pain

and in the stress response. Given its multipotent

roles in regulation of behavior and in onset of

diseases, it requires further research in behavior

medicine as well.
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Neurotic Anger, Subcategory
of Anger

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

This term refers to a type of anger which mainly

reflects the affective component of anger.

Neurotic anger (or neurotic hostility) is contrasted

with antagonistic anger (or antagonistic hostility),

which refers mainly to the behavioral component

of anger (Dembroski & Costa, 1987). Neurotic

anger includes feelings of anger and is associated

with the personality dimension of neuroticism-

emotional stability, with neuroticism being the

tendency to attend to, experience, and report neg-

ative affect. In contrast, antagonistic anger refers

mainly to the agreeable-antagonism dimension of

personality and includes disagreeable behavior,

argumentativeness, rudeness, being evasive, and

lack of cooperation. This distinction is of great

importance in behavior medicine because studies

have shown that mainly antagonistic, but not neu-

rotic anger/hostility, is the element of anger/hos-

tility predictive of cardiovascular reactivity to

stress and of coronary artery disease (Felsten,

1996). Furthermore, some studies even suggest

that neuroticism (which includes neurotic anger)

may be a factor unrelated to survival (Costa &

McCrae, 1987). The latter authors suggested that

neuroticism (and neurotic anger) is related mainly

to self-reported but not to objective indices of

health, primarily because self-reported indices

are biased by perceptions and reporting of physi-

cal and emotional symptoms, strongly related to

neuroticism. These perceptions are thought to

involve less physiological overactivity, while

antagonistic anger/hostility is thought to involve

greater physiological reactivity, explaining its

prediction of cardiac disease (Felsten, 1996). It

has been suggested that use of objective measures

of disease could partly solve this issue as well as

use of measures of antagonistic anger/hostility.

On the other hand, clinically, while individuals

with neurotic anger may not always be more ill on

objective measures, they suffer from excessive

distress, for which they require psychological

assistance.

Cross-References
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Neuroticism

Leigh A. Sharma

Department of Psychology, University of Iowa,

Kenosha, WI, USA

Synonyms

Negative affectivity; Negative emotionality

Definition

Neuroticism, broadly defined, refers to an indi-

vidual’s tendency to experience negative affect

or negative emotional states (e.g., anger, anxi-

ety, hostility, sadness); those high in neuroti-

cism react more strongly to negative stimuli

(e.g., threat, frustration, loss) than those low

in neuroticism. Structural models of personal-

ity establish that neuroticism is linked to

Digman’s alpha, composed of negative emo-

tionality and disinhibition, in a two-factor

model; negative affectivity/negative emotion-

ality splits from disinhibition in three- and four-

factor models and emerges as neuroticism in

a five-factor model (Markon, Krueger, &

Watson, 2005). Most broad personality mea-

sures include a neuroticism scale (e.g., mea-

sures of the five-factor model of personality),

and as early as 1984, authors were demonstrat-

ing the high levels of relations among these

scales (Watson & Clark, 1984). Neuroticism

scores tend to peak in adolescence and decline

moderately through adulthood (Roberts &

Mroczek, 2008), and evidence demonstrates

that females tend to score slightly but

significantly higher than males (Costa,

Terracciano, & McCrae, 2001).

Neuroticism is a dimension of normal person-

ality, though it is linked to several psychological

phenomena and behavioral tendencies. Evidence

demonstrates neuroticism acts as a nonspecific

vulnerability to the internalizing disorders

(e.g., anxiety, depression) and that it can account

for a portion of the comorbidity among them

(Malouff, Thorsteinsson, & Schutte, 2005).

Further, after controlling for sociodemographic

variables, neuroticism has been linked to higher

rates of smoking, drinking alcohol, and using

illegal drugs; poor physical health; lower quality

of life; and mortality from all causes

(Lahey, 2009).
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Neurotransmitter

Susan Dorsey

School of Nursing, University of Maryland,

Baltimore, MD, USA

Definition

A neurotransmitter is a naturally occurring

(endogenous) chemical messenger that passes

a message from one neuron to the next by being

released into the synaptic gap from the axon of

the presynaptic neuron and then attaching itself to

the receptor on the dendrite of the postsynaptic

neuron.

Neurotransmitters allow neurons to pass on

both excitatory and inhibitory messages when

they fire. Excitatory messages mean that the

next neuron is more likely to fire having

received the message, while inhibitory mes-

sages mean that the next neuron is less likely

to fire.

Some chemicals act as both neurotransmit-

ters and hormones. Neurotransmitters can only

influence neurons that come into contact with

by traveling over the very small gaps at synap-

ses. In contrast, hormones are secreted by endo-

crine glands into the blood stream, which

carries then around the body and enables them

to affect cells that are distant from their point of

origin. Another major difference is that neuro-

transmitters exert their influence for a very

brief time: reuptake or chemical decomposition

takes place very quickly. In contrast, once

released into the blood stream, hormones

remain present, and hence active, for much

longer.
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Nicotine

Motohiro Nakajima and Mustafa al’Absi

University of Minnesota Medical School,

University of Minnesota, 235 School of

Medicine, Duluth, MN, USA

Synonyms

Cigarette; Smoking; Tobacco

Definition

Nicotine is a psychostimulant alkaloid that is

addictive and heavily used in cigarettes and

other tobacco-related products. It is primary

metabolized by the liver to cotinine, and the aver-

age half-life is 2 h.

Description

Upon administration, nicotine binds to nicotinic

cholinergic receptors (nAChRs), ligand-gated

ion channels composed of several subunits,

that are located in central and peripheral nervous

systems. Stimulation of nAChRs by nicotine

leads to the release of various neurotransmitters.

Of those, dopamine secreted in the mesolimbic

area and the frontal cortex mediates pleasur-

able experience and rewarding pathways linked
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to the positive reinforcement of nicotine

(Benowitz, 2010). Other neurotransmitters,

such as norepinephrine, acetylcholine, gluta-

mate, serotonin, beta-endorphin, and gamma-

aminobutyric acid (GABA), are also released

in response to nicotine and mediate its effects

on attention, tension reduction, and appetite

suppression. These symptoms are commonly

cited motivators of tobacco use by smokers.

Nicotine activates the sympathetic nervous

system which leads to the release of epineph-

rine from the adrenal medulla, eventually

increasing heart rate, blood pressure, and car-

diac output. Nicotine excites paraventricular

nucleus in the hypothalamus leading to the

release of corticotrophin-releasing factors

(CRF), causing the release of adrenocortico-

tropin (ACTH) from the anterior pituitary,

promoting the production of cortisol in the

adrenal cortex (i.e., hypothalamic-pituitary-

adrenocortical (HPA) axis). Nicotine-induced

activation of cardiovascular and HPA func-

tions are very similar to those changes

observed during stress. Nicotine modulates

pain perception: It induces analgesia via

endogenous opioid system. Nicotine may

also play a role in stress-induced analgesia

through increased activity in the cardiovascu-

lar system. Taken together, acute exposure to

nicotine activates multiple central

nuerochemical regulatory systems that influ-

ence psychological and physiological pro-

cesses and behavior. Pharmacological effects

of nicotine play an important role in the

development of nicotine dependence and

addiction.

Repeated exposure to nicotine leads to toler-

ance or neuroadaptation to the effects of nicotine.

Desentization of nAChRs in the central system

may contribute to abstinence-related withdrawal

symptoms and craving. Nicotine withdrawal is

associated with negative affect including anger,

tension, depression, difficulty in concentration,

impatience, insomnia, and restlessness (Hughes,

2007). Absence of nicotine may also be linked to

reduction of cardiovascular and adrenocortical

activity. These symptoms typically peak within

a few days of nicotine abstinence and may last for

2–4 weeks and are powerful determinants of

smoking lapse and relapse (al’Absi, Hatsukami,

& Davis, 2005).

Maintenance of nicotine intake may result

from the combination of positive and negative

reinforcement. Smokers may take up cigarettes

to enhance subjective mood and pleasure (posi-

tive reinforcement) but also consume them to

maintain levels of nicotine in the body to prevent

withdrawal symptoms (negative reinforcement).

Certain environmental cues associated with

smoking may facilitate subsequent smoking

behaviors due to conditioning. Genetic compo-

nent may also contribute to these processes. Fur-

thermore, chronic nicotine use may be related to

structural and functional changes in various stress

and emotion-regulations systems as well as

endogenous pain modulation mechanisms,

which may lead to increased withdrawal symp-

toms and risk for early smoking relapse.
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Nicotine Patch

Jed E. Rose

Department of Psychiatry, Duke Center for

Nicotine & Smoking Cessation Research,

Durham, NC, USA

Definition

Nicotine skin patches are drug delivery systems

that are worn on the skin and provide the user

with a controlled dose of nicotine to assist in

smoking cessation, by replacing the nicotine

previously obtained from cigarettes. The ability

of nicotine to permeate intact skin has been

known for decades, but the first published

study exploring the therapeutic potential of

transdermal nicotine to ameliorate tobacco

withdrawal symptoms appeared in 1985

(Rose, Herskovic, Trilling, & Jarvik, 1985).

Previous work in the 1970s had developed

transdermal patches for the delivery of medica-

tions such as scopolamine and nitroglycerin.

Theoretically, transdermal drug administration

has the advantages over oral delivery in provid-

ing a more uniform blood level of a therapeutic

agent and avoiding first-pass liver metabolism.

However, other theoretical considerations ini-

tially argued against the efficacy of providing

a steady level of nicotine in treating tobacco

dependence, since it was widely believed that

smokers were addicted to rapid bolus delivery

of nicotine from inhaled smoke, which could

not be duplicated using a nicotine patch. None-

theless, transdermal nicotine has been shown to

be efficacious in aiding smoking cessation,

approximately doubling success rates

over placebo. In 1991, nicotine patches were

approved for marketing in the United States as

a prescription drug, and they have been avail-

able over the counter since 1996. Despite well-

established efficacy (Stead, Perera, Bullen,

Mant, & Lancaster, 2008), however, long-term

success rates (1 year following treatment) are

often only 10–15%.

The standard nicotine patch dose is 21mg/day,

similar to that of a pack of cigarettes; however,

the delivery is more uniform than with cigarettes.

After 6–8 weeks of wearing 21 mg/day patches,

weaning doses are often recommended providing

14 mg/day for 2–4 weeks and 7 mg/day for

2–4 weeks. Combination therapy, entailing

adding other forms of nicotine replacement,

such as nicotine polacrilex (nicotine chewing

gum) or nicotine lozenge, to supplement nicotine

patch treatment, increases success rates beyond

treatment using the nicotine patch alone.

Interestingly, the mechanism of action of

nicotine patch therapy has still not been fully

elucidated. One hypothesis holds that successful

abstinence is facilitated by nicotine replacement

due to the alleviation of nicotine withdrawal

symptoms. However, while withdrawal allevia-

tion is clearly obtained from nicotine replace-

ment using nicotine patches, other mechanisms

may bemore important, such as the attenuation of

the rewarding effects of cigarette smoking. When

a cigarette is smoked after nicotine blood levels

have been elevated from wearing nicotine

patches, cigarettes are rated less enjoyable

(Levin et al., 1994). Moreover, the odds ratio of

preventing the first “lapse” following an attempt

to quit smoking is only marginally increased by

nicotine patch treatment. In contrast, the progres-

sion from an initial lapse to a relapse is markedly

reduced (Shiffman et al., 2006). These results

suggest that nicotine patch treatment helps

smokers remain abstinent largely by affecting

their reaction to the first cigarette smoked in a

way that discourages the subsequent reuptake of

smoking.

In a similar vein, studies in the last several

years have shown that initiating nicotine patch

treatment before a target quit date, while

smokers temporarily continue to smoke, signif-

icantly enhances efficacy (Rose, Herskovic,

Behm, & Westman, 2009). Thus, as the reward-

ing effects of smoking are attenuated, smoking

behavior declines, and smokers are better able to

succeed in quitting when they reach their target

quit date. Although not yet approved in the

United States, pre-cessation use of nicotine
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patch has been approved in Australia, Canada,

and the United Kingdom.
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Night-Shift Workers and Health
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1Department of Psychiatry, School of Medicine,

University of Pittsburgh, Pittsburgh, PA, USA
2Sleep Medicine Institute and Department of

Psychiatry, School of Medicine, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Grave yard shift

Definition

Shift work refers to a job schedule in which

employees work hours other than the standard

hours of 8 a.m. to 5 p.m. or a schedule other

than the standard workweek – Monday through

Friday in the USA.

Description

Human beings are by nature a diurnal species

with a natural tendency among adults to sleep at

night and be most active during the day.

Society is largely structured to facilitate such

tendencies, with most social interactions, familial

gatherings and work hours during the daylight

hours. However, there is often occasion to

diverge from these norms especially for work

purposes. Today’s society is driven by a 24 h

mentality which demands that over 8.6 million

people (in the USA) perform shift work (Kryger,

Roth & Derent, 2005).

Circadian factors are a primary determinant of

one’s ability to cope with shift work. Humans are

biologically wired to sleep during the night and

be most active during the day. Certain biological

processes determine the body’s natural sleep-

wake cycle, particularly the secretion of melato-

nin in response to the light-dark cycle. Such

processes are not easily changed so as to shift the

natural cycle. Some evidence indicates that sleep

phase adjustment for a night worker, as measured

by urine melatonin, can take as long as 5–6 days

(90 min phase delay per day) before melatonin

onset is readjusted to the new schedule.

In addition to endogenous determinants of the

sleep cycle, there are other factors known as

zeitgebers (time givers) that contribute to one’s

perceived normal sleep-wake cycle. Such zeitge-

bers include social factors like meal times and

social gatherings and natural factors like daylight

and night. These timing cues help orient the body

to a certain time schedule and to encourage

humans to be active during the day. However,

for a night-shift worker who must be awake

during the night, these zeitgebers can work
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against an individual’s inclination to remain

awake at night resulting in dysregulated immune,

hormonal, and cardiovascular function, thereby

contributing to poor health.

Domestic factors also play a big role in sleep

and subsequent health of the shift worker. For the

night worker, social, familial, and societal

obligations often impinge on sleep time since

they occur in opposition to the night worker’s

schedule. Moreover, many shift workers have

families and homes to care for that often require

significant attention during daylight hours. Not

only do these domestic factors inhibit a shift

worker from obtaining adequate sleep during

the day but they often impact the quality of the

sleep he/she does get. Several consequences can

arise from poor coping with a shift-work lifestyle,

including a predisposition to depression and

anxiety (Akerstedt, 2003).

Not surprisingly, shifting of one’s sleep to the

daytime hours can have negative consequences

(Akerstedt, 2003). Not only is shift work (and

daytime sleep) in contradiction to most of the

biological system’s circadian rhythms, but it is

a strong predictor in the development of chronic

sleep disorders. For instance, shift workers have

been found to have sleep maintenance insomnia

as opposed to sleep onset insomnia, which results

in a constant state of sleep deprivation. Surveys

in Europe and in the USA have found that

night workers get approximately 10 h less sleep

per week than day workers. Akerstedt and

colleagues found that there is a significant loss

of Stage 2 and REM sleep among shift workers.

Although a night worker’s sleep loss can be

partially attenuated by sleeping longer on days

off, they are unable to “repay the debt” and

still experience chronic sleep deprivation and its

consequences.

Health consequences of shift work include

cardiovascular disease, diabetes, and obesity.

There are also associations with stomach prob-

lems and ulcers, increased depression, and risk

for injury or accidents. Many of these adverse

outcomes stem from dysregulation of metabolic,

digestive, and immune processes that maintain

alignment with the circadian rhythm. While

important and often necessary for many people

to perform shift work, it is imperative to

understand and appreciate the significant toll

that shift work can have on health and social

relationships (Akerstedt, 1990).
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Nitric Oxide Synthase (NOS)

Sarah Aldred

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Endothelial nitric oxide synthase (eNOS); Induc-

ible nitric oxide synthase (iNOS); Neuronal nitric

oxide synthase (nNOS)

Definition

Nitric oxide synthase (NOS) is an enzyme which

catalyzes the formation of nitric oxide (NO).
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NO is a free radical gas, which acts as

a vasodilator, and is formed from the amino

acid arginine. NOS comprises a family of

enzymes which were first described in 1989.

NOS is present in the human body in three dis-

tinct isoforms: neuronal NOS (nNOS) found pre-

dominantly in neuronal tissue, inducible NOS

(iNOS) being inducible in a wide range of cells

and tissues, and endothelial NOS (eNOS) which

was first found in vascular endothelial cells.

Description

Three distinct genes for the human NOS isoforms

exist, with 51–57% homology between the

human isoforms in primary amino acid sequence.

The similarity in genomic structure indicates

a common ancestral NOS gene. The isoforms

are classified by the tissue in which they were

originally found, although it is now known that

expression of these enzymes also occurs in other

cell types, such as cardiac muscle, skeletal mus-

cle, and blood platelets. The NOS enzymes are

dimeric in their active form, and function is facil-

itated by the cofactors NADPH (nicotinamide

adenine dinucleotide phosphate-oxidase) and

tetrahydrobiopterin (BH4). Other cofactors are

calmodulin/calcium, heme, flavin mononucleo-

tide (FMD), and flavin adenine dinucleotide

(FAD). A summary of the reaction catalyzed by

NOS can be written as:

L� arginineþ 2NADPHþ O2 ¼ L� citrulline

þ NOþ 2NAPDþ

The enzyme consists of two domains, an

oxygenase and a reductase domain, which both

have catalytic activities. Binding sites for heme

and BH4 reside on the oxygenase domain and are

linked to the reductase domain through a binding

site for calmodulin. The binding sites for FAD

and FMD are also found on the reductase domain.

To allow production of NO, the enzyme must be

fully coupled through BH4. Deficiencies in any of

the cofactors can influence NO biosynthesis.

iNOS and nNOS are soluble and found pre-

dominantly in the cytosol, while eNOS is

a membrane-associated protein, docked to regions

of the plasma membrane called calveolae.

nNOS

nNOS was initially identified in neuronal cells,

but has since been identified in the many other

cells including those of the gastrointestinal tract.

It has a role in NO production for sphincter relax-

ation and blood flow and modulates the response

to glutamate.

iNOS

iNOS as its name suggests is inducible. It is

calcium insensitive, in contrast to the calcium-

sensitive isoforms nNOS and eNOS. iNOS is

linked with the immune response. Previous

research in this field has identified that iNOS is

expressed as a result of inflammation, but its role

in inflammatory disease is a complex one. iNOS

has also been implicated in attenuation or

suppression of inflammatory tissue injury. In

addition, NO forms part of the nonspecific

immune defense mechanism against invading

microorganisms. NO and superoxide ions are

produced in response to microorganisms and

react together to form the reactive ion

peroxynitrite which, with NO, has the ability to

react with and kill invading cells.

eNOS

eNOS is present in the cells of the endothelium,

and its main function is to regulate blood flow and

blood pressure. eNOS is activated by the pulsatile

flow of blood causing a small release of NO with

every heart beat. When intracellular levels of cal-

cium increase, eNOS detaches from the plasma

membrane and becomes activated. The require-

ment for calcium is significantly reduced if the

enzyme becomes phosphorylated on one of its

serine residues, and phosphorylation is now rec-

ognized as a commonmechanism for activation of

eNOS.

More details can be found in Packer (1996).
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Nocebo and Nocebo Effect

Magne Arve Flaten

Department of Psychology, University of

Tromsø, Tromsø, Norway

Synonyms

Anxiety; Context effect; Expectancy

Definition

A nocebo is any inert substance, procedure, appa-

ratus, or similar that alone has no effect in the

body. The nocebo effect is the psychological and/

or physiological response to the nocebo when it is

administrated with a suggestion that the sub-

stance, procedure, apparatus, or similar will

increase pain or unpleasantness, or otherwise

harm the individual.

Description

Placebo comes from the Latin word “nocere”

which means “I will harm” and has been used in

medicine to describe treatments that worsen or

induce symptoms in the patient, without having

a specific effect on the symptom.

A nocebo effect may occur when a substance,

procedure, or other stimulus is administrated to

a person together with a suggestion that this will

increase pain or unpleasantness, or in some way

harm the person. The nocebo effect occurs

whether or not the substance or procedure is harm-

ful or painful. Thus, a substance or procedure that

induces a placebo effect may, when administrated

with the opposite suggestion, induce a nocebo

effect (Flaten, Simonsen, & Olsen, 1999). The

nocebo effect may consequently be considered

the opposite of the placebo effect.

Nocebo effects have mostly been studied in

the field of pain. The effect may be observed as an

increase in pain report to a painful stimulus after

suggestion that the pain will increase, although

the stimulus is kept at constant levels. The nocebo

effect may also be observed as the induction of

pain by a non-painful stimulus that is adminis-

trated with information that it will induce pain

(Colloca, Sigaudo, & Benedetti, 2008). Nocebo

effects have also been observed in asthmatic

patients and in nausea, but are not well researched

outside the field of pain.

Brain imaging studies have shown that nocebo

effects are associated with further increases in brain

regions activated by painful stimulation, i.e.,

a painful stimulus activates certain brain regions

(often the anterior cingulate cortex and insula), the

activation of which have been found to be further

increased by expectation that the pain will become

more intense. These effects are the opposite of

those observed during placebo analgesia.

One mechanism underlying nocebo effects is

most likely anxiety. Information that a procedure

or substance will induce pain or may harm

induces anxiety, which in turn increases pain.

Administration of an anxiolytic reduces nocebo

hyperalgesia. Furthermore, blockade of chole-

cystokinin, a hormone associated with anxiety,

has been found to block completely nocebo

hyperalgesia (Benedetti, Lanotte, Lopiano, &

Colloca, 2007).

Nocebo effects are clinically relevant for

diagnostic or therapeutic medical procedures.

Injections of anesthetics, e.g., may be made pain-

ful, or more painful, if the information provided

by health personnel performing these procedures

induces nervousness or anxiety in the patient

(Varelman, Pancaro, Capiello, & Camann, 2010).
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Nonexperimental Designs

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Observational designs; Observational studies;

Observational study

Definition

There are two fundamental types of study design:

experimental and nonexperimental (Piantadosi,

2005). Experimental designs (discussed in their

own entry) involve a series of measurements

(observations) made under conditions in which

the influences of interest are controlled by the

research scientist. Nonexperimental studies are

often called observational studies, but this term is

inaccurate; it does not definitively distinguish

between nonexperimental studies and experimen-

tal studies, in which observations are also made.

The term “nonexperimental” is not a relative

quality judgment compared with experimental.

This nomenclature simply distinguishes meth-

odological approaches. In some cases,

nonexperimental studies are the only type of med-

ical study that can legitimately be used. If one

wishes to examine the potentially negative health

impact of a specific influence, such as exposure to

nicotine via smoking cigarettes or living close to

an environmental toxin, it is not appropriate for the

research scientist to exert control over the influ-

ence of interest by asking some individuals to

smoke or to live in a certain location. Rather, the

research scientist makes use of naturally occurring

cases of individuals who have and have not

smoked and individuals who live close to and far

from an environmental toxin to examine

a potential relationship between the influence of

interest and a specific health outcome.

Case-control studies and cohort studies are

examples of nonexperimental designs.
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Non-REM Sleep

Salvatore Insana

Western Psychiatric Institute and Clinic,

Pittsburgh, PA, USA

Synonyms

N1, N2, N3; Quiet sleep; Sleep stages 1, 2, 3, and 4

Definition

Sleep can be measured with polysomnography

(PSG) (see review, Keenan & Hirshkowitz,

2011). Polysomnographically measured sleep

can be classified into distinct behavioral catego-

ries. Non-Rapid Eye Movement (NREM) sleep is

a distinct sleep behavior classification. NREM

sleep is a term used to describe, as the

name suggests, sleep stages that are not Rapid

Eye Movement (REM) sleep. NREM sleep

includes sleep stages N1, N2, and N3 as defined

by the 2007 American Academy of Sleep

Medicine (AASM) sleep scoring manual (Iber,

Ancoli-Israel, Chesson, & Quan, 2007). NREM

sleep is otherwise known as the combination of

sleep stages 1, 2, 3, and 4 as identified by the

Rechtschaffen and Kales “classic criteria”

(Rechtschaffen & Kales, 1968).

General descriptions of AASM scoring

criteria for each NREM sleep stage are briefly

stated. N1 is characterized by the expression of

slow rolling eye movements, decreased muscle

tone, and low-amplitude, mixed-frequency brain

activity (4–7 Hz). N2 is characterized by K-

complexes (a negative vertex sharp brain wave

immediately followed by a positive wave that

lasts �0.5 s) and sleep spindles (a train of brain

waves with high frequency [11–16 Hz] and low

amplitude that last �0.5 s). N3 is characterized

by slow brain waves that are high amplitude

(>75 V), low frequency (0.5–2 Hz), and occur

throughout �20% of a given epoch. N3 sleep

includes stages 3 and 4 sleep in the Rechtschaffen

and Kales’ classification and is also frequently

called “delta” or “slow-wave” sleep.

NREM sleep has been observed among all

mammals (Siegel, 2009). The function of human

sleep, and particularly NREM sleep, is complex

and unknown (e.g., Rector, Schei, Van Dongen,

Belenky, & Krueger, 2009; Siegel, 2009). Theo-

ries about the function of each NREM sleep stage

are brieflymentioned. N1 serves as the transitional

stage from wake to sleep. N2 components (spin-

dles and K-complexes) are thought to integrate

new memories and regulate arousal from sleep

(Halász, 2005; Tamminen, Payne, Stickgold,

Wamsley, Gareth, & Gaskell, 2010). N3, or rather
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the amount of N3, is thought to reflect the homeo-

static sleep drive, or one’s escalating need for

sleep with increasing time awake (Dijk, Brunner,

Beersma, & Borbély, 1990). NREM sleep appears

central to memory formation; specifically, NREM

sleep and REM sleep complement each other to

process and consolidate various types of memory

(Diekelmann & Born, 2010).

Human development: From birth to approxi-

mately 6 months post-term, infant sleep patterns

are classified into either REM or NREM; during

this period, these classifications are also referred

to as active sleep and quiet sleep, respectively

(Grigg-Damberger et al., 2007). Following

6 months post-term, infant NREM sleep patterns

become more complex, and then can be catego-

rized into N1, N2, and N3 sleep stages – in addi-

tion to REM sleep. Across the life span, generally,

the percentages of N1 and N2 sleep increase,

whereas N3 and REM sleep decrease (Ohayon,

Carskadon, Guilleminault, & Vitiello, 2004).
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Nonverbal Communication
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School of Nursing, University of Maryland,
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Synonyms

Body language; Kinesics
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Definition

Nonverbal communication is a complex system

of communication that involves sending and

receiving messages without the use of words.

Nonverbal communication consists of

a combination of (1) body movement (kinesics),

such as gestures, posture, stance, and facial

expressions; (2) touch (haptics); (3) eye contact

and gaze, (4) bodily use of physical space, posi-

tion, and proximity (proxemics), and nonverbal

vocalizations that convey emotions or attitudes

(paralanguage), such as laughing, crying, whis-

tling, speech hesitancy, and tone. Research has

indicated that 50–90% of social meaning is trans-

mitted through nonverbal communication

(Knapp & Hall, 2007). Functions of nonverbal

communication include expression of emotion

and attitude, communication of interpersonal

relationships, support or contradiction of verbal

communication, reflection of personality, and

performance of social rituals, such as greetings

and farewells (Argyle, 1988; Argyle & Hinde,

1972). Nonverbal communication is particularly

influenced by the function of culture (Agliati,

Vescovo, & Anolli, 2006). An understanding of

nonverbal communication can be applied widely

in a variety of fields such as medicine, business,

politics, psychology, education, and the criminal

justice system.
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Norepinephrine/Noradrenaline

Sabrina Segal

Department of Neurobiology and Behavior,

University of California, Irvine, CA, USA

Definition

Norepinephrine/noradrenaline is a catecholamine

that is released as a stress hormone in the peripheral

sympathetic nervous system via the adrenal

medulla and initiates the fight or flight response. It

is released as a neurotransmitter in the central sym-

pathetic nervous system via noradrenergic neurons.

Norepinephrine is synthesized from dopamine

by dopamine beta-hydroxylase through a series of

enzymatic steps, beginning with tyrosine hydroxy-

lase. This enzyme converts tyrosine to L-

dihydroxyphenylalanine (L-DOPA), which in turn

is transformed to dopamine by dopa-decarboxylase

and packaged into storage vesicles. Themembrane-

bound enzyme, beta-hydroxylase, converts dopa-

mine to norepinephrine within storage vesicles.
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Norms
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Colorado Denver, Denver, CO, USA

Synonyms

Social norms

Definition

In the context of psychological assessment, norms

refer to sets of scores from well-defined samples

that are used for standardizing and interpreting

assessments. Norms are derived from sampling

one or more groups of individuals and obtaining

the distribution of scores on a particular assess-

ment for each group. These sets of scores make it

possible to interpret the scores of individuals who

are assessed. The score of individual test takers

can be compared to the scores from the group to

which they belong. This provides a basis for com-

parison and makes it possible to interpret

a person’s score. For example, if a high school

student obtains a certain score on an aptitude test,

there is no way to interpret their score without

comparing it to the scores of other high school

students. If only 5% of their peers scored better

than them, this would indicate that they demon-

strated exceptional aptitude on the test relative to

their peers. However, if 95% of their peers scored

better than them, this would indicate that they

demonstrated a diminished aptitude relative to

their peers. Given that norms are essential for

interpretation, it is important that norms be based

on samples that are sufficiently representative of

the populations they represent and large enough to

minimize standard error (Kaplan & Saccuzzo,

2008; Kline, 2000).

Norms, also called social norms, refer to rules

or standards of expected behavior that are shared

by members of a certain group. Social norms

shape individual group members’ perceptions

about the acceptability of certain behaviors

(injunctive norms) as well as the type, and fre-

quency, of behaviors that other group members

perform (descriptive norms). A person’s percep-

tions of social norms are often constructed by

observing the behavior of other group members,

by communicating with other group members,

and by exposure to normative messages through

media outlets and from explicit or implicit

instruction (Dubios, 2003; Hechter & Opp,

2005). Social norms have been found to influ-

ence a variety of health-related behaviors, such

as eating and exercise habits, alcohol consump-

tion, smoking, drug use, and seeking medical

help (Berkman & Glass, 2000; Borsari &

Carey, 2003; McNeill, Kreuter, & Subramanian,

2006; Shaikh, Yaroch, Nebeling, Yeh, &

Resnicow, 2008; Sorensen et al., 2007).

According to the social norms approach, indi-

viduals who engage in unhealthy behaviors

often overestimate the extent to which others

engage in those unhealthy behaviors and under-

estimate the extent to which others engage in

healthy behaviors. Such misperceptions predict

the likelihood of engaging in unhealthy or

healthy behaviors. Many interventions that

focus on correcting such misperceptions by pro-

viding normative feedback have been successful

in correcting such misperceptions and in pro-

moting healthier behaviors (Berkowitz, 2003,

2004).
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Nurses’ Health Study

William Whang

Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

The Nurses’ Health Study is a long-term cohort

study that has collected information about car-

diovascular and other disease risk factors, in

addition to lifestyle factors, since its beginning

in 1976 (Belanger, Hennekens, Rosner, &

Speizer, 1978). At the onset, 121,701 female
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registered nurses, aged 30–55 years, completed

a questionnaire about their medical history and

disease risk factors. The cohort has been

followed up every 2 years with mailed question-

naires that update exposure information and

inquire about newly diagnosed medical ill-

nesses. Numerous analyses involving NHS

data have been performed, including investiga-

tion of the impact of smoking cessation on long-

term risks of coronary artery disease (Kawachi

et al., 1994) and relationship between phobic

anxiety and coronary heart disease events

(Albert, Chae, Rexrode, Manson, & Kawachi,

2005).
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Nutrient Intake

▶Nutrition

Nutrition

Steven Gambert

Department of Medicine, School of Medicine,

University of Maryland, Baltimore, MD, USA

Synonyms

Dietary requirements; Nutrient intake

Definition

Nutrition is the process by which living organ-

isms obtain nutrients and use them for proper

growth and development, cellular metabolism,

and repair. It is a process that involves the inges-

tion, digestion, absorption, transport, assimila-

tion, and excretion of essential nutrients.

Description

Nutrition is the process by which living organisms

obtain nutrients and use them for proper growth

and development, cellular metabolism, and repair.

It is a process that involves the ingestion, diges-

tion, absorption, transport, assimilation, and excre-

tion of essential nutrients. In order to insure an

adequate “nutrition,” there are a variety of macro

and micro-nutrients that must be obtained. While

the body has the ability to utilize certain nutrients

obtained through nutrition to provide the building

blocks for cellular growth, maturation, and repair,

some are essential and must be part of one’s nutri-

tion. This is illustrated by the fact that although

animal and plant protein contain 20 amino acids, 9

are considered “essential” and not able to be pro-

duced by the body itself.

Recommended Dietary Allowances are

established by the Food and Nutrition Board of

the National Research Council and represent the

nutrient allowances thought to be necessary for the

maintenance of good health (National Research

Council, NRC, 1989). Malnutrition is the state

associated with either an under or over intake of

essential components of one’s nutritional require-

ments including calories and specific nutrients

such as protein, fat, minerals, and vitamins. Exam-

ples include obesity (an excess intake of calories),

marasamus (a deficiency in caloric intake), kwash-

iorkor (a deficiency in protein intake), among

other examples. Certain individuals will require

intake above the minimum daily requirement of

certain nutrients. One example is calcium. The

RDA is 800–1,500 mg of elemental calcium

daily. Individuals who are breast-feeding, preg-

nant, or who have metabolic bone disease should

be at the higher range of intake.
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Each individual utilizes nutrients differently

based on genetic and environmental factors.

Muscle has a higher metabolic utilization than

fat and individuals with more muscle have

a higher caloric requirement to maintain their

body weight. Catecholamines and thyroid hor-

mone play a role in our ability to up and

downregulate our metabolism as well as the

type of food we consume. For example, individ-

uals who “nibble,” eating multiple meals

throughout the day are metabolically different

from those who “gorge” (one meal a day) their

dietary intake even at the same level of caloric

consumption . Eating only one meal a day

(gorger) causes the body to function the rest of

the day as it is starving and metabolically

downregulating metabolism. Not all foods are

also handled the same in the body with only

78% of protein utilized by the body due to the

increase in metabolic work needed to break down

the protein bonds as compared to fat and carbo-

hydrate that are utilized by the body at 99% and

98%, respectively.

Nutritional assessment may be done by

assessing a variety of measures including body

mass index. This is a calculated value that is

determined by taking the weight in kilograms

divided by the height in meters squared. A value

of 19–25 is considered to be normal and values

over 30 are considered to be obese. Another mea-

sure of nutritional status is pre-albumin with

values of 20 or greater indicating adequate pro-

tein stores. A questionnaire (mini-nutritional

assessment) can provide information to predict

who is at risk of malnutrition (Kaiser et al. 2009).
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Nutrition Data System for Research
(NDSR)

Lisa Harnack

Division of Epidemiology and Community

Health, School of Public Health, University of

Minnesota, Minneapolis, MN, USA

Definition

Nutrition Data System for Research (NDSR) is

a Windows-based dietary analysis program

designed for the collection and analyses of 24-h

dietary recalls and the analysis of food records,

menus, and recipes. The system is developed and

maintained by the University ofMinnesota Nutri-

tion Coordinating Center (ncc.umn.edu).

Description

Overview of NDSR

NDSR is a software application that may be used

to quantify the food and nutrient intake of indi-

viduals, analyze the nutrient composition of

menus, and calculate the nutrient composition

of food recipes. Consequently, the program has

both research and practice applications in the

arena of behavioral medicine. Examples of its

use include collection and analysis of 24-h die-

tary recalls from study participants to evaluate

the effect of a nutrition intervention on food and

nutrient intake. In clinical settings, NDSR is used

to analyze food records kept by patients as

a behavioral monitoring tool. Institutions such

as hospitals, prisons, and colleges use NDSR in

planning nutritionally balanced menus. The pro-

gram is also used to calculate the nutrient content
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of recipes for publication in health promotion

pamphlets, cook books, etc.

Food and Nutrient Database

The University of Minnesota Nutrition Coordinat-

ing Center (NCC) Food and Nutrient Database

serves as the source of food composition informa-

tion in the software. This database includes over

18,000 foods, including 7,000 brand-name prod-

ucts. Ingredient choices and preparation methods

provide more than 160,000 food variants. Values

for 162 nutrients, nutrient ratios, and other food

components are generated from the database.

Also, food group assignments are provided so

that intake of food categories such as fruits and

vegetables may be calculated. Missing nutrient

values are kept to aminimum by obtaining nutrient

composition information from a variety of sources

and utilizing standardized imputation procedures

(Schakel, Sievert, & Buzzard, 1988; Schakel, Buz-

zard, & Gebhardt, 1997; Westrich, Buzzard,

Gatewood, & McGovern, 1994). The database is

updated annually to reflect marketplace changes

and new analytic data.

24-H Dietary Recall Collection and Analysis

Dietary recall data gathered by interview are

entered directly into NDSR. The software

searches for foods and brand products by name.

Sophisticated search algorithms locate the food,

and the interview prompts standardize requests

for more detail. Dietary intake data gathered by

interview are governed by the multiple-pass

approach interview methodology. Four distinct

passes provide multiple opportunities for the par-

ticipant to recall and clarify food intake.

Dietary supplement use may be assessed in

conjunction with collection of 24-h dietary

recalls using the Dietary Supplement Assessment

Module included in NDSR. Use of all types of

dietary supplements and nonprescription antacids

is queried in the module. The database linked

with the module includes over 2,000 dietary sup-

plement products. A “missing product” feature in

the software allows the user to add products to the

database. The coding of foods and dietary sup-

plements occurs automatically as data are

entered. Calculation of nutrients occurs

immediately and yields data per ingredient,

food, meal, and day in report and analysis file

formats.

Food Record, Menu, and Recipe Analysis

Data entry windows tailored for direct entry of

food records, menus, and recipes are provided in

NDSR. The coding of foods occurs as data are

entered. Calculation of nutrients occurs simulta-

neously, allowing for generation of reports and

analysis files immediately following completion

of data entry.

Background and History

NDSR was developed and is maintained by the

University of Minnesota Nutrition Coordinating

Center (NCC). NCC was established in 1974 by

the National Heart, Lung, and Blood Institute

(NHLBI) to support the food-coding and nutri-

ent-analysis needs of two historically significant

national collaborative research programs – the

Multiple Risk Factor Intervention Trial

(MRFIT) and the Lipid Research Clinics (LRC).

For these studies, a standardized mainframe com-

puter-based food-coding and nutrient-analysis

system was created by NCC in collaboration

with NHLBI and outside experts in nutrition,

statistics, computer science, and education

(Dennis, Ernst, Hjortland, Tillotson, &

Grambsch, 1980). This system was designed for

in-house use, with NCC staff responsible for

using it to code foods for nutrient calculations.

By 1977, NCC services were made available to

other researchers studying the impact of diet and

nutrition on various health conditions, including

cardiovascular disease, cancer, hypertension, obe-

sity, diabetes, age-related eye disease, and

acquired immune deficiency syndrome (HIV/

AIDS). In 1988, NCC released Nutrition Data

System (NDS), a DOS-based software program

designed to provide a standardized interview and

direct data entry for collection of dietary intake

(Feskanich, Sielaff, Chong, & Bartsch, 1989). For

the first time, coding of foods and amounts was

computerized, providing immediate calculation of

nutrient data. The software was developed for

distribution to researchers for use on their own

computers. A user manual, technical support, and
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training were among the services developed by

NCC to support those using NDS.

Since 1998, NCC has worked to keep NDSR

up-to-date with computer hardware and software

advances, and dietary intake assessment method-

ological improvements. In addition, major expan-

sion to the nutrients and foods in the NCC Food

and Nutrient Database has been made to keep the

database current, with the ever-expanding food

marketplace and the growing number of nutrients

and other food components of interest to

researchers and of importance to human health.
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Nutritional Supplements

Steven Gambert

Department of Medicine, School of Medicine,

University of Maryland, Baltimore, MD, USA

Synonyms

Dietary supplement; Food supplement; Nutri-

tional supplement

Definition

A nutritional supplement is a product available in

any form that is intended to provide nutrients that

are considered to either be lacking or insufficient

in the diet. These may contain one of more of the

following: vitamins, minerals, fiber, fatty acids,

amino acids, and herbs or other botanicals. It is

intended for ingestion in pill, capsule, tablet,

powder, or liquid form and is not to be used as

a conventional food or as a primary form of meal.

Description

A nutritional supplement is a product available in

any form that is intended to provide nutrients that

are considered to either be lacking or insufficient

in the diet (US Food and Drug Administration).

These may contain one of more of the following:

vitamins, minerals, fiber, fatty acids, amino acids,

and herbs or other botanicals. It is intended for

ingestion in pill, capsule, tablet, powder, or liquid

form and is not to be used as a conventional food

or as a primary form of meal. While various

countries regulate nutritional supplements in dif-

ferent ways, in the United States, nutritional sup-

plements are regulated by the Food and Drug

Administration (FDA) as a category of foods,

not drugs, and are not regulated by the National

Academy of Sciences that provides the

Recommended Dietary Allowances (RDA’s)

(National Research Council, 1989). Anyone wish-

ing to market a dietary/nutritional supplement that

N 1350 Nutritional Supplement

http://dx.doi.org/10.1007/978-1-4419-1005-9_1130
http://dx.doi.org/10.1007/978-1-4419-1005-9_127
http://dx.doi.org/10.1007/978-1-4419-1005-9_1465
http://www.ncc.umn.edu/products/ndsr.html
http://www.ncc.umn.edu/products/ndsr.html
http://dx.doi.org/10.1007/978-1-4419-1005-9_1465
http://dx.doi.org/10.1007/978-1-4419-1005-9_100472
http://dx.doi.org/10.1007/978-1-4419-1005-9_100665
http://dx.doi.org/10.1007/978-1-4419-1005-9_101171
http://dx.doi.org/10.1007/978-1-4419-1005-9_101171


contains a “new dietary ingredient” as defined

as “a vitamin, mineral, herb or other botanical

(Goldman, 2001), amino acid, or dietary substance

for use by man to supplement the diet by increas-

ing total dietary intake or a concentrate, metabo-

lite, constituent, extract, or combination of any of

these must notify the FDA prior to marketing and

receive approval as per the provisions of the Die-

tary Supplement and Health Education Act of

1994. Nutritional supplements must not be used

for diagnosis, treatment, cure, or prevention of any

disease. In 2007, the FDA implemented a ‘current

good manufacturing practices’ policy to ensure

that nutritional supplements are produced in

a ‘quality manner,’ do not contain contaminants

or impurities, and are accurately labeled.” There

are a wealth of products available that are charac-

terized as nutritional supplements with a majority

of persons in the USA reporting intake of at least

one. While some nutritional supplements may

have benefits based on limited studies, many

have not been proven to have clinically significant

benefits (Blendon, DesRoches, Benson, Brodie, &

Altman, 2001).
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Obesity

Chad D. Jensen1, Amy F. Sato2 and Elissa

Jelalian3

1Department of Psychology, Brigham Young

University, Provo, UT, USA
2Department of Psychology, Kent State

University, Kent, OH, USA
3Department of Psychiatry, Rhode Island

Hospital, Brown Medical School, Providence,

RI, USA

Synonyms

Overweight

Definition

The prevalence of obesity has increased dramat-

ically in the USA and worldwide over the past

30 years. Obesity and its consequences represent

a significant public and individual health con-

cern. Generally, obesity results when there is

a sustained energy imbalance such that caloric

intake (i.e., through food and beverages) exceeds

caloric output (i.e., body functions, physical

activity). In adults, obesity is defined as a body

mass index (kg/m2) of 30 or higher and over-

weight is defined as a BMI between 25.0 and

29.9. In children and adolescents, obesity is

defined as a BMI at or above the 95th percentile

for age and gender, and overweight is defined as

a BMI at or above the 85th percentile. Current

estimates suggest that 32% of men and 35%

of women in the USA meet criteria for obesity

(Flegal, Carroll, Ogden, & Curtin, 2010).

Similarly, almost 17% of US children and ado-

lescents (ages 2–19) are obese and 32% of youth

are either overweight or obese (Ogden, Carroll,

Curtin, Lamb & Flegal, 2010). Although

increases in prevalence may have slowed over

the past 10 years, researchers estimate that if

the trajectory of obesity prevalence continues at

present rates, almost half of US adults will meet

criteria for obesity by 2020 (Stewart, Cutler &

Rosen, 2009).

Obesity confers significant risk for individual

medical, psychological, and social risks. Delete-

rious health effects strongly associated with

obesity include cardiovascular disease, type 2

diabetes, certain types of cancers, sleep apnea,

asthma, joint problems, depression, and

suboptimal quality of life. Additionally, obesity

represents a sizeable economic burden on soci-

ety. The direct costs of medical care for adult

obesity-related illness have been estimated to

exceed $147 billion annually (Finkelstein,

Trogdon, Cohen & Deitz, 2009). Moreover, esti-

mates suggest that increases in obesity-related

illness explain 27% of the increase in overall

health-care spending in the USA between 1987

and 2001 (Thorpe, Florence, Howard, & Joski,

2004). Direct costs of childhood and adolescent

obesity-related illness are estimated at 14.1

billion for prescription, outpatient, and emer-

gency costs (Trasande & Chatterjee, 2009) in

M.D. Gellman & J.R. Turner (eds.), Encyclopedia of Behavioral Medicine,
DOI 10.1007/978-1-4419-1005-9, # Springer Science+Business Media New York 2013
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addition to 237.6 million for inpatient treatment

(Trasande, Liu, Freyer, & Weitzman, 2009).

Given the high prevalence of obesity in children

and adults, prevention and treatment approaches

have received increasing attention. Individual and

group interventions for obesity have adopted

behavioral (i.e., “lifestyle”), pharmacological, and

surgical approaches (Wilfley, Tibbs, Van Buren,

Reach, Walker & Epstein 2007; Wadden, Webb,

Moran & Bailer, 2012). Establishing a healthy

eating plan and attaining recommended levels of

physical activity are key lifestyle components for

both obesity prevention and treatment.

Cross-References
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Synonyms

Overweight children

Definition

Obesity in children is defined as having a body

mass index (BMI) at or above the 95th percentile

compared to peers of the same age and gender.

Description

BMI is calculated from height and weight and

plotted on a growth chart according to the

child’s age and gender. Obesity occurs when

over time more calories are consumed than

expended. Many factors affect obesity includ-

ing poor eating habits, lack of exercise, family

history, and psychosocial problems. Very few

cases of obesity can be attributed to a specific

disease.

Recent estimates indicate that nearly 10% of

infants and toddlers and 12% of children and

adolescents aged 2 through 19 years meet criteria

for obesity in the United States (Ogden, Carroll,

Curtin, Lamb, & Flegal, 2010). Correlates of

childhood obesity include genetics, environment,

metabolism, behavior, culture, and SES. Children

from ethnic minority backgrounds and lower
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socioeconomic status are at an increased risk of

being obese. Obesity has a strong familial com-

ponent: if a child’s parent is obese, there is

a 50% chance that the child will be obese; if

both parents are obese, the likelihood of the

child being obese increases to 80% (Whitaker,

Wright, Pepe, Seidel, & Dietz, 1997). Obese

children have a high likelihood of remaining

obese as adults (Freedman et al., 2005).

The consequences of being obese are poten-

tially severe, including higher risk for cardiovas-

cular disease, hypertension, dyslipidemia, stroke,

impaired glucose tolerance, type 2 diabetes,

cancer, breathing problems, joint problems, and

fatty liver disease. In addition to health conse-

quences, there are also psychosocial and emo-

tional consequences of being obese. Obese

children often experience bullying and teasing

in school which is associated with poor self-

esteem and low self-confidence.
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Description

Obesity results from a complex interplay of

biologic, environmental, genetic, and psychoso-

cial factors that influence appetite, satiety, and

food storage in the form of body fat. At a funda-

mental level, obesity results from a sustained

positive energy balance; that is, consuming

more energy than one expends over an extended

period of time. Weight gain results from excess

caloric intake, and weight loss results from

greater caloric expenditure than intake. Thus,

excessive caloric intake and insufficient physical

activity are the primary contributors to obesity.

Biologic Influences

Research has demonstrated that energy balance

is highly influenced by a complex biological

system. This system balances the amount of fat

in the body, partially by regulating the uncon-

scious drive to eat (Friedman, 2009). This drive

to eat is adaptive in times of food scarcity but has

become problematic given the relative abun-

dance of high-calorie foods and limited physical

activity participation in today’s society.

Genetic Contributors

Although the dramatic increase in obesity is not

genetic in origin, genes interact with environ-

mental factors to give individuals in the same

environment significantly different risks of

becoming obese. Estimates of the heritability of

obesity – the percentage of variability due to
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genetic factors – range from 70% to 80%, indi-

cating that genetics play a clear role in increasing

one’s vulnerability to becoming obese (Walley,

Asher, & Froguel, 2009).

Perinatal Influences

Recent research has also highlighted the impor-

tant contribution of the perinatal environment

to development of obesity. Studies have demon-

strated that severely obese mothers are much

more likely to have obese children than previ-

ously obese mothers who lost weight prior to

conception (Kral et al., 2006). These results

highlight the significance of gene-environment

interactions: Epigenetic influences play a critical

role in one’s likelihood of becoming obese.

Environmental Factors

There is increasing recognition of the extent

to which environmental factors contribute to the

rise in obesity. Indeed, American society has been

characterized as an obesogenic environment that

promotes excess eating and physical inactivity

(Swinburn, Egger, & Raza, 1999). Energy expen-

diture has decreased for most individuals in the

developed world, largely because employment pri-

marily consists of sedentary work, energy-saving

devices limit physical exertion, and transportation

requires little physical effort. In concert with

decreases in physical activity, access to highly

palatable, inexpensive food that requires little or

no preparation has increased dramatically. These

foods are often high in caloric content and contain

high amounts of fat and sugar. Additionally, the

food industry promotes consumption of these foods

through aggressive advertising and promotion,

a practice that has been shown to increase their

consumption (Kumanyika et al., 2008).

Research has consistently demonstrated that

attributes of the “built” environment (i.e., build-

ings such as homes, schools, and shopping

centers, as well as the ways in which these build-

ings are configured within space) also contributes

to the prevalence of obesity. Individuals who live

in walkable neighborhoods with access to recre-

ation facilities are more likely to be physically

active and less likely to be obese. Residents of

communities with ready access to healthful foods

tend to have healthier diets and lower incidence

of obesity. Furthermore, environmental charac-

teristics that contribute to obesity affect low-

income and racial minorities disproportionately,

contributing to higher levels of obesity among

these groups (Sallis & Glanz, 2009). Fast-food

restaurants in particular have been identified as

a key contributor to the rise in obesity, and these

restaurants are more prevalent in low-income

neighborhoods, a characteristic thought to par-

tially explain the higher incidence of obesity

among the poor (Powell, Auld, Chaloupka,

O’Malley, & Johnston, 2007).

Consequences of Obesity

Abroad spectrumofmedical, psychological, social,

and behavioral consequences result from obesity.

These consequences have been shown to arise from

one of two factors: the increased mass of fat in the

body of the obese individual and the risks resulting

from metabolic changes associated with excess fat.

Consequences Due to Metabolic Changes

One of the most well-known risks associated with

metabolic changes arising from excess fat is the

higher incidence of type 2 diabetes mellitus.

Associated conditions include insulin insensitiv-

ity and metabolic syndrome, a concurrence of

elevated blood pressure, cholesterol, centrally

deposited fat, and elevated blood sugar. Car-

diovascular disease including hypertension is

also a frequent consequence of obesity. Estimates

suggest that as many as 50% of obese individuals

suffer from hypertension. Excess body weight

also increases the risk of heart failure. Increased

cardiac work resulting from higher body mass

raises the likelihood of cardiomyopathy and

heart failure in obese individuals. Obese individ-

uals are also at risk for nonalcoholic fatty liver

disease, a constellation of liver abnormalities

associated with obesity. Certain forms of cancer,

including colorectal, prostate, and female repro-

ductive and breast cancers, are more prevalent

among obese individuals (Bray, 2004).

Consequences Due to Increased Fat Mass

Medical comorbidities associated with increased

fat mass include osteoarthritis, cartilage and bone
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metabolism problems independent of weight

bearing effects, and skin pigmentation and stretch

marks. Obstructive sleep apnea risk is also

greatly elevated in obese individuals.

Equally concerning are the psychosocial

consequences associated with obesity. Obese

individuals experience significant social stigma-

tization, including difficulty obtaining employ-

ment, education, and health care in addition to

difficulties establishing and maintaining social

relationships. Obese children are also more likely

to have academic problems and to experience

social difficulties, such as peer victimization

and increased loneliness. Furthermore, obese

individuals are more likely to report poor quality

of life, depression, and disordered eating (Bean,

Stewart, & Olbrisch, 2008).

Obesity Shortens Life

The detrimental effects of obesity combine to

shorten life for individuals with this condition.

Although estimates of life-shortening effects

vary, obesity has been shown to shorten life on

a population level. Indeed, the rise in rates of

obesity has overwhelmed the positive effects

of reduced rates of smoking on a population

level (Stewart, Cutler, & Rosen, 2009). Individ-

uals with obesity (BMI 30–39.9) have a reduced

median survival rate of 2–4 years, while for those

with extreme obesity (BMI 40–45), survival is

reduced by 8–10 years (Prospective Studies

Collaboration, 2009).

Conclusion

In summary, obesity is caused by energy imbal-

ance resulting from excess caloric input relative

to expenditure. The increased rate of obesity

observed in the USA over the last three decades

has been attributed primarily to an interaction

between biologic risk for obesity and an

obesogenic environment that provides limited

opportunity for physical activity and ready access

to calorie-dense foods. There are a number of

medical and psychosocial consequences associ-

ated with obesity, including cardiovascular dis-

ease, joint problems, type 2 diabetes, depression,

social stigmatization, poorer quality of life, and

abbreviated life expectancy. These consequences

underscore the importance of prevention and

intervention efforts to ameliorate the negative

consequences of obesity.

Cross-References

▶Nutrition

▶ Physical Inactivity

References and Readings

Bean, M. K., Stewart, K., & Olbrisch, M. E. (2008).

Obesity in America: Implications for clinical and

health psychologists. Journal of Clinical Psychology
in Medical Settings, 15, 214–224.

Bray, G. A. (2004). Medical consequences of obesity.

Journal of Clinical Endocrinology and Metabolism,
89, 2583–2589.

Friedman, J. M. (2009). Causes and control of excess body

fat. Nature, 459, 340–342.
Kral, J. G., Biron, S., Simard, S., Hould, F. S., Lebel, S.,

Marceau, S., et al. (2006). Large maternal weight loss

from obesity surgery prevents transmission of obesity

to children who were followed for 2 to 18 years. Pedi-
atrics, 118, 1644–649.

Kumanyika, S. K., Obarzanek, E., Stettler, N., Bell, R.,

Field, A., Fortmann, F. A., et al. (2008). Population-

based prevention of obesity: The need for comprehen-

sive promotion of healthful eating, physical activity,

and energy balance. A scientific statement from

American Heart Association Council on epidemiology

and prevention, interdisciplinary committee for pre-

vention. Circulation, 18, 428–464.
Olshansky, S. J., Passaro, D. J., Hershow, R. C., Layden, J.,

Carnes, B. A., Brody, J., et al. (2005). A potential

decline in life expectancy in the United States in the

21st century. New England Journal of Medicine, 352,
1138–1145.

Powell, L. M., Auld, M. C., Chaloupka, F. J., O’Malley,

P. M., & Johnston, L. D. (2007). Association between

access to food stores and adolescent body mass index.

American Journal of Preventive Medicine, 33(4S),
S301–307.

Prospective Studies Collaboration. (2009). Body-mass

index and cause-specific mortality in 900,000 adults:

Collaborative analyses of 57 prospective studies. The
Lancet, 373, 1083–1096.

Sallis, J. F., & Glanz, K. (2009). Physical activity and food

environments: Solutions to the obesity epidemic.

Millbank Quarterly, 87, 123–154.
Stewart, S. T., Cutler, D. M., & Rosen, A. B. (2009).

Forecasting the effects of obesity and smoking on US

Obesity: Causes and Consequences 1357 O

O

http://dx.doi.org/10.1007/978-1-4419-1005-9_127
http://dx.doi.org/10.1007/978-1-4419-1005-9_1168


life expectancy. New England Journal of Medicine,
361(23), 2252–2260.

Swinburn, B., Egger, G., & Raza, F. (1999). Dissecting

obesogenic environments: The development and

application of a framework for identifying and priori-

tizing environmental interventions for obesity.

Preventative Medicine, 29, 563–570.
Walley, A. J., Asher, J. E., & Froguel, P. (2009). The

genetic contribution to non-syndromic human obesity.

Nature Reviews Genetics, 10, 431–442.

Obesity: Prevention and Treatment

Amy F. Sato1, Chad D. Jensen2 and

Elissa Jelalian3

1Department of Psychology, Kent State

University, Kent, OH, USA
2Department of Psychology, Brigham Young

University, Provo, UT, USA
3Department of Psychiatry, Rhode Island

Hospital, Brown Medical School, Providence,

RI, USA

Description

Obesity prevention and treatment approaches

have been developed for individuals across the

developmental continuum, from childhood

through adulthood. The basic goal of obesity

prevention and treatment approaches is to shift

energy balance (i.e., calories consumed versus

calories expended) in order to reduce the

presence of, or risk for, excess weight.

Obesity Prevention

Obesity prevention efforts include attention to

both promoting healthy dietary intake and achiev-

ing adequate physical activity. The NIH Obesity

Research Task Force outlines three levels of obe-

sity prevention (US Department of Health and

Human Services, 2004). Primary prevention is

aimed at all individuals regardless of weight or

obesity risk status. Secondary prevention seeks to

prevent further weight gain in individuals who are

already overweight or obese. The goal of tertiary

prevention is to prevent complications due to co-

occurring health problems (e.g., type 2 diabetes) in

individuals who are already overweight or obese.

A staged, or tiered, approach to obesity prevention

and treatment has been recommended for child

and adolescent overweight and obesity, with the

appropriate level of intervention determined based

on degree of overweight and presence of comor-

bidity (see Spear et al., 2007). With respect to

youth, it is recommended that children ages 6

and older be screened for obesity, and then

referred to multicomponent behavioral interven-

tions to promote improvement in weight status

(US Preventive Services Task Force, 2010). Obe-

sity prevention programs are aimed at fostering

a healthy lifestyle (e.g., consumption of fruits

and vegetables, minimizing sugar-sweetened bev-

erages, obtaining 60 min daily physical activity,

and limiting screen time).

Environmental factors, such as the high cost of

healthy foods and lack of access to safe places to

exercise, are key contributors to the increased

prevalence of obesity (Hill & Peters, 1998; Sallis

& Glanz, 2009). For this reason, obesity preven-

tion efforts are also aimed at community and pop-

ulation level change (Khan et al., 2009).

Environmental- and policy-level changes can be

divided into six categories aimed to (1) promote

availability and affordability of healthy food/bev-

erages (e.g., improve geographic availability of

supermarkets in underserved areas), (2) support

choice of healthy foods and beverages

(e.g., restrict availability of high-calorie, high-fat,

high-sugar, and high-sodium content foods and

beverages in public service areas), (3) encourage

breastfeeding (e.g., support for breastfeeding in

the workplace), (4) encourage physical activity/

limit sedentary activity in youth (e.g., require

physical education in schools), (5) create safe

communities that increase physical activity

through changes in the built environment (e.g.,

increase access to outdoor recreational facilities),

and (6) encourage communities to organize for

change (e.g., participate in community coalitions

or partnerships to address obesity) (Khan et al.,

2009).

Obesity Treatment

The treatment of overweight and obesity in chil-

dren and adults shares the same fundamental
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principal, which is to increase energy expenditure

and decrease caloric intake. However, the goal of

treatment may differ somewhat depending on age.

For adults, obesity treatment seeks to reduce body

weight. For children, the goal of obesity treatment

may be either reduction of body weight or decel-

eration of weight gain (Oude Luttikhuis et al.,

2009). The most appropriate mode of treatment

is based on several considerations, including initial

degree of overweight, previous intervention

efforts, co-morbid health problems, and age.

Lifestyle Intervention

There is a strong evidence base for multicomponent

lifestyle intervention approaches that combine die-

tary restriction, physical activity prescription

(increasing physical activity, limiting sedentary

behaviors), and behavioralmodification approaches

for the treatment of obesity in adults and youth

(Oude Luttikhuis et al., 2009; Shaw, O’Rourke,

Del Mar, & Kenardy, 2005). Behavioral modifica-

tion components for adults and youth typically

include goal setting, self-monitoring, stimulus con-

trol, reinforcement, and problem solving (Jelalian

& Hart, 2009; Oude Luttikhuis et al., 2009; Shaw

et al., 2005). Research supports including parent

involvement as part of lifestyle intervention

approaches for pre-adolescent children (Spear

et al., 2007).

A comprehensive review of behavioral treat-

ments for overweight and obese adults (18 years

and older) revealed that the combination of behav-

ioral or cognitive-behavioral techniques with die-

tary and exercise interventions was effective in

producing short-term and long-term (12-month)

weight loss (Shaw et al., 2005). However, mainte-

nance of weight loss following behavioral interven-

tion continues to be poor, with participants

typically gradually discontinuing changes in exer-

cise and diet and consequently regaining weight

(Perri et al., 2001). For overweight and obese chil-

dren and adolescents, a comprehensive review of

randomized controlled trials utilizing lifestyle inter-

vention found that the combination of dietary inter-

vention, physical activity, and behavior

modification components was effective compared

to standard care and self-help (Oude Luttikhuis

et al., 2009). This is consistent with a previous

meta-analysis which found that lifestyle interven-

tions for pediatric obesity yield significant

decreases in obesity immediately posttreatment,

compared to no treatment or education-only con-

trols (Wilfley et al., 2007).

Pharmacological Intervention

Pharmacological intervention approaches have

been utilized for the treatment of obesity in both

adults and adolescents (i.e., 12 years or older). In

adults, the most commonly studied antiobesity

medications have been orlistat and sibutramine.

Results of a comprehensive review of these med-

ications in adults suggested that, combined with

lifestyle modification, orlistat and sibutramine

resulted in greater weight loss than placebo with

maintenance of weight loss at long-term follow-up

(i.e., 12+ months; Padwal, Li, & Lau, 2004). The

majority of the research in adolescents has focused

on metformin, orlistat, and sibutramine as

antiobesity drugs, with preliminary support for

these pharmacologic interventions in adolescents

(Delamater, Jent, Moine, & Rios, 2008; US Pre-

ventive Services Task Force, 2010). Orlistat is

approved by the FDA for use in children ages 12

and older (US Preventive Services Task Force).

However, recently, sibutramine was withdrawn

from the US and Canadian markets due to con-

cerns arising from research finding that it was

associated with an increased risk of cardiovascular

events (e.g., myocardial infarction; James et al.,

2010). Finally, attrition rates with pharmacologi-

cal interventions are somewhat high and there is

a need for more methodologically rigorous studies

of pharmacological treatments for obesity, with

longer-term follow-up (Padwal et al., 2004).

Surgical Intervention

Surgical interventions for obesity have increased as

the prevalence of obesity and morbid obesity (BMI

� 40) has increased in adults as well as in children

and adolescents. Bariatric surgery, a surgical inter-

vention for obesity, seeks to reduce weight and

maintain weight loss via restriction of dietary

intake, malabsorption of food, or a combination of

these mechanisms (Colquitt, Picot, Loveman, &

Clegg, 2009). Gastric bypass (i.e., Roux-en-Y,

resectional gastric bypass) and adjustable gastric
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banding have been the most commonly performed

types of surgery, although other methods are avail-

able (e.g., biliopancreatic diversion, sleeve gastrec-

tomy, vertical banded gastroplasty) (Colquitt et al.,

2009). A comprehensive review of surgical inter-

ventions found that bariatric surgery was more

effective in producing short- and long-term weight

loss relative to nonsurgical interventions (e.g., die-

tary intervention) (Colquitt et al.). However, this

may be due in part to the fact that most adult and

adolescent bariatric surgery patients have a high

BMI (i.e., BMI � 40), and therefore have more

weight to lose (Colquitt et al.; Delamater et al.,

2008). Though results are mixed, overall, the avail-

able evidence suggests that gastric bypass yields

greater weight loss than adjustable gastric banding

or vertical banded gastroplasty, but similar to

banded gastric bypass and isolated sleeve gastrec-

tomy (Colquitt et al., 2009). Gastric bypass surgery

has been found to be efficacious for the treatment of

obese adolescents, and preliminary evidence sup-

ports the use of adjustable gastric banding in

severely obese adolescents, with promising short-

term and long-term weight reduction (Delamater

et al., 2008).

Summary

A range of obesity prevention and treatment

approaches have been implemented in adults as

well as in children and adolescents. Prevention

and intervention efforts involve attention to

achieving a healthy diet and maintaining ade-

quate levels of physical activity and, at the most

basic level, seek to shift energy balance toward

achieving weight loss or decelerating the rate of

weight gain. Behavioral lifestyle interventions

have traditionally received the most attention,

with support for use in both adult and child

populations; however, pharmacologic and surgi-

cal interventions have increasingly received

support in adults and adolescents.
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Biographical Information

Paul A. Obrist was born on June 17, 1931. He

received his B.S. degree from Cornell University

in 1953 and his Ph.D. from the University of

Rochester in 1958. His graduate training included

2 years of clinical psychology at the Veterans

Administration and a 2-year teaching assistant-

ship, assisting in the teaching of introductory per-

sonality, child, and abnormal psychology. He also

had extensive predoctoral research experience,

culminating in his thesis research, “An Investiga-

tion of the Claim of Autonomic Discrimination

Without Awareness and the Relationship of GSR

Conditioning to Measures of Skin Conductance.”

Obrist held a postdoctoral fellowship at the Fels

Research Institute from June 1958 to June 1960.

His specialty area was psychophysiology, working

under the guidance of John Lacey. He then moved

to the University of North Carolina, Chapel Hill, in

1960 as an assistant professor of psychology in the

department of psychiatry. He progressed to asso-

ciate professor in 1965 and full professor in 1970.

His primary focus was developing the depart-

ment’s psychophysiology laboratory and guiding

research (both chronic dog preparation and young

human adults) on the role of behavioral stress in

the etiology of hypertension.

Major Accomplishments

From the time of his arrival at UNC-Chapel Hill

until his death in 1987, Obrist established and

maintained one of the most prominent and pro-

ductive psychophysiology research laboratories

in the world. From his earliest studies, he sought

to identify the cardiovascular mechanisms

responsible for inducing variations in cardiovas-

cular performance and to understand the func-

tions that these cardiovascular responses serve

in the context of behavior. His bringing behavior

and physiology together in this manner generated

a comprehensive view of cardiovascular

psychophysiology.

Obrist was particularly proud of being presi-

dent of the Society for Psychophysiological

Research from 1974 to 1975. Additional honors

included being the recipient of the 1985 Award

for Distinguished Contributions to Psychophysi-

ology from the Society for Psychophysiological

Research and being conferred the honor of

fellow by the Academy of Behavioral Medicine

Research, the American Association for the

Advancement of Science, and the American Psy-

chological Association (Divisions 3, 6, and 38).

Obrist received numerous National Institute

for Mental Health (NIMH) and National Heart,

Lung, and Blood Institute (NHLBI) grants from

1963 to 1987. He was the recipient of continuous

NIMH R01 grant funding from 1963 to 1976 and

continuous NHLBI funding from 1976 to 1987.

During his career, he published over 100 papers,

one authored book, and one edited book.

Many outstanding psychophysiologists

(including some who went on to make their

mark in the fields of health psychology and

behavioral medicine) had the good fortune to be

trained in his laboratory. Among his trainees who

later became department chairs were James

Lawler (University of Tennessee-Knoxville),

Kathleen Lawler-Row (East Carolina Univer-

sity), James McCubbin (Clemson University),

and Michael T. Allen (University of Mississippi).

P. Murali Doraiswamy became head of the Divi-

sion of Biological Psychiatry at Duke University,

where Andrew Sherwood continued his research.

Kathy Light joined Obrist’s laboratory in 1976,

collaborating as a research scientist and assuming

directorship of the lab in 1987. The coeditor of

this encyclopedia, J. Rick Turner, also trained

under Obrist and Light. Light also trained her
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own graduate students there, including Susan

Girdler who is now professor and director of

the university’s Stress and Health Research

Program.

One of Obrist’s central themes was that psy-

chophysiologists (and, by extension, those in

behavioral medicine and health psychology)

should become better biologists. The depth of

biological discussions in this encyclopedia attests

to the usefulness of this approach.

Cross-References

▶Cardiovascular Disease

▶ Psychophysiology: Theory and Methods
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Occupational Health

Johannes Siegrist
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Synonyms

Organizational health; Work-related health

Definition

“Occupational health” is defined as the field of

research and intervention that deals with work-

and employment-related influences on people’s

health and health-related behaviors and their

modification. The field of occupational health is

broader than the academic discipline of occupa-

tional medicine as it includes organizational, psy-

chosocial, and behavioral aspects in addition to

the more traditional physical and chemical haz-

ards, thus incorporating research and expertise

from social and behavioral sciences.

Description

Generally, behavioral medicine is interested in two

approaches toward occupational health. The first

approach considers the organizations, companies,

and businesses where large population groups can

be met recurrently and simultaneously as an ideal

setting of implementing programs of behavioral

modification. In these programs, health-adverse

behaviors such as smoking, unhealthy diet, or

lack of physical exercise are targeted with the aim

of promoting a healthy lifestyle. These individual-

or group-based interventions are often supported

by employers and health insurance organizations

as they were shown to produce benefits to both

employees and employers. The second approach

focuses on those aspects of work and employment

that directly affect the health of working people.

Here, scientific analyses of these associations and

interventions based on respective evidence are of

central interest.

As the nature of employment and work has

changed significantly over the last half century,

psychological and socio-emotional demands and

threats evolving from an adverse psychosocial

environment have become more widespread in all

advanced societies (Schnall, Dobson, & Rosskam,

2009). Technological progress and economic

growth in the context of globalized markets and

trades result in new types of tasks (e.g., information

processing, occupations, and professions in the

service sector). Chronic exposure to an adverse

psychosocial work environment affects the health

of working people by triggering negative emotions

and by eliciting recurrent stress responses in the

organism that may compromise different bodily

systems in the long run and increase the suscepti-

bility to stress-related physical and mental disor-

ders (Siegrist & Marmot, 2006).

Tomeasure a health-adverse psychosocial work

environment a theoretical model is needed that

identifies “toxic” components within complex and

diverse work settings at a level of high
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generalization. Several such models were pro-

posed, but the following three concepts are consid-

ered being the most established as they have been

supported by a substantial body of empirical

research (Cartwright & Cooper, 2009). First, the

“demand-control model” posits that a specific job

task profile characterized by high quantitative

demands in combination with a low degree of

decision latitude or control elicits recurrent stress

reactions. These effects are moderated by the pres-

ence or absence of social support at work (Karasek

& Theorell, 1990). Second, the “effort-reward

imbalance model” is based on the basic principle

of reciprocity of contractual social exchange. High

efforts spent at work that are not reciprocated by

adequate rewards trigger recurrent stressful expe-

rience. Rewards include salary or wage, promotion

prospects and job security, and esteem or appreci-

ation from significant others. Effort-reward imbal-

ance is frequent among employees who have no

alternative choice in the labor market or who work

in highly competitive jobs. Stressful experience is

reinforced among those who are overcommitted to

their work (Siegrist, 1996). Third, the “organiza-

tional justice model” claims that unfair procedures

within organizations and inappropriate interper-

sonal relationships, in particular within the hierar-

chies of organizations, are experienced as stressful

(Greenberg, 2010).

These complementary theoretical models offer

opportunities of health-promoting behavioral

interventions at three levels. At the personal

level, the individual workers’ coping resources

are strengthened by different approaches of stress

management (e.g., relaxation and meditation tech-

niques, cognitive-behavioral interventions). At the

interpersonal or group level, social relationships at

work are improved (e.g., communication, leader-

ship, esteem, social support). At the organizational

or structural level, interventions target changes in

the division of work, work time, work load, task

content, promotion prospects, or monetary and

non-monetary rewards. Evidence indicates that

interventions which combine these levels produce

stronger and more sustainable effects than single-

level interventions (Bourbonnais, Brisson, &

Vézina, 2010; Semmer, 2008). Moreover, inte-

grating health-promoting behavioral change into

programs of stress management and organiza-

tional change seems particularly promising in an

attempt of reducing social inequalities in health

where those in lower socioeconomic positions suf-

fer from a higher work-related burden of disease.

Behavioral interventions in occupational

health are commonly located at the level of pri-

mary prevention where they are directed either at

the workforce as a whole or at specific vulnerable

subgroups. However, behavioral interventions at

the level of secondary prevention are becoming

more important as working populations are

aging. Improving return to work in chronically

ill and disabled people is considered a major

challenge of occupational health, particularly

with regard to mental health problems. There is

a strong business case in terms of sickness

absence reduction and productivity gain for intro-

ducing such secondary prevention measures

where behavioral medicine expertise can be suc-

cessfully implemented (e.g., individual place-

ment and support models) (Black, 2008).

Despite these promises, occupational health

from a behavioral medicine perspective still has

to face substantial challenges. So far, only

a minority of companies and organizations is com-

mitted to promote healthy work. There is a lack of

resources, personnel, and management incentives.

In view of financial pressures and heavy competi-

tion priorities are diverted from long-term concern

about workers’ health to short-term profit. The

impact of legal regulations and labor policies at

national level is limited by transnational trade and

labor markets in a globalized economy (Blouin,

Chopra, & van der Hoeven, 2009). Therefore,

diffusion and promotion of excellent research find-

ings and successful models of good practice in the

field of behavioral occupational health is needed in

an attempt to reduce the burden of work-related

disease and disability.
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Definition

Occupational science is the systematic study of

the things that people do (their occupations).

Occupations include everyday activities under-

taken to care for self and others, animals and

living and inanimate objects; secure shelter

and sustenance; raise children; develop and

test abilities, learn, and experience a sense of

competence; contribute to family and commu-

nity; create or distribute material wealth;

play and enjoy life; pursue interests; celebrate

significant life events; express creativity and

spirituality; preserve or regain health; and the

things people do for rest and restoration.

In brief, occupation is everything people do to

occupy themselves ( Townsend, 1997 ). Research

is undertaken at the level of individuals, groups,

or populations, with an emphasis on understand-

ing what occupations mean to people, occupa-

tional patterns, the factors that influence

people’s participation in occupation, and the

relationship between occupation and health.

Description

Occupational science is concerned with the

nature, performance, and outcomes of the

ordinary and extraordinary things people do in

their everyday lives. It is an interdisciplinary

synthesis of basic knowledge (Yerxa, 1993),

which draws from the human sciences, popula-

tion studies, engineering, economics, ecology,

and political sciences (Dickie, 2010).

Occupation

Within occupational science, various definitions

of occupation have been proposed. While no

consensus is sought, many definitions have

included notions of occupation being

self-initiated, intentional, and self-directed;

meaningful; and organized, goal-directed, or

purposeful (Crabtree, 1998; Yerxa et al., 1989).

These characteristics, and the fact that occupa-

tions are identifiable and named within their

cultural context, differentiate occupations from

actions (such as brushing hair out of one’s eyes)

(Yerxa, 1993). Occupations command some

level of attention, energy, time, and interest

(Gray, 1997), are a means of fulfilling needs or

meeting environmental demands, and lead to

development and competence (Crabtree, 1998;

Yerxa, 1998). They are variously described

as discrete chunks of activity or as enfolded –

indicating that people might be doing more than

one occupation at a time, as in directing
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children’s play while preparing a meal. Occupa-

tions are also considered unique, in that an occu-

pation cannot be repeated exactly as it was done

before and each person performs an occupation in

his or her own way (AOTA, 1997). Occupations

are patterned, in that many occupations occur on

a regular and repeated basis, and expected to

change over time in response to maturation and

over the lifespan.

Occupational Science Perspective on People

Occupational scientists view people as occupa-

tional beings (Yerxa et al., 1990), meaning that

engaging in occupation is part of the essential

nature of being human. Accordingly, occupation

is positioned as the mechanism by which people

develop and exercise their innate capacities; fulfill

basic needs for food, water, and shelter; “adapt to

changes in the environment, and flourish as

individuals” (Wilcock, 1993, p. 17). Because she

considered the need for occupation to be innate,

Wilcock argued that lack of engagement in occu-

pation is experienced as a discomfort that warns of

a problem, manifesting as boredom, anxiety,

depression, loneliness, tiredness, or tension;

as a protective energy surge, triggering use of

one’s capacities; and as a sense of pleasure, satis-

faction, or competence, which rewards and

prompts engagement in occupation. While these

assertions remain largely untested, adoption of

the concept of flow into the occupational science

literature suggests acceptance of these premises

(Csikszentmihalyi, 1993).

Emergence of Occupational Science

Occupational science was founded by scholars

at the University of Southern California (Yerxa

et al., 1989), who initiated the discipline to

“support the practice of occupational therapy”

(Yerxa et al., 1990, p. 1) by generating a unique

and substantive knowledge base for the profes-

sion, and to consolidate occupational therapy’s

place in academia by demonstrating its field

is worthy of scholarly investigation (Yerxa,

1993). The discipline’s focus on occupation is

described as providing an alternative conceptual-

ization of health to the biomedical focus

that predominates in post-industrial societies.

Occupational science rejects the mind-body

split of physical disability and mental illness

(Yerxa, 1993), instead emphasizing that occupa-

tion (doing) is a determinant of health and

well-being, as well as being the mechanism

through which people “learn to be competent,

participating masters of their environments”

(Yerxa, 1993, p. 3) and experience being,

becoming, and belonging (Wilcock, 2006).

Primary Focuses

Occupation is a complex concept. Within the

diverse topics addressed, much of the occupa-

tional science research has coalesced around

several key concerns; the relationship between

occupation and health, the meanings occupation

holds, and occupation as a means of identity

construction.

Large-scale empirical studies to establish the

influence occupation has on health have been

conducted by researchers from the University of

Southern California, targeting lifestyle

redesignTM for elders living in the community

and for individuals at risk of decubitus ulcers

and other health conditions (Clark, Jackson, &

Carlson, 2004; Clark & Lawlor, 2009). In the

Well Elderly Study, elders who were assisted to

incorporate meaningful occupations into their

everyday lives achieved global improvements in

physical and social functioning, vitality, and

mental health. Delivery of the intervention was

cost-effective, and participants reported substan-

tially reduced health costs. Smaller-scale studies

have investigated the impact of various health

conditions on individuals’ occupations, explored

the concept of occupational balance, and identi-

fied patterns of engagement in occupation asso-

ciated with self-reported stress levels or health

status.

Exploration of the relationship between

occupation and well-being utilizing a history of

ideas methodology has generated theoretical

understandings of using occupation to both pro-

mote health and well-being, and to prevent illness

and disability (Wilcock, 2006). These perspec-

tives align with the Declaration of Alma Ata

and the Ottawa Charter, which call for the

reorientation of health services toward the pursuit
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of health, and point to the need for widespread

reform of occupational therapy to address

population health (Wilcock & Hocking, 2004).

In addition to the focus on health, multiple

small-scale qualitative studies have explored the

meaning and experience of engaging in occupa-

tion. Perspectives range from meaning making

through participation in cultural and mundane

occupations (traditional forms of Indian dance,

making a cup of tea) to the meaning of special-

ized occupations, such as teaching in a tertiary

setting. Meaning has been explored through

studies of participation in solitary and group

occupations, such as cake decorating or singing

in a choir, in relation to ritual, and from the

perspective of making and using objects (Dickie,

2010; Hocking, 2009). An emerging perspective,

grounded in Deweyan pragmatism, is that

occupation is a transaction between the environ-

ment, self, and others. This strand of discussion

draws attention to the ways internal and external

changes mediate the meanings experienced and

conveyed through occupation, and implicitly

critiques earlier studies of individuals’ engage-

ment in occupation that paid little attention to

environmental influences (Dickie, Cutchin, &

Humphry, 2006).

A third focus has been the construction of

identity and sense of self through occupation

(Phelan & Kinsella, 2009), including the ways

identity is strengthened or claimed (Christiansen,

1999; Rudam, 2002). Occupational identity is

frequently discussed in relation to roles or role

loss, gender, ethnicity, group membership, place

or living with a chronic illness. In vulnerable

groups, including older adults, refugees,

migrants, and asylum seekers, restrictions and

disruptions in occupation have been associated

with identity change or preservation.

Key Concepts in Occupational Science

Occupational Deprivation

Grounded in the belief that “unused skill or

capacity . . . can become a disease centre or else

atrophy or disappear” (Maslow, cited inWilcock,

1993, p. 21), Wilcock proposed that insufficient

engagement in occupations has detrimental

effects on health. Occupational deprivation is

the term used to refer to situations where people

experience chronic or permanent health problems

due to lack of access to the range of occupations

required to sustain health, because of cultural,

political, economic, or social factors outside of

themselves. Examples include the deliberate

occupational deprivation of prisoners; sex role

stereotypes, and cultural and religious sanctions

that curtail women’s participation in culturally

meaningful occupations; the displacement and

containment of refugees and asylum seekers

(Whiteford, 2010), and the lack of opportunity

to engage in occupation experienced by older

people living in care facilities.

Occupational Justice

An aspect of social justice, occupational justice

hinges on the equitable distribution of resources

“as part of fair, enabling and empowering socie-

ties” (Wilcock, 2006, p. 245). Four occupational

rights have been proposed, centering on (a)

experiencing occupation as meaningful and

enriching; (b) participation in occupations that

foster development, health and social inclusion;

(c) having choice in occupations, at individual or

population levels; and (d) deriving fair privileges

from participation in diverse occupations

(Townsend & Wilcock, 2004). Systematically

depriving people of occupation, to the extent

that individual and population health are

undermined (Stadnyk, Townsend, & Wilcock,

2010), is termed an occupational injustice. Such

injustices are thought to manifest at the individ-

ual level as chronic stress, fatigue, and immune

deficiencies and at a population level as

civic disturbance and social disintegration.

The concept of occupational justice has been

taken up by the World Federation of Occupa-

tional Therapists in its Position Statement on

Human Rights (n.d.). Related concepts including

occupational marginalization and occupational

apartheid have been proposed.

Occupational Potential/Possibilities

While occupational potential has been defined as

“a vision of future possibilities for engagement in

occupations, or structuring of society to enable

people to participate as fully as possible”
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(Christiansen & Townsend, 2010, p. 421), it is

more usually considered to refer to the human

potential that emerges through participation in

occupation (Asaba &Wicks, 2010). Assumptions

include that people naturally strive to develop

their potential, employing creativity and con-

structive means across the life course. Human

potential is not seen as predetermined; rather it

is responsive to both the person and the social

environment, relates to participation in occupa-

tion, and emerges over time as human capacities

are exercised. The concept of occupational poten-

tial relates to the notion of possibilities, viewed as

the interaction between experiences, actions,

skills, and contexts.

Co-occupation

First published in 1996, the concept of co-

occupation refers to those occupations where the

shared participation of two or more people is

requisite, such as playing on a see-saw, feeding an

infant, or playing “peek-a-boo” (Zemke & Clark,

1996). In relation to infants, co-occupation is

discussed in terms of promoting development,

adaptation, and interaction. Researchers have

sought to establish psychological, physiological,

and behavioral differences between people engaged

in solitary occupations and co-occupations, with

some statistically significant differences identified.

Scope of Occupational Science

The scope of the discipline has been described as

encompassing the substrates, form, function, and

socio-cultural and historical context of human

occupation (Clark et al., 1991). The substrates

comprise humans’ capacity to engage in occupa-

tion, including:

• Neuromuscular and other bodily structures,

which both give the potential for and delimit

human’s capacities (e.g., physical strength,

dexterity, and reaction times)

• Metabolic functions to maintain homeostasis

despite exertion, which manifest as fitness,

endurance, recovery times, and so on

• Cognitive and psychological processes such as

information processing, memory, and regula-

tion of emotions, which provide the capacity to

maintain attention and monitor performance,

and to remember, interpret, and apply the cul-

turally accumulated and individually acquired

knowledge of occupations

• Learned motor patterns and ways of

responding.

Humans’ stereoscopic vision, opposable

thumbs, upright posture (which frees the

hands to manipulate objects), and the size of

humans’ cerebral cortex (thus, the capacity for

language, judgment, problem solving, and

self-consciousness) have been identified as

particularly important physical characteristics

(Wilcock, 2006), which underpin these substrates.

The form of an occupation is its observable

features. Depending on the occupation, different

characteristics will be important. Those might

include the capacities required to carry out the

occupation (e.g., sufficient strength to wield

a hammer), where the occupation usually takes

place, who typically participates in the occupa-

tion (age, gender, socioeconomic status, ethnic-

ity), whether the occupation is completed alone

or with others, the time of day it is usually

performed, how long it takes and the sequence

of steps involved, how rigidly the steps or

timeframes must be adhered to, the pace or

tempo of performance required, and what tools

or resources are used.

Other sources have included aspects that are

not observable in their definition of an occupa-

tional form, such as the cultural meanings the

occupation holds, the rules that govern perfor-

mance, and the cognitive processes involved in

monitoring performance (Nelson, 1999).

The function of an occupation is what is

achieved by participating in it. There may be

a concrete product, such as the vegetables grow-

ing in the garden, in addition to individual gains

(a child learns about caring for seedlings), group

outcomes (a family conserves its financial

resources), and societal consequences (horticul-

tural knowledge is preserved and disseminated).

The sociocultural context of an occupation

shapes the meanings associated with it. For

instance, expectations related to individuals’

socioeconomic status, gender, age, and ethnicity

influence who does what and how people respond

to people acting within and outside of those
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norms. The sociocultural context also influences

the value placed on different occupations, with

playing football being more acceptable to main-

stream society than driving a stolen car, and pro-

gramming a computer likely to be better

remunerated than cleaning a bathroom – even

though keeping bathrooms clean has an important

role in preserving people’s health. The historical

development of an occupation can influence the

meaning attributed to it, as in an occupation

attributed the status of a tradition, as well as

how widely dispersed it is across different cul-

tures and people of different ages. Making bread

and baskets, cleaning, building, weaving, raising

crops, and fishing are occupations present in

many cultures, albeit using different technolo-

gies. Reading a book is a more recent occupation,

although its history spans several centuries, that

is encouraged in school-aged children and an

assumed ability in adults, even if they prefer not

to participate. Playing interactive games on

a computer has a shorter history, and younger

rather than older people tend to have higher levels

of proficiency in that occupation.

Critical Perspectives in Occupational Science

A range of critical discourses are emerging in the

literature (Whiteford & Hocking, 2012). It is

acknowledged that Western assumptions of the

centrality of occupations in people’s lives, the

meanings occupations hold, and individualist

rather than collectivist understandings predomi-

nate, and indigenous perspectives, such as the

things people do to care for the land or in relation

to the spiritual world, have not received much

attention. One review of the discipline’s research

has also identified a gender inequity, with “adult,

white women without disabilities” (Pierce et al.,

2010, p. 209) being the group most studied by

presenters at conferences convened by the

Society for the Study of Occupation: USA

between 2002 and 2007. A similar bias is evident

in the Journal of Occupational Science.

In response to such critiques, a derived emic

method was developed to generate cross-cultural

understandings of occupation (Shordike, Hock-

ing, Pierce et al., 2010), a transactional perspec-

tive has been advocated (Dickie et al., 2006), and

governmentality has provided a critical lens

through which to consider people’s occupational

choices (Rudman, Huot, & Dennhardt, 2009).
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Synonyms

Employment status; Job prestige; Occupational

prestige

Definition

Occupational status is the “collective term

encompassing occupational performance compo-

nents, occupational performance, and occupa-

tional role performance” (Jacobs & Jacobs,

2009).
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Occupational performance components are

“any subsystem that contributes to the perfor-

mance of an occupation” (such as self-care,

leisure, work, education, etc.) (Jacobs & Jacobs,

2009).

Occupational performance is “the act of doing

and accomplishing a selected activity or occupa-

tion that results from the dynamic transaction

among the client, the context, and the activity”

(Jacobs & Jacobs, 2009).

Occupational role performance is the “rights,

obligations, and expected behavior patterns asso-

ciated with a particular set of activities or occu-

pations, done on a regular basis, and associated

with social cultural roles” (Hillman & Chapparo,

1995).

Overall, occupational status can be thought of

as the various roles that a person identifies

through participation in occupations. Occupa-

tional status may be impacted by other factors

such as socioeconomic status. However, in

general, it is being engaged in an occupation for

wages.
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Synonyms

Activities of daily living (ADL); Ergotherapy;

Health science; Life skills; Occupation; Occupa-

tional science; Participation; Rehabilitation;

Therapy

Definition

World Federation of Occupational Therapists

(WFOT) defines occupational therapy as

a “client-centered health profession concerned

with promoting health and well being through

occupation. The primary goal of occupational ther-

apy is to enable people to participate in

the activities of everyday life. Occupational thera-

pists achieve this outcome by working with people

and communities to enhance their ability to engage

in the occupations they want to, need to, or are

expected to do, or by modifying the occupation or

the environment to better support their occupa-

tional engagement” (World Federation of Occupa-

tional Therapists [WFOT], 2010, para. 1)

Description

Occupational therapy, founded in 1917, has

become a well-established profession within the
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areas of health and rehabilitation with over 60

member countries in the WFOT. Occupational

therapists use a variety of interventions including

the therapeutic use of everyday activities to

enable persons to improve or regain the ability

to participate in meaningful and satisfying

activities that are necessary to support everyday

life. Occupational therapy is applied at individ-

ual, group, community, and population levels

(Christiansen, Baum, & Bass-Haugen, 2005;

Söderback, 2009).

The term “occupation,” as used by occupa-

tional therapists, refers to more than paid work;

it refers to engagement in all life activities and

includes activities necessary to care for self

and others, education, work, play, leisure, and

social participation. The discipline holds

a number of key values and assumptions; in

particular, it views people as occupational beings,

believes in the positive relationship between

occupation and health, holds that all people

have the need for, and right to, engagement

in meaningful occupation of their choice, and

experience the health and well-being it brings

(Townsend & Polatajko, 2007).

Occupational therapy is an applied discipline

with theoretical underpinnings related to occupa-

tion and its enablement. The practice of occupa-

tional therapy draws from occupational science

and neuroscience, as well as the behavioral,

biomedical, neurological, psychological, social,

and environmental sciences. The integration of

knowledge from these diverse sciences and

its application to daily life places the profession

in a key position to contribute to translation of

science to everyday living to improve the human

condition (Carey & Baum, 2011).

The Practice of Occupational Therapy

As an applied science, occupational therapy is

focused on the role occupation plays in the every-

day lives of those who experience difficulties in

engaging in their occupations. Occupational

therapists become involved when everyday

living is compromised or is at risk of being

compromised by impairments or potentially

disabling conditions. They help people overcome

occupational restrictions or limitations by

identifying barriers to occupational engagement

and by evaluating the process that supports it.

Occupational therapy interventions are designed

to promote engagement; restore function; and

enable important activities, tasks, and life roles.

Occupational therapists rely on valid and reliable

tools that assist in their inquiry and promote their

unique roles as members of a team supporting

a person’s development or recovery, health, and

well-being. Occupational therapy practitioners

understand performance and engagement from

a holistic perspective and address all aspects of

performance when providing interventions.

Occupational therapists use a client-centered

approach. They use a detailed analysis of the

fit between personal capacity, occupational

demands, and environmental demands and

support to determine the best approaches to

improving capacity and/or modifying occupa-

tions and environments to facilitate change

and enable performance and engagement

(Law, Baum, & Dunn, 2005). Eriksson, Kottorp,

Borg, and Tham (2009) describe the limitations

to daily occupations caused by disruptions of

health and social situation as “occupational

gaps” – the gaps that occur between what the

individual wants, needs, and is expected to do,

and what he or she actually does. The process of

enabling change is driven by a variety of

approaches to intervention, most especially

learning-based models that draw on skills in

activity analysis and problem solving.

Occupational therapy is practiced in a wide

range of settings, including hospitals, rehabilita-

tion settings, health centers, mental health

centers, community centers, homes, workplaces,

schools, and residences for seniors and those liv-

ing with chronic disability. Clients are actively

involved in the therapeutic process, and outcomes

of occupational therapy are measured in terms of

occupational performance and engagement, par-

ticipation, or well-being (WFOT, 2010). Occupa-

tional therapists bridge between the medical

perspectives focused on impairment management

or recovery and the sociocultural perspective

focused on the contexts in which people live

their lives. Occupational therapists are committed

to promoting inclusion, diversity, independence,
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and safety for all recipients in various stages of

life, health, and illness; and are guided by an

Occupational Therapy Code of Ethics (American

Occupational Therapy Association, 2005).

The day-to-day practice of occupational

therapy is guided by the self-appointed World

Federation of Occupational Therapists (WFOT,

2010). All schools worldwide must meet mini-

mum standards established by WFOT. Many

countries have additional standards and some

have registration standards that must be met by

therapists to be allowed to practice. There are also

self-appointed national and international bodies,

such as the American, Australian, Canadian,

British, and Swedish Associations of Occupa-

tional Therapists.

The Science of Occupational Therapy

The science of occupational therapy provides

a unique contribution to the understanding of

occupational performance and participation in

the activities of daily life. Occupational therapy

is based on the premise that individuals can

support their own health through meaningful

and purposeful engagement in occupations.

Occupation is a primary source of meaning

(Christiansen, 1999; Hasselkus, 2002) and

a determinant of life satisfaction (Eriksson

et al., 2009). A number of empirical studies

have supported occupational engagement as

a determinant of health and well-being (Clark

et al., 1997; Glass, de Leon, Marottoli, &

Berkman, 1999; Herzog, Franks, Markus, &

Holmberg, 1998; Horgas, Wilms, & Baltes,

1998; Hultsch, Hertzog, Small, & Dixon, 1999).

Absence of engagement in occupation may lead

to physiological decline and negatively impact

health (Kielhofner, 2004; Townsend & Polatajko,

2007). Importantly, occupation has the potential

to be therapeutic.

The science of occupation seeks to understand

the mechanisms that support function (e.g.,

postural control, grasp, pinch, problem solving,

attention, strategy development, endurance),

activity (e.g., writing, dressing, feeding,

grooming, learning), participation (e.g., educa-

tion, work, community life, leisure), and the

environmental enablers and barriers that make

function, activity, and participation possible

(e.g., social support, assistive technology,

accommodations). Occupational scientists study

the full range of phenomena that contribute to

human occupation. From basic mechanisms of

body function and structure to sociocultural

influences, they address measurement, interven-

tion, and translational and health services

research.

Occupational therapy is a discipline as it has

an established literature testing the theoretical

underpinnings of the profession, such as occupa-

tion, as well as empirical studies of the practice

using scientific methods (Carey & Baum, 2011).

The science of occupational therapy contributes

to occupational science, neuroscience, and

environmental science and furnishes evidence to

support recovery and/or adaptive or compensa-

tory strategies that improve the lives of people,

support development, or maintain health and

well-being.
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Elizabeth M. Maloney

Formerly of the Viral and Rickettsial Division,

Centers for Disease Control and Prevention,

Atlanta, GA, USA

Definition

An odds ratio (OR) is a measure of association

between an exposure and an outcome (i.e., dis-

ease) and is commonly derived from data

collected in a case–control study design. When

the outcome is rare, the OR is a good estimate of

the relative risk of the outcome. The absolute

value of the OR varies in size from 0 to infinity;

its size is an indication of the magnitude of the

association. An OR >1.0 indicates that the like-

lihood of the exposure is increased in the pres-

ence of the outcome. For example, an OR of 3.00

is interpreted as meaning that those with the

outcome are three times as likely to be exposed

compared to those without the outcome. An OR

<1.0 indicates that the likelihood of the exposure

is decreased in the presence of the outcome,

which is often referred to as a “protective effect.”

For example, an OR of 0.70 is interpreted as

meaning that persons with the outcome are

1.00–0.70, or 30%, less likely to be exposed

compared to persons without the outcome. Since

a case–control design is cross-sectional in nature,

an OR cannot be used to assess causation between

an exposure and an outcome.

The precision of the OR is determined based

on the computation of a 95% confidence interval

(CI) around the OR, and is greatly affected by the

sample size. A narrow CI indicates greater preci-

sion, and conversely, a wide CI indicates less

precision and more variability. The larger the

sample size, the greater the precision of the OR.

A CI that does not include 1.0 indicates that the

OR is statistically significant. An unadjusted OR

and 95% CIc can be computed using the simple

chi-square statistic, or logistic regression analysis

if preferred. However, logistic regression analy-

sis is typically used to generate an OR and 95%

CI that is adjusted for the effects of one or more

confounders.

Office of Family Assistance

▶ Family Assistance

Oils

▶ Fat: Saturated, Unsaturated
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Brian Oldenburg

Department of Epidemiology and Preventive

Medicine, Monash University,

Melbourne, VIC, Australia

Biographical Information

Brian Oldenburg was born in Sydney,

Australia, on October 23, 1953. He received his

Bachelor of Science (Honors in Psychology)

degree from University of New South Wales

(UNSW) in 1975, and he then worked in

a community mental health center in Sydney

before living and working in the United Kingdom

for 2 years. He returned to Australia in 1978 to the

Department of Psychiatry at Prince Henry Hos-

pital and University of NSW, before completing

a Masters of Clinical Psychology in 1983. He

completed his Ph.D. degree in the UNSW

Schools of Medicine and Psychiatry in 1987. He

was employed as a lecturer – and then, senior

lecturer – in the Department of Public Health,

University of Sydney (1987–1994) before

becoming professor and head of the School of

Public Health at Queensland University of

Technology in Brisbane (1994–2006). In 2006,

Oldenburg became the inaugural professor and

director of International Public Health and Asso-

ciate Dean International at Monash University in

Melbourne, Australia. Since 2006, he has also

been a visiting professor at University of Queens-

land, as well as the Finnish National Public

Health Institute (KTL) and also at China’s Bei-

jing Centers for Disease Control. He has been

a regional director of the Asia Pacific Academic

Consortium for Public Health since 2004 and

a regular consultant for the World Health Orga-

nization since 2003. He was a public health

consultant in China for the 5 years leading up to

the Beijing Olympic Games in 2008. He also

undertook a review for the South African

Human Sciences Research Council of their

research program on the “Social Aspects of

HIV/AIDS and Health” in 2008.

He has chaired grant review panels for

Australia’s National Health and Medical Research

Council and other research organizations since

1990, and he has also served on grant review

panels for US NIH. He has served on many

national and international committees and advi-

sory boards related to health psychology, behav-

ioral medicine, and public health. He has held

senior editorial appointments on European Jour-

nal of Health Psychology, International Journal of
Behavioral Medicine, Health Psychology Review

and Translational Behavioral Medicine. He has

held senior appointments on many national and

international organizations, for example, he has

served as secretary, president, local program

chair, and congress program chair for the Interna-

tional Society of Behavioral Medicine over the

past 20 years. He received the Public Health Rec-

ognition Award from Asia Pacific Academic Con-

sortium for Public Health in 2004, and in 2006, he

was awarded Lifetime Fellow Membership of US

Society for Behavioral Medicine, 2006, for his

contribution to “building evidence-based popula-

tion health interventions that can guide practice

and change policy globally.” He also has invited

membership of the United Kingdom Faculty of

Public Health for his achievements in global

public health.

Major Accomplishments

Oldenburg’s research has made a substantial

contribution to evidence development, practice,

Oldenburg, Brian 1375 O

O



and policy in the fields of public health, preven-

tion, and behavioral medicine in Australia and

internationally over the last 30 years. He has

a very distinguished and internationally recog-

nized track record in the design, implementation,

and evaluation of behavioral, psychosocial, and

environmental interventions for the prevention

and management of chronic disease and the

promotion of health and well-being in commu-

nity, clinical, workplace, school, and other

settings. Conducted with one of his academic

mentors, Gavin Andrews, his earliest interven-

tion trials conducted in the early 1980s focused

on psychosocial and behavioral interventions to

improve rehabilitation and health outcomes for

patients following myocardial infarction.

Conducted with another of his mentors, Graham

Macdonald, in the early 1980s, he investigated

how psychosocial and behavioral factors were

important for treatment adherence and quality

of life in people on renal dialysis. His interest

in the complex interplay between biological,

psychosocial, and behavioral factors in the

development, course, and outcomes of chronic

conditions is one that has continued throughout

his research over the last 30 years. For example,

his research team is currently examining the

comorbid relationship between negative emo-

tions and both cardiovascular disease and diabe-

tes in order to develop new approaches to

interventions.

Since 1990, most of Oldenburg’s intervention

trials have had a “real-world” focus, and they

have emphasized implementation and policy

and practice uptake. He has undertaken recent

prevention and chronic disease management

trials in China, Malaysia, South Africa, and

Finland, and his team is currently undertaking

a large trial of diabetes prevention in Kerala,

India (K-DPP). His interventions have involved

both “soft touch” (peer support, socio-behavioral,

and environmental interventions) as well as more

“high-tech” (ICT) interventions. In collaboration

over the past 10 years with Dr. Rob Friedman and

other colleagues from Boston University, his

research team has developed one of the first

automated telehealth programs in the world to

improve diabetes management (Australasian

TLC Diabetes). The results demonstrate that

people living with diabetes in the community

can significantly improve their self-management

of diabetes by using this interactive telehealth

program. His research has also focused on

chronic disease and socioeconomic health

inequalities and social disadvantage as well as

interventions with Aboriginal and Torres Strait

Islander populations in Australia and disadvan-

taged people in other countries.

He is the current recipient of a 5-year capacity

building and training grant from the US National

Institutes of Health (Millennium Promise Grant

Award) to establish the ASCEND Network in

Asia (Asian Non-Communicable Chronic Dis-
ease Research Network)2010–2015. This pro-

gram will establish the first comprehensive and

cross-country research training program for early

career researchers in the prevention and control

of chronic diseases in the Asia Pacific Region. He

regularly provides significant evidence-based

advice to government and nongovernment

organizations in Australia and internationally,

about how governments and countries can more

effectively prevent and manage chronic

conditions, thereby improving the health of their

people.

Cross-References
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▶Diabetes

▶ International Society of Behavioral Medicine

▶ Population Health

▶ Public Health
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Omega-3 Fatty Acids

Matthew Muldoon

Department of Medicine, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Alpha-linolenic acid; DHA; EPA; Fish oil; n-3

fatty acids; Omega-3 polyunsaturated fatty acids

Definition

Fatty acids are fat molecules that are ubiquitous

in the diet and all living organisms. The long-

chain, omega-3 fatty acids, eicosapentaenoic and

docosahexaenoic acids (EPA, DHA) are known

to be effective in reducing recurrence of heart

disease events and in the treatment of depression.

EPA and DHA are being studied in relation to

heart disease prevention, various psychiatric dis-

orders, eye health, cancer, immune function, and

arthritis.

Description

Basic Science

Biochemistry and Nutritional Sources

Triglycerides are the classic fat molecule and

consist of three fatty acids bound to a 3-carbon

glycerol backbone. Phospholipids are triglycer-

ides in which a phosphate group has replaced one

of the fatty acids. Phospholipids are the primary

building block of all cell membranes.

Fatty acids are simple chains of carbons atoms

of lengths between 6 and 22 with a carboxylic

acid group at one end. Saturated fatty acids have

all single bonds between carbon atoms, monoun-

saturated fatty acids have a single double bond,

and polyunsaturated fatty acids (PUFAs) have

multiple double bonds. PUFAs are classified as

omega-6 when the terminal double bond is pre-

sent at the sixth carbon atom, and omega-3 when

is occurs at the third carbon.

The principle long-chain omega-6 fatty acid is

arachidonic acid (AA), and the omega-3 polyun-

saturated fatty acids of interest are EPA andDHA.

Humans synthesize AA from the essential fatty

acid, linoleic acid, and EPA and DHA from the

essential fatty acid, alpha-linolenic acid. How-

ever, the efficiency of these synthetic steps is

limited for EPA andmore so for DHA.As a result,

EPA and DHA are viewed as “conditionally

essential” in the diet. Only seafood has significant

quantities of EPA and DHA, and within seafood

oily fish such as salmon, trout, tuna, and mackerel

are the richest sources of these nutrients. In North

America and Europe, median EPA and DHA

intake is under 200 mg/day, substantially less

than earlier and more primitive cultures.

Functional Roles

The multiple actions of the long-chain, omega-3

fatty acids in biological chemistry establish their

importance generally to health and disease and,
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therefore, the biological plausibility of various

sequelae of nutritional deficiency. Phospholipids

are the basic building block of cell and organelle

membranes, and most have an AA, EPA, or DHA

in sn-2 position of the glycerol backbone. DHA

and AA are highly concentrated in brain phos-

pholipids, and DHA edges out AA as the most

prevalent PUFA in human brain gray matter and

synaptic membranes. As a highly unsaturated

fatty acid, DHA increases the fluidity of cell

membranes relative to other fatty acids. Fluidity

is a physicochemical property of membranes that

modulates the location and activity of membrane-

bound proteins, including enzymes, ion trans-

porters, and neurotransmitter receptors.

PUFAs are released by phospholipases and

then serve as precursors to eicosanoids – families

of prostaglandins, thromboxanes, and leukotri-

enes regulating inflammation, vasomotion, and

hemostasis. AA-derivatives are pro-inflammatory

while EPA-derived eicosanoids are relatively

anti-inflammatory. Increased EPA availability

competes with, and reduces the production of,

AA-derived eicosanoids. Additionally, EPA and

DHA serve as precursors of resolvins which tem-

per inflammation, vasoconstriction, and

thrombogenesis. Finally, DHA both affects

brain-derived neurotrophic factor production and

forms nitro-fatty acids that are reactive electro-

philic species which modulate oxidative stress.

Acting through the preceding mechanisms, the

long-chain n-3 PUFA exert neurotrophic effects.

These include promotion of neurogenesis, den-

dritic arborization, selective pruning, and

myelination. In a complementary fashion, neural

tissue degeneration may be reduced by

neuroprotective or anti-apoptotic effects of DHA.

Logically, the foregoing cellular roles of PUFA

may be expected to affect neurotransmission,

either generally or selectively. Evidence from lab-

oratory experiments and humans studies indicates

that omega-3 fatty acid exposure affects seroto-

nergic and dopaminergic neurotransmission.

Clinical Investigation

Early Brain Development

From the last trimester through the second year of

life, the human brain undergoes very rapid

growth and during this period DHA accretion is

rapid and depends upon maternal delivery across

the placebo and via breast milk. Infants of

mothers reporting low perinatal maternal fish

consumption have low early childhood intelli-

gence and increased risk of suboptimal outcomes

for prosocial behavior, fine motor, communica-

tion, and social development scores. Similarly,

the effects of breast-feeding on IQ may be mod-

erated by genetic variation in fatty acid metabo-

lism. Randomized clinical trials suggest that

supplementing the diets of either pregnant

mothers or infants with DHA improves cognitive

development.

Affective Disorders

Evidence from numerous observational studies

links low intake of omega-3 fatty acids with

greater risk of major depressive disorder and,

more generally, depressive symptomatology.

Randomized and placebo-controlled trials of

fish oil supplementation indicate efficacy in

treating this disorder. Treatment benefit appears

after 2–3 months of supplementation and appears

to be most robust for EPA. In persons not suffer-

ing from major depression, supplementation has

not been found to affect mood symptoms.

Cognitive Functioning, Decline, and Dementia

Cross-sectional studies and small randomized tri-

als in children and non-elderly adults using die-

tary data, blood levels, or supplementation

suggest that higher intake enhances cognitive

performance. However, absent more strongly

designed investigations, it is unclear whether

such effects are robust and which aspects of cog-

nitive functioning are affected. A comparative

wealth of studies finds omega-3 fatty acids to

correlate inversely with age-related cognitive

decline. Clinical trials to date have provided

only inconsistent evidence that taking a fish oil

supplement ameliorates cognitive decline among

elderly individuals.

Dementia risk in large cohort studies is greatest

in persons with relatively low omega-3 fatty acid

intake. However, no clinical trial has tested sup-

plementation effects on dementia incidence, and

two trials of disease progression found no benefit.
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Nonetheless, omega-3 fatty acids may be protec-

tive in persons not carrying the gene conveying

risk for Alzheimer’s disease, APOE e4.

Other Psychiatric Disorders

Other major conditions such as schizophrenia and

attention-deficit/hyperactivity have also been

linked to low consumptions of EPA and DHA.

Preliminary evidence of efficacy from supple-

mentation exists, and additional studies are

underway.

Public Health

Potential Health Benefits and Risks of

Consumption of Fish or Omega-3 Fatty Acid

Supplements

As summarized above, a variety of common and

serious chronic health conditions are associated

with low dietary consumption of the omega-3

fatty acids, EPA, and DHA. To date, clinical trials

providing 2–6 months of supplementation have

yielded mixed evidence of intervention efficacy,

although dose and/or duration may not have been

sufficient. National intake levels are low, and long-

term diet modification has the potential to affect

the incidence of various disorders and, accord-

ingly, have substantial public health benefit.

Risks of fish consumption require consider-

ation. Mercury is toxic to the brain in high doses

and may have mild effects on the central and

peripheral nervous systems with more modest

exposure. Mercury bio-accumulates in aquatic

food chains, reaching potentially dangerous con-

centrations in large, predatory fish with long life

spans (e.g., swordfish, shark, and king mackerel).

Caution against consumption of these fish during

pregnancy is particularly emphasized, whereas

consumption of other fish and any shellfish three

times a week is widely considered to be safe.

PCBs and dioxin are organochlorine compounds

produced by commercial and industrial pro-

cesses. Although they contaminate many foods

(e.g., beef, chicken, butter, and fish), their levels

are decreasing in recent years and PCBs and

dioxin have not been clearly linked to adverse

health outcomes in contemporary clinical studies.

Fish oil capsules can contain varying amounts of

PCBs and dioxins, but typically have no mercury.

Public Health Recommendations

To the extent that EPA and DHA can be synthe-

sized by humans, albeit at low rates, these nutri-

ents are not absolutely required in the diet and this

complicates attempts to arrive at consensus

regarding dietary recommendations. Nonetheless,

a variety of expert bodies have issued recommen-

dations and these generally suggest minimum

daily intake of 250–500 mg of EPA and DHA. In

order to achieve putative health benefits, persons

with lifelong low intake of EPA and DHA con-

sumption may need to increased consumption

well above these recommended targets.

Cross-References

▶Cognitive Function
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▶ Fat, Dietary Intake

▶Neurotransmitter
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Oncology (Oncologist)

Yu Yamada
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Definition

Oncology is the branch of medicine dealing

with the biological and chemical properties of

cancer, in addition to its prevention, develop-

ment, diagnosis, and treatment. An oncologist

is a medical professional who practices

oncology. In general, oncology mainly con-

sists of three primary disciplines: surgical

oncology, radiation oncology, and medical

oncology.

Surgical oncology is the field of surgery

dedicated to the operative ablation of cancer.

Surgery is the oldest treatment for cancer and

the only treatment that can cure a patient with

cancer, although chemotherapy for hematolog-

ical malignances has also been known to be an

effective cure. Recently, laparoscopy has

emerged as a valuable tool in surgical oncol-

ogy. Radiation oncology is the study of the use

of radiation to destroy cancer. Radiation kills

cancer cells by radiating the cells with either

photons (i.e., x-rays and gamma rays) or parti-

cles (i.e., protons and electrons). Medical

oncology is a subspecialty of internal medicine

concerned with the study of cancer, especially

chemotherapy involving treatment with anti-

cancer drugs (see “▶Chemotherapy” for more

information).

There are other subspecialties within oncol-

ogy. Gynecologic oncology focuses on can-

cers of the female reproductive system.

Pediatric and geriatric oncology is the

branch of medicine that studies benign and

malignant tumors in children and the elderly,

respectively.

Behavioral medicine may be closely related

to psycho-oncology, which is the study of

psychological aspects of the treatment and man-

agement of patients with cancer. Psycho-

oncology addresses two major psychological

dimensions of cancer: the emotional reactions

of the patients, families, and staff to cancer and

its treatment (psychosocial) and the psycholog-

ical and behavioral factors that influence cancer

risk and survival (psychobiological). While

great advances have been made in the fields of

psycho-oncology in general, further research is

needed (1) to improve the assessment and treat-

ment of psychiatric syndromes in cancer

patients, (2) to understand the nature of distress

in all stages of disease and survival, (3) to assess

the needs of special subgroups such as geriatric

cancer patients, (4) to understand the mecha-

nisms and implications of cognitive changes

associated with cancer treatment, (5) to inte-

grate basic science insights into clinical prac-

tice, and (6) to continue the development and

study on intervention modalities for the full

range of psychological and psychiatric symp-

toms and syndromes encountered in the oncol-

ogy setting.

Cross-References
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Operant Conditioning

Misato Takada
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Health, The University of Tokyo, Bunkyo-ku,

Tokyo, Japan

Synonyms

Instrumental conditioning

Definition

A type of learning in which the probability of

a behavior recurring is increased or decreased

by the consequences that follow upon occur-

rence of the behavior. The three-term contin-

gency represents the simplest conceptual model

of operant conditioning (Holland & Skinner,

1961).

Description

Operant conditioning applies many techniques

and procedures first investigated by E. L.

Thorndike (1898), but was later refined and

extended by B. F. Skinner (1938). Although

operant conditioning is built on the classical

conditioning work of Ivan Pavlov (1927), it is

distinguished from classical conditioning in

that operant conditioning deals with the mod-

ification of “voluntary” (operant) behavior.

The operant is behavior that acts on the envi-

ronment to produce a consequence, which is

meted out by the environment in response to

the operant. This response encourages the

operant to either repeat or cease the behavior.

Operant conditioning techniques are currently

used in clinical therapy, although they are

typically applied as part of cognitive behav-

ioral therapy.

Three-Term Contingency

Three-term contingency consists of discrimina-

tive stimulus, operant response, and conse-

quences of behavior (reinforcer/punisher).

Discriminative stimulus is an antecedent stimulus

and is defined as a cue that signals the probable

consequence of an operant response. That is, it

signals whether the operant response will be

reinforced or punished. Certain types of results

occur after an organism performs a response to

a discriminative stimulus. If the results are advan-

tageous or favorable, the response increases;

however, the response decreases when the results

are disadvantageous or unfavorable.

In an example of operant conditioning,

a hungry pigeon is caged in an operant box,

which contains a feeder that can be activated to

dispense feed by the pecking of a lighted key.

Initially, the pigeon walks around the inside of

the box and accidentally pecks at the key, which

then releases feed. Although the pigeon does not

comprehend the relation between the lighted key

and feed, gradually, the frequency that the pigeon

moves to the location where the feed is dispensed

after pecking the lighted key increases. In this

case, the pigeon learns the three-term contin-

gency, consisting of the operant box (discrimina-

tion stimulation), pecking a lighted key (operant

response), and feed (reinforcer). The change in

frequency with which the pigeon pecks the

lighted key represents the process of operant

conditioning.

Reinforcement

Reinforcement is the process of increasing or

sustaining a behavior by its consequences. Two

kinds of reinforcement exist: positive and nega-

tive reinforcement.

Positive reinforcement occurs when the fre-

quency of a behavior is increased as a result of

the presentation of favorable events or outcomes,

known as positive reinforcers. This form of con-

ditioning is termed reward training.

Negative reinforcement occurs when the fre-

quency of a behavior is increased because it is

followed by the removal of unfavorable events or
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outcomes, known as negative reinforcers. This

form of conditioning is termed escape training.

Punishment

Punishment is a process by which a behavior is

decreased by its consequences. There are two

kinds of punishment: positive and negative.

Positive punishment occurs when a behavior is

decreased because it is followed by the presenta-

tion of unfavorable events or outcomes, which

are known as positive punishers. This form of

conditioning is termed punishment training.

Negative punishment occurs when a behavior

is decreased because it is followed by the removal

of favorable events or outcomes, which are

known as negative punishers. This form of con-

ditioning is termed omission training.

Although punishment is more effective if

combined with reinforcement, as appropriate

and alternative behaviors can be learned, it is

less effective without reinforcement because it

only suppresses inappropriate behavior.

Extinction

Extinction is a process whereby the positive rein-

forcement of a previously reinforced behavior is

discontinued. Organisms may exhibit resistance

to extinction, by which a response continues even

after the reinforcement ceases. The greater the

resistance to extinction, the longer the response

will continue.

Notably, extinction may produce adverse side

effects; two commonly noted effects are an

increase in the frequency of the target response

and an increase in aggression.

Shaping

Shaping is a method for conditioning an organism

to perform a new behavior. It is well described by

its technical name: the method of successive

approximations. To approximate something is to

get close to it, and successive approximations

condition an organism in small steps. Shaping

works by starting with whatever the organism

can already do and subsequently reinforces with

closer and closer approximations to a goal.

Five simple rules for shaping are as follows:

(1) Ensure the target behavior is realistic and

biologically possible. (2) Specify the entering

and target behaviors. (3) Plan a small chain of

behavioral changes leading from the entering

behavior to the target behavior. (4) If a step

proves too large, break it into smaller, more man-

ageable steps. (5) Use reinforcers in small quan-

tities to avoid satiation.

Schedule of Reinforcement

Several types of reinforcement schedules exist. If

reinforcement occurs after each desired behavior,

the situation is termed continuous reinforcement.

However, if reinforcement occurs only after cer-

tain desired behaviors, it is referred to as partial

reinforcement. A response learned under the latter

conditions is more resistant to extinction, a phe-

nomenon called the partial reinforcement effect.

Fixed-ratio schedules are those where a

response is reinforced only after a specified num-

ber of responses, while variable-ratio schedules

occur when a response is reinforced after an

unpredictable number of responses. Fixed-

interval schedules are those where the first

response is rewarded only after a specified

amount of time has elapsed. Variable-interval

schedules occur when a response is rewarded

after an unpredictable amount of time has passed.

The response styles of subjects, whether they

are pigeons in an operant box or employees in

a workplace, vary based on the schedule used.

Other factors being equal, a variable-ratio sched-

ule produces the greatest number of responses

from a subject in a given time period, whereas

a fixed-ratio schedule fosters rapid learning of the

desired response; the number of responses then

remains steady, but is lower than those produced

by a variable-ratio schedule. Fixed-interval

schedules produce relatively few responses over-

all and a drop in number of responses immedi-

ately following reinforcement, although the

number increases as the time for reinforcement

nears. Variable-interval schedules result in

slower learning of the response, followed by a

steady number of responses, but produce fewer

than those resulting from the fixed-ratio schedule.

Notably, the type of reinforcement schedule

will have an impact on how quickly a behavior is

extinguished.
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Operant Conditioning Therapy

Operant conditioning therapy is a form of behav-

ioral therapy that utilizes the procedures of shap-

ing, token economy, chaining, response cost,

time out, and stimulus control.

Token economy uses a token as a rein-

forcer. Tokens begin as essentially neutral

stimuli and are of minor significance in and

of themselves. However, as tokens become

increasingly associated with the reinforcers

for which they are exchanged, the tokens

themselves can become mildly reinforcing.

Chaining is yet another procedure that is

based on shaping, but it is used to condition

an entire complex series of different

responses, not just one.

Response cost represents the removal of

a positive reinforcer after the occurrence of an

undesirable response. Time out is the time during

which a discriminative stimulus is not available.

Stimulus control is the process of controlling

discriminative stimulus.

Cross-References

▶Behavior Change

▶Behavior Modification

▶Behavioral Inhibition

▶Behavioral Intervention

▶Behavioral Medicine

▶Behavioral Therapy

▶Cognitive Behavioral Therapy (CBT)
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Opponent Process

Leah Irish

Department of Psychiatry, School of Medicine,

University of Pittsburgh, Pittsburgh, PA, USA

Definition

Opponent process is a general theoretical model

applied to several psychophysiological concepts,

whereby a conditioned response is followed by

its opposite, and this opponent process becomes

stronger and more efficient with repeated

exposure.

Description

Opponent process is a general theoretical model

that has been applied to a number of psycholog-

ical experiences and their underlying neurologi-

cal processes. It was initially proposed as a theory

of color vision (Hurvich & Jameson, 1957), but

was later modified by Solomon and colleagues

(1973, 1974, 1980) to apply to emotion and moti-

vation. In a basic opponent process model,

a stimulus elicits an unconditioned response

referred to as “a process.” After a latency, a “b
process” is activated, which opposes the a

process and reduces its intensity. Over repeated

exposures, the strength of the a process does not

change, but the b process becomes stronger

and more efficient with a reduced latency period.

The theory suggests that it is possible for the

b process to become a conditioned response to

neutral stimuli associated with the a process.

Therefore, with repeated exposures, it is possible

for the b process to occur before the a process,

thus suppressing the experience of a altogether.

One classic demonstration of opponent pro-

cess theory is a study of skydivers performed by

Fenz and Epstein (1967). Prior to their first

jump, novice skydivers reported feelings of ter-

ror (a process). After landing safely, the terror

subsided and was replaced by feelings of

exhilaration (b process). After several jumps,

the terror became less intense because the feel-

ings of exhilaration were stronger and came on

more quickly. Measures of sympathetic nervous

system activity (i.e., skin conductance, heart

rate, respiration rate) before and after the jump

paralleled these findings and further supported

the opponent process theory (Fenz & Epstein,

1967). According to opponent process theory,

after many jumps, the neutral stimuli associated

with skydiving (e.g., the plane, the parachute)

may activate feelings of exhilaration that sup-

press the experience of terror, thus making sky-

diving a very positive experience for veteran

skydivers.

Opponent process theory has been applied

most notably to the study of addiction (Koob,

Caine, Parsons, Markou, & Weiss, 1997; Koob,

Markou, Weiss, & Schuteis, 1993; Solomon &

Corbit, 1973). In these models, the pleasurable

“high” of drug use (a process) is followed by an

affective low during withdrawal (b process).

After repeated use, the highs become shorter

and less intense because the lows begin to occur

more quickly. This motivates drug users to

take more drugs in order to sustain the high, and

this pattern leads to tolerance and addiction.

These experiences are accompanied by biochem-

ical alterations during and after drug use

(Koob et al., 1993). Similar models have been

proposed to explain motivation for a variety of

behaviors including blood donation,

breastfeeding, exercise, and workplace satisfac-

tion. Opponent process theory has also been

applied to the affective experience of attachment

and separation anxiety.

Although the opponent process theory has

been successful at modeling motivation for a

variety of behaviors, it is not capable of

explaining all human behaviors. For example,

the model is notably less effective at explaining

motivation for more primary or biological needs.

Further, not all motivated behaviors are accom-

panied by opponent processes. Despite these lim-

itations, the opponent process theory continues to

serve as an effective model for conceptualizing

conditioning of motivation and emotion.
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Optimism and Pessimism:
Measurement

Ryan Garcia

University of Texas Southwestern Medical

Center at Dallas, Dallas, TX, USA

Synonyms

Attributional style questionnaire (ASQ);

Expanded attributional style questionnaire

(EASQ); Extended life orientation test (E-LOT);

Life orientation test (LOT); Optimism and pessi-

mism scale (OPS); Parent-rated life orientation

test of children (P-LOT); Revised life orientation

test (LOT-R); Youth life orientation test

(Y-LOT)

Definition

Measures assessing optimism and pessimism

have been developed from two perspectives.

The first is from the expectancy perspective

which reflects the expectations an individual has

about their future. From this perspective, dispo-

sitional optimism is described as the tendency for

an individual to have positive expectations about

the future, whereas dispositional pessimism is the

tendency to have negative expectations about

the future. The second perspective is based on

attributional style. Conceptually, attributional

style refers to an individual’s habitual manner

of explaining the cause of negative events.

Explanatory styles can be internal/external,

stable/unstable, and global/specific. An

optimistic explanatory style is when negative

events and their causes are viewed as external,

unstable, and specific. A pessimistic explanatory
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style is when a negative event and its cause are

construed as internal, stable, and global.

Several different measures exist to assess opti-

mism and pessimism from an expectancy perspec-

tive, and are primarily derived from the Life

Orientation Test (LOT). The current standard for

measuring optimism and pessimism in adults is the

Revised Life Orientation Test (LOT-R). The

LOT-R consists of ten items: three assessing opti-

mism (e.g., “In uncertain times, I usually expect

the best.”), three assessing pessimism (e.g., “If

something can go wrong for me, it will.”), and

four filler items to disguise the purpose of the test

(e.g., “It’s easy for me to relax”). In principal

component factor analysis, all six items of the

LOT-R yielded one factor accounting for 48.1%

of the variance, with factor loadings of at least

0.58. The LOT-R has sufficient internal consis-

tency (Cronbach’s alpha ¼ 0.78), and test-retest

reliability as administered between 4 and

28 months apart (0.68–0.79 respectively). The

LOT and LOT-R are considered to be measures

of “trait” dispositions while the Optimism Pessi-

mism Scale (OPS) measures “state” dispositions.

The Extended Life Orientation Test (E-LOT) is

a longer measure comprised of items from the

LOT and OPS measures, and was developed spe-

cifically to evaluate optimism and pessimism as

independent constructs. The Youth Life Orienta-

tion Test (Y-LOT) is used in adolescent

populations, while the Parent-rated Life Orienta-

tion Test of children (P-LOT) is a newer instru-

ment designed to obtain parent’s reports of their

child’s levels of optimism and pessimism.

Attributional measures of optimism and

pessimism include the Attributional Style

Questionnaire (ASQ) and Expanded Attributional

Style Questionnaire (EASQ). The ASQ is com-

prised of six positive and six negative events,

while the EASQ contains only negative events.

These measures assess appraisals of internality,

stability, and globality. TheASQ attempts to assess

attributional style through presenting an individual

with 12 events, and asks them the cause of each

event if they were to happen to them, and then rate

the cause of the event on scales representing inter-

nality, stability, and globality. Half of the events

are good events (e.g., “You become very rich.”)

and half are bad events (e.g., “You have been

looking for a job unsuccessfully for some time.”).

The ASQ has shown good internal consistency for

good events and bad events (Cronbach’s

alpha¼ 0.75 and 0.72, respectively), and test-retest

reliability over a 5-week time period (with scores

ranging from 0.58 to 0.70).

There has been considerable debate in the

literature regarding expectant measures of opti-

mism and pessimism and whether optimism and

pessimism should be regarded as a single-

dimension or two-dimensional constructs.

Research findings are varied, with some studies

identifying the LOT and LOT-R as two dimen-

sional (i.e., optimistic and pessimistic items load

on two different dimensions during factor analy-

sis), while others support a single-dimension

interpretation (i.e., both optimistic and pessimistic

items load on one dimension). Given the nature of

the literature surrounding this topic, it is prudent

to determine which orientation will best capture

the construct of interest for the research question

posed (e.g., expectant versus attributional), and to

carefully consider issues surrounding the interpre-

tation of test findings (e.g., the dimensionality of

optimism and pessimism).
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Synonyms

Dispositional optimism; Dispositional pessimism

Definition

Optimism is a dispositional variable character-

ized by a generalized positive expectation about

the future, while pessimism reflects a generalized

negative expectation about the future. Although

optimism and pessimism were originally viewed

as occupying opposite ends of a single dimen-

sion, they have also been considered as indepen-

dent variables. However, the dimensionality of

these two constructs continues to be an ongoing

debate in the literature. Each has been associated

with different outcomes. Optimism has been

associated with better psychological and physio-

logical health outcomes, and these relationships

are thought to be mediated by a coping style

characterized by problem and emotion approach

coping strategies. In contrast, pessimism has been

associated with poorer psychological and physi-

ological health outcomes, which is believed to be

mediated by the reliance upon problem and

emotion avoidance coping strategies.

Description

Optimism is a dispositional variable that involves

a propensity to foster positive expectations for the

future. Pessimism, on the other hand, involves

a propensity to foster negative expectations for

the future. Optimistic and pessimistic beliefs are

conceptually based on theories of coping and

behavioral self-regulation, and are thought to

influence behavior in the service of goal pursuit.

Optimism is theorized to provide motivation for

sustained goal pursuit, which is demonstrated by

continued active and productively guided effort

and behavior both in daily living and in stressful

situations. Pessimism is thought to undermine

active goal pursuit and effort, and to contribute

to suboptimal outcomes. Other factors theorized

to underlie optimistic and pessimistic coping

strategies include confidence, doubt, engage-

ment, and disengagement.

High levels of optimism have been associated

with several positive physiological outcomes

among adults coping with acute and chronic

illness, including cardiac patients, and

HIV + and AIDS patients. In cardiac patients,

high levels of optimism have been associated

with minimal increases in carotid intima thick-

ness (an index of atherosclerosis in the carotid

Optimism, Pessimism, and Health 1387 O

O

http://dx.doi.org/10.1007/978-1-4419-1005-9_1222
http://dx.doi.org/10.1007/978-1-4419-1005-9_100490


artery and a marker for heart disease) over

a three-year period, and a decreased likelihood

for developing coronary heart disease. Following

coronary artery bypass surgery, high optimism

has been associated with a quicker recovery

and a significantly decreased chance of

rehospitalization. In HIV + and AIDS patients,

high optimism has shown associations with

delayed symptom onset, slower disease progres-

sion, and decreased mortality.

High optimism has also been associated with

psychosocial benefits among patients with

chronic illness and those experiencing major life

changes. Patients recovering from coronary

artery bypass surgery report fewer negative

mood states and higher satisfaction with medical

care and quality of life after surgery, while adults

with type 2 diabetes reported experiencing less

depression and anxiety. Similar positive psycho-

social outcomes have been found in cancer and

HIV + populations, and ante- and postpartum

mothers. Overall, pessimism is less beneficial

for physiological and psychosocial outcomes in

health contexts. Evidence suggests individuals

high in pessimism experience more fatigue,

depression and anxiety, and poorer outcomes

and adjustment following illness and illness

recovery. Strong support for the associations

observed between optimism and pessimism, and

physiological and psychosocial health outcomes

was demonstrated in a recent meta-analysis of the

literature on coping and health outcomes (see

Rasmussen, Scheier, & Greenhouse, 2009).

Coping styles have largely been investigated

as mediating the associations between optimism,

pessimism, and their observed outcomes. Thus

far, research investigating coping styles among

optimists and pessimists during times of distress

has generally supported that optimists who expe-

rience physiological and psychological benefits

rely on approach coping strategies, while

pessimists rely on avoidant coping strategies.

Additional support for these coping styles

among optimists and pessimists was shown in

a meta-analysis in which general patterns

emerged; problem and emotion approach coping

strategies appear to characterize the coping styles

of those high in optimism, while problem and

emotion avoidance coping strategies characterize

the coping styles of pessimists (Solberg-Nes &

Segerstrom, 2006). Also, perceptions of control

have been considered to contribute to the types of

coping strategies optimists and pessimists use.

Optimists seem to rely on problem approach cop-

ing strategies when confronted with controllable

stressors and emotion approach coping strategies

when dealing with uncontrollable stressors. This

is thought to underlie an overall engagement and

persistence in dealing with their problems,

whether it be directly (e.g., active/instrumental

coping or planning) or indirectly through cogni-

tive strategies such as acceptance and positive

reinterpretation and growth. On the other hand,

pessimists seem to show the opposite response in

similar situations and rely more on problem

avoidance and emotion avoidance coping strate-

gies such as avoidance, distraction, denial, escap-

ism, or substance use. Pessimistic coping reflects

an overall disengagement and withdrawal from

dealing with stressors, regardless of their level of

controllability. For a more detailed discussion

about optimism, pessimism, and coping styles,

please refer to Solberg Nes & Segerstrom, 2006.

Cross-References
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Oral Glucose Tolerance Test (OGTT)

Adriana Carrillo

Department of Pediatrics, Miller School of

Medicine, University of Miami, Miami, FL, USA

Synonyms

Glucose test

Definition

The OGTT test is used for the diagnosis of predia-

betes, diabetes, and rare disorders of carbohydrate

metabolism. The OGTT is a procedure in which

a standardized load of glucose is provided and

plasma glucose levels are drawn at different times

over a 2-h period. Insulin levels could be also

obtained to determine insulin resistance. Normal

values for fasting glucose levels are below

100 mg/dL. Impaired fasting plasma glucose levels

are considered between 100 and 125 mg/dL, and

fasting plasma glucose levels above 126 mg/dL are

considered in the diabetes range. The 2-h glucose

level will help in the definitive diagnosis of diabe-

tes. Plasma glucose levels above 200 mg/mL are

diagnostic for diabetes mellitus. Levels between

140 and 200 mg/mL at 2 h are considered in the

prediabetes range.

Procedure

A diet that includes at least 60% of calories as

carbohydrates should be provided at least for 3

days before the test. The test should not be

performed if there is a history of a physiological

stress such as infection, acute illness, trauma, or

surgery over the past 2 weeks. Medications that

could affect glucose levels should also be

discontinued. Patient should be fasting for at least

10–12 h. A baseline sample is obtained, followed

by administration of an oral glucose solution of

1.75 g/kg to a max of 75 g within 5 min. Samples

are generally obtained at 30, 60, and 120 min after

the glucose administration (Lifshitz, 2007).
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Organ Transplantation:
Psychological and Behavioral
Aspects

Mary Amanda Dew, Kristen R. Fox and

Andrea F. DiMartini

School of Medicine and Medical Center,

University of Pittsburgh, Pittsburgh, PA, USA

Synonyms

Organ replacement therapy

Definition

Organ transplantation involves the surgical

implantation of an organ or section of an organ

into a person whose own organ is failing. The

donor organ may come from a deceased individ-

ual or, in some cases, from a living donor. Psy-

chological and behavioral aspects of the organ

transplantation process encompass transplant

patients’ emotional responses and mental health,

as well as their behavior in adhering to the med-

ical regimen both before and after transplanta-

tion. The living donor’s psychological response

to donating an organ (most commonly for kidney

and liver segment transplantation) is also an

aspect to consider in the transplantation process.

Description

Individuals with end-stage diseases of the kidney,

pancreas, intestines, liver, heart, or lung may

receive organ transplantation in order to extend

their lives and/or to improve the quality of their

lives. Organs typically are transplanted from

deceased individuals or, in the case of kidney

and liver transplantation, may come from living

donors. Organ transplantation is one of a growing

range of organ replacement therapies. Dialysis

for end-stage kidney disease and mechanical cir-

culatory support systems for end-stage heart dis-

ease are examples of alternatives to organ

transplantation. Organ transplantation remains

the optimal strategy for organ replacement

because it is often less economically costly both

to the patient and to payers (Medicare, private

insurance companies) and because it often pro-

vides higher quality of life for a longer time

period. However, like other organ replacement

strategies, it is associated with numerous

stressors that may take a psychological toll on

patients and their families (Dew & DiMartini,

2011; Rodrigue, 2001; Trzepacz & DiMartini,

2000). It also has specific behavioral conse-

quences: patients must adhere to a complex, life-

long medical regimen involving multiple

medications, routine monitoring of the function-

ing of the transplanted organ, requirements for

medical follow-up care, and permanent lifestyle

changes in areas such as diet and exercise.

Finally, because some types of organ transplan-

tation are increasingly reliant on living donors, it

is important to recognize that these donors also

face significant stressors associated with medical

and surgical risks of surgery, potential financial

issues, and longer-term physical health concerns

(Dew, Switzer, DiMartini, Myaskovsky, &

Crowley-Matoka, 2007c; Dew & DiMartini,

2011).

In the sections below, we summarize the psy-

chological and behavioral issues that are most

prominent for organ transplant patients both

before and after organ transplantation. We also

describe psychological issues relevant for living

donors. Lastly, we comment on interventions that

have been developed to treat or prevent psycho-

logical or behavioral problems during the trans-

plantation process.

Psychological Factors in Organ

Transplant Patients

The evaluation for transplant eligibility and the

wait for an organ transplant are two of the chief

stressors associated with the transplantation pro-

cess (Craven & Farrow, 1993; Dew, DiMartini, &

Kormos, 2007b). These stressors occur in the

context of patients’ physical morbidity and

declines in physical functioning, and this physi-

cal decline is a potent chronic stressor as well.

The evaluation for transplantation includes both
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medical and psychosocial components

(DiMartini, Dew, & Crone, 2009; Olbrisch, Ben-

edict, Ashe, & Levenson, 2002). Patients often

fear that their health status is too poor for

a transplant or that they may be judged to be

ineligible for psychological or psychosocial rea-

sons. As part of the evaluation process, patients’

psychiatric history, substance use, intellectual

functioning, medical adherence history, and psy-

chosocial status are thoroughly reviewed by most

transplant programs, and these areas do influence

decisions about whether or not to approve

patients for transplantation. However, there is

substantial variability across transplant programs

in whether or not problems in these areas (e.g.,

current mood disorders, substance abuse history,

and current status) are viewed as contraindica-

tions to transplantation. In many circumstances,

patients are not permanently ruled out for trans-

plantation due to such problems but instead are

required to undergo psychological or behavioral

interventions, or demonstrate that certain prob-

lems are being addressed. For example, many

programs require evidence of abstinence from

alcohol or drug use for a period of months before

an individual will be approved for transplanta-

tion. The need to complete interventions in order

to be approved for transplantation can be viewed

by patients as one more hurdle to complete in the

face of their significant medical illness. However,

to the extent that they develop stronger coping

skills or feelings of control as a result of these

interventions, patients may become better pre-

pared for life posttransplant.

In the USA and most other countries, after

individuals are approved for transplantation,

they are entered into a national wait list for

deceased donor organs. Because there are too

few organs for the number of individuals in

need, the waiting time for transplantation may

be months to years (Organ Procurement and

Transplantation Network, 2009). Figure 1 shows

the number of individuals waiting for transplan-

tation in the USA, as well as the number of organs

available for transplantation during each of the

past 15 years. It also shows the numbers of patient

deaths on the wait list. Thus, in 2008, while

27,281 individuals received transplants, another

7,182 died on the wait list. Fear of not surviving

to transplantation is a looming and unfortunately

very realistic concern among transplant candi-

dates. Although strategies such as dialysis for

end-stage kidney disease and mechanical circu-

latory support systems for end-stage heart disease

can keep patients alive for extended periods dur-

ing the wait for a transplant, these therapies bring

their own risks for health problems and even

death. Indeed, the development of complications

from these therapies (e.g., infections) can result in

an individual being removed from the transplant

waiting list. Other stressors during the waiting

period for transplant also stem from transplant

candidates’ declining physical health status: they

may have to reduce or give up family and social

roles (e.g., parental, household, work, or commu-

nity responsibilities), and they may eventually

become dependent on others for daily care.

The presence of these powerful stressors dur-

ing the waiting period explains why patients

show high rates of psychological distress and

diagnosable episodes of mental illness during

this time. Mood and anxiety disorders are the

most commonly diagnosed problems in these

individuals (Dew &DiMartini, 2011). Transplant

candidates show higher rates of these disorders

than do other chronic disease populations.

Among the chief correlates of psychological dis-

tress and disorder in transplant candidates are

physical symptom severity and physical func-

tional impairments, as well as poorer social sup-

ports. History of psychological disorder is

another important risk factor, suggesting the

importance of taking steps to prevent new epi-

sodes of depression and anxiety as patients face

the stressors associated with the evaluation and

wait for transplantation.

After transplantation, there is overwhelming

evidence that recipients’ quality of life and their

overall sense of well-being improve (Dew &

DiMartini, 2011). In particular, transplant recip-

ients show marked gains in physical functioning.

Gains in mental health appear to be somewhat

smaller. In the early months posttransplant, recip-

ients typically voice high levels of optimism for

the future and great relief that the uncertainties

associated with the waiting period are over.
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Nevertheless, they remain at high risk for mood

disorders (including major depression, dysthy-

mia, and adjustment disorders) and anxiety dis-

orders (including posttraumatic stress disorder,

panic disorder, generalized anxiety disorder, and

adjustment disorders) during the first several

years posttransplant. The risk appears to be

highest during the first year posttransplant, per-

haps because of the major psychosocial adjust-

ments required of patients during this period. For

example, they must psychologically incorporate

the fact that they have an organ from another

person and – in many cases – that the donation

was only possible because donor had died.

Patients must also adapt to new routines for med-

ical follow-up care and to a new regimen of

medications and permanent lifestyle changes

related to diet, exercise, limited to no alcohol

consumption, and no use of other substances.

Patients themselves often comment on the

stressfulness of making these psychological and

behavioral adjustments. They also report that

they have developed significant depression or

anxiety as a result of psychosocial stressors

related to the financial burdens associated with

transplantation (because insurance coverage is

often inadequate), attempts to return to former

social roles (e.g., returning to employment or

parenting activities), and ongoing medical factors

related to the transplant. For example, they may

develop complications such as infection or they

may experience acute rejection (i.e., their bodies

may mount an immunologic reaction to the

transplanted organ), despite the powerful immu-

nosuppressant medications that they take. Addi-

tional personal or dispositional characteristics

also appear to increase patients’ vulnerability to

both distress and diagnosable disorder early

posttransplant. These include poorer perceived

social supports, use of avoidant coping strategies,

a poor sense of mastery or control, and low levels

of characteristics such as optimism or hope.
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After the first year posttransplant, the risk for

psychological disorders appears to decline. Over

the next several years, patients may experience

high levels of overall well-being. Their psycho-

logical distress levels are low, and this is likely

because their physical functional status is at its

peak: they have fully recovered from the trans-

plant surgery, and they have been able to resume

activities that were impossible during their earlier

end-stage organ disease. Most patients express

high degrees of appreciation that they were

given this “second chance” at life.

There is some evidence that recipients’ psy-

chological distress levels begin to rise once again

as they enter the later years of posttransplant life

expectancy (Dew & DiMartini, 2011). The typi-

cal survival time posttransplant varies across the

different types of transplantation (Organ Procure-

ment and Transplantation Network, 2009). Sur-

vival rates for the major forms of organ

transplantation are shown in Fig. 2. In the later

years of transplant survivorship, patients are

likely to have developed chronic rejection of the

transplanted organ, a condition characterized by

a progressive deterioration of the organ’s func-

tion. They are also likely to experience problems

secondary to their immunosuppressant medica-

tion, including cancers and kidney damage.

Some patients may be entered on the wait list

for another transplant, with its consequent uncer-

tainties as to whether another organ will become

available. Other patients may be ineligible for

retransplantation because of conditions such

as cancer. All of these stressors emerging during

the late-term years increase patients’ risk for

renewed psychological distress. Research has

not yet established whether symptoms of depres-

sion or anxiety are more prominent during these

later years or whether psychosocial factors

related to coping, poor social supports, low levels

of optimism, etc., serve as additional risk factors

for distress among late-term survivors.

Behavioral Factors in Organ

Transplant Patients

Adherence to the medical regimen is the principle

behavioral issue for patients (Denhaerynck et al.,

2005; Rodrigue, 2001). We noted earlier that

patients’ medical adherence history is routinely

considered during their evaluation for transplan-

tation. Before they are approved for transplanta-

tion, patients may be required to demonstrate that

they are willing and able to adhere to medical

recommendations (including abstaining from

substance use if this has been identified as an

issue). After transplantation, patients must

follow a lifelong regimen that includes (a) taking

immunosuppressant and other medications,
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(b) attending medical follow-up evaluations and

completing required tests, (c) monitoring vital

signs and symptoms related to organ function,

(d) following lifestyle recommendations regard-

ing diet and exercise, and (e) limiting or

abstaining from alcohol use and abstaining from

other substance use. This regimen is designed to

promote survival and optimal health, and grow-

ing evidence shows that nonadherence to its var-

ious components is indeed associated with

morbidity and mortality posttransplant (Butler,

Roderick, Mullee, Mason, & Peveler, 2004).

The majority of transplant recipients are able

to maintain adherence to their multifaceted regi-

men. However, some individuals have difficulty

with one or more areas, and this difficulty may

begin as soon as they are discharged from the

hospital after the transplant. Among the most

common areas of nonadherence is medication

taking: across many studies, the average rate of

nonadherence to immunosuppressant medica-

tions is approximately 23% of patients annually

(Dew et al., 2007a). Lifestyle and health moni-

toring requirements are also areas of difficulty,

with 19–25% of patients nonadherent annually.

Nonadherence to substance use restrictions is less

common, occurring in 1–4% of patients annually

(Sabaté, 2003). As with other chronic diseases,

nonadherence to the posttransplant regimen

appears to worsen with time posttransplant.

The correlates and risk factors for

nonadherence to the transplant-related medical

regimen have been difficult to identify. The

World Health Organization has proposed a set

of five categories of risk factors for nonadherence

to chronic disease treatment regimens (Sabaté,

2003). These categories include demographic

factors, health-care system and treatment pro-

vider factors (e.g., access to insurance and pro-

vider communication skills), disease-related

factors (e.g., perceptions of health), treatment-

related factors (e.g., medication side effects),

and patient-related psychosocial factors (e.g.,

social supports). There is some evidence in sup-

port of each of these categories of factors in

transplant recipients, although their impact has

often been found to be relatively modest. The

most important factor appears to be history of

nonadherence before transplant. For example,

smoking or alcohol use/abuse before transplant is

very strongly associated with posttransplant return

to use of these substances, as would be expected

given the powerful nature ofmost addictions. Nev-

ertheless, return to substance use (or abuse) occurs

in only a minority – less than 10% – of individuals

who receive transplants (Dew et al., 2008).

Psychological Factors in Living Donors

Living donors give an invaluable gift to others.

Their gift is all the more remarkable since they

face major stressors associated with donation sur-

gery and recovery. They may experience signifi-

cant pain and discomfort, as well as time lost from

work or other responsibilities, financial costs that

cannot be reimbursed, and longer-term health risks

linked to the donation surgery itself or the loss of

organ mass. When a donor has a close emotional

connection to the intended recipient, additional

stressors arise from watching the patient’s health

decline gradually or facing a crisis situation of

rapid health deterioration.

Like transplant candidates, living donors

undergo an extensive medical and psychosocial

evaluation (DiMartini, Sotelo, & Dew, 2011;

Olbrisch, Benedict, Haller, & Levenson, 2001).

Donor candidates may be as fearful as transplant

candidates that they will not be approved as

a suitable donor. However, other potential donors

may find the evaluation stressful because they are

ambivalent about or uncertain that they should or

want to donate. The evaluation process is

designed to ensure that donors do not have

major medical or psychological problems that

would preclude safe donation, as well as to ensure

that they understand the risks associated with

donation, are not experiencing coercion or

undue pressure from others to donate, and are

able to make an informed choice to proceed

with the surgery or not. As for transplant candi-

dates, potential living donors may be required to

undergo interventions to address any mental

health or substance use issues before they are

approved as donors.

A chief goal of living donation is to provide

needed organs for patients yet protect the living

donor from undue harm. This includes protection
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from psychological harm. Most donors, in fact,

show very favorable quality of life outcomes, and

extremely few express any regret associated with

donating. The vast majority (up to 95%) also

perceive the donation to have been a very grati-

fying experience that benefitted them personally

(by helping them to reframe, e.g., what was

important in their lives) (Clemens et al., 2006).

Nonetheless, some donors do experience psycho-

logical difficulties, including mood and anxiety

disorders or heightened nonspecific psychologi-

cal distress. Some of this distress appears to be

linked to ongoing worries about the long-term

impact of the donation on donors’ physical

health, as well as financial strains or family rela-

tionships that became strained in the aftermath

of the donation. Pre-donation ambivalence

about whether or not to donate has also been

linked to the occurrence of psychological diffi-

culties postdonation (Dew, Switzer, DiMartini,

Myaskovsky, & Crowley-Matoka, 2007c).

Interventions for Psychological or Behavioral

Problems During the Transplantation Process

Transplant programs employ strategies found

effective in other chronic disease and medically

healthy populations in order to address psycholog-

ical and adherence-related difficulties in organ

transplant patients. To care for psychological

distress, psychotropic medications may be pre-

scribed, and referrals may be made for individual

or group psychotherapy or supportive care. Some

programs have attempted to offer brief individual

or group psychoeducational programs. There has

been little attempt to formally develop and evaluate

the effectiveness of interventions in transplant

patients due to major constraints that these pro-

grams face. For example, many transplant candi-

dates and recipients reside long distances from their

transplant center and would not be available to

participate in face-to-face interventions except dur-

ing periods of hospitalization around the time of the

transplant. Medical follow-up appointments are

generally too brief for intensive interventions. Sim-

ilar constraints exist for any living donors who

develop psychological difficulties after donation

because they are even less likely to return to the

transplant center after donation.

Some alternatives have been developed that do

not require face-to-face contact, including tele-

phone- or internet-based psychotherapeutic or edu-

cational strategies or the use of home-based self-

monitoring tools. These alternatives have targeted

both psychological distress as well as difficulties

with adherence. Evaluation of these experimental

interventions has yielded promising results in trans-

plant patients, including the abatement of psycho-

logical distress and improvements in medical

adherence, relative to comparison groups receiving

only standard care from the transplant program (De

Bleser, Matteson, Dobbels, Russell, & De Geest,

2009; Dew & DiMartini, 2011). Most studies have

examined relatively short time periods of well less

than 1 year. Whether these interventions’ effects

would be maintained over longer time periods is an

important issue. Work is underway to test brief

psychological interventions to prevent psychologi-

cal distress and associated quality of life decre-

ments in living donors.
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C. Tracy Orleans

Robert Wood Johnson Foundation, Princeton,

NJ, USA

Biographical Information

Carole Tracy Orleans (nee Schornagel) was born

in Holland, Michigan, and obtained her B.A.

degree in Psychology (summa cum laude) from

Wellesley College in 1970. She completed her

Ph.D. in Clinical Psychology at the University

of Maryland, including a clinical internship in

Medical Psychology at Duke University

Medical Center in 1978.

Orleans is an internationally recognized leader

in behavioral medicine, health and behavior, and

tobacco control research. In the area of tobacco

control, she has contributed to four Surgeon

General’s Reports and, with John Slade, coedited
the first text on the management of nicotine

addiction. She has led or co-led the development

of several effective population-level national

tobacco cessation programs which remain in

wide use nationally (including Free & Clear,
the first national proactive telephone quitline,

the Clear Horizons quit smoking guide for older

adults, the Pathways to Freedom guide for

African American smokers). In addition, she

played a leading role in the development of the

NCQA’s first HEDIS tobacco measure, which

has been adopted as a standard metric for national

health-care quality improvement, and in early

efforts to reduce smokeless tobacco use in

Major League Baseball. In 1995, she was named

by Tobacco Control as one of the 100 most

widely cited tobacco control researchers.

Prior to joining the Robert Wood Johnson

Foundation’s (RWJF) professional staff in 1995,

Orleans served as vice president for Research and

Development, Johnson & Johnson Applied

Behavioral Technologies (1993–1995); associate

and full member (professor) and director of

Tobacco Control Research at the Fox Chase

Cancer Center (1985–1993); and assistant profes-

sor of Medical Psychology/Psychiatry at Duke

University Medical Center (1978–1984) with an

adjunct appointment as research associate with

the Cecil B. Sheps Center for Health Policy

Research at the University of North Carolina.

Major Accomplishments

As the senior scientist for the RWJF since 1998,

Orleans has led numerous national efforts to

identify and spread evidence-based clinical,

public health (policy/environmental), and health-

care systems interventions for health promotion,

disease prevention, and chronic disease manage-

ment. As RWJF’s only behavioral medicine spe-

cialist, Orleans developed and led the

Foundation’s first Health and Behavior team,

catalyzed the development of its first chronic dis-

ease management team, and made significant con-

tributions to its substance abuse prevention,

tobacco control, and childhood obesity prevention
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teams and initiatives. Her work has advanced

RWJF’s public policy and health-care systems

grant-making in the areas of tobacco control, phys-

ical activity promotion, substance abuse preven-

tion and treatment, chronic disease prevention and

management, and childhood obesity prevention.

Orleans has developed and/or overseen a broad

portfolio of RWJF research grants, initiatives, and

competitive research programs, including: Active

Living Research, Addressing Tobacco in Managed

Care, Bridging the Gap (youth tobacco/substance

use/and childhood obesity prevention), Healthy

Eating Research, Improving Chronic Illness Care,

Substance Abuse Policy Research, and Prescrip-

tion for Health (multiple risk health behavior

change in primary care). She also has directed

several RWJF program evaluations (e.g., Health

e.Technologies, Reducing Underage Drinking

through Coalitions, SmokeLess States), led numer-

ous projects deigned to translate evidence-based

behavioral medicine interventions into policy and

practice, and helped to organize and co-led four

national research “collaboratives” designed to

coordinate and strengthen the collective impact of

the nation’s major tobacco control and childhood

obesity prevention research, practice, and policy

initiatives, including those funded by the CDC,

NIH, RWJF, USDA, HRSA, and Legacy

Foundation.

Orleans has been PI or Co-PI on numerous

NIH research grants and has authored or

coauthored more than 225 publications in the

areas of behavioral medicine, tobacco control,

health promotion, disease prevention and man-

agement, and public health. She has served on

many journal editorial boards throughout her

career and is currently associate editor for policy

for the American Journal of Preventive Medicine.

In addition, she has been a member of numerous

influential national scientific, health policy, and

evidence review panels, including:

• The Community Preventive Services Task

Force (2009–present)

• The Healthy People 2020 Prioritization

Sub-Committee (2009–2010)

• Agency for Healthcare Research and Quality

(AHRQ) Tobacco Control Clinical Practice

Guideline Panel (2006–2008)

• Partnership for Prevention’s Expert Panel on

Worksite Wellness and Chronic Disease

Management (2006–2008)

• The National Commission on Prevention

Priorities (2003–present)

• The Cessation Subcommittee, Surgeon Gen-

eral’s Interagency Committee on Smoking

and Health (2002–2003)

• The Institute of Medicine Committee: Identi-

fying Priority Areas for Healthcare Quality

Improvement (2002–2003)

• The US Preventive Services Task Force

(1998–2004)

• Several National Cancer Institute Research

Advisory Committees including for the Work-

ing Well Study (1990–1994), the Tobacco

Research Implementation Group (1998–

2000), and the Behavioral Science Research

Division (1996–1997; 2010).

Orleans was honored to receive several awards

and recognitions for her work in behavioral med-

icine. She is a fellow of the Society of Behavioral

Medicine, the American Psychological Associa-

tion Health Psychology Division, and the Acad-

emy of Behavioral Medicine Research. A past-

president of the Society of Behavioral Medicine

(2000), she has received the Society’s Distin-

guished Service Award (2000, 2006) and its Dis-

tinguished Scientist Award (2008). In recognition

of career contributions to tobacco control

research, Orleans received the 1992 Joseph

Cullen Tobacco Memorial Award from the

American Society of Preventive Oncology and

the 2007 John Slade Award for tobacco control

policy research leadership from the Society for

Research on Nicotine and Tobacco. In 2006,

Orleans was named RWJF’s first Distinguished

Fellow, and in 2010, she received the American

Psychological Association Meritorious Research

Service Commendation and the US Department

of Health and Human Services Innovators

Award, a group award.

Throughout her career, Orleans has been

inspired and enriched by opportunities to address

important health and health-care problems at the

population level and to work with outstanding

leaders and colleagues – including at Duke Uni-

versity Medical Center, the Fox Chase Cancer
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Center, the Robert Wood Johnson Foundation,

and in every professional organization she has

been part of. Their example and friendship, and

the vital support and inspiration of her family (her

husband Jeffrey, their sons Jesse and Alexander,

and her mother) are the bedrock of all her profes-

sional accomplishments.

Cross-References

▶Health Promotion and Disease Prevention

▶ Public Health

▶Tobacco Cessation

▶Tobacco Use
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Synonyms

Dean Ornish

Definition

Dr. Dean Ornish is currently the president of the

Preventive Medicine Research Institute in

California and clinical professor of Medicine at

University of California, San Francisco.

Description

Dr. Ornish is the founder and president of

Preventive Medicine Research Institute in

Sausalito, California, and on faculty at the

University of California, San Francisco, as

a clinical professor of medicine. Dr. Ornish

received a medical degree at Baylor College of

Medicine and underwent internal medicine

training at Massachusetts General Hospital.

His major contribution to medicine is his

examination of the lifestyle modification/stress

reduction approach to cardiovascular prevention

and also cancer. He has published several seminal

studies in this area. A few of these studies are

described here.

In 1990, Ornish and colleagues published

results (Ornish et al., 1990) from a landmark but

small randomized trial (The Lifestyle Heart Trial)

showing that intensive lifestyle changes for 1 year

(10% fat vegetarian diet, exercise, stress manage-

ment, and smoking cessation) was associated with

regression in coronary artery disease on angio-

gram in cardiac patients (N ¼ 28), whereas usual

care was associated with coronary artery disease

progression (n ¼ 20). None of the patients were

taking lipid-lowering medications.

In 1998, Ornish and colleagues published

results of a longer follow-up period (i.e.,

5 years) of the The Lifestyle Heart Trial (Ornish

et al., 1998). The study results were similar to the

1-year results. Patients with coronary disease

assigned intensive lifestyle changes had

regression in coronary artery disease on angio-

gram at 5-year follow-up, whereas a group that

received usual care had coronary artery disease

progression. The group assigned to the intensive

lifestyle changes also had a lower cardiac event

rate during the 5-year follow-up.

In 2005, Ornish and colleagues (2005)

demonstrated that in comparison to usual

care group, comprehensive lifestyle changes for

1 year reduced the progression of early,

low-grade prostate cancer in 93 men who had

not chosen to undergo any conventional cancer

treatment.

More recently, in 2008, Ornish and colleagues

(2008) showed that comprehensive lifestyle

changes for 3 months increased peripheral blood

mononuclear cell telomerase activity (an enzyme

that inhibits cellular aging) in 30 men with

low-risk prostate cancer. This study was not

randomized and did not have a control group.

Cross-References

▶Lipid Metabolism

▶ Preventive Medicine Research Institute

(Ornish)
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Biographical Information

Born in Stockholm, Kristina Orth-Gomér was

educated with a focus on classic and modern lan-

guages at Whitlockska Samskolan, where she

obtained baccalaureate in Latin, French, English,

and German. After a short period of literature and

civilization studies at theUniversityofLille, France,

she began her studies of medicine at the Karolinska

institutet, Stockholm. There, she obtained an M.D.

in 1972 and a Ph.D. in 1979. She specialized in

Internal Medicine in 1980 and later also in Social

Medicine/Public Health Sciences.

With an interest in alternative therapies,

she spent a semester at the Psychosomatische

Kinderklinik, Eppendorf in Hamburg, where

she also became involved in the 1968

students movements, which were particularly

intense in France and Germany. She married

in 1969 and welcomed her first child Johanna

in 1973.

Trying to combine motherhood with medi-

cine, Orth-Gomér was appointed an intern in

internal medicine at the Seraphimer Hospital,

Karolinska institutet. Before that, she served

for a year as a research associate at the Cornell

Medical School, Human Ecology Laboratory at

the New York Hospital, learning from scratch the

research methodology of cardiovascular epide-

miology and 24-h ambulatory ECG monitoring.

She also spent a happy year with her young fam-

ily in Manhattan, NYC.

Back in Stockholm, as an intern in internal

medicine, with regular work hours from 8 to

18 h and night/weekend duties in the emer-

gency room in between, Orth-Gomér did not

see much of her daughter. She just barely

obtained the admission for her daughter into

the day care center, and she learned to appre-

ciate the difficulties of fulfilling several mul-

tiple roles in a satisfactory manner at the

same time.

Major Accomplishments

Research on Social Support

Her next research position, starting in 1980,

offered a solution to the time puzzle. As an asso-

ciate professor at the National Institute for Psy-

chosocial Medicine (IPM) at the Karolinska

Campus in Stockholm and head of the Unit for

Social Factors and Health, she worked the same

number of hours, but she could choose when and

where.

Under the guidance of Lenart Levi, the IPM

offered great opportunities to pursue the line of

alternative therapies, while Töres Theorell at the

IPM focused his research on stress and strain at

work – and Torbjörn Akerstedt at IPM concen-

trated on odd work hours, sleep problems, and

circadian rhythms – there was less knowledge

about stress and strain during leisure time
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activities. To find research outside the work envi-

ronment, the social network studies of Alameda

County offered possibilities for scientific

exchange with Lisa Berkman, Len Syme, and

Jim House.

A question of considerable interest was the

following: Are social networks as crucial for

the maintenance of health in Sweden as in the

USA? With the help of Statistics Sweden,

a Swedish social network instrument, the social

interaction index was constructed and applied in

17,400 men and women.

In a 6-year follow-up of the population, it was

found that men and women who had more and

better social contacts lived longer. Age was

a strong confounder and controlling for age

was crucial. With increasing age, mortality

increased – and social contacts decreased dramat-

ically. The remaining risk was smaller but

statistically significant (Orth-Gomer & Johnson,

1987).

In subsequent years, the quality and function

of social contacts and their role in health promo-

tion and disease prevention became the focus.

A measure of social support with two subscales

was constructed: attachment (close emotional

ties) and social integration (social contacts in

the society). These measures were then applied

in populations and patients and almost invariably

found to matter for health maintenance.

Behavioral Medicine

Behavioral medicine had evolved as a useful con-

cept in the USA, but was unknown in Europe.

Initially, introducing behavioral medicine met

with some criticism. To launch another term

and another society within this field, beside

“psychosomatics,” “psychosocial medicine,” or

“stress research,” was thought to be redundant.

However, when the Swedish Society of

Behavioral Medicine was inaugurated under the

auspices of the Swedish Society of Medicine in

Stockholm, in the presence of some 300 inter-

ested colleagues from medicine and behavioral

sciences, it felt natural and appropriate. With the

support by Arne Öhman, Karin Harms-Ringdahl,

Christina Mats Fredrisksson, Gösta Tibblin, and

Stephen Weiss, Orth-Gomér served as president

of the Swedish Society of Behavioral Medicine,

1986–1990.

A few years later, the International Society of

Behavioral Medicine (ISBM) was formed and

held its first conference in Uppsala in June

1990. It was a very successful conference, with

an excellent faculty, which provided the right

framework and starting point for the ISBM. It is

not inappropriate to say that the success has been

ongoing ever since. During the first years, ISBM

expanded rather quickly, and there were many

new societies formed. At the end of her term as

president elect and president in 1990–1994,

Kristina Orth-Gomér reported that from five

founding societies (USA, Netherlands Germany,

Czech Republic, Sweden), ISBM had grown into

15 societies. The second conference in Hamburg

in 1992 and the third conference in Amsterdam

in 1994 were equally successful and raised a lot

of interest and promise. With the fourth confer-

ence in Washington, the international nature of

behavioral medicine was settled! Every

researcher with a name within the field had gath-

ered to make international behavioral medicine

known and respected.

Interdisciplinarity and Integration

Collaboration with the European Society

of Cardiology

The first step toward practical interdisciplinarity

was taken when introducing behavioral medicine

to the European cardiology community. To pre-

sent scientists and practitioners of both fields and

make them understand each other and talk to each

other was more difficult than one could imagine.

In February 1999, Orth-Gomér presented her

behavioral medicine ideas to the 50member coun-

tries of the European Cardiology Forum at the

Heart House in Nice, France. From studies in

Canada and the USA, the European cardiologists

were aware of the importance of depression – and

of the impact of social disadvantage. They wanted

to know how to interpret and how to treat their

patients. Her handout of two pages with common

behavioralmedicine knowledgewas quickly gone.

Kristina Orth-Gomér was then elected to col-

laborate with the European Society of Cardiology

as a scientist, but she asked to do this as
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a representative of ISBM. This led to the forma-

tion of a multidisciplinary task force, which

included not only behavioral medicine but also

diabetes research, nutrition, physiology and reha-

bilitation, etc. The next step was to integrate

this knowledge into the European Guidelines of

Cardiovascular Disease Prevention in Clinical

Practice (De Backer et al., 2003b).

Having attended the European Cardiovascular

Epidemiology meetings for many years and

presented her research, Kristina Orth-Gomér

knew there was an interest of cardiologists in

behavioral medicine methodology. She was

included as an ordinary member in the task

force for CVD prevention and asked to work on

several cardiology committees within the field.

This led to ISBM being positioned and recog-

nized as the appropriate partner among all the

other psychosocial organizations in Europe.

A behavioral working group was formed

which included the most experienced colleagues

in the field. This group met at the first European

meeting of the American Psychosomatic Society

(APS) in Barcelona in 2002. This psychosocial

working group described the contribution of

behavioral factors to CHD, and they were

accepted as such by the medical/cardiological

community. A special psychosocial chapter

was written and included in the full text of the

guidelines (De Backer et al., 2003a).

This was a time of enthusiastic belief in the

cross-fertilization that would come out of inter-

disciplinarity and internationalization.

There was firm resistance within the third task

force to recognizing behavioral/psychosomatic

processes as in any way being related to heart

disease. It was argued that the evidence was just

not there. The solution was to avoid the concept

of etiology and instead talk about depression,

social isolation, and other psychosocial risk

factors as “barriers” to health promotion.

“Negative emotions. . .may constitute barriers to

preventive efforts, both in patients and in high risk

people. . .” (De Backer et al., 2003a). The barrier

concept was more easily accepted. Furthermore,

only empirical studies that had integrated both

medical/cardiological and behavioral/psychoso-

matic contribution to risk of CHD were cited.

The European guidelines became a turning

point, which made the behavioral/psychosomatic

map change in Europe. It paved the way for

several collaborative interdisciplinary efforts in

Europe, Germany, the Netherlands, Scandinavia,

and Hungary to name a few countries that saw

a profound change in interest and attitude to this

field. With the guidelines, the theories and find-

ings in behavioral medicine had been empirically

founded and widely accepted (2003).

Women’s Cardiovascular Disease

The Stockholm female coronary risk study is

a comprehensive study of women’s risk factors,

mechanisms, and pathways to CHD. It had full

financial support from the NIH.

In a community-based case control design,

women in Stockholm who were under 65 years

and hospitalized at any of the ten coronary care

units for an acute coronary event during a 3-year

period were included. These 292 women patients

were compared to 292 same-aged women, ran-

domly obtained from the public census, who

were thus representative of normal Stockholm

women of the same age. The first publication

(Orth-Gomér et al., 1997) demonstrated that lipo-

protein (a), a genetically determined lipid com-

pound, was a risk factor in women, as had

previously been found in studies of men.

The accompanying editorial observed that “Orth-

Gomer et al. made a wise decision in using a case

control design. . ., for what is, in women of this

age, a rare disease” (Fortman&Marcovina, 1997).

As part of the study protocol, Orth-Gomér

developed a flowchart for integrating behavioral

with medical risk factors, which has, since then,

been used as a model for the first conference

on Women, Stress, and Heart Disease held in

Stockholm in 1993 (Orth-Gomér, Chesney,

Wenger, 1998).

It appears that one important characteristic of

the female risk factor profile is the social support

provided – or not provided – by family and

friends and other members of the social network.

This factor was consistently associated with sev-

eral of the relevant mediators and pathways: with

depressive symptoms with disturbed sleep pat-

terns (Leineweber et al., 2003), with low heart
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rate variability and with disturbances of clotting

and lipid profile (Wamala et al., 1999).

A further line of research was that of progres-

sion/regression of coronary artery disease (CAD)

as assessed by quantitative coronary angiography.

In a subsample of about a 100 women with CHD,

two identical coronary angiogramswere donewith

a 3-year interval, after initial hospitalization.

Richard Kirkeeide, from the Texas Medical

Center, Houston, came once a year to the

angiographic laboratory at the Karolinska in

Stockholm to calibrate the lab in order to ensure

comparability between the two examinations.

The subsequent evaluation of cine films, i.e.,

blinded comparison of pre- and post-angiograms

was performed in Houston. In brief, we found that

lack of social support as a psychosocial predictor

was consistently related to progression of coro-

nary artery disease. The better support, the slower

was the progression (Orth-Gomér et al.,1998).

Indeed we found one small group of women

who said they had both a good job and a happy

marriage. This group showed a widening of the

mean luminal diameter of the entire coronary tree

– a regression of CAD over the 3 years. The

magnitude of the change was about that seen as

a result of medication with statins over a similar

time period. In fact, this methodology had

first been developed for use in statin trials

(Wang et al. (2007)).

Conclusion

We now take for granted that women and men

share leadership in professional societies. This is

so only because of the efforts by an initially small

cadre of female researchers who were pioneers in

their male-dominated fields. Orth-Gomér has been

a leader and pioneer in examining social factors in

cardiovascular disease, particularly inwomen. She

has led the Stockholm Female Coronary Risk

Study and showed for the first time that marital

stress in women increased risk of coronary events

(e.g., cardiac death, recurrent MI) threefold,

whereas work stress did not increase this risk in

women (Orth-Gomer et al. (2000)). Her findings

suggest that risk factors for adverse outcome in

women are different from those of men. Kristina

Orth-Gomér has now gone on to conduct

intervention studies (e.g., SWITCHD) that specif-

ically target stress reduction in women with coro-

nary disease, and she has demonstrated a threefold

reduction in mortality with this intervention (Orth

Gomer et al., 2009). Her work has contributed to

the sea change in cardiovascular medicine in the

past decade in which it is now accepted that risk

factors, clinical manifestations, and interventions

in coronary disease differ between women and

men. Her many grants, publications, and scientific

presentations demonstrate the depth and breadth

of her work for behavioral medicine throughout

her career.

Cross-References

▶Behavioral Medicine

▶Cardiology

▶ Public Health

▶Women’s Health
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Osteopenia/Osteoporosis
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School of Nursing, University of Maryland,

Baltimore, MD, USA

Definition

Osteopenia. Osteopenia is a condition where

bone mineral density is lower than normal. It is

considered to occur before osteoporosis. How-

ever, not every person diagnosed with osteopenia

will develop osteoporosis. Osteopenia is not

a disease but is a marker for the risk of fractures

(Torpy, Lynm, & Glass, 2011).

Osteoporosis.Osteoporosis (“porous bone”) is
a systemic skeletal disease characterized by

decreased bone mass, a loss of microarchitectural

bone tissue, and a failure of the bone modulus

(Cranney, Jamal, Tsang, Josse, & Leslie, 2007;

Gardiner, El Miedany, & Toth, 2007; Osteoporo-

sis Education, 2011). The individuals affected by

this illness are susceptible to fracture.

In the United States, an estimated 44 million

adults are living with either osteoporosis

(ten million) or low bone mass (Osteoporosis

Education, 2011; U.S. Dept. of Health &

Human Services PHS, 2004). Several risk factors

can influence the development of osteoporosis,

including age (older age), race (White), family

history (heredity/genetics), weight (low body

weight/being small and thin), estrogen level

(low), rheumatoid arthritis, and personal fracture

history (National Osteoporosis Foundation,

2007; U.S. Dept. of Health & Human Services

PHS, 2004). Postmenopausal women are at a high

risk for osteoporosis because they lose bone mass

faster than men as their estrogen level decreases

after menopause (Camacho & Miller, 2007;

MacLean et al., 2008; The North American Men-

opause Society, 2010). Although men are less

affected than women, osteoporosis is also com-

mon among older men as approximately two

million male older adults have osteoporosis

(Qaseem et al., 2008). Osteoporosis in men, how-

ever, remains underdiagnosed and underreported

(Qaseem et al., 2008; National Osteoporosis

Foundation, 2011a; Rochira et al., 2006; Szulc,

2006).

Bone mineral density (BMD) refers to the

amount of matter per square centimeter of bone.

The BMD test is the only way to diagnose oste-

oporosis. This test can predict the chances of

fracturing bones. The National Osteoporosis

Foundation recommends a bone density test of

the hip and spine by a central DXA (dual energy

X-ray absorptiometry) machine to diagnose oste-

oporosis (National Osteoporosis Foundation,
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2011b). BMD test results are compared to the

ideal BMD of a healthy 30-year-old and reported

using T-scores. A score of 0 means the BMD is

equal to the norm for a healthy young adult.

Differences between the norm and the BMD test

results are measured in standard deviations

(SDs). The lower the BMD score, the higher the

risk for fracture (Table 1).
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Synonyms

Single subject; Single-case experimental, or N of

1 clinical trials; Small-N

Definition

Traditional research and evaluation methods,

including randomized clinical trials, are powerful

techniques for determining the efficacy of health

and behavioral interventions. Randomized clini-

cal trials, however, have practical and ethical

Osteopenia/Osteoporosis, Table 1 Interpretation of

T-score (National Osteoporosis Foundation, n.d.)

Category T-score range

Normal bone density �1 to +1

Low bone density (osteopenia) Between �1 and �2.5
Osteoporosis �2.5 and below
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limitations when applied to many research

questions important to the field of behavioral

medicine (Concato, Shah, & Horwitz, 2000).

Alternative methods are needed to fully examine

the effectiveness of treatment techniques for indi-

vidual patients and to document clinical account-

ability. This entry examines outcomes for the

individual or single case.

Description

In this entry, three approaches are discussed that

focus on evaluating outcome at the level of the

individual person or patient: the Reliability
Change Index, Single-subject designs, and Goal

Attainment Scaling. These approaches are consis-

tent with the client-/patient-centered focus in

behavioral medicine. The assumption is made in

presenting these procedures that systematic doc-

umentation of patient/client performance is the

first step in the process of developing an evi-

dence-based science for clinical practice. It is

important to note that the procedures described

are designed primarily to document clinical

change and not to demonstrate causality.

Reliability Change Index (RCI)

The RCI, originally proposed by Jacobson,

Follette, and Revenstorf (1984), is a general pur-

pose measure that is useful with outcomes that are

expected to remain relatively stable over time.

Jacobson et al. (1984) argued that for a change in

performance to be clinically significant it must be

“statistically” reliable. That is, there must be a way

to determine that the change in performance is not

due to chance variation or measurement error. To

make this determination, Jacobson et al. proposed

the use of the Reliability Change Index (RCI). To
compute the RCI, the following information is

required: (a) pre-test score for an outcome mea-

sure, (b) the post-test score following treatment,

and (c) the standard error of measurement (SE) for

the test. The SEmay be computed from the follow-

ing formula: SE ¼ S1 [sq root(1 � r)] where S1
equals the standard deviation for the test and r is

the reliability coefficient. The RCI is calculated as:

RCI ¼ (X2 � X1)//SE where X2 is the post-test

score, X1 is the pre-test score, and SE is the stan-

dard error of measurement as defined above

(Jacobson et al.).

In a subsequent article, Jacobson and Truax

(1991) revised the Reliability Change Index and

replaced the SE with the standard error of differ-

ence Sdiff. The SE in the original formula is an

index of the dispersion of an obtained score about

a “true” score. The RCI, however, makes use of

two obtained scores. The use of the SE in the RCI

formula assumes that the pre-test score is the

“true” score and the Post-test score an obtained

score (Jacobson & Truax, 1991). This does not

reflect the actual situation. The revised formula is

RCI´ ¼ (X2 � X1)//Sdiff. The Sdiff can be com-

puted as: Sdiff ¼ S1[√2(SE)2]. The Sdiff represents
the amount of difference that would be expected

between two scores obtained on the same test by

the same individual as a function of measurement

error alone. This assumption is consistent with

obtaining pre- and post-test scores from a person

in a clinical setting.

As an example, a student receiving education

intervention for low academic performance

might have an initial (pre-test) IQ score of 75 on

the Stanford Binet test. Following 9 months of

specialized instruction, the child’s IQ may

increase to 85. The SE for the IQ test is 5 points.

Using the revised formula provided above:

RCI´ ¼ (X2 � X1)/Sdiff or RCI´ ¼ (85 � 75)//

7.07 ¼ 1.41. This value is not statistically signif-

icant and indicates the change from 75 to 85 is

within the range of measurement error.

Practitioners using the Reliability Change

Index to document a clinically significant change

in an individual client/patient should use the

revised method (RCI´) rather than the original

formula (Jacobson & Truax, 1991).

Single-Subject Design

Bloom, Fischer, and Orme (2009) argue that sin-

gle-system designs, also referred to as single sub-

ject, small-N, single-case experimental, or N of 1

clinical trials, represent the preferred method of

evaluating clinical change in many behavioral

medicine environments. The basic steps followed

in using single system designs to assess individ-

ual client/patient outcomes are presented below.
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Step 1. Specifying the Problem. It is important

that the clinical problem be clearly stated and

behaviors associated with the problem that can

be observed and measured be identified. Tradi-

tionally, standardized norm-referenced tests are

used to measure research outcomes when com-

paring persons in treatment versus control

groups. Standardized norm-referenced assess-

ments may be of limited value in single system

designs where the same person(s) is assessed

repeatedly. The ability to measure the person’s

repeated behavior is essential to implementing

the single-system approach. Each outcome can

be defined in terms of how often it occurs (fre-

quency) or how long it occurs (duration) and also

in terms of qualitatively desirable components

(Bloom et al., 2009).

The behavior to be recorded must be clearly

defined, and the rater must be familiar with how,

when, where, and how long the behavior should

be observed and recorded. Procedures have been

developed to train raters and observers to deter-

mine the consistency and accuracy of their

recording (Ottenbacher, 1986).

Step 2. Selecting a Design. The logic of single-

system designs rests on a comparison between

phases when the intervention is present and

when it is not, or when two or more treatments

are compared. This comparison is generally made

over time within one person (or a small group of

participants). The sophistication of single-system

designs has increased dramatically over the past

two decades (Bloom et al., 2009). The discussion

of designs presented here is meant to be illustra-

tive rather than exhaustive. Readers should con-

sult the references for more detailed information.

AB Designs. The AB design is the basic form

of single-system design. The A represents the

baseline or no treatment condition (phase A).

Subsequent interventions are indicated by differ-

ent letters of the alphabet. If an intervention base-

line is repeated, then the same letter is used to

represent the repeated phase. For example, Fig. 1

displays the effect of an exercise program on the

weight loss of a cardiac patient. Phase

A represents the baseline period where the per-

son’s weight was recorded on a monthly basis.

A program of graded exercise and diet control

was initiated at the end of month three and rep-

resents start of phase B. The vertical axis of the

graph indicates the patient’s weight loss in

pounds.

Other design variations are easily developed

from this basic design pattern. Bloom et al.

(2009) advocate the AB design as the cornerstone

for conducting single-system evaluation and

research. They contend that the fundamental

step in becoming an accountable professional is

to start counting with the AB design.

Variations of the AB Design. An extension of

the AB design, in which the treatment is with-

drawn in the third phase, is the ABA design. The

withdrawal of the intervention provides greater

confidence in determining the effect of the treat-

ment. With each successive pattern change

corresponding to the introduction or withdrawal

of the treatment, it becomes increasingly unlikely

that the change can be attributed to a coincidence.

One disadvantage of the ABA design is that the

patient is left in the absence of intervention.

Another treatment phase (phase B) may be

added to reintroduce the intervention effects

resulting in an ABAB design.

Multiple Baseline Designs. In some cases, the

treatment or intervention cannot be withdrawn, or

withdrawing the treatment may not result in

a return to pre-intervention performance levels.

In a multiple-baseline design, baseline and inter-

vention data are collected on several individuals

for a similar behavior or setting. The most com-

mon version of this design is the multiple
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baseline across participants where data are col-

lected across several different individuals

(Bloom et al., 2009). In a multiple baseline

design, the intervention phase is introduced in

a staggered manner across individuals, behaviors,

or settings. Figure 2 illustrates a multiple-

baseline across individuals. The intervention is

introduced to each participant in a sequential,

staggered manner, and the outcome measure

recorded repeatedly. The consistently changing

performance of each individual as the interven-

tion is introduced strengthens confidence in the

relation between the intervention and outcome.

The multiple baseline design across individuals is

a particularly useful single-system design

because it does not require the withdrawal of

treatment and has the additional benefit of includ-

ing replication of the finding across participants.

Graphic analysis and visual inspection are the

traditional analytic tools used to present and

interpret the results of single-system research

(Bloom et al., 2009). Kazdin (1982) has observed

that as single-system designs have become pop-

ular in applied research areas, there has been an

increased emphasis on the need for statistical

analysis of the data. The use of statistical pro-

cedures with single-system designs is controver-

sial (Kazdin, 1982). Several authorities feel it is

inappropriate to use statistical techniques with

single-system designs and contend that the appli-

cation of statistical procedures confuses the issue

of clinical and statistical significance. However,

Edington (1996) argues that statistical and visual

methods should be partners in the analytic

endeavor to provide a clearer interpretation of

single-system outcome research.

Goal Attainment Scaling (GAS)

The basic idea of GAS is not new. The practice of

setting measurable goals for intervention is well
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established. Goals should be client/patient-

centered and established in relation to the per-

son’s home, work, and community environments

(Rockwood, Stolee, & Fox, 1993).

The process of establishing goals in GAS

is accomplished in series of steps (Kiresuk,

Smith, & Cardillo, 1994).

Step 1 is to identify an overall objective in col-

laboration with the person and his/her family.

Step 2 is to identify specific problem areas that

should be addressed. This involves prioritiz-

ing areas and then identifying observable,

reportable components.

Step 3 is to define specific behaviors or events

that will indicate improvement in each of the

areas selected in Step 2. The purpose is to

provide the operational detail required to

make the scale a useful instrument to evaluate

performance.

Step 4, the clinician must determine the method-

ology that will be used to collect the desired

information. A plan is developed that will

determine how the information will be col-

lected, who will collect it, and in what setting

the data will be gathered.

Step 5 involves selecting the expected level of

performance. This step relies on professional

judgment and realistic appraisal of the client –

it simultaneously is one of the strengths and

liabilities of GAS. If the expected levels are at

variance with actual performance, then the

GAS score will reflect this inaccuracy. Step 5

is based on the assumption that experienced

practitioners will be able to “predict” treat-

ment outcome with input from the client, fam-

ily members, and other health care providers.

For example, if the clinician and others judge

that it is realistic that the client loses 5 lbs in

a month as part of a cardiac rehabilitation

program, then this is a satisfactory operational

criterion for the goal of weight reduction. This

operational criterion relies heavily on the

practitioner (and others) knowledge of the cli-

ent, the intervention (e.g., cardiac rehabilita-

tion program), and the environment.

Step 6 involves identifying the most favorable

outcome, the least favorable outcome, and

intermediate levels of client performance.

Kiresuk et al. (1994) suggest that the practi-

tioner develop five levels of performance that

range from the most favorable to the least

favorable. The most favorable outcome should

reflect what the client could accomplish if

everything in the program goes smoothly. In

the weight loss example, the most favorable

outcome may be that the client loses 10 lb in

1 month. The least favorable outcome might

be that the client gains 5 lb during the inter-

vention. The expected outcome is to lose 5 lb.

Each of the five levels is operationally defined

and assigned a numeric value with 0 indicating

the expected level of performance and�2 and
+2 indicating the least and most favorable out-

comes, respectively.

Step 7 involves checking to ascertain whether there

are overlapping levels, gaps between levels, or

more than one indicator in a problem area. The

scale should also be checked to make sure that

the definitions of behaviors are clear and that the

instructions on how to collect data are not

ambiguous. The final step (Step 8) is to ascertain

the current status of the individual and deter-

mine when the client will be evaluated again to

document if she or he has progressed. The

selection of the time period between evaluations

is related to the type of intervention provided,

the expected level of performance, and external

criteria imposed by third party payers,

accrediting agencies and others.

The most commonly used system of scoring

relies on the five-point scale of performance (see

Step 6) with scores ranging from �2 to +2 for

each scale. In this scheme, a rating of �2 is

associated with the least favorable outcome; �1
less than expected; 0 expected level of perfor-

mance; +1 greater than expected outcome; and

+2 most favorable outcome. These ratings are

used for each of the levels across all goals.

In scoring the GAS, relative weights are

assigned to each of the goals identified for the

client. There is no standard procedure for deter-

mining how each goal is weighted. The weighting

is (ideally) achieved by consensus among the

patient, clinician, family members, and other per-

sons concerned with the patient’s performance.

The weighing reflects a prioritizing or ranking of

O 1410 Outcome for the Single Case



the goals. If four primary goals are prioritized, for

example, then the most important goal is given

a ranking (weight) of +4 and the least important

goal a weight of +1. The weights (rankings) must

be determined in the goal planning stage and not

in the final assessment phase.

Evaluation Formula. After the intervention

has been administered, the weights for the goals

and the rating of each level of performance are

used to compute a GAS score (Kiresuk & Sher-

man, 1968). This score represents a numeric

index of the client’s improvement (or lack of

improvement). The formula used to compute the

goal attainment score is as follows:

T ¼ 50þ ð10SWiXiÞ
1� rð ÞSWi

2 þ r SWið Þ2

Xi represents the outcome score for each behavior

(a value from �2 to +2).

Wi represents the weighting for a particular goal.

r-value in the formula reflects the estimated aver-

age intercorrelation between outcome scores.

Kiresuk et al. (1994) suggest that an r-value of

0.30 can safely be assumed and used as

a constant in the formula.

T-value is a standardized score with a mean of 50

and a standard deviation of 10.

A T-score of 50 corresponds to the 0 point on

the original profile, that is, the expected level of

performance ranging from�2 to +2. A T-score of

greater than 50 represents performance above the

expected level and a T-score of less than 50

reflects performance below the expected level.

The T-score is a better reflection of client per-

formance than the simple raw score because it

combines the outcome scores for all the goals to

provide an overall measure of client improvement

(or lack of improvement) (Kiresuk & Sherman,

1968). Another advantage of the T-score is that it

allows the weighting given to the individual goals

to be incorporated into the final outcome.

An advantage of GAS is that it is not bound to

any theoretical orientation or type of treatment or

outcome measure. Another strength is that goals

can be individualized and designed to represent

realistic expectations concerning client perfor-

mance. The GAS strategy actively encourages

cooperative person-centered goal setting. Input

from clients, family members, and other health

service providers is important in establishing and

prioritizing (weighting) the goals and in deter-

mining realistic levels of expected performance

(Kiresuk & Sherman, 1968).

As Rockwood et al. (1993) accurately note

“Goal Attainment Scaling can, quite properly, be

viewed as an accountability system” (p. 450) it is

not a research method. The procedures associated

with GAS can, however, be incorporated into

many standard research designs (Khan, Pallant,

& Turner-Stokes, 2008). If GAS is used in

a research context then attention must be devoted

to ensuring the internal validity of the investiga-

tion by blindly recording and establishing the reli-

ability of the outcome measures. Khan and

associates (Khan et al., 2008) provide valuable

suggestions and guidelines to practitioners inter-

ested in using GAS in a research context.

Implications for Practice and Research

The Reliability Change Index, Single-subject

designs and Goal Attainment Scaling can assist

practitioners in systematically evaluating change.

It may not be realistic to expect behavioral medi-

cine practitioners to complete complex and time-

consuming research studies based on experimental

procedures or randomized clinical trials. Practi-

tioners do, however, have the opportunity and

obligation to assess client/patient performance,

document change, and report the results

to consumers and colleagues. Increasingly, this

obligation includes providing an opportunity

for the patient and family to have a role in

the assessment, intervention, and evaluation

process. Goal Attainment Scaling and other

patient-centered methods focused on individual

outcomes can help improve the evidence-based

services provided to persons with disabilities

and chronic disease.
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Synonyms

Excess weight

Definition

Being overweight is defined as being heavier than

is healthy given a person’s height, gender, and

age. This includes having more body fat than is

desired. Being classified as an overweight adult

consists of having a body mass index (BMI)

between 25 and 29.9. BMI is calculated by taking

a person’s weight in kilograms and dividing it by

the square of the person’s height in meters. For

adults, a BMI of 25 is considered the 85th per-

centile. A similar calculation is computed to

determine a child’s BMI; however, gender and

age are also added into the equation to account for

differences in expected body fat at different
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developmental levels according to gender.

Although BMI is a generally accepted measure

for obesity, it is not diagnostic since it is not a

direct measure of body fat. Other measures of

body fat distribution include skinfold thickness

tests, waist circumference, calculation of waist-

to-hip circumference ratios, ultrasound, com-

puted tomography, and magnetic resonance

imaging (MRI; CDC, 2009b).

Data from the United States National Health

and Nutrition Examination Survey (NHANES)

indicate that between 2005 and 2006, nearly

33% of adults 20 years and older were classified

as overweight according to their BMI. From that

same survey, 34.3% and 5.9% of adults were

classified as obese and extremely obese, respec-

tively. Thus, 72.9% of adults in the USA were

overweight or obese. Data from 2007 to 2008

indicated that 32% of children aged 2–19 years

old met criteria for being overweight according to

BMI (Ogden et al., 2010). These rates are much

higher than those reported 10 years ago, which

were significantly higher than the rates reported

10 years before that. High rates of obesity have

been reported in other countries outside of the

USA as well.

Being overweight is a result of chronic calo-

ric imbalance, with more calories being con-

sumed than expended each day. Genetics,

environment, metabolism, behavior, culture,

and SES all play a role in being overweight.

The consequences of being overweight may be

severe, including but not limited to higher risk

for cardiovascular diseases, type 2 diabetes,

cancer, hypertension, dyslipidemia, stroke, and

sleep apnea (CDC, 2009a). In addition to health

consequences, there are also psychosocial and

economic consequences of being overweight.

These include morbidity and mortality, medical

prevention and treatment expenses, and physi-

cal and psychological distress. For example,

one study conducted by Gortmaker, Must,

Perrin, Sobol, and Dietz (1993) followed obese

adolescents for 7 years. Results indicated that

young obese women completed less years of

school, had lower household incomes,

experienced higher rates of poverty, and were

less likely to be married than women who had

not been obese.
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Definition

Oxidative stress is an environment where the bal-

ance of prooxidant species to antioxidant species

is altered in favor of the former. Prooxidant spe-

cies include free radicals (e.g., the superoxide ion;

O2
�) and nonradical species (e.g., hydrogen per-

oxide; H2O2), which together are classified as

reactive oxygen and nitrogen species (RONS).

RONS are produced as a consequence of normal

cellular oxidation processes. Sources include the

mitochondrial electron transport chain, peroxi-

somes, endothelial or hepatic xanthine oxidase,

and leukocytes. RONS have a variety of roles in

normal homeostasis, including respiration and cel-

lular signaling: RONS are reported to act as tran-

sient signaling molecules in the Ras GDP/GTP

cycle and MAP kinase cascades, through modifi-

cation of protein-bound redox-sensitive thiol

groups.

Antioxidants serve to delay or prevent the

oxidation of substrates or cellular constituents.

They may be endogenous, for example, the

enzymes superoxide dismutase, glutathione

peroxidase, and catalase, or exogenous and

taken in via the diet such as vitamin A, C, and E.

RONS can increase to high levels in some

disease processes or where there is antioxidant

deficiency and may react with cellular constitu-

ents to cause damage, disruption of function, or

degradation resulting in an oxidative stress.

Oxidative stress has been implicated in

a number of diseases including Alzheimer’s

disease, vascular dementia, cardiovascular

disease, rheumatoid arthritis, and diabetes.

Indices of Oxidative Stress

Proteins are highly susceptible to free radical

insults, and such events can lead to irreversible

oxidative modification. Free radicals can oxidize

a protein’s backbone and the side chains of

particular amino acids (e.g., lysine, arginine,

proline, and threonine), as well as induce protein

fragmentation. In all of these instances, carbonyl

groups (C═O) may be introduced into the

protein’s structure. In addition, the reaction of

proteins with aldehyde compounds produced

by lipid peroxidation (e.g., 4-hydroxynonenal

(4-HNE) and malondialdehyde (MDA)) can

lead to carbonyl formation.

Peroxynitrite (ONOO-) is a highly potent

reactive nitrogen species (RNS) formed during

the reaction between nitric oxide (NO•) and

O2•�. In addition to oxidizing proteins, ONOO�

has the ability to nitrate proteins: a nitro

group (�NO2) replaces a hydrogen atom at the

30 position of a tyrosine residue, forming

a 3-nitrotyrosine adduct. This posttranslational

modification can impact upon protein function.

Polyunsaturated fatty acids (PUFA) are

components of cell membranes which are highly

susceptible to oxidative damage by free radicals:

such damage is referred to as free radical-mediated

lipid peroxidation (LPO). The initial step of LPO

involves the free radical-mediated abstraction of

hydrogen atoms from PUFA to form lipid radicals

which react with molecular oxygen to form the

highly reactive peroxyl radical. This extremely

unstable species can further oxidize lipids to pro-

duce new lipid radicals and thereby propagate

a chain reaction. LPO can be terminated if lipid

radicals (e.g., lipid peroxides) reactwith themselves

to form stable lipid peroxide products, or if lipid-

soluble antioxidants (e.g., vitamin E) are available

to reduce peroxyl radicals to lipid hydroperoxides.

Damage to DNA in peripheral blood lympho-

cytes and tissues of the human body is

a highly sensitive and specific marker of oxida-

tive stress. The use of DNA repair endonucleases

(e.g., formamidopyrimidine glycosylase; FPG)

allows the direct quantification of damage caused

specifically by oxidative stress. Free radicals, and

in particular the hydroxyl radical (OH�•), cause
sugar and base modifications, strand breaks, and

DNA-protein cross-links.
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Synonyms

Pitocin; Syntocinon (synthetic forms)

Definition

Oxytocin is a peptide that is produced in the

supraoptic (SON) and paraventricular nuclei

(PVN) of the hypothalamus and released into

circulation from the magnocellular neurons that

extend to the posterior pituitary (peripheral sys-

tem). It is released into the systemic bloodstream

in pulsatile form by sensory and other stimuli.

Oxytocin is also produced and released from

parvocellular neurons in the PVN that project to

numerous areas within the brain. It is a hormone

but also functions as a neurotransmitter. Oxyto-

cin is found in both males and females. Circulat-

ing levels of oxytocin and the number of

oxytocinergic neurons in the hypothalamus are

independent of sex, and oxytocin release and

receptors are similarly induced and distributed

in males and females.

Description

Oxytocin has well-known physiological functions

during labor and in milk letdown in humans. How-

ever, animal research has also demonstrated

effects of oxytocin on a broad range of social and

affiliative behaviors, as well as on physiological

and developmental outcomes. For example, oxy-

tocin plays an important role in the ability to form

normal social attachments and is involved with

social recognition and social interaction behaviors

for both males and females of a number of animal

species (Carter, 2003; Insel & Young, 2001;

Uvnas-Moberg, 1998). Administering oxytocin

has been shown to facilitate maternal behaviors

among rodents such as grooming and licking

pups, as well as other affiliative behaviors.

Research in both rodents and humans has

found that oxytocin activity is elicited by various

conditioned and nonconditioned sexual and

social behaviors such as olfactory stimuli,

touch, hair stroking, warmth, and pleasant vocal

sounds (Depue &Morrone-Strupinsky, 2005). As

a result, investigators now posit that positive

social behaviors and social bonding, character-

ized by repeated physical contact, can lead to the

release of oxytocin (Uvnas-Moberg, 1998). Addi-

tional research in animals and humans suggests

that oxytocin is involved in general central

nervous arousal, with effects that oppose stress-

related activation by inhibiting sympathetic

nervous system activity and increasing parasym-

pathetic activity, as well as inhibiting the release

of glucocorticoids. Some animal work has also

demonstrated that oxytocin seems to shift energy

use toward more positive health-promoting inter-

nal activities like storing nutrients and increasing

the rate of wound healing. These findings have

led to strong interest among investigators in

behavioral medicine, as to whether research on

oxytocin in humans may provide new insights

into the neurobiology of resilience and health.

The role of oxytocin in social, mental, and

physical aspects of health in humans is an area of

active investigation. Preclinical research suggests

that oxytocin facilitates bonding and approach

behaviors partly by inhibiting stress-related mal-

adaptive cognitive, affective, and biological acti-

vation. Because of its potential role in mediating

human social behavior, ongoing research is

focused onwhether oxytocinmay lead to improved

social and emotional functioning for a range of

disorders including autism, schizophrenia, and

anxiety or depression (Averbeck, 2010; Bartz

& Hollander, 2006). Other studies in nonclinical

populations have found that exogenously adminis-

tered oxytocin reduces fear-related activation in the

amygdala, reduces cortisol levels and distress in

response to social stress, increases prosocial behav-

iors, and modulates social memory (Heinrichs,

Baumgartner, Kirschbaum, & Ehlert, 2003;
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Heinrichs, Meinlschmidt, Wippich, Ehlert, &

Hellhammer, 2004; Kirsch et al., 2005; Kosfeld,

Heinrichs, Zak, Fischbacher, & Fehr, 2005). How-

ever, effects of oxytocin do not appear to be uni-

formly positive and prosocial; other research has

found that under certain conditions oxytocin may

actually enhance negative responses to social stress

in humans (Shamay-Tsoory et al., 2009).

Measuring oxytocin and its effects in humans

presents some challenges. Oxytocin release into

peripheral circulation is pulsatile, and it has

a very short half-life. In addition, plasma oxyto-

cin does not easily cross the blood–brain barrier

and therefore may not be informative about oxy-

tocin activity and effects in the brain. As a result,

research on the role of oxytocin in human health

is still in an early period with investigators devel-

oping new assays and protocols for addressing

these methodological challenges.

As with any biological substrate, oxytocin is

likely to have a multiplicity of effects, and poten-

tial therapeutic and mechanistic insights will be

enhanced as we achieve a greater understanding

of the range of effects possible and the conditions

under which they occur.
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Pain
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Synonyms

Pain management/control; Pain: psychosocial

aspects; Pain threshold

Definition

Pain is a noxious sensory phenomenon that

provides information to organisms about the

occurrence or threat of injury. Pain is also a

multidimensional experience that results from a

complex interaction between biological and psy-

chological components and is further influenced by

behavioral and social factors. The temporal course

of pain can range from acute, or time-limited states

in response to injury, to chronic states in which

pain persists beyond the point of tissue repair or

healing. Although the Gate Control Theory

(Melzack & Wall, 1967) provides a unified model

of pain, a variety of pain subtypes exist that have

different underlying mechanisms.

Description

Neurobiology of Pain

A primary function of the nervous system is to

communicate information to alert organisms to

the experience or threat of injury. Therefore, the

noxious qualities of pain function to capture our

attention and motivate action to minimize the risk

of harm. Nociceptors are a specialized class of

primary afferent nerves. Myelinated nociceptors

signal sharp pain from heat and pressure stimuli

on skin with hair. Unmyelinated nociceptors sig-

nal burning and pressure-induced pain on hairless

skin. Both unmyleinated and myelinated

nociceptors signal pain from chemical stimuli.

Injury leads to increased pain sensitivity or

hyperalgesia caused by inflammation.

CNS Mechanisms of Pain Modulation

At the level of the spinal cord, pain modulation

occurs in the substantia gelatinosa (SG) of the

dorsal horn. The SG serves an inhibitory or

gating function that modulates pain signal trans-

duction. Pain modulation also occurs in the

periaqueductal gray (PAG) and rostral ventro-

medial medulla (RVM) of the midbrain, which
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function as a bidirectional relay station. The

system is involved in the suppression of ascend-

ing responses to harmful stimuli and enhances

nociceptive responses. The PAG-RVM system

has connections to the hypothalamus and limbic

forebrain structures including the amygdala,

anterior cingulate cortex, and anterior insula.

Consequently, fear, attention, and pain expec-

tancies exert top-down processes that influence

pain perception.

Clinical Classifications of Pain

Postoperative Pain and its Management

Acute postoperative pain is a product of a range

of physiological mechanisms. It comprises a

constellation of sensory, emotional, and psycho-

logical experiences that follow surgery and is

associated with autonomic, endocrine-metabolic,

physiological, and behavioral responses. Consid-

erable progress has been made to understand the

functions of the peripheral and central nervous

systems, mechanisms of acute postoperative

pain, side effects of analgesic drugs, and tech-

niques and interventions in surgical patients.

However, improvements in the management

of acute postoperative pain are needed. Spe-

cifically, the use of acute pain management ser-

vices may help to ensure that evidence-based

analgesic techniques are implemented. Further-

more, improved collaboration would be useful

between interdisciplinary care teams including

anesthesiologists, surgeons, nurses, and mental

health professionals to optimize postoperative

pain management.

Deep Somatic Tissue Pain Deep tissue pain

encompasses pain from the joints and muscles.

The pain is often diffuse and characterized

by dull and aching sensations. Major sources

of deep somatic tissue pain are inflammatory

diseases, trauma, overload, and degenerative dis-

eases. Under normal conditions, these nociceptors

are activated by stimuli that can lead to structural

damage including overload, twisting, pressure,

and ischemic contraction. Under conditions of

inflammation or trauma, nociceptors of joint and

muscle become increasingly sensitized, particu-

larly to mechanical stimuli.

Two types of spinal cord neurons process

nociceptive input from joint and muscle. These

neurons show two distinct properties: (1) They

converge inputs from the skin and deep tissue,

and (2) they are activated by mechanical stimuli.

Neurons in the thalamus and cortex process

inputs from deep tissue.

Arthritis Osteoarthritis (OA) is a degenerative

joint disease that results in pain localized to the

joint cartilage and subchondral bone. It affects

approximately 30% of adults 75 years and older.

OA is classified by the location of the affected

joints (e.g., hip or knee) and whether the pain is

primary or secondary to other conditions or dis-

ease processes. OA pain may occur in response to

mechanical stimuli but may be chemically medi-

ated when joint tissues fail to adequately repair.

Consequences of OA include loss of articular

cartilage, new bone formation in the subchondral

region, and formation of new cartilage and bone

in the joints and are characterized by pain, stiff-

ness, functional limitations, and impaired quality

of life.

Rheumatoid arthritis (RA) is an autoimmune

disease that results in significant joint inflamma-

tion and pain. It affects nearly 1% of the adult

population. RA involves both the small and large

joints and is distributed symmetrically. RA may

eventually progress to joint failure, which can

result in secondary OA. Age, sex, family history,

and tobacco use are significant risk factors

for RA.

Treatment for arthritis is multidimensional.

Components may include education about the

disease process, weight loss to minimize joint

stress, increased physical activity and/or physical

therapy, analgesics, anti-inflammatory drugs, and

local steroid or hyaluronic acid injections. Spe-

cific to RA, antirheumatic drugs (DMARDs)

may be used to reduce inflammation and slow

the disease progression. In severe or advanced

cases, surgical intervention including joint

replacement may be indicated.

Fibromyalgia Syndrome Fibryomyalgia syn-

drome (FMS) is a persistent pain condition involv-

ing the soft tissues. It affects approximately 2% in
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the general population and is significantly more

prevalent among women than men. Although its

etiology is unknown, significant advances have

been made in understanding its clinical presenta-

tion. Pain is believed to result from central sensi-

tization of somatosensory pathways that induce

enhanced pain perception. This includes persis-

tent, diffuse pain to touch at localized areas in

soft tissues. Other systemic symptoms include

recurrent headaches, dizziness, fatigue, morning

stiffness, irritable bowel syndrome, irritable blad-

der syndrome, insomnia, cognitive dysfunction,

depression, and anxiety.

Treatment for FMS is similar to that of other

persistent pain conditions and includes educa-

tion, physical activity and/or physical therapy,

cognitive-behavioral therapy, and pharmacologi-

cal interventions that act on central neural

pathways.

Low Back Pain Low back pain (LBP) is defined

as pain, muscle tension, or stiffness that is local-

ized between the costal margin and inferior glu-

teal folds. It also presents with or without

radiating leg pain. It can also be classified as

specific, or in response to a known pathology

(e.g., hernia, fracture), or nonspecific or

idiopathic. Nonspecific LBP accounts for 90%

of all cases. Physical exercises are currently the

only empirically supported intervention to pre-

vent LBP. Many randomized controlled trials and

systematic reviews have been published that

examine its treatment. Physical activity, nonste-

roidal anti-inflammatory drugs (NSAIDs), and

muscle relaxants are effective treatments for

acute LBP. Physical therapy and CB therapy in

the context of interdisciplinary pain treatment

programs are recommended for persistent LBP.

Visceral Pain Visceral pain is diffuse. It results

in referred pain (pain perceived in sites other

than the site of injury or pain stimuli). Unlike

somatic nociceptors, the activation of visceral

nociceptors does not require tissue damage.

Rather, it can be caused by the distension of

hollow organs, traction on the mesentery, ische-

mia, and endogenous chemicals associated with

inflammatory processes.

Thorax Pain Angina pectoris is the most fre-

quently occurring form of thorax pain. It is

caused by myocardial ischemia but often pro-

duces chest pain that is distal to the ischemic

event. Cardiac pain is mediated by interplay

between autonomic reflexes and peripheral car-

diac nerves. The thalamus and hypothalamus

transmit cardiac pain to the prefrontal cortex.

The occurrence of pain is slow and lacks spatial

localization. The clinical presentation of myocar-

dial ischemia can be different in men and women.

Pharmacotherapy is the primary intervention for

angina pectoris and acute myocardial infarction

(MI) including beta-blockers, nitroglycerin, mor-

phine, and antithrombotic agents. Percutaneous

transluminal coronary intervention (PCI) and

coronary artery bypass graft surgery (CAGB)

are surgical interventions that improve coronary

blood flow. Other forms of thorax pain include

esophageal chest pain, aortic aneurysms, and

pulmonary events including embolism.

Abdominal Pain Abdominal pain can be caused

by chronic functional disorders or acute life-

threatening conditions. Chronic disorders, such

as irritable bowel syndrome, account for the

majority of diagnoses that account for abdominal

pain. Most chronic disorders result in enhanced

pain perception in response to visceral stimuli,

which results from central pain modulation

mechanisms. In contrast, acute abdominal pain

is caused by an identifiable stimulus or pathology

(e.g., gastric ulcer). Although interventions for

acute abdominal pain are highly effective, the

development of efficacious treatments for

chronic conditions is needed.

Orofacial Pain Orofacial pain is defined as pain

experienced in the motor or sensory aspects of the

trigeminal nerve system. Pain signals are trans-

mitted to the nucleus caudalis in the medulla

and project onward to the thalamus and cortex

via the trigeminothalamic tract. Orofacial pain

is exacerbated by central convergence, inflamma-

tion of the oral mucosa, and central sensitization

to pain (increased spontaneous firing of nerves).

Prevention strategies include preoperative

administration of NSAIDs to block inflammatory
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processes and local anesthetics to reduce central

sensitization. However, due to common adverse

events when using systemic opioids, their outpa-

tient use is limited. The etiology of persistent

(unremitting or recurrent) orofacial pain is poorly

understood. Consequently, pain management is

imprecise, and the majority of therapies are not

validated.

Neuropathic Pain Neuropathic pain occurs in

response to injury (lesion or dysfunction) of the

nervous system. Numerous animal models have

been proposed to account for the underlying

mechanisms. One of the earliest models origi-

nated from the observation that animals attack

a limb in which the axons of neurons have been

severed following injury. This model suggests

that a central sensitization process occurs, such

that severed nerves exhibit greater spontaneous

firing frequencies than healthy intact nerves.

Individuals experiencing neuropathic pain

describe their pain as “electric shocks, burning,

tingling, itching, and prickling.” Examples of

neuropathic pain conditions include neuropathies

(e.g., peripheral, autonomic) and neuralgias (e.g.,

trigeminal). Pharmacological treatments may

include topical analgesics, tricyclic antidepres-

sants, anticonvulsants, and opioids.

Phantom Limb Pain This is a form of neuro-

pathic pain and refers to perceived pain sensa-

tions in the anatomical space of a limb that has

been amputated. Although the majority of indi-

viduals experience sensations related to the

shape, posture, or movement of the missing

limb, 60–80% of individuals experience intermit-

tent or persistent pain. Although the specific

mechanisms underlying phantom limb pain are

not entirely understood, both the peripheral and

central nervous systems are involved. Additional

treatments may include sodium channel blockers,

physical therapy, and transcutaneous electrical

nerve stimulation.

Cancer Pain The neurobiology of cancer pain

is poorly understood. However, new models

have identified mechanisms that both produce

and maintain cancer pain. Tumor cells and

tumor-associated cells (macrophages, neutrophils,

T-lymphocytes) are believed to sensitize primary

afferent neurons in the periphery. Findings from

these studiesmay lead to the development of novel

therapies that act on these peripheral mechanisms

and could improve the quality of life of individuals

living with cancer.

Pain Assessment and Intervention Pain is

a complex and subjective experience character-

ized by sensory-discriminative, motivational-

affective, and cognitive-evaluative dimensions.

Pain can be evaluated using a variety of tools

including verbal and numerical self-report scales,

visual analogue scales (VAS), self-report mea-

sures, behavioral observation, and physiological

markers. A combination of these measures is

recommended to yield the most valid information

about this phenomenon.

Within clinical and research settings, the

VAS, the McGill Pain Questionnaire (MPQ),

and the Multidimensional Pain Inventory (MPI)

are examples of commonly used instruments.

Using a VAS, individuals are asked to rate their

current pain intensity on a numeric scale that is

anchored by 0 (no pain at all) and 10 (the most

pain you could imagine experiencing). The

McGill Pain Questionnaire was developed

Melzack and Wall (Melzack, 1975). It evaluates

the specific location(s), intensity, and qualities

of pain that individuals currently experience. It

contains four domains including sensory, affec-

tive, evaluative, and miscellaneous. It can either

be clinician-administered or completed indepen-

dently by patients in a self-report manner.

The McGill Pain Questionnaire is a reliable

and valid tool to assess the multidimensional

nature of pain experience. For research applica-

tions where time is limited to obtain informa-

tion, a short-form McGill Pain Questionnaire

(SF-MPQ) is also available. The MPI is a com-

prehensive self-report instrument designed to

evaluate a full range of experiences with persis-

tent pain conditions. It includes dimensions of

pain intensity, emotional distress, cognitive and

functional adaptation, and social support. It has

also been shown to have solid psychometric

properties.
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Cognitive-Behavioral Approaches to Pain

Management In the context of persistent pain

conditions, cognitive-behavioral (CB) interven-

tions focus on developing adaptive pain coping

skills. These skills are intended to minimize the

experience of pain, prevent or minimize pain

exacerbations, and limit pain-related disability.

A CB intervention addresses the subjective and

contextual aspects of pain. First, patients receive

education about theories of pain (e.g., Gate Con-

trol Theory) to foster an understanding of why

pain persists beyond the point of tissue repair.

Understanding this conceptual framework pro-

vides the foundation for deploying a series of

related cognitive and behavioral interventions.

Cognitive interventions may include cognitive

restructuring to minimize pain catastrophizing,

attention diversion and distraction techniques,

and problem solving exercises. Behavioral inter-

ventions may include relaxation, paced diaphrag-

matic breathing, goal setting, behavioral

activation, and graded exposure to feared physi-

cal activities. In the management of persistent

pain, CB interventions are often most effective

when implemented in the context of interdisci-

plinary care teams and can be used as an adjuvant

to other physical, pharmacological, or surgical

therapies.

Cross-References

▶Gate Control Theory of Pain

▶ Pain Anxiety

▶ Pain Management/Control

▶ Pain Threshold

▶ Pain: Psychosocial Aspects

▶ Pain-Related Fear
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Synonyms

Pain-related fear

Definition

Pain anxiety is a future-oriented state of auto-

nomic arousal that is triggered by the anticipation

of pain. Similar to the tripartite model of anxiety,

it is comprised of cognitive, physiological, and

behavioral components. Pain anxiety is an affec-

tive manifestation of the autonomic nervous sys-

tem that occurs in response to the anticipation of

pain. Albeit to a lesser degree than that triggered

by fear, the sympathetic nervous system becomes

activated by the septo-hippocampal brain

regions. Pain anxiety is characterized by cogni-

tive, physiological, and behavioral symptoms.

Cognitively, individuals become hypervigilant

for pain-related cues by internally scanning their

body (for internal signs and symptoms of pain)

and the environment (for pain-inducing contexts

or stimuli). They also anticipate experiencing

pain in the future and may often expect their

pain to be catastrophic (e.g., “Having to get my

tooth fixed at the dentist will be excruciating”). In

turn, individuals become motivated to engage

in avoidance behaviors to minimize the likeli-

hood of experiencing future pain. According to

fear-avoidance models of pain, behavioral avoid-

ance (typically of situations involving physical

activity or movement) leads to physical

deconditioning and muscle atrophy, which in

turn, may result in greater pain intensity. Pain

anxiety and related avoidance behavior greatly

contributes to the progression of acute to persis-

tent pain.

The most common mode of assessment

of pain anxiety involves the administration of

well-validated self-report instruments. Several

published scales are available that assess the

nature and extent of pain-related cognitions

(e.g., “When I hurt, I think about pain con-

stantly”), pain-related avoidance (e.g., “I try to

avoid activities that cause pain”), and physiolog-

ical symptoms (e.g., “When I sense pain, I feel

dizzy or faint”). Examples of self-report instru-

ments include the Pain Anxiety Symptom Scale

(PASS) and the Burn-Specific Pain Anxiety

Scale. Alternative modes of assessing pain-

related fear include semi-structured clinical inter-

views and the direct observation of patient

behavior.

Cognitive behavior therapy (CBT) is the most

well-validated intervention for pain anxiety.

Treatment components include psychoeducation

and introduction, demonstration, and practice of

a variety of adaptive coping skills (i.e., progressive

muscle relaxation, diaphragmatic breathing, men-

tal imagery, behavioral activation and pleasant

activity scheduling, activity-rest cycling, physical

therapy/exercise, problem-solving, cognitive

restructuring, and calming self-statements). In

treating pain-related fear, special emphasis is

placed on graded in vivo exposure with behavioral

experiments. These latter components allow indi-

viduals to identify situations through which they

can gather information to test and challenge their

distorted pain-related cognitions.

Cross-References

▶ Pain, Psychosocial Aspects

▶ Pain-Related Fear
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Pain Anxiety Symptoms Scale (PASS)
and Short Version PASS-20
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Definition

Short self-report questionnaires designed to mea-

sure aspects of pain-related anxiety and avoid-

ance for use in clinical assessment and research.

Description

The 40-item Pain Anxiety Symptoms Scale

(PASS) (McCracken, Zayfert, & Gross, 1992)

and a shorter 20-item version of the same assess-

ment instrument (PASS-20) (McCracken &

Dhingra, 2002) measure pain-related anxiety,

fear, and avoidance. They were designed for clin-

ical and research purposes and mostly for use

with adults with recurrent or chronic pain condi-

tions. However, they have been validated and

used in people without identified pain conditions,

such as university students and people recruited

from community settings (Abrams, Carleton, &

Asmundson, 2007). The original PASS was

developed at a time during the late 1980s and

early 1990s when clinicians and researchers

were beginning to focus greater attention on pro-

cesses of fear and avoidance in relation to chronic

pain. Since that time a model of chronic pain

referred to as the “fear-avoidance” model has

become a popular organizing framework guiding

research and treatment development (Vlaeyen &

Linton, 2000). The PASS and PASS-20 have

been used in research investigating models and

mechanisms of pain-related disability, and in treat-

ment process and outcome research (McCracken&

Gross, 1998; Vowles & McCracken, 2008). They

are also routinely used in clinical practice for

analyzing and conceptualizing cases and in

treatment-related decision making.

Both versions of the PASS include four

subscales that reflect aspects of avoidance behav-

ior (e.g., I will stop any activity as soon as I sense

pain coming on), cognitive anxiety (e.g., During

painful episodes it is difficult for me to think of

anything else besides the pain), fear (e.g., When

I feel pain I am afraid that something terrible will

happen), and physiological anxiety (e.g., I find it

hard to calmmy body down after periods of pain).

The four subscales are equal length in each ver-

sion of the measure. All items are rated on a scale

from 0 (never) to 5 (always). In the 40-item

version five items are reverse-keyed and must

be recoded before calculating summary scores.

Summary scores for both versions are calculated

by summing assigned items and then by summing

the subscales to derive an overall score.

There are no set cutoffs for interpreting scores

from the instruments. One method to facilitate

interpretation is to convert raw scores to standard

scores or percentile ranks. As an example, a table

of raw scores and percentile rank equivalents has

been constructed from a large consecutive sample

of patients seen at a tertiary care center in the UK

(N ¼ 339). From this raw scores of 15.0, 33.0,

60.0, and 78.0 from the PASS-20 correspond

to the 5th, 25th, 75th, and 95th percentile,

respectively.

The PASS and PASS-20 have been exten-

sively validated. They both show very good
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internal consistency and temporal consistency

(McCracken & Dhingra, 2002; Roelofs et al.,

2004) and a factor structure that generally

matches the a priori subscale structure (Abrams

et al., 2007; Larsen, Taylor, & Asmundson,

1997; Roelofs et al., 2004). Both versions of

the instrument demonstrate adequate construct

validity in relation to variables such as general

anxiety and depression (e.g., Roelofs et al.,

2004) and show mostly moderate to large

correlations with important criterion variables,

such as measures of physical and psychosocial

disability (e.g., McCracken & Dhingra, 2002).

The original PASS (McCracken & Gross, 1998)

and the 20-item version (Vowles & McCracken,

2008) both appear sensitive to the effects of

multidisciplinary treatment for chronic pain.

For most uses currently the PASS-20 is pre-

ferred as it appears equivalent to the longer ver-

sion in most important respects. The PASS-20

has been translated into Chinese, Dutch, French,

Icelandic, Iranian, Polish, and Spanish, among

other languages.

The fear-avoidance model of chronic pain has

been a very useful model for understanding

pain-related disability and for guiding the cur-

rent generation of treatment developments for

chronic pain. At the same there are other theo-

retical and treatment developments that appear

wider in scope and possibly more progressive

than the fear-avoidance model. These develop-

ments include contextual approaches within

cognitive behavior therapy, approaches such as

Acceptance and Commitment Therapy (ACT)

(Hayes, Strosahl, & Wilson, 1999) and mindful-

ness-based approaches. In this work measures

such as the PASS-20 remain useful. Other vari-

ables that are known to have strong relations

with pain-related fear and avoidance are also

now frequently studied, such as acceptance of

pain and values-based action, among others, and

a wider process called psychological flexibility

(e.g., Vowles & McCracken, 2008). The point is

that the PASS-20 and its focus on fear and avoid-

ance remains relevant and the field is also

evolving so that these process are being exam-

ined in a broader and well-integrated cognitive

behavioral framework. These theoretical and

treatment developments may be important to

those who are hoping to assess pain-related

fear and avoidance and may be seeking to use

an instrument such as the PASS-20.
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Pain Management/Control
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Synonyms

Pain: psychosocial aspects

Definition

Pain is a multidimensional phenomenon. Pain

management refers to the physiological (i.e.,

pharmacological, surgical), psychological,

and behavioral interventions that are aimed at

minimizing pain perception and alleviating

pain-related interference and disability.

Description

Historically, pain was conceptualized using a dis-

ease model and was considered to be a purely

sensory experience resulting from injury, inflam-

mation, or tissue damage. However, limitations to

this model became evident after observing diverse

responses to pain across individuals despite objec-

tively similar physical stimuli or trauma.

In 1965, Melzack and Wall published a seminal

paper in Science that outlined a revolutionary

theory of pain (Melzack & Wall, 1965).

Gate Control Theory

The Gate Control Theory emphasized central

neural mechanisms at the level of the spinal

cord that modulate afferent signals from periph-

eral nerves en route to the brain. This sensory

modulation and subsequent pain perception

is influenced by sensory input, cognitive

processing, affective states, neural inhibitory

capacities, activities of the stress-regulation

system, and subsequent behavioral responses.

Therefore, interventions targeting these multiple

mechanisms provide opportunity to achieve

effective pain management.

Pharmacological and Surgical Interventions

Pharmacological interventions are often the

first-line treatments for pain. Systemic analgesics

are the focus of both acute and persistent

pain management and include nonsteroidal anti-

inflammatory drugs (NSAIDs), including acet-

aminophen (ASA), and opioid analgesics (pure

or in combination with NSAIDs). Combination

opioid analgesics are typically administered

orally; however, other routes of administration

include rectal and sublingual. Pure opioids

can be administered through the skin (with

a transdermal patch), subcutaneously, or intrave-

nously. These latter routes of administration are

typically used when adequate pain relief is not

achieved with the use of NSAIDs or combination

opioids. In cases of neuropathic pain (i.e., pain

due to dysfunction of the nervous system, in the

absence of tissue damage), antiepileptic medica-

tions are often used (e.g., pregabalin). In light of

their misuse and abuse potential of opioids, indi-

viduals with persistent pain should be evaluated to

determine if chronic opioid management is clini-

cally appropriate. Individuals with a history of

medical non-adherence or individuals with severe

axis I or axis II pathology may require close mon-

itoring if opioid medications are prescribed.

Surgical procedures for pain management

range in their degree of invasiveness. Minimally

invasive procedures include steroidal injections

and nerve blocks (of the peripheral and sympa-

thetic nerves). Maximally invasive procedures

include radiofrequency ablations (for the local

destruction of nervous tissue), spinal cord stimu-

lator implantation (for the neuromodulation of

afferent pain signals), and intrathecal pump

implantations (for the direct administration of

opioids and other analgesics into the cerebral

spinal fluid when pain relief using other modali-

ties has been unsuccessful). Particularly with

these more invasive surgical interventions, indi-

viduals must adhere to medical recommendations

to avoid potentially life-threatening adverse
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medical events. Consequently, candidates for

these procedures also require careful evaluation

and selection by qualified professionals to ensure

patient safety.

Cognitive Behavioral Interventions

Cognitive behavioral interventions focus on

developing adaptive pain coping skills to mini-

mize the experience of pain, prevent long-term

exacerbations in pain, and minimize pain-related

disability. For individuals with persistent pain

(either intermittent-recurrent pain or unremitting

pain), they often become anxious and fearful of

the pain experience and avoid engaging in phys-

ical activity to minimize the experience of pain.

However, over time, this behavioral avoidance

contributes to the loss of physical strength,

physical deconditioning, and muscular atrophy

(i.e., loss of muscle mass) that exacerbates pain

perception. In essence, the avoidance of physical

activity because of pain results in pain intensifi-

cation. This behavioral avoidance reinforces the

fear of pain, resulting in greater anxiety and

propensity to avoid physical activity. Further-

more, avoidance of pain often leads to avoidance

of activities through which individual’s derive

meaning and value (e.g., participation in one’s

profession, spending time with family/friends).

Over time, avoidance may contribute to a sense

of isolation, undermine one’s confidence in their

ability to manage their pain, and increase

the focus of their attention to the perception of

pain. This process contributes the development

or exacerbation of depression, the intensifica-

tion of pain, and pain-related interference and

disability.

Components of cognitive behavioral interven-

tions for persistent pain include psychoeducation

and introduction, demonstration, and practice of

a variety of adaptive coping skills (i.e., progres-

sive muscle relaxation, diaphragmatic breathing,

mental imagery, behavioral activation and pleas-

ant activity scheduling, activity-rest cycling,

physical therapy/exercise, problem-solving,

cognitive restructuring, and calming self-state-

ments). Within a CBT protocol, the relaxation

procedures reduce sympathetic arousal to both

“close the gate” to minimize the transmission of

afferent pain signals to the brain and reduce mus-

cle tension associated with pain. The attention

procedures (i.e., mental imagery, pleasant activ-

ity scheduling) function to distract individuals

from their pain experience and facilitate positive

experiences and positive affect. The behavioral

interventions (i.e., activity-rest cycling, behav-

ioral activation, physical therapy/exercise) are

intended to help individuals learn how to engage

in activities despite experiencing pain and to

both minimize pain-related interference and

maintain their physical conditioning. While ini-

tial behavioral engagement often results in pain

exacerbations, and over time, it is associated

with reductions in pain intensity. In cases

where individuals experience high degrees of

pain-related fear and anxiety, graded exposure

in vivo to physical movement may be required

to minimize their affective response. Cogni-

tive interventions (i.e., cognitive restructuring,

calming self-statements, problem-solving) are

intended to address pain catastrophizing

(e.g., “This pain is so horrible I cannot do

anything”), maladaptive pain beliefs (e.g.,

“Walking should not be painful”), and enable

adaptive problem-solving skills. These cogni-

tive behavioral interventions can be effectively

delivered in individual or group formats, can be

modified for family or system-based interven-

tions, and can be augmented with the use of

biofeedback equipment (e.g., superficial electro-

myography and monitoring of heart rate, respi-

ration rate, peripheral temperature, and skin

conductance). These applications are intended

to provide individuals with physiological data

that is used to help modulate sympathetic ner-

vous system arousal using the coping skills

outlined above.

Pain is a complex and multidimensional

experience. In cases of persistent pain, individ-

uals may benefit from clinical management by

interdisciplinary teams. Although in some cases

complete pain relief is not feasible, a combination

of the approaches described above can minimize

pain-related interference, disability, and the

impact and potential for comorbid psychiatric

conditions to maximize the quality of life experi-

enced by individuals.
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Definition

Pain threshold is defined as the minimum inten-

sity of a stimulus that is perceived to be painful.

Previously, this threshold was believed to be uni-

form across individuals, such that given intensity

of a stimulus was thought to produce a given pain
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response. However, it is now understood that the

experience of pain is a subjective phenomenon,

which is influenced by a complex interaction of

biopsychosocial factors.

Historically, Specificity Theory and Pattern

Theory posit that pain results from the direct

transmission of peripheral stimuli to the brain,

and stimulus response occurs in a reproducible

relationship. However, limitations to these theo-

ries became evident after observing divergent

responses to pain across individuals despite

objectively similar physical stimuli or trauma.

Consequently, Melzack and Wall proposed the

Gate Control Theory of pain, which revolution-

ized our understanding of this phenomenon.

According to this theory, peripheral small

diameter nerve fibers (i.e., pain receptors) and

peripheral large diameter nerve fibers (i.e., nor-

mal receptors) project to the substantia gelatinosa

(SG) in the dorsal horn of the spinal cord. The SG

serves an inhibitory or gating function that mod-

ulates signal transduction. The SG also projects

afferent fibers to the first transmission (T) cells.

Activation of the T cells “activates the neural

system” via the spinothalamic tract to facilitate

pain perception.

In part, pain perception is determined by this

bottom-up process. In the absence of sensory

input, inhibitory neurons in the SG prevent

projection neurons from transducing signals to

the brain (i.e., maintaining a closed gate).

When there is a preponderance of stimulation

of pain receptors, the inhibitory neurons in the

SG becomes inactivated (opening the gate),

permitting the afferent projection neurons to

transduce pain signals to the T cells and to the

brain. However, pain perception is also

influenced by top-down processes that include

cognitive processes (e.g., attention), neural

inhibitory capacities, affective states, and activ-

ities of the stress-regulation system. These pro-

cesses transduce efferent signals to the dorsal

horn in the spinal cord that further modulate the

spinal gate and subsequent pain perception.

Pain threshold is determined by variation in

spinal gate modulation from both bottom-up

and top-down processes that facilitate pain

perception.
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Synonyms

Pain anxiety; Pain management/control; Pain-

related fear

Definition

Researchers and clinicians have begun to map the

trajectory of pain from acute to persistent states.

These outcomes are influenced by a complex inter-

action of biological, psychological, behavioral, and

social components, which can be clustered into

intrapersonal factors (factors affecting the level of

the individual) and interpersonal factors (factors

affecting the interaction between the individual

and their environment). These factors influence

both pain perception and responses to treatment.

Description

Pain is a universal phenomenon experienced

by most individuals. However, pain sometimes
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persists beyond a reasonable time during which

tissue typically heals following injury. Several

researchers have developed and articulated con-

ceptual models to understand how and why for

some individuals pain transitions from acute to

persistent states.

Fear-Avoidance Models of Pain

Fear-Avoidance Models posit that following the

onset of pain (from injury or disease process),

individuals appraise and evaluate their experi-

ence (see Fig. 1 Norton & Asmundson, 2003).

For those who perceive their pain in a realistic

manner, they do not experience excessive

fear of pain, are able to engage in activities

following a reasonable healing period, and sub-

sequently recover from their experience. How-

ever, for others, a more complicated course of

recovery ensues triggering a variety of cogni-

tive, physiological, and behavioral symptoms.

For those that progress to develop persistent

pain (either recurrent intermittent pain or

unremitting pain), they interpret their pain

to be catastrophic in nature (e.g., “This pain

is so excruciating I cannot function”). This

overinterpretation triggers a state of autonomic

arousal and pain-related fear. This fear is

accompanied by a variety of somatic symptoms

and negative cognitions about pain that moti-

vates are variety of escape-avoidance behaviors

(e.g., prolonged periods of rest, avoidance of

physical activity). Over time, the anticipation

of experiencing pain in the future motivates

continued avoidance of activity, which in turn,

leads to loss of physical strength, physical

deconditioning, and muscle atrophy. These con-

sequences result in increases in pain intensity,

which continues to fuel this fear-avoidance

cycle. Several individual difference variables

have been identified that seem to place individ-

uals at risk for developing persistent pain and

include negative affectivity (i.e., trait experi-

ences of negative emotions) and anxiety sensi-

tivity (i.e., the propensity to experience fear of

somatic sensations). Individuals that experience

higher levels of these traits have been shown

to be at greater risk for developing persistent

pain conditions.

Intrapersonal Factors in Persistent Pain

Regardless of the nature of the pain experience

(i.e., headache pain; orofacial pain), psychosocial

factors have been shown to moderate pain inten-

sity and progression. Specifically, depression,

anxiety disorders (e.g., post-traumatic stress dis-

order, panic disorder, generalized anxiety disor-

der), substance use disorders, and somatoform

pain disorders commonly co-occur with persis-

tent pain conditions and are significantly higher

than rates found in the general population. Fur-

thermore, personality disorders also appear to

occur more frequently among patients with per-

sistent pain than among the general population;

however, precise estimates in the general

population are not available. These psychiatric

phenomenon may share similar underlying pro-

cesses to pain (that may account for their

co-occurrence), are associated with more nega-

tive perceptions of pain, and influence individ-

ual’s behavioral responses (e.g., are associated

with greater pain-related avoidance). It has also

been shown that heightened emotional reactivity,

particularly when coupled with concurrent psy-

chosocial stressors, further exacerbates negative

perceptions of pain and predisposes individuals

to pain-related disability. Furthermore, active

coping skills (e.g., continuing to engage in activ-

ities, distraction from pain) are associated with

lower pain intensity and minimize the risk of pain

persistence. In contrast, passive coping skills

(e.g., pain-related avoidance behavior, reliance

on others) are associated with higher pain inten-

sity and increase the risk of pain persistence.

Interpersonal Factors in Persistent Pain

Beyond the individual, several interpersonal fac-

tors are associated with pain severity, persistence,

and pain-related disability. Within the context of

intimate relationships, displays of pain-related

behavior solicit responses from others that

become reinforced over time and may perpetuate

negative outcomes. For instance, an individual

with persistent low back pain may display

grimacing and guarding behaviors in response

to pain experienced while attempting to dress

them self. However, their partner may respond

by providing physical assistance to help this
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individual put on their clothes. Although this phys-

ical assistance helps to minimize the pain experi-

enced, and facilitates the timely completion of this

task, it reinforces the need for assistance contrib-

uting to more significant pain-related disability.

Over time, such pain-related behaviors become

negatively reinforced (since the assistance pro-

vided minimizes the experience of pain), which

increases the likelihood of similar future behav-

ioral responses. Furthermore, the need for assis-

tance may undermine an individual’s self-efficacy

(i.e., their confidence in their ability to manage

pain) and contribute to greater pain intensity, more

frequent pain-related behavior, physical inactivity,

and pain-related disability.

Psychosocial Factors and Treatment

Response

Following the progression from acute to persis-

tent pain, psychosocial factors have also been

shown to influence responses to a variety of

treatments. Across different categorical subtypes

(i.e., low back pain; headache pain), the presence

of axis I pathology (e.g., depression, anxiety,

somatization) is associated with lower response

to treatment (i.e., greater frequency and intensity

of pain reports, greater perceived functional

impairment), and may interfere with individual’s

ability to engage in the treatment process

(e.g., depression interferes with treatment atten-

dance and adherence to interventions). Further-

more, it has been shown that the continued use of

maladaptive coping skills (i.e., pain-related

avoidance behaviors), positive attitudes and

expectations about pain and disability (i.e., pain

facilitates the maintenance of supportive rela-

tionships; pain prevents the return to unsatisfac-

tory employment), and unresolved worker’s

compensation/personal injury cases are further

associated with lower treatment response. There-

fore, a comprehensive assessment of these psy-

chosocial factors is imperative at the outset of

any pain-related intervention. This can be accom-

plished by obtaining a detailed medical and
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psychosocial history, conducting semi-structured

clinical and diagnostic interviews with both

patients and their caregivers, the administration

of self-report instruments, and consultation with

current and past health-care providers.

Considered together, persistent pain condi-

tions arise from a complex interaction of biolog-

ical, psychological, social, and environmental

factors. Understanding these relationships will

help to identify factors that maintain and rein-

force persistent pain across time and will provide

insight into the development of effective pain

management interventions.
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Pain-Related Fear
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Synonyms

Pain anxiety; Pain, psychosocial aspects

Definition

It is an affective manifestation of the fight-or-

flight system in response to pain perception. The

sympathetic nervous system becomes activated

by the amygdala, resulting in cognitive, physio-

logical, and behavioral symptoms. Following

pain perception subsequent to injury or pain-

inducing stimuli, pain is interpreted cata-

strophically by inferring more harmful or
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life-threatening outcomes to its underlying cause.

For instance, when an individual experiences

acute pain after rolling over on their ankle, they

might infer that the pain is caused by a broken

bone, rather than by a sprain. This negative cog-

nitive bias is predisposed by trait-like factors

including anxiety sensitivity (i.e., fear of intero-

ceptive experiences) and negative affectivity

(i.e., the propensity toward experiencing nega-

tive emotions). This cognitive process prompts

hypervigilance toward interoceptive cues (e.g.,

pain or muscle tension consequent to their injury)

and illness information in the internal of external

environment (continued or exacerbated pain). This

motivates a constellation of defensive behaviors

(e.g., guarding, rest) that are intended to provide

relief or escape from the pain-inducing state. Fear-

avoidance models of pain, and the empirical

evidence supporting such models, suggest that

pain-related fear is a predisposing factor to the

development of persistent pain conditions.

Assessment of Pain-Related Fear

The most common mode of assessment of

pain-related fear involves the administration of

well-validated self-report instruments. Several

published scales are available including the Fear

of Pain Questionnaire-III (FPQ-III) and the Fear-

Avoidance Beliefs Questionnaire (FABQ). These

measures assess the nature and extent of pain-

related fear by asking individuals to rate how

much they fear the pain associated with a variety

of situations (e.g., “having someone slam a heavy

car door on your hand,” “biting your tongue while

eating”) or the nature and extent of a variety of

pain-related beliefs (e.g., “Physical activity might

harm my back,” “I should not do physical activi-

ties that (might) make my pain worse”). Alterna-

tive modes of assessing pain-related fear include

semi-structured clinical interviews and the direct

observation of patient behavior.

Treatment of Pain-Related Fear

Cognitive behavior therapy (CBT) is a mainstay

in the treatment of pain-related fear. Treatment

components include psychoeducation, and intro-

duction, demonstration, and practice of a variety

of adaptive coping skills (i.e., progressive muscle

relaxation, diaphragmatic breathing, mental

imagery, behavioral activation and pleasant

activity scheduling, activity-rest cycling, physi-

cal therapy/exercise, problem-solving, cognitive

restructuring, and calming self-statements). In

treating pain-related fear, special emphasis is

placed on graded in vivo exposure with behav-

ioral experiments. These latter components allow

individuals to construct situations in which they

collect information to test and challenge their

distorted pain-related cognitions.
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Synonyms

Hospices; Palliative medicine; Supportive care;

Terminal care
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Definition

The World Health Organization (WHO) defines

palliative care as “an approach that improves the

quality of life of patients and their families facing

the problems associated with life-threatening

illness, through the prevention and relief of suf-

fering by means of early identification and

impeccable assessment and treatment of pain

and other problems, physical, psychological and

spiritual” (World Health Organization, 2002).

Description

The goal of palliative care is to achieve the best

possible quality of life for both the patients and

their families.

Palliative care:

• Is a multidisciplinary task and uses a team

approach by physicians, nurses, psychologists,

social workers, and other health professionals

to address the needs of patients and their

families

• Offers a support system to help patients and

their families in the community

• Is applicable at any age and at any stage in the

course of illness, in conjunction with other

therapies such as chemotherapy or radiation

therapy which may prolong life

• Provides relief from distressing symptoms

such as pain, shortness of breath, depression,

drowsiness, and nausea

• Alleviates the adverse side effects, such as

relieving the nausea related to chemotherapy

• Influences positively in the course of illness

(Temel et al., 2010)

Dying is a normal event; however, many peo-

ple feel uncomfortable discussing their own death

as well as the death of someone close. A book

“Hagakure,” written by a samurai warrior, who

was keenly aware of the events of the day, teaches

us how to cope with spiritual pain within the

framework of our own insight. “There is some-

thing to be learned from a rainstorm. When meet-

ing with a sudden shower, you try not to wet and

run quickly along the road. But doing such things

as passing under the eaves of houses, you still get

wet. When you are resolved from the beginning,

you will not be perplexed, though you still get the

same soaking. This understanding extends to

everything” (Yamamoto, 2005).

Perception of physical, psychological, and

spiritual pain may differ in various countries

with different cultures and religions; nonetheless,

we all aim for the same goal in palliative care.
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Definition

Panic attacks are a state of sympathetic nervous

system arousal that results in a discrete episode of

intense fear or discomfort in the absence of objec-

tive danger. This fear is accompanied by a host of

somatic and cognitive symptoms. Symptoms

include tachycardia (i.e., racing heart), sweating,

palpitations, trembling, dyspnea (i.e., shortness

of breath), feelings of being smothered or feel-

ings of choking, nausea, chest pain, abdominal

distress, dizziness, light headedness, derealiza-

tion or depersonalization, numbness or tingling

in the face or extremities, chills or hot flushes,

fear of “going crazy,” fear of losing control, or

fear of death from such an episode. Individuals

must report experiencing at least 4 of the 13

possible somatic and cognitive symptoms.

These aforementioned symptoms typically peak

in intensity over a short period of time (i.e.,

10 min or less). If individuals report experiencing

excessive fear but manifest fewer than four

symptoms, it is considered to be a limited-

symptom panic attack. Panic attacks are classi-

fied into three main subtypes: cued panic attacks

(i.e., panic attacks can occur in response to a

specific situation or event), uncued panic attacks

(i.e., panic attacks that occur “out of the blue” in

the absence of a discernable trigger), or situation-

ally predisposed panic attacks (i.e., panic attacks

that occur immediately on exposure to or in antic-

ipation of a specific situational cue or trigger).

The experience of at least two uncued panic

attacks is a prerequisite for the diagnosis of

panic disorder. However, panic attacks can

occur in the context of any other anxiety disorder

(e.g., generalized anxiety disorder, social anxiety

disorder) when cued by situational events or trig-

gers (e.g., in response to excessive worry; during

a social interaction). The possible consequences

of such episodes make panic attacks of interest to

behavioral medicine.
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Synonyms

Panic attack

Definition

According to the Diagnostic and Statistical

Manual for Mental Disorders, Fourth Edition

(DSM-IV-TR), panic disorder (PD) is an anxiety

disorder that is defined by the experience of

recurrent (two or more) uncured panic attacks.

Following these attacks and for a period of at

least 1 month, individuals must report experienc-

ing concern about either having additional

attacks, concern about the potential implications

of having panic attacks (e.g., death), or signifi-

cantly change their behavior because of the expe-

rience of panic attacks (e.g., avoidance of certain

situations). In this context, panic attacks cannot

occur in response to the physiological effects of

a substance (e.g., caffeine, marijuana), cannot be

due to a general medical condition, and cannot be

better accounted for by another mental disorder
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(e.g., generalized anxiety disorder). PD can occur

in isolation, or in the presence of agoraphobia

(i.e., anxiety about particular places or situations

in which individuals fear experiencing a panic

attack). According to the DSM-IV-TR, PD occurs

in approximately 1–2% of the general population.

The onset of PD typically occurs between late

adolescence and mid-30s. Researchers have

shown that anxiety sensitivity (i.e., an individual

difference variable involving the fear of anxiety-

related somatic symptoms) is a robust predictor of

the development of PD. However, PD (with or

without agoraphobia) is diagnosed more com-

monly among women than among men.

Cognitive Behavioral Models

Theoretical models of PD suggest that among

individuals who are predisposed to being fearful

of somatic cues (i.e., having high levels of

anxiety sensitivity), they catastrophically misin-

terpret physiological sensations when they occur

(e.g., “my heart is racing, Imust be having a heart

attack”). Such distorted cognitions motivate

a series of maladaptive behaviors (e.g., escaping

the current situation to prevent the catastrophic

outcome, avoiding situations because of the fear

of experiencing a future panic attack, not leaving

the house alone in the event of a panic attack).

Over time and across situations, these escape-,

avoidance-, and safety-seeking behaviors become

negatively reinforced, resulting in a reliance on

engaging in these behaviors to either prevent

a panic attack from occurring, or in minimizing

the potential (perceived) negative and catastrophic

outcome(s). Together, these maladaptive cogni-

tions and behaviors contribute to greater sympa-

thetic arousal that results in a host of somatic

symptoms (e.g., racing heart, dyspnea, nausea,

shaking/trembling), which perpetuates the cycle

of panic.

Assessment

Prior to commencing any pharmacological or

psychological intervention, it is essential to

establish a differential diagnosis to determine if

PD is the most appropriate diagnosis. This can be

accomplished through the administration of

structured clinical interviews, the completion of

various self-report instruments, and if necessary,

a thorough medical evaluation. The Structured

Clinical Interview for DSM-IV (SCID-IV) and

the Anxiety Disorders Interview Schedule IV

(ADIS-IV) are the two “gold standard” clinical

interviews for the anxiety disorders. These inter-

views are modeled after diagnostic criteria from

the DSM-IV and assess the presence of all

anxiety disorders, along with a variety of poten-

tially comorbid axis I conditions (e.g., mood

disorders, substance use disorders, somatoform

disorders, psychotic disorders, and adjustment

disorders). In conjunction with structured clinical

interviews, a variety of well-validated self-report

instruments are available to assess the nature,

extent, and risk for PD symptoms. These include

the Anxiety Sensitivity Index, Revised (ASI-R),

the Panic Disorder Severity Scale (PDSS), and

the Agoraphobic Cognitions Questionnaire

(ACQ). If there is potential for a patient’s panic

symptoms to be caused by an underlying medical

condition (e.g., atrial fibrillation), a thorough

medical evaluation is required before a diagnosis

of PD can be established.

Treatment of PD

Efficacious treatments for PD include both

pharmacological and psychological interven-

tions. Both selective serotonin reuptake inhibi-

tors (SSRIs) and benzodiazepines are used in

the treatment of PD. However, it is recommended

that benzodiazepines be prescribed using a sched-

uled dose, as opposed to an “as needed” basis

(i.e., PRN). This helps to minimize the risk of

the benzodiazepine use becoming a maladaptive

safety behavior that may exacerbate PD-related

cognitive distortions. Cognitive behavior therapy

(CBT) remains as the front-line psychological

intervention for PD. Treatment components

include psychoeducation (around the fight-or-

flight system, CBTmodel of panic), identification

and restructuring of cognitive distortions, and

graded exposure (cognitive, in vivo, and intero-

ceptive). Recent technological advancements

permit the augmentation of exposure-based inter-

ventions with virtual reality equipment.
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Parallel Group Design

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Independent treatments group design

Definition

A parallel group design is an experimental study

design in which each subject is randomized to

one of two or more distinct treatment/interven-

tion groups. Those who are assigned to the same

treatment are referred to as a treatment group.

While the treatments that these groups receive

differ, all groups are treated as equally as possible

in all other regards, and they complete the same

procedures during the study. This parallel activity

on the part of the groups of individuals is cap-

tured in the term “parallel group design.”

The term controlled study is often heard in this

context. One group will receive the treatment of

interest and another group a control treatment,

against which responses during and at the end of

the treatment intervention are compared. Going

one step further, the term concurrently controlled

study makes clear that the different groups take

part in their respective treatment arms at the same

time. If all of the subjects in one treatment group

completed their participation first, and then all of

the other subjects completed their participation at

some later time, it is quite possible that other

factors could confound the results.
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Parasympathetic Nervous
System (PNS)
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Definition

The parasympathetic nervous system (PNS) is

one of two main branches or subsystems of the

autonomic nervous system (ANS). It originates in
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the brain stem and sacral spinal cord and

commonly – but not always – yields peripheral

adjustments that are complementary to those

produced by its counterpart, the sympathetic

nervous system (SNS).

Description

The parasympathetic nervous system is one

of two main branches or subsystems of the

autonomic nervous system, the physical system

responsible for nonconsciously maintaining

bodily homeostasis and coordinating bodily

responses.Working with the secondmain branch,

the sympathetic nervous system, the parasympa-

thetic nervous system regulates a wide range of

functions such as blood circulation, body temper-

ature, respiration, and digestion. Parasympathetic

activation commonly leads to adjustments

on organs and glands that are complementary

to those produced by sympathetic activation and

suitable for low activity and bodily restoration

(“rest and digest” as opposed to “fight and

flight”). Examples of low activity and restorative

adjustments are constriction of blood vessels in

the lungs, increased gastric secretion, and

decreased heart rate and contraction force.

Although parasympathetic adjustments tend to

complement sympathetic adjustments, they do

not always. For example, both parasympathetic

nervous system arousal and sympathetic nervous

system arousal increase salivary flow, although to

different degrees and yielding different composi-

tions of saliva.

Basic functional units of the parasympathetic

nervous system are preganglionic and postgan-

glionic neurons. Preganglionic neurons have cell

bodies in the brainstem or sacral spinal cord and

axons that extend to cell bodies of postganglionic

neurons. Postganglionic neurons have cell bodies

that are clustered in so-called ganglia and rela-

tively short axons that innervate target organs and

glands.

The major neurotransmitter of the parasympa-

thetic nervous system is acetylcholine. It is

the neurotransmitter of all preganglionic and

postganglionic neurons. Stimulation of the

cholinergic receptors of the nicotinergic subtype

located on the cell bodies of the postganglionic

neurons by acetylcholine leads to an opening of

nonspecific ion channels. This opening permits

the transfer of potassium and sodium ions, which

depolarizes the postganglionic cell and initiates

an action potential in the postganglionic cells.

Muscarinic cholinergic receptors are located

on target organs and glands. Stimulation of

muscarinic receptors by acetylcholine activates

G-proteins, which trigger the effector response

via a second-messenger pathway. Specific effects

depend on the innervated visceral structure. For

instance, activation of the muscarinic receptors

of the heart muscle leads to reduced heart rate

and heart contraction force. Stimulation of

muscarinic receptors of the salivary glands

increases salivary flow.

In working jointly with the sympathetic ner-

vous system, the parasympathetic nervous system

does not function in an all-or-none fashion, but

rather activates to different degrees. Depending

on the affected visceral structure and situation, it

may be more or less active than the sympathetic

nervous system. Shifts in the magnitude of

sympathetic and parasympathetic influence can

occur locally within a single visceral structure

(e.g., the eye) or across visceral structures, with

local shifts occurring to meet highly specialized

demands (e.g., a change in ambient light) and

global shifts adapting the body to large-scale

environmental changes (e.g., the appearance of

a substantial physical threat). Autonomic control

is maintained by structures in the central nervous

system that receive visceral information from an

afferent (incoming) nervous system. A key

central nervous system structure is the hypothal-

amus, which integrates autonomic, somatic, and

endocrine responses that accompany different

organism states.
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References and Readings

Berne, R. M., Levy, M. N., Koeppen, B. M., & Stanton,

B. A. (2004). Physiology (5th ed.). St. Louis, MO:

Mosby.

Cacioppo, J. T., & Tassinary, L. G. (1990). Principles of
psychophysiology: Physical, social, and inferential
elements. New York: Cambridge University Press.

Cacioppo, J. T., Tassinary, L. G., & Berntson, G. G.

(2000). Handbook of psychophysiology (2nd ed.).

New York: Cambridge University Press.

Ganong, W. F. (2005). Review of medical physiology
(22nd ed.). New York: McGraw-Hill.

Levick, J. R. (2009). An introduction to cardiovascular
physiology (5th ed.). London: Hodder.

Paraventricular Nucleus

▶Hypothalamus

Parent-Child Concordance

▶ Family Aggregation

Parent-Rated Life Orientation Test of
Children (P-LOT)
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▶ Parkinson’s Disease: Psychosocial Aspects
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Synonyms

Degenerative parkinsonism; Parkinsonism;

Parkinson’s disease; PD; Secondary parkinsonism

Definition

Parkinson’s disease (PD) is the second most

common neurodegenerative disorder and is char-

acterized by motoric symptoms of resting tremor,

rigidity, bradykinesia, and gait disturbance.

The psychosocial aspects of PD involve the inter-

action of PD symptomatology, psychological

development and function, personal relation-

ships, and environmental factors.

Description

Parkinson’s disease (PD) is a common neurode-

generative disorder that affects approximately

between 500,000 and a million Americans of all

races and ethnic groups, and 0.3% (5 million) of

the world’s population. Pathologically, PD is an

inexorably progressive disorder of unknown

cause in which neurons of the substantia nigra

progressively degenerate resulting in greater

degrees of brain dopamine deficiency. In addi-

tion, a number of other neuronal pathways

degenerate including cholinergic, noradrenergic,

and serotonergic pathways. Primary motor

manifestations of PD include resting tremor,

bradykinesia (e.g., slowed motor ability), rigid-

ity, and gait disturbance. Important clinical fea-

tures to establish the diagnosis of PD include

P 1438 Paraventricular Nucleus

http://dx.doi.org/10.1007/978-1-4419-1005-9_790
http://dx.doi.org/10.1007/978-1-4419-1005-9_248
http://dx.doi.org/10.1007/978-1-4419-1005-9_853
http://dx.doi.org/10.1007/978-1-4419-1005-9_1141
http://dx.doi.org/10.1007/978-1-4419-1005-9_745
http://dx.doi.org/10.1007/978-1-4419-1005-9_972
http://dx.doi.org/10.1007/978-1-4419-1005-9_1099
http://dx.doi.org/10.1007/978-1-4419-1005-9_1308
http://dx.doi.org/10.1007/978-1-4419-1005-9_100442
http://dx.doi.org/10.1007/978-1-4419-1005-9_101235
http://dx.doi.org/10.1007/978-1-4419-1005-9_101234
http://dx.doi.org/10.1007/978-1-4419-1005-9_101252
http://dx.doi.org/10.1007/978-1-4419-1005-9_101522


asymmetric symptom onset and responsiveness

to levodopa, a commonly used medication to treat

PD symptoms. Due to a combination of endoge-

nous and exogenous factors, a significant propor-

tion of patients with PD also suffer from

comorbid medical and psychiatric illnesses.

This can include pain, insomnia, autonomic

dysfunction, as well as sensory and cognitive

difficulties.

There has been a primary use of a biomedical

approach to inform PD that has focused on

the physical, neurological, and medical PD

symptoms. A biopsychosocial approach may

inform other domains, particularly psychosocial

function. Psychosocial aspects of PD revolve

around three broad domains including (1) per-

sonal relationships, (2) psychological function,

and (3) environmental factors (see Fig. 1).

These domains are all impacted by the progres-

sion and severity of PD symptomatology and age.

As patients progress through different disease

stages, psychosocial aspects will be relatively

affected. There are approximately five stages of

PD. In stage 1, the PD symptoms are minimal and

may have some impact on activities of daily

living, though by stage 2, the PD symptoms are

more noticeable and begin to interfere with rou-

tine physical tasks. At stage 3, the PD symptoms

may be more severe and impede most physical

activities. At stages 4 and 5, the PD symptoms

may be of such severity that the person is unable

to live independently. Thus, greater PD disease

severity is associated with greater adverse impact

on psychosocial functions. For instance, late-

stage PD decreases mobility and communication,

thus limiting patients’ ability to care for them-

selves and resulting in greater reliance upon

others for activities of daily living. Decreased

processing speed, medical problems, and other

normal effects of aging exacerbated by PD fac-

tors limit self-care behaviors, which further

impact psychosocial functioning.

Personal relationships are a tremendous

resource for patients with PD. These relationships

include many integrated networks of family and

friends, and most importantly, caregivers. The

size and quality of the social network as well as

the subjective viewpoint of the patient all

determine a social network’s ability to assist

patients with PD. A larger and higher quality

network may be able to provide more resources

than one that is small and of poor quality. The

network’s quality can be determined by its ability

to provide resources for the PD patient in terms of

physical and emotional support. Adequate rela-

tionship networks are essential to patient well-

being, and patients should be encouraged to

engage in activities that foster and enhance sup-

portive relational networks. Importantly, should

a professional caregiver be unavailable, family

and friends may serve dual roles as caregivers,

which can complicate the interpersonal relation-

ship. The role of the caregiver may be minimal at

the early stages of PD, but increases proportion-

ately to the disease stage, as does stress and

strain. Thus, it is important for caregivers to prac-

tice healthy stress management techniques.

The psychological functions domain includes

mood and affect, personal view of self, and coping.

There is a complex interaction between PD and

psychological functions. For example, intact psy-

chological functions before the onset of PD can

help mitigate the onset of psychiatric illnesses

such as depression and decreased self-worth. On

the other hand, PD has been associated with an

increase in depression and decrease quality of life.

Regarding personal perception, patients may be

burdened by disease stigma and see themselves as

impaired, incapable to care for themselves, and less

worthy than others. These negative personal per-

ceptions can be changed with therapeutic manage-

ment, which can then have positive impacts on

overall health. Coping functions can be subdivided

into coping style (active, passive), coping method

(problem-solving, emotional focused), and coping

strategies (cognitive, behavioral, cognitive-behav-

ioral). Adaptive coping functions can help mini-

mize the impact of PD symptoms, decrease poor

health burden, and increase psychosocial function.

Patients and caregivers should work together when

implementing coping strategies in order to ensure

that they are in sync and achieve maximal benefit.

The environmental domain includes areas

that involve patients with PD to interact with

others. This includes such areas as finances,

employment and occupational performance, and
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transportation and mobility. Physical PD symp-

toms (e.g., tremor, postural instability) can affect

safety as well as employment and occupational

performance. Patients may be unable to perform

certain job duties due to PD symptoms or may be

embarrassed by some symptoms such as tremors.

This can impede work performance for those who

are employed or limit others from seeking

employment. Mobility and transportation diffi-

culties can decrease self-reliance and increase

dependency on others, which can then impact

psychological functions. The adverse impact on

environmental factors is related to the age of PD

onset. Early PD onset tends to have a more

marked adverse impact on multiple domains

including employment, marital status, and quality

of life. Some patients may view early PD onset as

premature aging, with profound negative psycho-

social consequences.

Parkinson’s disease impacts not only motoric

function but also psychosocial function. Given

its progressive, degenerative nature, it can

negatively affect psychosocial domains of per-

sonal relationships, psychological function, and

environmental factors. These domains are inter-

related and are further associated with PD

disease severity, age, and age of illness onset.

A biopsychosocial approach to therapeutic man-

agement will help to inform these domains.

Cross-References
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Parkinson’s Disease: Psychosocial Aspects,
Fig. 1 Figure 1 shows three global domains of psychosocial

aspects relevant to persons with Parkinson’s disease (PD)

including psychological function, personal relationships, and

the environment. These three domains, independently or

collectively, may be impacted by the progression and sever-

ity of PD symptomatology
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Participatory Research
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Synonyms

Community-based participatory research

Definition

Participatory research is an approach to research

that emphasizes equitable involvement and shared

decision making of community members, organi-

zational representatives, and researchers in all

aspects of the research process, ranging from the

choice of research question through the interpre-

tation, dissemination, and application of results

(Israel, Eng, Schulz, & Parker, 2005). While

there has been longstanding recognition that

meaningful, ongoing collaboration between com-

munities and researchers is essential to the design

and conduct of research that will ethically address

community concerns and translate research find-

ings into sustainable public health gains, there has

been a resurgence of interest in the participatory

approach to health research due to the confluence

of two trends. First, researchers have faced the

disconcerting fact that many promising findings

published in the academic literature are never

translated into behavior change by the target

populations and therefore do not result in health

improvement. Second, potential participants have

grown tired of being viewed as the “subjects” of

research, and some feel that there has been little

benefit to their communities in return for their

participation even while they recognize the need

for information-gathering. This convergence has

led to a restriking of the power balance between

the observers and the observed, and the promotion

of participatory research.

Cross-References
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Passive Coping Strategies
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Synonyms

Avoidance; Helplessness

Definition

Coping is the set of intentional, goal-directed

efforts people engage in to minimize the physi-

cal, psychological, or social harm of an event or

situation (Lazarus & Folkman, 1984; Lazarus,

1999). There are many different theoretical and

empirical frameworks for understanding coping

and many different ways of classifying coping

strategies, but one such classification is “passive

coping.” Passive coping refers to feeling of

helplessness to deal with the stressor and relying

on others to resolve the stressful event or situa-

tion (Zeidner & Endler, 1996). Those engaging

in passive coping relinquish to others the control

of the stressful situation and of their reaction

to that situation, or allow other areas of

their lives to be adversely affected by the stress-

ful event or situation (Field, McCabe, &

Schneiderman, 1985). This reliance on external

resources is contrasted with “active coping,” in

which the individual is relying upon their own

resources to cope with the stressor. Passive cop-

ing is associated with depression and poor

psychological adjustment, as well as a poor

outcome.

Passive coping generally involves avoidance,

withdrawal, and wishful thinking. Examples of

passive coping strategies are such cognitions as

“it’s awful and I feel that it overwhelms me,”

“I pray to God it won’t last long,” and “I know

someday someone will be here to help me and it

will go away for awhile.” Behavioral examples

of passive coping strategies include talking

(complaining) to others about the situation

either to ventilate feelings, get sympathy or

elicit their help, withdrawing from social and

other activities, or relying on medication to

cope with the situation. Catastrophization (e.g.,

thinking “it’s terrible and I think it’s never going

to get better”) is sometimes considered a passive

coping strategy.

Cross-References
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▶Coping
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Definition

Pathophysiology (consisting of the Greek origin

words “pathos” ¼ suffering; “physis” ¼ nature,

origin; and “logos” ¼ “the study of”) refers to

the study of abnormal changes in body functions

that are the causes, consequences, or concomi-

tants of disease processes. Studies of pathophys-

iology are concerned with the investigation of

biological processes that are directly related to

disease processes of physical, mental, or psycho-

physiological conditions and disorders (e.g.,

alterations in the endocrine system, in certain

neurotransmitters, or inflammatory parameters

related to the activity of the immune system).

Thus, pathophysiological research aims at identi-

fying biological markers and mechanisms for

predicting and explaining disease processes in

terms of etiology and pathogenesis. Pathophysi-
ology is formally considered as a subdiscipline

within physiology.

Description

The fundamental aim of the domain of pathophys-

iology is to unravel the altered biological (i.e.,

physical and chemical) processes in our organism

that precede, accompany, or follow certain disor-

ders or diseases. In this regard, pathophysiological

research aims at identifying factors and mecha-

nisms that are relevant for answering questions of

why and how certain disorders and diseases

develop (i.e., questions about etiology and patho-

genesis). Pathophysiological mechanisms of men-

tal, physical, and psychophysiological disorders

are rather complex. Yet, many pathophysiological

findings and models are incomplete, preliminary,

and speculative. However, research into the

biological mechanisms of conditions in behavioral

medicine is growing rapidly.

Methods and Designs in Pathophysiology

Research

Since pathophysiology is mainly concerned with

indentifying objective, biological factors that are

relevant for certain disease processes, quantita-

tive methods and experimental research designs

are typically used. Current examples of research

methods used in pathophysiological research in

behavioral medicine are brain imaging tech-

niques (i.e., (functional) magnetic resonance or

positron emission tomography) to explore altered

patterns of brain morphology and neural activity

associated with certain disorders. Another exam-

ple of pathophysiological research represents

studies that aim at quantifying the amount of

stress hormones (e.g., corticosteroids) in the

blood and saliva (either in a resting state or after

acute stress induction). In addition, electroen-
cephalography and electrocardiography are typ-

ical diagnostic tools in pathophysiology research.

In addition to studies with human patients and

control participants, animal models (e.g., mouse

and rat models) are also routinely used to test

predictions of pathophysiological hypotheses rel-
evant for our understanding of complex medical,

psychological, and psychophysiological condi-

tions in humans (e.g., stroke, schizophrenia).

Examples of Pathophysiological Research

As examples of pathophysiological investiga-

tions and findings relevant to the field or behav-

ioral medicine, three examples from the realm of

obesity, chronic pain, and stress-related disor-
ders will be outlined briefly.

Pathophysiology of Obesity: The Metabolic

Syndrome

Obesity is associated with an increased risk to

develop numerous chronic and life-threatening

diseases (e.g., cardiovascular diseases, type-2

diabetes, stroke). Several pathophysiological fac-

tors have been identified that frequently co-occur

with obesity and that are suspected to mediate

between obesity and severe medical diseases.

In this regard, the following physiological
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abnormalities have been identified and termed

“the metabolic syndrome” (Cornier et al., 2008):

abdominal obesity, insulin resistance, dyslipidemia

(i.e., abnormal amount of lipids in the blood), and

hypertension. Among these four defining features,

abdominal obesity and insulin resistance appear as

the core factors in the pathophysiology of the met-

abolic syndrome. The etiology of the metabolic

syndrome has to be considered as complex and

multifactorial and is still widely unknown. As

interventions aiming at treating and preventing

the metabolic syndrome, lifestyle modifications

and weight loss (e.g., via increased physical activ-

ity) are recommended.

Pathophysiology of Chronic Pain

Pain is considered as a highly adaptive sensation

that effectively signals dangers in terms of threats

to our body integrity and helps to avoid injuries.

Pain is the result of a complex interplay between

neurobiological and psychological processes,

both in the peripheral and central nervous system.

Although acute pain is highly adaptive, chronic

pain typically lacks this adaptive purpose.

Regarding chronic pain conditions, the mecha-

nism of “central sensitization” (Woolf, 2011)

has been proposed to account for the phenome-

non of ongoing pain in the absence of sufficient

“objective” nociceptive stimulation. Accord-

ingly, changes in the excitability of spinal cord

neurons are responsible for reductions in pain

thresholds, and prolonged neuronal responses to

certain stimuli explain why stimuli that are gen-

erally considered as non-noxious and non-painful

become pain-eliciting stimuli in patients with

chronic pain. The concept of central sensitization
rests on the principle of neural plasticity of the

nociceptive system and a cascade of molecular

and biochemical processes has been observed

to be involved in central sensitization (e.g.,

Latremoliere & Woolf, 2009).

Pathophysiology of Stress Related Disorders

Ongoing and severe stress represents a threat to

one’s mental and physical well-being. Regarding

the pathophysiology of the stress response, a

chronic state of uncontrollable, stressful life cir-

cumstances has been linked to alterations in the

function of the hormonal stress system. Qualita-

tively different alterations are thereby observed in

certain mental and psychophysiological disorders:

In the pathophysiology of depressive disorders, the

hormonal stress system (in terms o the hypotha-

lamic-pituitary-adrenocortical system; HPA) has
been observed to be hyperactive which is reflected

in increased cortisol secretion of the adrenal

glands (e.g., M€uller & Holsboer, 2004). This

hypercortisolism is the direct consequence of

increased secretion of the corticotrophin releasing

hormone (CRH) (from the paraventricular nucleus

of the hypothalamus) and the release of the adre-

nocorticotropic hormone (ACTH) via stimulation

of the anterior pituitary gland (Ehlert, Gaab, &

Heinrichs, 2001). The hypercortisolism observed

in depression is most likely attributable to dys-

functions in HPA-axis feedback mechanisms that

are responsible for the downregulation of the

cortisol release (via CRH and ACTH). It has

to be acknowledged that the phenomenon of

hypercortisolism only occurs in certain subtypes

of depression (e.g., melancholic depression).

Interestingly, the opposite phenomenon of a

reduced activity of the HPA system resulting in

a state of hypocortisolism is observed in patients

with atypical depression, and patients with

complex stress-related disorders. Regarding

the latter group of disorders, reduced levels of

cortisol indicative of lower HPA-axis reactivity

have been observed in patients with posttraumatic

stress disorder, chronic fatigue syndrome, chronic

pain disorders, fibromyalgia, irritable bowel syn-
drome and other functional somatic syndromes

and somatoform disorders. Childhood traumas

have also been linked to hypocortisolism as evi-

dence for early life stress-induced dysregulation of

the HPA axis (Heim et al., 2009). Moreover,

hypocortisolismwas detected in people with rheu-

matoid arthritis and asthma.

Cross-References

▶ Functional Magnetic Resonance Imaging

(FMRI)
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▶Homeostasis
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Definition

This is a central issue in behavior medicine, since

it relates to models of stress, to patient behaviors

and outcomes, and has vast clinical implications.

Patient control (PC) can reflect both subjective or

perceived control, as well as objective control.

The perceived control can be understood as one’s

subjective appraisal of the ability to influence

outcomes in a situation. Perceived control reflects

a secondary appraisal process in general stress

models (Lazarus & Folkman, 1984; Taylor,

1995). In contrast, objective control reflects the

externally determined and externally validated

level of control over a situation. Thus, objective

PC is accurate, while subjective PC refers to sub-

jective levels of control, and thus, could also be

inaccurate. Subjective PC is a crucial predictor of

health behaviors in the theory of planned behavior,

showing a relation to behavior either directly or

via intentions. For example, subjective PC has

been shown to be important in choice over food

types (Lawrence & Barker, 2009), of relevance to

overweight. Subjective PC is strongly related to

the broader concept of self-efficacy, the belief that

one can carry out a certain behavior despite the

existence of barriers. Subjective PC could be

affected by objective control, but also by past

experiences with similar or different stressful sit-

uations. Overgeneralizing lack of control from

an uncontrollable to a controllable situation

reflects the core of “learned helplessness,” which

has vast implications for multiple outcomes

including depression (Abramson et al., 1989) and

possibly even acceleration of tumors (Palermo-

Neto, de Oliveira Massoco, & Robespierre de

Souza, 2003). In pain patients, subjective PC is

positively correlated with engagement in activity,

of clinical relevance to daily functioning

(Chiros & O’Brien, 2011). Subjective PC can
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also be an important moderating variable in the

detrimental effect of various factors on health or

well-being. For example, Tovbin, Jean, Schnieder,

Granovsky, and Gidron (2003) found that low

albumin was related to poorer quality of life in

dialysis patients, but only in those with low, but not

high, subjective control. Objective PC is important

in “patient-controlled analgesia” (PCA), where

patients control the amount and timing of receiving

analgesics during treatment for pain. A meta-

analysis of 55 studies found that PCA led to less

pain and greater patient satisfaction than did con-

ventional analgesic regiments given by a health

professional (Hudcova, McNicol, Quah, Lau, &

Carr, 2006). Importantly, the subjective and objec-

tive aspects of PC are interrelated: In patients

receiving PCA, those with an external locus of

control had more pain and less satisfaction with

this treatment, while an internal locus of control

(which also reflects greater perceived control) was

predictive of lower pain and greater satisfaction

from PCA (Johnson, Magnani, Chan, & Ferrante

1989). Taken together, PC is an important predic-

tor of patient outcomes, and can be a moderator

of the effects of other factors on health outcomes.

It is thus of great importance to assess and consider

PC in behavior medicine research and clinical

practice.
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Patient-Centered Care

Cassie Cunningham

College of Public Health, University of Iowa,

Liberty, IA, USA

Definition

Patient-centered care is a term that is becoming

widely used in medical practice. It is typically
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described in the context of patient-practitioner

communication. In contrast to provider-centered

care, which places control and decision-making

power almost solely in the hands of the health-

care provider, is patient-centered. Patient-centered

care promotes active participation on the part of

the patient decisions regarding their health and

health care. Moreover, patient-centered care

requires practitioners to provide care concordant

with the patient’s values as well as account for the

patient’s desire for information provision and for

shared decision-making responsibilities. Patient-

centered care has been shown to be associated

with increased patient satisfaction and adherence

andmay also enhance the relationship between the

patient and the health-care provider.
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Definition

Patient-reported outcomes (PROs) are responses

to questions or statements about their perceptions

or activities, such as symptoms, capabilities, or

performance of roles or responsibilities (Revicki,

Hays, Cella, & Sloan, 2008). These responses are

typically measured by self-completed question-

naires and combined in some way to create sum-

mary scores that can be used to measure concepts

such as physical, psychological, or social func-

tioning and well-being, or symptom burden or

severity. Symptoms can be rated based on fre-

quency, severity, duration, degree of bother, or

impact on patient activities. PROs are increas-

ingly accompanying the traditional clinical

ways of measuring health and the effects of treat-

ment on the patient, both nationally and interna-

tionally, in order to make a more comprehensive

evaluation. According to this context, The

Patient-Reported Outcome Information System

(PROMIS®) initiative, funded by National Insti-

tutes of Health (NIH), began in 2004 with six

primary research sites and a statistical coordinat-

ing center in the USA. The aims of PROMIS® is

to use measurement science to create a state-of-

the-art assessment system for self-reported health

and to provide clinicians and researchers access

to a national resource for precise and efficient

measurement of patient-reported symptoms,

functioning, and health-related quality of life,

appropriate for patients with a wide variety of

chronic disease conditions (Cella et al., 2010).

In 2010, a second round of PROMIS® funding

was provided by the NIH, expanding the network

to 13 researchers at 12 research sites. In addition,

the US Food and Drug Administration (FDA)

2006 draft guidance on “Patient-Reported

Outcome Measures: Use in Medical Product

Development to Support Labeling Claims” has

engendered wide discussion about PRO domains

that should be endpoints in clinical trials

(Cleeland, Sloan, & ASCPRO Organizing

Group, 2010). In the guidance, reducing the

severity and impact of symptoms is considered

as a natural intervention endpoint for cancer,

a condition associated with considerable symp-

tom burden. Because symptoms are best

described by patients who have them, PROs as

measures of treatment effectiveness or the differ-

ences among treatments provide essential infor-

mation about the efficacy and toxicity of

a treatment and its effects on function. The FDA

guidance provides a framework for addressing

such issues as clinical significance, study design,

and statistical methods. However, there are some

problems to be solved. In the guidance, no set of

recommended approaches for assessing specific

symptoms by patient report in clinical trials

exists, other than for pain. Recommendations
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about the best approach for evaluating respon-

siveness and determining minimally important

differences for PRO instruments are still needed

(Revicki et al., 2008). With regard to PROMIS®,

there is also criticism that PROMIS® appears to

ignore the International Classification of Func-

tion (ICF) sponsored by the World Health Orga-

nization (WHO). ICF certainly does not represent

the gold standard, but it is a system that, through

the weight ofWHO endorsement, will be used for

a long time to come (Boers, 2010).
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Pediatric Quality of Life Inventory
(PedsQL)
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Synonyms

PedsQL 4.0

Definition

The Pediatric Quality of Life Inventory or

PedsQLTM, now in its fourth version, is a series

of assessment instruments designed to measure

the health-related quality of life of children.
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The authors of the measure conceptualize health-

related quality of life as the physical, psycholog-

ical, and social functioning of the child. The

PedsQL 4.0 provides an opportunity for the

assessment of both overall (generic) quality of

life as well as disease-specific quality of life.

The PedsQL 4.0 Generic Core Scales are

appropriate for assessing health-related quality

of life in both healthy and chronically ill chil-

dren. The four scales making up this generic

battery include Physical Functioning (8 items),

Emotional Functioning (5 items), Social Func-

tioning (5 items), and School Functioning

(5 items). From these four core scales, three

standardized summary scores can be calculated:

a Total Quality of Life Score, a Physical

Health Summary Score (based on the physical

functioning items), and a Psychosocial Health

Summary Score (combining emotional, social,

and school items). In addition to these generic

core scales, condition-specific modules have

been developed for children with arthritis,

asthma, brain tumors, cancer, cardiac condi-

tions, cerebral palsy, diabetes, end-stage renal

disease, neuromuscular disorders, and rheuma-

tological diseases.

On each of the PedsQL 4.0 scales, the respon-

dent is asked to indicate how much of a problem

each item has been in the past month

with response options of: 0 ¼ never; 1 ¼ almost

never; 2 ¼ sometimes; 3 ¼ often; and,

4 ¼ almost always. Item scores are reverse

coded, linearly converted to a 100-point scale,

and averaged to form scale and summary scores

with higher scores indicating better quality of

life. Parent completed versions of the scales,

reporting on their child’s health-related quality

of life, are available for toddlers (aged 2–4),

young children (aged 5–7), children (aged 8–

12), and adolescents (aged 13–18). Parallel,

developmentally appropriate, child self-report

versions of the scales are available for young

children, children, and adolescents. Parent-report

infant scales and self-report young-adult and

adult scales are also available. The PedsQL 4.0

is available in many languages including Span-

ish, French, German, Italian, Hebrew, Portu-

guese, and Russian.

The psychometric properties of the PedsQL

4.0 are generally good. Adequate internal consis-

tency has been demonstrated for the scales with

most researchers reporting coefficient alphas

greater than.70. As evidence of validity, scores

on the scales have been shown to correlate with

other measures of health-related quality of life

and to functional indices of health such as the

number of days the child was ill, the number of

school days missed by the child, the number of

work days missed by the parent, and objective

measures of disease severity. The generic core

scales have also been found to distinguish

between children with chronic health conditions

and those who are healthy.

Further information regarding the PedsQLTM

4.0 including access to the measures can be

obtained at www.pedsql.org.
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Penetrance

Rong Jiang

Department of Psychiatry and Behavioral

Sciences, Duke University, Durham, NC, USA

Definition

Penetrance in genetics is the proportion of

individuals carrying a particular gene variant

(allele or genotype) that also possess an associ-

ated trait (phenotype). If penetrance of a disease

allele is 100%, then all individuals carrying

that allele will have the associated disease. Pen-

etrance only considers whether individuals

express the trait or not. This differs from expres-

sivity, which characterizes qualitatively or

quantitatively the extent of phenotypic variation

given a particular genotype. Penetrance is age

related (Bessett et al., 1998) and is affected by

environmental and behavioral factors such as diet

and smoking. It is also modified by other genes

and epigenetic regulation.
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Synonyms

Benefit finding; Flourishing; Positive by-products;

Positive changes; Positive meaning; Posttraumatic

growth; Stress-related growth; Thriving
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Definition

Perceived benefit refers to the perception of the

positive consequences that are caused by

a specific action. In behavioral medicine, the

term perceived benefit is frequently used to

explain an individual’s motives of performing

a behavior and adopting an intervention or

treatment. Researchers and theorists attempt to

measure positive perceptions because they

believe that a behavior is driven by an individ-

ual’s cognition in terms of acceptability, motives,

and attitudes toward such behavior, especially if

positive.

In psychology, five models may explain the

performance of health behavior related to the

construct of perceived benefit. First, the Health

Belief Model (Becker, 1974) describes that the

perceived benefit is one of the four major pre-

dictors of health-related behavior. Second, the

Transtheoretical Model (Prochaska &

DiClemente, 1986) posits that the progress of

change depends upon the decisional balance

weighting between perceived benefits and bar-

riers. Third, the Protection Motivation Theory

(Rogers, 1983) puts forward that the intention to

protect oneself depends upon four cognitions

among which is the perceived efficacy

(inlcuding benefits) of the recommended pre-

ventive behavior. Finally, the Theory of Rea-

soned Action (Fishbein & Ajzen, 1975) and its

extension the Theory of Planned Behavior

(Ajzen, 1985) both suggest that a person’s

behavior is driven by the persons’ attitude

about the behavior, which consists of beliefs

about the consequences of performing the

behavior multiplied by his or her valuation of

these consequences.

In trauma literature, perceived benefits essen-

tially mean the perceptions of positive psycho-

logical changes as a result of coping with

a trauma or a highly stressful event (McMillen

& Fisher, 1998). For example, after struggling

with a highly stressful event, an individual may

experience increases in personal strength, relat-

edness to others, and one’s appreciation of life.

In particular, McMiller and Fisher have devel-

oped the Perceived Benefit Scales (PBS) to

assess several commonly reported positive by-

products of adversity. On the PBS, respondents

rate 30 positive by-product items on how similar

they were to their own experiences by using

a 5-point scale. The PBS has eight subscales:

increased self-efficacy, increased faith in peo-

ple, increased compassion, increased spiritual-

ity, increased community closeness, increased

family closeness, lifestyle changes, and material

gain. This concept is a form of cognitive coping

strategy often associated with improved out-

comes including participation in cancer screen-

ing tests.
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Synonyms

Perceived behavioral control

Definition

Perceived behavioral control is the extent to

which an individual perceives that they are in

control of a particular behavior (Ajzen, 2002).

Description

Perceived behavioral control (PBC) was included

in the Theory of Planned Behavior (TPB; Ajzen,

1991) in order to predict/explain behaviors that are

not entirely under the volitional control of the

individual. According to the TPB, PBC is deter-

mined by beliefs regarding factors that may act to

facilitate or inhibit successful behavioral perfor-

mance (Ajzen, 1991; Conner & Armitage, 1998).

For example, a belief that exercising after work is

associated with many barriers (i.e., cold weather,

icy sidewalks, limited schedule) may lead to low

perceived behavioral control over exercise, in turn

leading to less frequent exercise during winter

months. However, a belief that there are few bar-

riers to exercising (i.e., favorable weather, few

other time commitments) may result in greater

perceived behavioral control over exercise,

which in turn may lead to more frequent exercis-

ing during summer months. Importantly, control

beliefs may concern factors external to the indi-

vidual (e.g., weather conditions), or internal (e.g.,

innate ability; Conner & Armitage, 1998).

In the context of the TPB, PBC is thought to

influence behavioral performance in two ways.

First, PBC affects behavioral performance

indirectly by influencing behavioral intentions

to perform a particular behavior (Armitage &

Connor, 2001). Those who perceive that they

are in greater control of a given behavior may

have stronger intentions to act compared to those

who perceive less control over the behavior. That

is, the influence of PBC on behavior is mediated

through intentions.

PBC can also affect behavioral performance

directly (Armitage & Connor, 2001). Given that

perceptions of behavioral control may reflect

actual behavioral control, PBC may influence

behavioral performance as an immediate ante-

cedent under conditions where there is little

volitional control (Ajzen, 1991). For example,

if an individual does not have access to a fitness

facility or equipment, low PBC for engaging in

resistance training would accurately reflect

the individual’s actual (low) control over the

behavior.
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Definition

This term refers to an individual’s subjective eval-

uation of his or her risk of an illness or an adverse

outcome, often in relation to performing a certain

risky behavior. This term maps onto the Health

Belief Model (Rosenstock, 1966), which tries to

model why people use health services or adhere to

medically advocated healthy behaviors. Perceived

risk, for example, can be in relation to having

a myocardial infarction due to smoking or having

skin cancer due to sun exposure or having an

accident due to risk taking on the road. Relevant

to perceived risk, Weinstein (1982) coined the

terms “unrealistic optimism” and “unrealistic

pessimism,” where people are asked to estimate

their risk of having a disease or an adverse out-

come, compared to people of their age and sex.

Answers are rated on a Likert scale ranging, for

example, from�5 (far below others’ risk) through

0 (same as others’ risk) to +5 (far above others’

risk). Levels of perceived risk could be related to

prior exposure to a condition, one’s knowledge of

such a condition, exposure to one of a condition’s

risk factors, and to personality aspects. For exam-

ple, in a recent review of 53 studies on risk per-

ception among people at high risk for cancer,

Tilburt et al. (2011) found that family cancer his-

tory, previous tests and treatments, younger age,

believing in cancer’s preventability and severity,

monitoring coping style, distress, and the ability to

process numbers all correlated with cancer risk

perceptions. Concerning prediction, many studies

have shown that perceived risk is related to various

behavioral and health outcomes. For example,

Mann, Allegrante, Natarajan, Halm, & Charlson

(2007) found that level of perceived risk was

one of several predictors of adherence to

prescribed statins, which are used to treat hyper-

cholesterolemia and prevent cardiac events.

Knowing one’s levels of perceived risk can help

predicting his or her adherence to an advocated

health behavior or to stopping an unhealthy

behavior. Furthermore, perceived risk, if unrealis-

tic, can be a target of brief cognitive restructuring,

in the service of healthier behaviors, disease

prevention, and treatment.
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Birmingham, Edgbaston, Birmingham, UK

Synonyms

Stress

Definition

Perceived stress is the feelings or thoughts that an

individual has about how much stress they are

under at a given point in time or over a given time

period.

Perceived stress incorporates feelings about

the uncontrollability and unpredictability of

one’s life, how often one has to deal with

irritating hassles, how much change is occurring

in one’s life, and confidence in one’s ability to
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deal with problems or difficulties. It is not mea-

suring the types or frequencies of stressful events

which have happened to a person, but rather how

an individual feels about the general stressfulness

of their life and their ability to handle such stress.

Individuals may suffer similar negative life

events but appraise the impact or severity of

these to different extents as a result of factors

such as personality, coping resources, and sup-

port. In this way, perceived stress reflects the

interaction between an individual and their

environment which they appraise as threatening

or overwhelming their resources in a way

which will affect their well-being (Lazarus &

Folkman, 1984). Perceived stress is commonly

measured as the frequency of such feelings via

a questionnaire such as the Perceived Stress

Scale (Cohen, Kamarck, & Mermelstein, 1983).

Perceived stress measures are often used to exam-

ine relationships between stress and health within

behavioral medicine research.
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Definition

The Perceived Stress Scale (PSS) is a 14-item

self-report measure designed to assess “the

degree to which situations in one’s life are

appraised as stressful” (Cohen, Kamarck, &

Mermelstein, 1983, p. 385). Specifically, items

are designed to measure the extent to which one’s

life is perceived as “unpredictable, uncontrolla-

ble, and overloading” (Cohen et al., 1983, p. 387).

The measure was intended for use with commu-

nity samples of adolescents or adults with an

educational level of junior high school or more.

Sample items include the following: “In the last

month. . .how often have you been upset because

of something that happened unexpectedly?,”

“. . .how often have you felt that you were unable

to control the important things in your life?,” and

“. . .how often have you felt confident about your

ability to handle your personal problems?”

(Cohen et al., 1983). Half of the questions are

positively stated and reverse coded. Each item is

rated on a 5-point scale (0 ¼ Never, 1 ¼ Almost

Never, 2 ¼ Sometimes, 3 ¼ Fairly Often, 4 ¼
Very Often) and summed to create a total score.

Ten-item (PSS-10) and four-item (PSS-4) ver-

sions of this measure have also been developed

(Cohen &Williamson, 1988; Cohen et al., 1983).

The PSS is one of the most widely used instru-

ments used tomeasure stress perceptions; both the

14- and 10-item versions have good psychometric

properties. In studies of adults, the PSS-14 has

strong internal consistency (a ¼ .84 to .86) and

good test-retest reliability (r ¼ .85 over a 2-day

period, r ¼ .55 over a 6-week period; Cohen

et al., 1983). In terms of concurrent validity, the

PSS-14 is positively related to the number and

perceived impact of life stressors (r ¼ .17 to .35;

Cohen et al., 1983). In terms of predictive validity,

PSS scores predict depressive symptoms (r ¼ .65

to .76), various health-related outcomes (r ¼ .52

to .65), and social anxiety (r ¼ .37 to .48) (Cohen

et al., 1983). Factor analyses conducted with

psychiatric inpatients revealed two factors: per-

ceived distress and perceived coping (Hewitt,

Flett, & Mosher, 1992; Martin, Kazarian, &

Brieter, 1995).

Psychometric data also support the reliability

and validity of the PSS-10 (Roberti, Harrington, &

Storch, 2006), and an exploratory factor analysis

revealed two factors: perceived helplessness and

perceived self-efficacy (Roberti et al., 2006).
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Overall, no significant gender differences have

been found with either version of the PSS (Cohen

et al., 1983; Roberti et al., 2006). The PSS-4 can be

a useful measure when an abridged version is

needed; however, its internal reliability (a ¼ .72)

and test-retest reliability (r ¼ .55) are lower than

that for the longer versions (Cohen et al., 1983).

The PSS-14 and PSS-10 have been translated into

many different languages, including Hungarian,

Turkish, Spanish, Portuguese, Japanese, and Thai,

with good reliability and validity.

The PSS can be used to examine the role of

appraised stress in physiological and behavioral

disorders and can also be employed in research

and clinical settings as an outcome variable

(Cohen et al., 1983). Furthermore, it can be used

as a screening device to identify individuals at risk

for certain psychiatric disorders such as depres-

sion (Cohen et al., 1983) and may be a valuable

tool for use within clinical settings to aid treat-

ment planning and monitor treatment response

(Roberti et al., 2006).
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Perceptions of Stress
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Synonyms

Stress appraisals

Definition

The construals or appraisals of an event that result

in the experience of stress. Major theoretical def-

initions of stress emphasize perception as an

important component responsible for the experi-

ence of stress. According to Lazarus and Folkman

(1984), events are perceived as stressful if they are

perceived as (1) relevant to one’s well-being and

(2) having the potential for harm or loss. Primary

appraisals of demand, difficulty, and/or uncer-

tainty when weighed against secondary appraisals

of coping resources and abilities may result in

further perceptions of stress as a challenge to be

met and overcome (resources outweigh demands)

or as a threat to be endured (demands outweigh

resources). These resultant perceptions can
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influence the psychological and physiological

responses to the stressor (Tomaka, Blascovich,

Kelsey,&Leitten, 1993). Perceptions of a stressful

event’s duration (chronic vs. acute), severity, con-

trollability, and predictability can also influence

responses to the stressor. According to Hobfoll

(1989), stress results from the perceived potential

loss of resources. As a result, perceptions of cur-

rent resources and the potential to gain resources

are involved in perceiving an event as stressful.
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Peripheral Arterial Disease (PAD)/
Vascular Disease
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Synonyms

Complications of atherosclerosis; Intermittent

claudication; Rest pain

Definition

Peripheral arterial disease is themismatch of blood

flow supply and demand in the distal arteries.

Description

Peripheral arterial disease (PAD) is a common

manifestation of atherosclerosis and is often

a complication of hypertension and/or diabetes.

It is estimated that PAD affects more than eight

million Americans. PAD, or the accumulation of

atherosclerotic plaques leading to narrowing in

noncardiac vasculature, can affect renal arteries,

carotid arteries, or any other branch vessels from

the aorta like the subclavian artery or iliacs.

When patients with PAD become symptomatic,

there is a mismatch between the metabolic supply

and demand of a tissue. When an upper or lower

extremity is involved, PAD may starve the

affected muscle of oxygenated blood flow and

causes discomfort or pain, usually exacerbated

by increased activity of the affected limb. In the

lower extremity, this mismatch generally pre-

sents as intermittent claudication, commonly

referred to as “walking pain,” where patients

develop lower extremity discomfort while ambu-

lating. While there are anatomical entrapment

syndromes, deep venous thromboses, and other

neurological entities that must be ruled out, PAD

is a significant cause of morbidity and mortality

(American Heart Association, 2011).

PADmaypresent before arteriosclerotic disease

of the great vessels, or heart becomes clinically

relevant. Signs of lower extremity PAD on physi-

cal exam include shiny, tight, and hairless skin on

the lower leg. Other signs of PAD include ischemic

nonhealing leg ulcers and gangrene. The limb tem-

perature often feels cool to the touch and has

decreased sensation on examination. Most patients

do not perceive the rest pain of intermittent claudi-

cation. In fact, only approximately 10% of patients

with measurable PAD present to physicians

complaining of the typical activity-related symp-

toms of PAD. Early signs of PAD include erectile

dysfunction, leg cramps, or muscle fatigue that

exceeds the expected effects of normal exertion.
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The ankle-brachial index (ABI) is an excellent

screening test for PAD of the distal extremity,

although direct arteriography is the gold stan-

dard. Measuring a patient’s ABI is a relatively

low-cost, noninvasive diagnostic test that uses

the systolic blood pressure readings of the bra-

chial, posterior tibial, and dorsalis pedis arteries.

Each lower extremity is examined separately.

The formula involves by dividing the maximal

ankle pressure in each lower extremity by the

higher of the two brachial artery pressures.

The symptoms of PAD may be modifiable

through lipid management and behavioral change.

While not life threatening, moderate-to-severe

PAD and claudication can have a serious impact

on a patient’s quality of life. Treatment for PAD

may be behavioral (i.e., physical activity, smoking

cessation), medication-based (statins and

antiplatelet agents), or interventional (angioplasty,

stent implantation, or bypass surgery).
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Synonyms

Intrusive thoughts; Repetitive thinking;

Rumination; Worry

Definition

Perseverative cognition is defined as “the

repeated or chronic activation of the cognitive

representation of one or more psychological

stressors” (Brosschot, Gerin, & Thayer, 2006).

Stressful events, or stressors, can make people

“linger on” mentally. Humans, unlike animals,

can make mental representations of stressors,

long before and long after these events occur or

are believed to occur. This continued cognitive

representation of stressful events, before or after

their occurrence, and even regardless of their

actual occurrence, is called perseverative cogni-

tion. It can take the form of worry, rumination,

angry brooding, etc., but also, for example, as

mind wandering about negative topics. Persever-

ative cognition appears to play a causal or sus-

taining role in several major psychopathologies

(anxiety disorders, depression, post-traumatic

disorder) (Watkins, 2008) – indeed, worry is the

hallmark of general anxiety disorder – as well as

in somatic disease, including subjective bodily

complaints as well as cardiovascular disease

(Verkuil, Brosschot, Gebhardt, & Thayer, 2010).

During perseverative cognition, physiological

activity can be increased. The “perseverative

cognition hypothesis” (Brosschot et al., 2006)

holds that the health damage due to stress is

actually caused (“mediated”) by perseverative

cognition, because the latter prolongs the

physiological responses to stressors. It has been

suggested that perseverative cognition may partly

be unconscious, while it still has physiological

effects (Brosschot, Verkuil, & Thayer, 2010).

This possibility, or the more general possibility

of unconscious stress having health impacts, has

the potential to open a new area in stress research.

There are several ways to reduce persevera-

tive cognition. The most direct way is “postpon-

ing” or “scheduling” worrying or rumination,

that is, limiting it to small daily time periods to

obtain control over it. More indirect interven-

tions are mediation mindfulness and computer-

based attentional training techniques (Verkuil

et al., 2010).
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Personality
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Synonyms

Disposition; Individual Difference Factors; Traits

Definition

Although definitions may vary across the theoret-

ical and methodological approaches, the term

personality generally refers to stable patterns in

how people think, act, and feel that make them

unique.

Description

The study of personality has been guided by

two major themes: (a) the study of individual

dimensions along which people differ

(i.e., nomothetic approaches) and (b) the study

of individuals as unique and integrated people

(i.e., idiographic approaches). Diverse theoretical

and methodological approaches that have guided

research in these two major domains have also

contributed to controversies that have waxed and

waned throughout the history of this discipline.

In addition, research focused on explicating the

relative role of the person versus the situation, as

well as biology versus environment has been

central to this area of psychology; however, in

recent years, the focus on such false dichotomies

has yielded to more integrated theoretical per-

spectives on personality. Emerging personality

research ranges from the study of genetics and

biological systems to the influence of culture on

personality development and expression. An

overview of the prominent theoretical approaches

to the study of personality is provided below,

including psychoanalytic, trait, social-cognitive,

and interpersonal approaches.

Psychoanalytic Approaches to the Study of

Personality

Although less prominent in current personality

research, it is important to describe the psycho-

analytic perspective on the development

and manifestation of personality. Specifically,

psychoanalytic approaches assert that stable

personality patterns develop in childhood.

According to this perspective, early childhood

experiences are important, because they shape

how individuals relate to others as adults.

As individuals develop into mature adults, mental
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processes not only guide interpersonal interac-

tions, but may also operate in parallel so that

people can feel conflicted about the same person

or situation. According to this perspective and

start the sentence with Personality develops as

individuals learn to relate to others by regulating

tension associated with sexual and aggressive

drives. Finally, psychoanalytic theory empha-

sizes the role of mental representations of the

self, others, and relationships as a framework

for how people interact with one another. Psy-

choanalytic approaches have emphasized that

behavior arises from thoughts, feelings, and

motives that are outside of awareness. This reli-

ance on unconscious mental processes separates

psychoanalytic approaches from other perspec-

tives on personality development.

Early psychoanalytic writing placed motiva-

tion at the center of theories of personality.

According to this perspective, human motives

could be grouped into two broad classes: life

instincts (that include self-preservation and

sexual motives) and death instincts or aggressive

motives. This dualistic approach to personality

was criticized for being overly simplistic.

Subsequent research efforts expanded upon

these two instincts by creating a more extensive

catalog of “needs” or motives. These attempts to

reformulate the psychoanalytic concept of

instincts and motives stimulated a great deal

of empirical research. Despite stark criticism,

research on unconscious motives on adult behav-

ior has provided the foundation for several impor-

tant developments in the study of personality. For

example, empirical work on unconscious motives

has stimulated the fields of cognitive information

processing, including research on implicit psy-

chological mechanisms that have made the

study of the unconscious more scientifically

acceptable.

An important criticism of the psychoanalytic

approach to personality is that the operationa-

lization of key theoretical constructs has proven

difficult. Assessments of unconscious motives

and thoughts through the traditional psychoana-

lytic methods of free association, the unpacking

of defense mechanisms, the analysis of transfer-

ence processes, and dream interpretation have

generally failed to hold up to minimal standards

of reliability and validity necessary for empirical

investigation.

Among the many attempts to operationalize

psychoanalytic constructs for empirical investi-

gation of personality, the Thematic Apperception

Test (TAT) is perhaps the most well known and

widely used. The popularity of the TAT as

a measure of unconscious motives greatly dimin-

ished due to early criticisms of low internal

consistency, temporal reliability, and a lack of

correlation with self-reported measures of

motives.

Trait Approaches to the Study of Personality

Trait theories of personality have typically used

three different strategies to study the number,

nature, and organization of dimensions along

which people differ. One trait approach uses sta-

tistical techniques, such as factor analysis, to

identify underlying personality dimensions appli-

cable to all people. Another approach is to con-

struct typologies based on a priori theories that

are applicable to subgroups of people. Finally,

idiographic approaches to the study of personal-

ity reject the search for basic traits common to all

people, and instead focus on patterns of behavior

that are unique to an individual.

The lexical hypothesis has been central to

trait approaches to personality. The lexical
hypothesis states that most of the descriptors

that distinguish one individual from another

have become embedded in our natural language.

If the lexical hypothesis is correct, the basic

dimensions of personality can be discovered,

because all important individual differences will

be spoken and eventually encoded into trait

descriptors. Early work guided by the lexical

hypothesis provided some initial structure, but

did not provide a framework for distinguishing,

naming, and ordering individual differences in

behavior and experience. Early taxonomic efforts

paired down initial attempts to derive personality

traits from large lists of terms, but were limited

by data-analytic techniques that were not sophis-

ticated enough to handle large and complex data

sets. With statistical advancements, research

focused on examining the factor structure of
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personality descriptors in the lexicon grew con-

siderably. Proponents of this approach debated

about the number of factors sufficient to describe

personality (with 16, 5, and 3 being the predom-

inant models) and the applicability of applying

a group of factors to all people. Critics of the

trait approach argued that these individual differ-

ence factors lacked consistency across situations

and were poor at actually predicting specific

behavior.

Following a brief period of relative dormancy

in the 1970s and 1980s, due in part to the above-

stated criticisms, research on the trait structure of

personality increased dramatically during the

mid-1980s. By the early 1990s, many personality

psychologists reached a general (though still not

unanimous) consensus that the trait domains

could be described most broadly by five orthog-

onal factors, or clusters of traits. This five-factor

trait model has been typically measured with self-

report questionnaires and includes the following

factors: neuroticism – hostility, depression, and

anxiety; extraversion – warm, active, and asser-

tive; openness to experience – open to ideas,

values, and fantasy; agreeableness – modest,

straightforward, and altruistic; and conscien-

tiousness–dutiful, self-disciplined, and ordered.

Yet, some psychologists have maintained that

three factors, not five, characterized as neuroti-

cism, extraversion, and psychoticism –

a dimension characterized by low agreeableness

and low conscientiousness – account for

a majority of the variance. Despite criticism

regarding the underlying assumptions of factor-

analytic techniques, the five-factor model

approach to the study of personality has proven

to be a useful model for predicting outcomes at

the individual, interpersonal, and social levels of

analysis.

Beyond factor-analytic approaches, some trait

theorists propose that personality is based

on bundles of trait-like characteristics that can

be classified as types or typologies presumed

to cover all people. Recent statistical advance-

ments (e.g., multilevel modeling techniques)

have greatly increased our understanding of indi-

vidual differences by allowing for the examina-

tion of the trajectory and rate at which people

change. These approaches tend to focus on lim-

ited subgroups by examining combinations of

personality variables as well as other variables

such as intelligence, conduct, and externalizing

behavior. These statistical and methodological

advances have allowed researchers to examine

more variables and the ability to account for

interactions among those variables when describ-

ing what constitutes personality. Whereas these

approaches to the study of personality are inno-

vative, they are not without flaw. Specifically,

critics have noted that this approach dissembles

people into component parts that results in

“types” that account for a limited amount of

the variance in whatever outcome is under

investigation.

Finally, the idiographic approach to the study

of personality rejects the search for underlying

personality traits common to all people, and

instead focuses on identifying central themes in

an individual’s life. The idiographic approach is

also concerned with describing the patterning of

traits within an individual and using that pattern

to predict future behavior. Research advocating

for an idiographic approach claims that factor-

analytic approaches might not account for the full

range of personality characteristics within a

person.

Social-Cognitive Approaches to the Study of

Personality

Personality psychology was greatly influenced by

the cognitive revolution in psychology that

occurred during the late 1950s and early 1960s.

This early research rejected the construct of moti-

vation and focused on the complexity of cogni-

tive processes. Importantly, the cognitive

revolution in psychology spurred interest in the

importance of “the self,” leading to the examina-

tion of constructs such as self-esteem, self-

schema, self-monitoring, and self-regulation.

Research on the self broadened the view of per-

sonality by considering not only conceptions of

what constitutes “the self,” but also the ways in

which our self-concept reflects our perceptions of

how others view and respond to us.

More broadly, the concept of self-identity has

spawned research endeavors aimed at creating a
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conceptual bridge between the self and the role

that social variables such as gender, race, class,

and nationality play in the development of

personality. Recent theoretical models of self-

identity emphasize a “life story” approach to the

study of personality. According to this perspec-

tive, personality is constructed by an individual

through self-defining life narratives. These life

narratives are created with the intent of describ-

ing individuals as integrated, whole people.

During the late 1960s and early 1970s,

critiques of personality psychology produced a

major crisis within the field, and led to an

in-depth examination of many of the fundamental

theories and methods used by personality

psychologists. This perspective placed emphasis

on situations, claiming that the examination of

broad dispositional personality variables was

unnecessarily overemphasized.

This approach advocated the notion that it is

difficult to demonstrate the consistency of indi-

vidual difference factors from one situation to the

next and that individual difference factors rarely

predict specific behaviors. This assertion not only

challenged the basic premise of personality psy-

chology, but also generated a paradigmatic crisis,

resulting in an ideological split between those

who study individual difference factors and

those who examine the effect of situations on

people. Those psychologists who advocate

for a situationist approach construe personality

as an organized system of goals, motives,

and expectancies that mediate psychological

processes that occur across situations. Proponents

of this approach maintain that this characteriza-

tion of personality accounts for both stability

within the person as well as adaptive behavior

across situations.

The response to this critique was to improve

measurement techniques and to conduct studies

demonstrating the consistency of personality

over time. Yet, other researchers responded

by examining how moderator variables, such as

gender, interact with situational factors and with

traditional trait descriptors. Those who empha-

size the importance of context or situation main-

tain that dispositional traits are manifest as

affective and cognitive processes that become

activated during a distinct situation. Over time,

these situation-by-behavior profiles are thought

to shape who we are as individuals, leading to

“dispositional signatures” that distinguish us as

unique individuals.

Interpersonal Approaches to the Study of

Personality

From an interpersonal perspective, personality is

considered to be expressed in interactions with

other people. Interpersonal theories of personal-

ity development do not merely emphasize

observable behavior between individuals.

Instead, interpersonal theories extend beyond

personality development to include personality

structure, function, and even pathology.

According this perspective, interpersonal interac-

tions support the development and maintenance

of personality as patterns of interpersonal inter-

actions give rise to lasting concepts of the self and

others.

There have been two distinct empirical tradi-

tions to describe interpersonal functioning – the

individual differences approach and the dyadic

approach. The individual differences approach

focuses on the qualities of an individual that are

assumed to give rise to behavior that is consistent

over time. This perspective led to various formu-

lations of a structural model of interpersonal

traits, actions, and problems often referred to as

the interpersonal circle or circumplex.

Circumplex models of behavior are used to

anchor descriptions of theoretical concepts.

Circumplex models of personality maintain that

individual differences can be described as com-

binations of the circle’s two underlying dimen-

sions of dominance/submission and warmth/

hostility. Interpersonal qualities close to one

another on the perimeter of the circle are concep-

tually and statistically similar, qualities 90� apart
are conceptually independent, but related,

whereas qualities located 180� apart on the

circle are considered conceptual and statistical

opposites. This model of interpersonal function-

ing is not typically tied to interactions with

a specific person or context, but rather is most

often used to describe qualities of an individual

interacting with a generalized other person.
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In contrast, the dyadic approach assumes that

two people comprise a basic unit of analysis for

understanding personality. Accordingly, the

interpersonal learning of social behaviors and

self-concept is based on a variety of interpersonal

situations. Interpersonal learning occurs across

situations when interactions with others shape,

refine, and maintain lasting conceptions of the

self and others in relation to the self. In addition,

this perspective on personality emphasizes that

interpersonal behavior does not occur at random;

instead, reciprocal relational patterns between

two or more people help to define an interper-

sonal field. Within this interpersonal field, behav-

ior from one individual pulls for responses from

another, creating a dynamic, transactional pro-

cess that leads to a conceptualization of the self.

Interpersonal theories also include aspects of

other theories of personality, but uniquely con-

tribute to personality psychology by combining

structural models that describe behavior with an

examination of interpersonal situations.

Emerging Approaches to the Study of

Personality

In recent years, the study of personality has

benefited from advances in molecular genetics

and functional imaging techniques. Within the

domain of molecular genetics, research has

focused on identifying specific biological path-

ways that contribute to complex cognitive and

emotional behaviors. Advancements in the field

of behavioral genetics may increase our under-

standing of the biological underpinnings of how

individual differences in personality emerge and

how those individual differences confer risk or

resilience for mental and physical health. Other

approaches that apply molecular genetic tech-

niques to the study of personality involve exam-

ining the association between a particular

phenotype and a specific allele of a gene.

Functional neuroimaging techniques hold

promise for understanding personality by exam-

ining brain activity among individuals with vary-

ing levels of individual difference factors.

Emerging advances in neuroimaging techniques

may also help to further refine our understanding

of how people process emotional information,

including social connections. Yet, examining

a single variation in alleles or the functional

contributions of one brain region will not hold

much explanatory value for our understanding of

individual differences in thought, behavior, and

emotions. With advancing techniques, future

research should involve the careful application

of methods and concepts learned from decades

of investigation in order to refine our understand-

ing of personality.

Personality and Health: Implications for

Behavioral Medicine

Theory and research examining the influence of

personality on health and disease has been an

influential force for the development of the fields

of health psychology and behavioral medicine.

Research in this domain has been concerned

with understanding the effects of personality on

both the development and trajectory of health

and disease. Possible mechanisms linking per-

sonality and health include the psychophysio-

logical effects of stress and the extent to which

personality traits are related to specific behav-

iors that may either promote or compromise

health. Of particular interest to behavioral med-

icine is research that examines how certain per-

sonality characteristics confer differential risk

toward negative affective states and behavioral

dysregulation that often accompanies the diag-

nosis of and adjustment to chronic illness. Evi-

dence that personality is a powerful predictor of

health and illness has not only contributed to the

development of behavioral medicine and health

psychology, but has also helped revitalize per-

sonality research by challenging the critique of

personality traits as having limited predictive

utility.

Cross-References

▶Behavioral Medicine

▶Character Traits

▶Health Psychology

▶ Phenotype

▶Trait Anger

▶Trait Anxiety
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Personality Hardiness

▶Hardiness and Health

Pessimism

Ryan Garcia

University of Texas Southwestern Medical

Center at Dallas, Dallas, TX, USA

Synonyms

Dispositional pessimism

Definition

Pessimism is a personality variable that reflects

the generalized tendency for an individual to

have negative expectations about the future. Its

development emerged along with that of disposi-

tional optimism from models of self-regulation

and goal achievement. Originally, pessimismwas

construed to reflect low levels of optimism, but it

has emerged as an independent construct as the

field of research has developed and grown. It is

associated with a coping style characterized by

problem and emotion avoidance coping (Solberg

Nes & Segerstrom, 2006). Research suggests a

pessimistic orientation places one at increased

risk for depression and anxiety. Pessimism has

also been associated with several different adverse

health outcomes across a variety of settings, rang-

ing from HIV + populations to increased mortal-

ity rates in individuals with cancer. The following

terms are related to pessimism: defensive pessi-

mism, unrealistic pessimism, and self-handicap-

ping; however, these terms are not identical to

pessimism, and have different associations with

other variables.

Cross-References

▶Attribution Theory

▶Avoidance

▶Coping Styles

▶Dispositional Optimism
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▶Negative Thoughts
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▶Optimism, Pessimism, and Health

▶ Self-Regulation Model
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Pew Internet and American
Life Project

Chad Barrett

Department of Psychology, University of

Colorado Denver, Denver, CO, USA

Definition

The Pew Internet and American Life Project is

part of the Pew Research Center and is

a nonpartisan and nonprofit organization that

conducts research in order to provide information

on the issues, attitudes, and trends that influence

America and the world. According to their

website, The Pew Internet and American Life

Project examines “the impact of the internet on

families, communities, work and home, daily life,

education, health care, and civic and political

life” (Pew Internet and American Life Project

website). Each year, The Pew Internet and

American Life Project releases 15–20 reports of

research that address “how Americans use

the internet and how their online activities affect

their lives” (Pew Internet and American Life

Project website). Data collection methods

typically involve nationwide random phone

surveys, online surveys, and qualitative research.

In addition, data collection efforts are often

augmented by research conducted by government

agencies, technology firms, academia, and by

various other expert researchers. Pew Internet

and American Life Project aims to provide

authoritative reports while maintaining neutral

positions on policy issues and abstaining from

providing endorsements of specific technologies,

industries, organizations, companies, and

individuals.

Description

The website for the Pew Internet and American

Life Project provides a brief summary of high-

lights from their research related to health and

health care (Fox, 2011). Such highlights include

the following findings from recent surveys.

Seventy-eight percent of adults in the USA use

the internet and 83% own a cell phone. Eighty

percent of internet users, or 59% of all US adults,

use the internet to search for health or medical

information. Seventeen percent of cell phone

owners, or 15% of all US adults, have used

their cell phones to look up health or medical

information. Fox notes that since young people,

Latinos, and African Americans are more likely

than other groups to access the internet through

their cell phones, this finding is of particular

interest for studies targeting trends in these

groups. Internet users most commonly search

for health and medical information related to

specific diseases or conditions, treatments or

procedures, and doctors or other health

professionals.

Another line of research has been examining

the trends in how the internet influences people’s

relationships with health and medical informa-

tion and with each other. As summarized by

Fox (2011), many people use the internet to

search for health information from other people’s

personal health-related experiences or to connect

with others with similar conditions. Thirty-four

percent of internet users, 25% of adults in the

USA, have read about another person’s

experience with health or medical related issues

by visiting an online news group, a website, or

a blog. Twenty-four percent of internet users, or

18% of adults in the USA, have read online

reviews of particular drugs or medical treatments.

Eighteen percent of internet users, or 13% of

adults in the USA, have used the internet to
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connect with other people who share similar

health concerns. People with rare or chronic con-

ditions are especially likely to attempt to connect

with others through the internet. Twenty-seven

percent of internet users, or 20% of adults in the

USA, have used online applications to monitor

their weight, diet, exercise routine, or some other

health indicators or symptoms. Six percent of

internet users, or 4% of adults in the USA, have

visited one or more websites in order to post

comments or questions concerning health or

medical issues. Four percent of internet users,

3% of adults in the USA, have posted comments

or discussions about their experiences with

a particular drug or treatment.

In addition to such highlighted findings, the

website of the Pew Internet and American Life

Project provides links to relevant study reports.

The Pew Internet and American Life Project col-

lects a variety of data that could be relevant to the

field of behavioral medicine. The Project’s

website provides access to various studies and

raw data sets dating back to 2000.

Cross-References

▶ eHealth and Behavioral Intervention

Technologies

▶Health Care

▶Health Care Access
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▶Home Health Care

▶ Internet-Based Interventions

▶ Internet-Based Studies

▶ Public Health

▶ Social Capital and Health

▶Telehealth

▶Telemedicine
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▶ In Vitro Fertilization, Assisted Reproductive

Technology

Pharmaceutical Industry: Research
and Development

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Drug development; New drug development

Definition

Contemporary research and development within

the pharmaceutical industry is best described

employing a lifecycle perspective. Four compo-

nents of this are: drug discovery and drug

design; nonclinical development; clinical devel-

opment; and postmarketing surveillance (Turner,

2010).

Description

Drug Discovery and Drug Design

Drug discovery can be thought of as the work

done from the time of the identification of

a therapeutic need in a particular disease area

to the time the drug candidate deemed most

likely to safely affect the desired therapeutic

benefit is identified. This drug candidate may

be a small molecule or a biological macromole-

cule such as a protein or nucleic acid. The

traditional mode of drug discovery is a long iter-

ative process in which each molecule more

closely approximates the ideal drug candidate.

The modern discipline of drug design is

much quicker. Computer simulation modeling
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examines the “docking” of the drug molecule

with the drug receptor and identifies the most

likely chemical structure that will best dock with

the receptor. The science of molecular engineer-

ing is then used to create the molecule suggested

by the computer simulation.

Nonclinical Development

Nonhuman animal research is currently neces-

sary before regulatory permission will be given

to test a new drug in humans. Since part of the

overall nonhuman animal testing is done before

the drug is first given to humans, the term

“preclinical” has a certain appeal and is used

by many authors in place of nonclinical. How-

ever, a significant amount of nonhuman animal

testing is typically conducted after the first

administration of the drug to humans. Some of

the more lengthy, more complex, and more

expensive nonhuman animal testing is typically

not started until initial human testing reveals that

the drug has a good safety profile in humans and

therefore has a reasonable chance of being

approved for marketing if it also proves to be

effective in later clinical trials. In this entry,

therefore, the term “nonclinical” has been

adopted for research involving nonhuman

animals.

While human pharmacological therapy is

the ultimate goal, understanding nonclinical

drug safety and efficacy is critical to subse-

quent rationally designed, ethical human

trials. Nonclinical research gathers critical

information concerning safety, drug dose,

and route and frequency of administration.

It involves in vitro, ex vivo, and in vivo test-

ing. For example, when investigating the car-

diac safety of noncardiac drugs (drugs for

noncardiac indications are not supposed to

influence the heart’s activity, and if they do it

is likely to be in a deleterious manner), the

following progression of levels of testing

occurs: subcellular (investigation of individual

ion channels within cardiac cell muscles or

cardiomyocytes); cellular; isolated cardiac tis-

sue; isolated heart; anesthetized intact animal;

and conscious animal.

Preapproval Clinical Development and

Postmarketing Trials and Surveillance

Pharmaceutical clinical trials are often catego-

rized into various phases, with any given trial

being identified as belonging to one of them.

These categories traditionally include Phase I,

Phase II, Phase III, and Phase IV, described as

follows:

• Phase I. Pharmacologically oriented studies

that typically look for the best dose to employ.

Comparison to other treatments is not typi-

cally built into the study design.

• Phase II. Trials that look for evidence of activ-

ity, efficacy, and safety at a fixed dose. Again,

comparison to other treatments is not typically

built into the study design.

• Phase III. Trials in which comparison with

another treatment (e.g., placebo, an active

control) is a fundamental component of the

design. These trials are undertaken if Phase

I and Phase II studies have provided prelimi-

nary evidence that the investigational drug is

safe and effective.

• Phase IV. These are postmarketing trials,

conducted once the drug has been approved

and in therapeutic use. There are various sorts

of Phase IV trials. Some can be quite similar in

design and conduct to preapproval therapeutic

confirmatory trials. Other kinds include

open-label trials, when both investigators and

subjects know what treatment subjects are

receiving, and large simple trials.

However, while commonly employed, these

designations are not always used consistently.

Accordingly, two studies with the same aims

may be classified into different phases, and

two studies classified into the same phase may

have different aims. This nomenclature, there-

fore, can be confusing, and alternate systems

of categorization are arguably more informa-

tive. One such system is presented in Table 1.

The four categories correspond closely to Phase

I to Phase IV, respectfully, but are more

descriptive.

Among the goals of clinical development are:

• Estimation of the investigational drug’s safety

and tolerance in healthy adults.
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• Determination of a safe and effective dose

range, safe dosing levels, and the preferred

route of administration.

• Investigation of pharmacokinetics and phar-

macodynamics following a single dose and

a multiple-dose schedule.

• Establishment and validation of biochemical

markers in accessible body fluids that may

permit the assessment of the desired pharma-

cological activity.

• Identification of metabolic pathways.

• Evaluation of the drug’s safety and efficacy

in a relatively small group of subjects with

the disease or condition of clinical concern

(the targeted therapeutic indication).

• Selection and optimization of final formula-

tions, doses, regimens, and efficacy endpoints

for larger scale, multicenter studies. Efficacy

endpoints should be able to be measured reli-

ably and should quantitatively reflect clini-

cally relevant changes in the disease or

condition of clinical concern.

• Evaluation of the drug’s comparative efficacy

(measured against placebo or an active

comparator) in larger scale, multicenter stud-

ies, and collection of additional safety data.

Cross-References

▶Comparative Effectiveness Research

▶Efficacy

▶Metabolism

▶ Placebo and Placebo Effect
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Pharmacological Challenge Tests

▶ Pharmacological Stress Tests

Pharmaceutical Industry: Research and Development, Table 1 Classifying clinical studies according to their

objectives (Based on ICH E8: General considerations for clinical trials)

Objective of trials Study examples

Human pharmacology

• Assess tolerance

• Describe or define pharmacokinetics (PK) and

pharmacodynamics (PD)

• Explore drug metabolism and drug interactions

• Estimate (biological) activity

• Dose-tolerance studies

• Single- and multiple-dose PK and/or PD studies

• Drug interaction studies

Therapeutic exploratory

• Explore use for the targeted indication

• Estimate dosage for subsequent studies

• Provide basis for confirmatory study design,

endpoints, methodologies

• Earliest trials of relatively short duration in well-defined

narrow populations with the disease or condition of clinical

concern, using surrogate of pharmacological endpoints or

clinical measures

• Dose-response exploration studies

Therapeutic confirmatory

• Demonstrate/confirm efficacy

• Establish safety profile

• Provide an adequate basis for assessing benefit/risk

relationship to support licensing (market approval)

• Establish dose-response relationship

• Adequate and well-controlled studies to establish efficacy

• Randomized parallel dose-response studies

• Clinical safety studies

• Studies of mortality/morbidity outcomes

• Large simple trials

• Comparative studies

Therapeutic use

• Refine understanding of benefit-risk relationship in

general or special populations and/or environments

• Identify less common adverse drug reactions

• Refine dosing recommendations

• Comparative effectiveness studies

• Studies of mortality/morbidity outcomes

• Studies of additional endpoints

• Large simple trials

• Pharmacoeconomic studies

Pharmacological Challenge Tests 1467 P

P

http://dx.doi.org/10.1007/978-1-4419-1005-9_1001
http://dx.doi.org/10.1007/978-1-4419-1005-9_1019
http://dx.doi.org/10.1007/978-1-4419-1005-9_472
http://dx.doi.org/10.1007/978-1-4419-1005-9_275
http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Efficacy/E8/Step4/E8_Guideline.pdf
http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Efficacy/E8/Step4/E8_Guideline.pdf
http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Efficacy/E8/Step4/E8_Guideline.pdf
http://dx.doi.org/10.1007/978-1-4419-1005-9_44


Pharmacological Stress Tests

Beate Ditzen1, Urs M. Nater2 and

Christine Heim3

1Division of Clinical Psychology and

Psychotherapy, Department of Psychology,

University of Zurich, Binzmuhlestrasse, Zurich,

Switzerland
2Department of Psychology, University of

Marburg, Marburg, Germany
3Institute of Medical Psychology, Charité

University Medicine Berlin, Berlin, Germany

Synonyms

HPA axis stimulation tests; Pharmacological

challenge tests

Definition

The Hypothalamic-Pituitary-Adrenal (HPA)

axis is the major neuroendocrine stress system

in humans. Appropriate functioning of this

highly dynamic multilevel system and its feed-

back mechanisms are assumed to modulate psy-

cho-physiological adaptation to all major and

minor challenges in life. In line with this, pro-

found HPA axis alterations have been found

in psychiatric disorders (most prominently

affective disorders), in chronic medical dis-

orders (e.g., cardiovascular disease), and in

unexplained medical symptoms (e.g., chronic

fatigue, Nater et al., 2008). Furthermore, it has

been suggested that restoration of glucocorticoid

receptor functioning and thereby improvement

of HPA axis integrity might mediate treatment

outcome in some disorders (such as depression)

(Holsboer, 2000).

In order to assess the functional integrity of the

HPA axis and its feedback mechanisms, standard

pharmacological challenge tests have been devel-

oped. Targeting different levels of the axis, these

tests meet two main goals: (a) to stimulate the

HPA axis in order to assess its top-down reactiv-

ity, and (b) to stimulate negative feedback

mechanisms of the HPA axis in order to test its

feedback sensitivity.

Description

In general, HPA axis functioning can be assessed

with repeated measures of its unstimulated effec-

tor steroids, that is, corticotropin-releasing hor-

mone (CRH), adrenocorticotropic hormone

(ACTH), and cortisol.

CRH is best measured in the cerebrospinal

fluid (CSF). Plasma levels do not seem to reflect

hypothalamic CRH secretion because (1) in addi-

tion to the CNS, many tissues in the periphery

(such as the placenta) produce CRH and (2) the

relatively high concentrations of CRH from the

hypothalamic-hypophyseal portal venous blood

are bound by CRH-binding protein until they

reach the peripheral veins (Cunnah, Jessop,

Besser, & Rees, 1987).

ACTH can be assessed in blood. Because the

analysis of ACTH concentrations from blood

plasma is relatively expensive, the number of

repeated measures is usually limited. With

a short plasma half-life and episodic secretion,

ACTH levels in plasma have shown wide fluctu-

ations and should be assessed in combination

with repeated cortisol measures in order to

increase reliability.

Cortisol can be measured in plasma (unbound

and bound cortisol fraction), in saliva

(unbound cortisol fraction), and in urine

(unbound fraction).

Note that single measures of CRH, ACTH, or

cortisol do not give a valid picture of HPA axis

integrity, and more information is obtained by

repeated testing.

Besides psychological challenge tests of HPA

axis activity (Dickerson & Kemeny, 2004), highly

standardized pharmacological challenge tests

have also been developed. Among others, the

administration of Insulin, Naloxone, Fenflur-

amine, Alprazolam, synthetic CRH, synthetic

ACTH, Metyrapone, and Dexamethasone have

been used to provoke changes in HPA axis activ-

ity. In the following, the most widely used HPA

axis challenge tests will be briefly characterized.
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Note that all challenge tests need to be employed

under standardized conditions in a clinical setting.

CRH Stimulation Test

CRH stimulates ACTH secretion. Accordingly,

administration of CRH is used to assess informa-

tion about HPA axis dysregulation occurring down

from the level of the pituitary (ACTH and cortisol).

Following one or two blood draws in order to

assess ACTH and cortisol baseline levels, an IV

bolus of 1 mg/kg of body weight CRH is admin-

istered. Repeated blood sampling at min 15, 30,

60, 90, and 120 will show a rapid rise and subse-

quent gradual decline in ACTH and cortisol fol-

lowing CRH administration.

In healthy subjects, the cortisol response in

plasma after 30–60 min following injection is

higher than 10 mg/dL (276 nmol/L). Usually, the

test is well tolerated, with transient facial flushing

in about 20% of the participants, occasional

shortness of breath, or rare tachycardia, and

hypotension.

ACTH Stimulation Test

With the ACTH stimulation test, the acute adrenal

response to ACTH can be assessed. Before and

following administration of 0.25 mg synthetic

human a1-24-ACTH (tetracosactrin, cosyntropin,

or “Synacthen”) intramuscularly or intravenously,

cortisol levels are measured repeatedly (e.g., base-

line, 30, 45, and 60 min after injection). Due to

ACTH administration, plasma cortisol rapidly

increases within 30 min to at least 18–20 mg/dL
(496–552 nmol/L), with peak responses at 30–

60 min. Interestingly, substantially lower doses

of ACTHwere associatedwith the same endocrine

response as the above-described high dosage.

Consequently, the so-called low-dose ACTH test

(1 mg) is gaining greater importance in endocrine

research (Dickstein et al., 1991). Possible adverse

side effects of this test include bradycardia, tachy-

cardia, hypertension, peripheral edema, and rash.

These side effects should disappear within a few

hours after testing.

Dexamethasone Suppression Test

The synthetic corticosteroid Dexamethasone

(Dex) binds to glucocorticoid receptors and

thereby mimics the effects of cortisol. Conse-

quently, researchers employ the Dexamethasone

Suppression Test (DST) in order to assess HPA

axis feedback sensitivity with an expected reduc-

tion in cortisol secretion following the adminis-

tration of Dex.

In the standard DST procedure, 1 mg Dex is

administered orally at 11:00 p.m. The following

morning (8:00 a.m.), cortisol levels are deter-

mined in blood, saliva, or urine and may be

again measured at 4:00 p.m. In healthy subjects,

the standard DSTwill minimize cortisol secretion

with plasma cortisol levels less than 2 mg/dL
(50 nmol/L) at both measure time points. In

depressed patients, the DST is thought to show

non-suppression of cortisol due to reduced feed-

back sensitivity. However, studies on this test in

depression have not shown high sensitivity

and specificity (APA Task Force on Laboratory

Tests in Psychiatry, 1987), with only about

40–60% of patients demonstrating a failure to

suppress cortisol in response to the standard

DST (Yehuda, 2006). In disorders characterized

by increasedHPA axis feedback sensitivity (such

as Posttraumatic Stress Disorder, PTSD), the

low-dose DST (0.5 mg or 0.25 mg) is preferably

used. Following this test, normal cortisol suppres-

sion results in values around 5 mg/dL. The low-

dose DST has been widely used in PTSD research,

with PTSD subjects having been exposed to

traumas (e.g., childhood abuse, combat, or Holo-

caust exposure) showing hyperresponsiveness

(¼ lower post-DST cortisol) in this test (Yehuda,

2006). No adverse side effects have been reported

for the DST.

Dex-CRH Test

In order to more precisely characterize underly-

ing mechanisms of non-suppression in the Dex

test, the combined Dex-CRH test has been devel-

oped, and improved sensitivity of this test com-

pared to the Dex test has been shown in

depression (Heuser, Yassouridis, & Holsboer,

1994). With the Dex-CRH test, the oral adminis-

tration of Dexamethasone (1.5 mg) at 11:00 p.m.

is combined with the intravenous administration

of 100 mg CRH the following day in the afternoon

(between 2:00 p.m. and 3:00 p.m.). Blood
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samples will be repeatedly collected before CRH

administration, and again at 15, 30, 60, 90, and

120 min after administration.

In healthy individuals, ACTH and cortisol will

be suppressed prior to CRH administration. After

CRH injection, ACTH and cortisol levels are first

increasing and then decreasing (Carroll et al.,

1981). Patients suffering from current major

depression, but also from other psychiatric and

medical conditions, show increased sensitivity,

with markedly elevated ACTH and cortisol levels

following the Dex-CRH test (Ising et al., 2005).

Particularly in depression, repeated Dex-CRH

testing has been discussed as a surrogate marker

for drug efficacy (Ising et al., 2007). Adverse side

effects following the combined Dex-CRH test are

identical to those following CRH administration

alone.

Metyrapone Test

Metyrapone is a method for assessing ACTH

secretory reserve via the interruption of the neg-

ative feedback on the HPA axis. The drug inhibits

P450c11 (11b-hydroxylase), the enzyme that cat-

alyzes the final step in cortisol biosynthesis.

The inhibition of cortisol secretion interrupts

negative feedback of the HPA axis, which

results in a compensatory increase in ACTH.

This increase in ACTH secretion then stimulates

biosynthesis in the cortisol precursor steroid

(11-deoxycortisol) in plasma.

The overnight metyrapone test is used in order

to test whether altered cortisol secretion is

a function of increased/decreased ACTH drive

from the pituitary or a result of adrenal alterations.

A quantity of 30 mg/kg of metyrapone is admin-

istered orally, preferably at midnight. Plasma 11-

deoxycortisol is then determined the following

morning at 8 a.m. In healthy subjects, 11-

deoxycortisol levels in plasma rise to more than

7 mg/dL (0.2 mmol/L) and plasma ACTH levels

rise to greater than 100 pg/mL (22 pmol/L) the

following morning. The test has been used in

PTSD research (for a review see Yehuda, 2006)

as well as in depression research (Young, Ribeiro,

& Ye, 2007). Possible adverse side effects include

gastrointestinal symptoms, headaches, dizziness,

hypotension, and allergic skin reactions.

Summary and Outlook

The investigation of neuroendocrine alterations in

psychiatric and medical disorders has largely

improved our knowledge of the pathophysiology

of these disorders. The next steps will be to further

improve the sensitivity, specificity, and thereby

validity of HPA axis challenge tests. Note that so

far, reliable results can only be obtained with

repeated application of challenge tests and

repeated HPA axis assessment. Confounding fac-

tors, such as eating disorders, restrictive dieting,

diabetes, gender, and alcohol consumption have

been discussed in the literature with mixed results

(e.g., APA Task Force on Laboratory Tests in

Psychiatry, 1987; Ising et al., 2005; Young,

Ribeiro, & Ye, 2007). This is particularly relevant,

as oftentimes these factors might be substantially

altered in psychiatric and medical conditions.

A variety of CNS processes can trigger or

dampen HPA activation. Among others, these

mechanisms may include alterations in levels

vasopressin, serotonin, endorphins, oxytocin, neu-

ropeptide Y, substance P, and cytokines. So far, on

the level of HPA axis dynamics alone, we are not

able to trace back specifically involved CNS

mechanisms; in other words, the specificity of

HPA axis challenge tests cannot exceed the spec-

ificity of the HPA axis itself. Future studies should

combine imaging data, administration of centrally

active substances (e.g., intranasal administration

of vasopressin and oxytocin), in combination with

HPA axis challenge tests, thus providing further

insights into the specificity of the involved mech-

anisms in healthy as well as in pathological endo-

crine functioning.
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Definition

The term phenotype refers to an organism’s

outward appearance and characteristics. This

contrasts with the individual’s genotype, the set

of alleles that an offspring inherits from both

parents. In the behavioral sciences, including

Behavioral Medicine, the fundamental issue of

heredity is the extent to which differences in

genotype account for differences in phenotype,

i.e., observed differences among individuals

(Plomin, DeFries, McClearn, & Rutter, 1997).

In contrast to single-gene disorders such as

Huntington’s disease and phenylketonuria (PKU),

complex dimensions, disorders, and conditions of

clinical concern in Behavioral Medicine are

influenced by heredity, but not by one gene alone.

Multiple genes are typically involved, and so too

are multiple environmental influences, and pheno-

types are often the result of the combined effects of

both genotype and environmental factors.

Cross-References

▶Allele
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Synonyms

Assessment; Exercise

Definition

Physical activity (PA) is any body movement that

leads to skeletal muscle contraction and notice-

able increases in energy expenditure (US Depart-

ment of Health and Human Services [USDHHS],

2008). Such activities can be walking, washing

windows, or gardening.

Description

Introduction

There is strong evidence that there are greater

physical, physiological, and possibly mental

health benefits from a lifestyle that includes

more occupational and leisure-time physical

activity (PA) than a predominantly sedentary

(inactive or underactive) lifestyle (USDHHS,

2008). These benefits include a risk reduction

for type 2 diabetes, overweight/obesity, cardio-

vascular disease, stroke, high blood pressure, an

adverse lipid profile, osteoporosis, sarcopenia,

and loss of function and autonomy in older age.

There is also a great interest in the benefits of PA

for mitigating and possibly preventing cancer and

its significant morbidity and mortality rates: the

evidence is strongest for the prevention of colon

and breast cancer. Regular PA can also help in

weight loss (when combined with reduced calorie

intake) and is associated with reduced depression

and better cognitive functioning (among older

adults) (USDHHS).

On the negative end, there is low risk of

adverse events such as injuries, when generally

healthy people engaged in moderate-intensity

activity. However, when performing the same

activity, people who are less fit are more likely

to be injured than those who are fitter. The risk of

cardiac events such as heart attacks during PA is

rare. But there is a risk of such events when an

individual suddenly becomes much more active

than usual (e.g., shoveling snow). When both the

benefits and risks of PA are considered, it is clear

that the health benefits of PA far outweigh the

risks of adverse events for a majority of people.

Given the overwhelming evidence for sub-

stantial benefits from PA, physical inactivity is

a national public health problem. Recent data

from the 2009 National Health Interview Survey

(NHIS) indicates that 35% of US adults report

engaging in regular leisure-time PA, 33%

reported some leisure-time PA, and 33% report

no participation in leisure-time PA (http://www.

cdc.gov/nchs/fastats/exercise.htm.) NHIS data

for 2005–2007 showed that 30.7% of US adults

engaged in PA sufficient in frequency and dura-

tion to be classified as regular and 39.7% report
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no leisure-time PA (Schoenborn & Adams,

2010). Men (61.9%) were more likely than

women (58.9%) to engage in at least some lei-

sure-time activity. The percentage of adults who

engage in at least some leisure PA increased with

education and with family income but decreased

with increasing age. Married adults were more

likely than those in other marital status groups to

engage in at least some leisure-time PA. White

adults (61.9%) and Asian adults (60.3%) were

more likely than black adults (48.8%) to engage

in at least some leisure-time PA. Finally, adults

living in the US South (27.4%) were least likely

to engage in regular leisure-time PA compared

with adults living in any other region.

What Is Physical Activity?

Body movement for the purposes of health bene-

fits can be defined by multiple constructs. Some

of these constructs are similar but are still dis-

tinct. PA is any body movement that leads to

skeletal muscle contraction and noticeable

increases in energy expenditure (USDHHS,

2008). Such activities can be walking, washing

windows, or gardening. To assess how much PA

someone has to engage in for a specific health

outcome, the term “dose response” is used

(USDHHS). Dose response refers to the

frequency, intensity, duration, and type of PA

needed for a certain health outcome (i.e., fitness).

Typically, PA is measured in kilocalorie (kcal),

metabolic equivalent (MET), minutes, or MET-

minutes per day or week (USDHHS). Such mea-

surements occur through various assessment

methods that will be addressed below.

A construct that can be seen as interchange-

able with PA is exercise, but these terms are not

identical. Exercise, a subset of PA, is planned,

structured, and repetitive bodily movement (such

as participating in an aerobics class) with the goal

of improving or maintaining physical fitness

(USDHHS, 2008). Physical fitness primarily con-

sists of aerobic power or cardiorespiratory fitness

measured by maximal and submaximal stress

testing or a field test (USDHHS). PA is something

an individual does which can help to achieve

greater physical fitness. In addition to PA, various

factors such as age, sex, health status, and

genetics can also affect physical fitness. In aero-
bic activity or endurance activity, the body’s

large muscles move in a rhythmic manner for

a sustained period of time as in brisk walking,

biking, or swimming. Resistance training

(or strength training) consists of repetitive move-

ments geared toward greater skeletal muscle

strength, power, endurance, and mass

(USDHHS). Flexibility training refers to repeti-

tive activities to improve the movement of joints

through their full range of motion (USDHHS).

Assessment of Physical Activity

Reliable and valid measures of PA are essential to

understand energy expenditure in various

populations. There are three common ways to

assess PA: (1) criterion methods, (2) objective

measures, and (3) subjective/self-reports. The

selection of any of these three methods can be

based on feasibility, cost, the specific research or

clinical setting, and type of population.

Criterion methods such as doubly labeled

water and indirect calorimetry are the gold stan-

dards for measuring PA (Vanhees et al., 2005).

Doubly labeled water (DWL) measures total

energy expenditure and does not require individ-

uals to log their daily activity because it uses the

body’s water to record metabolic rates. Thus, this

technique is objective and requires little partici-

pant burden. Even with these advantages, various

factors that lead to changes in energy expenditure

such as PA, basal metabolic rate, and diet-

induced energy expenditure cannot be teased

apart from each other (Vanhees et al.). Another

important criterion method is indirect calorime-

try. Energy expenditure is measured by oxygen

consumption and carbon dioxide production

through collected respiratory gases or in a respi-

ration chamber (Vanhees et al.). Both DWL and

indirect calorimetry are expensive and have lim-

ited usability. They are less feasible in studies

where participants have to monitor their daily

PA in the community or home setting or over

multiple assessments or over extended periods.

The objective measures of PA include fitness

testing, accelerometers, and pedometers. As

mentioned earlier, aerobic capacity is measured

through fitness testing conducted on a treadmill,

Physical Activity and Health 1473 P

P



stationary bike, or a field test. These tests yield

levels of peak oxygen consumption (VO2 peak)

which is an index of cardiorespiratory capacity

(Gelieber et al., 1997). These treadmill or bike

tests must be overseen by a physician and are

expensive but are used to assess fitness in clinical

and research studies.

Accelerometers and pedometers are more

commonly seen in the literature because they

are relatively inexpensive ($10–$450 and

above) and participants can be taught how to

use them without extensive training. Accelerom-

eters and pedometers are motion sensors but with

different purposes. Accelerometers measure all

body movement and physical activities and can

yield the dose of PA (e.g., Fogelholm et al.,

1998). Thus, accelerometers are significantly

more expensive than pedometers due to their

use of technology (Vanhees et al., 2005).

Pedometers are battery-operated step counters

that are worn on the waist and measure steps

when engaging in PA (Vanhees et al., 2005).

They are efficient in monitoring steps but may

produce inaccurate readings due to inadvertent

body movements. Activities such as biking and

other activities where the body torso is stationary

are not suitable for pedometers as are water

activities. The reliability and validity of pedom-

eters have been addressed in the literature

(e.g., Vanhees et al.). It is anticipated that

the next generation of pedometers will yield

information on the “dose” of PA (i.e., intensity,

frequency, and duration).

The third category of assessments is the sub-

jective, self-report measures which include dia-

ries, interviews, and questionnaires (e.g., von

Poppel, Chinapaw, Mokkink, van Mechelen &

Terwee, 2010). These subjective methods are

inexpensive and generally do not take significant

time. The measures are commonly used when

assessing PA of large numbers of individuals.

As with all self-report measures, problems with

recall, over-estimation, and interviewer skill

limit the validity of these instruments.

Physical Activity Guidelines

There are various PA guidelines for public health

benefits, weight loss, or weight management and

for patients treated for diseases such as cancer

(Schmitz et al., 2010; USDHHS, 2008). For the

purposes of this chapter, PA guidelines for

improving general health for adults will be

discussed.

In the 1960s and 1970s, the PA literature pro-

vided information that many health benefits could

be achieved through vigorous intensity or high

levels of PA. Since then, a large research base led

to the first public health and PA guidelines issued

in 1995 by the American College of Sports Med-

icine (ACSM) and Centers for Disease Control

and Prevention (CDC) (Pate et al., 1995). These

guidelines recommended that “every US adult

should accumulate 30 min or more of moderate-

intensity PA on most, preferably all, days of the

week.” The guidelines were based on evidence

that moderate-intensity PA accumulated in short

bouts could lead to improved health outcomes.

Due to further advances in understanding the

health benefits of PA, misunderstanding of

the prior 1995 ACSM and CDC PA guidelines,

and continued physical inactivity of many

Americans, a new set of PA guidelines were

issued in 2007 by the ACSM and American

Heart Association (AHA) (Haskell et al., 2007).

These 2007 guidelines were tailored for children,

healthy adults between the ages of 18–65, and

older adults over age 65. For healthy adults, the

guidelines recommend moderate-intensity aero-

bic PA for at least 30 min on 5 days each week or

vigorous-intensity aerobic activity for at least

20 min on 3 days each week (Haskell et al.).

These guidelines also clarified that (a) 30 min of

aerobic or endurance activity can be achieved in

at least 10-min bouts, (b) resistance training

should be performed at least twice a week, and

(c) individuals who wish to engage in more activ-

ity to improve health or reduce risk of disease

could surpass the minimum recommendations

(Haskell et al.).

In 2008, the US Department of Human and

Health Services (USDHHS) released PA guide-

lines for health benefits and recommended

a minimum of 150 min of moderate-intensity

PA, 75 min of vigorous-intensity PA, or 500–

1,000 MET min of PA per week. A combination

of moderate- and vigorous-intensity activity
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could be used to achieve these recommendations.

These guidelines did not provide an empirically

supported dose response prescription that

included frequency of PA (i.e., number of days

a week) because of insufficient evidence. On

the other hand, the guidelines did clarify that

the upper limit of MET values for moderate

activity is 5.9 and the lower limits of vigorous

activity are 6 METs. In the past, 6 METs

overlapped as the highest and lowest values

for moderate and vigorous PA, respectively

(USDHHS, 2008).

Finally, there are other PA guidelines such as

those related to the number of steps per day

needed to achieve health benefits. It is commonly

known that 2,000 steps equal 1 mile. Current

PA guidelines suggest that accumulating at

least 10,000 steps and greater per day indicates

that one is active, and accumulating at least

12,500 steps per day indicates that an individual

is very active (e.g., Tudor-Locke & Bassett,

2004).

Theories and Interventions

To respond to the challenge of reducing sedentary

behavior, numerous interventions have been

developed and tested for specific patient

populations (e.g., individuals with diabetes, car-

diovascular disease, osteoarthritis, cancer), indi-

viduals with specific risk factors (high

cholesterol, hypertension), and the general popu-

lation at various phases of the lifespan (young

children, school-aged, college-level, middle-

aged, and older adults). The interventions have

been offered at schools, work sites, and in com-

munities. PA has also been targeted to reduce

other risk behaviors (e.g., smoking, alcohol, and

other drug addiction). More recently, PA has

been emphasized as part of the initiatives to com-

bat the obesity epidemic in the USA. The inter-

ventions have yielded varying degrees of success.

The Task Force on Community Preventive

Services (Kahn et al., 2002) concluded that

there are six types of interventions that have

been shown to increase PA and cardiorespiratory

fitness: point-of-decision prompts, community-

wide education, school physical education and

community social support, individual health

behavior, and enhanced access to places for PA

combined with informational outreach activities.

Interventions have been offered using various

modalities (in-person, by telephone, web-based,

and more recently, using mobile technology such

as palmtop computers and mobile phones) with

varying degrees of “reach” to modify sedentary

behavior.

In developing interventions, there is growing

interest in community-based participatory

research especially to reach subgroups that are

more challenging to reach but are characterized

by sedentary lifestyles. This type of research

addresses predictors of health at the community

and individual levels and includes the community

of interest in the whole research enterprise. Thus,

the participants or community are commonly

involved with all areas of research conceptuali-

zation, development, and data collection. Fur-

thermore, culturally relevant strategies and

theories and social marketing principles are inte-

grated a priori in the study to enhance recruitment

and retention efforts. Community-based partici-

patory research is gaining popularity given the

public health epidemic of obesity and physical

inactivity in diverse populations (Yancey et al.,

2004).

PA interventions have been based on theories

of behavior change. One of the more commonly

used theories is Social Cognitive Theory (SCT)

(Bandura, 1986) which posits that behavior, envi-

ronmental factors, and personal factors of the

individual, such as cognitions, emotions, and

physical characteristics, are mutually influential.

Interventions based on SCT focus on the impor-

tance of individuals’ ability to control their

behavior and how changes in the individual or

the environment can produce changes in behav-

ior. Success in being able to initiate and maintain

the behavior change is determined by an individ-

ual’s ability to regulate his or her own behavior

through personal strategies (e.g., setting PA

goals, monitoring progress toward goals), as

well as environmental approaches (e.g., using

social support or environmental prompts).

The Theory of Planned Behavior (Tpb)

(Ajzen, 1991) is another widely used theory that

proposes that behavior is directly predicted by
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intention, which in turn, is directly predicted

by attitude, subjective norm, and perceived con-

trol. Perceived control is the belief that a behavior

can be performed with ease or difficulty and it

may directly predict the behavior, attitude is the

personal evaluation of performing the behavior,

and subjective norm is the perceived normative

beliefs of relevant others regarding the behavior.

Thus, according to the theory, individuals will

intend, and be motivated to, perform a behavior

such as PA when they view it favorably, believe

that important others think they should be phys-

ically active, and believe that PA is under their

control and can be carried out.

The Transtheoretical Model (TTM) of health

behavior change (Prochaska & DiClemente,

1983) postulates that individuals move through

a series of six stages of motivational readiness

while making a behavior change (i.e.,

precontemplation, contemplation, preparation,

action, maintenance, and termination), and this

approach has been applied to PA (Marcus &

Simkin, 1993). While progressing through these

stages, the individual engages in ten different

cognitive and behavioral processes of change

that are important in the adoption and mainte-

nance of a new behavior. For example, research

suggests that cognitive processes of change (e.g.,

setting realistic goals) should be encouraged

among those in precontemplation and contempla-

tion, while behavioral processes (e.g., placing

reminders to exercise at work or home) should

be promoted among those in the more advanced

stages of motivational readiness. TTM-based

interventions attempt to tailor PA programs to

a participant’s motivational readiness to change

and utilize the processes of change to encourage

progression in motivational readiness for PA.

The Self-Determination Theory (SDT) posits

that behaviors are regulated bymotives that range

on a continuum from highly controlled (extrinsi-

cally motivated) to fully autonomous (intrin-

sically motivated). Extrinsically motivated

behaviors arise to avoid negative emotions, a

threat or a demand. Extrinsic motivation is also

involved when an individual performs a behavior

that he or she feels is valuable (but not necessar-

ily inherently enjoyable; Ryan & Deci, 2000).

Intrinsically motivated behaviors are those that

are done to provide the individual inherent enjoy-

ment, satisfaction, or pleasure. It is thought that

intrinsic motivation for behaviors such as PA

leads to greater interest, more confidence, and

longer persistence of the behavior.

The Protection Motivation Theory (Rogers,

1983) emphasizes threat and coping appraisal.

Threat appraisal consists of perceived severity

(estimated threat of disease) and perceived vul-

nerability (estimate of chance of developing the

disease), and coping appraisal consists of

response efficacy (expectancy that the

recommended behavior, i.e., PA, can remove

the threat) and self-efficacy (belief that one can

carry out the recommended behavior success-

fully, i.e., adopt and maintain PA). Both threat

and coping appraisal affect intention to be phys-

ically active and PA behavior.

Theories that focus on the individual (e.g.,

beliefs, attitudes) have led to the development

of various interventions to promote PA. How-

ever, variables based on these theories do not

explain more than a relatively small percentage

of the variance in PA levels. Ecological

models have become increasingly popular in

acknowledging multiple levels of influence on

PA: individual, social/cultural, organizational,

community, physical environment, and policy.

They are “macro” in the sense that they go

beyond the individual-level choices and deci-

sions to become active in an effort to reduce

sedentary lifestyles (King, Stokols, Talen,

Brassington & Killingsworth, 2002). Such

models focus on the environmental variables,

the related type of PA (e.g., transit vs. recrea-

tional), and the extent to which specific environ-

mental conditions (e.g., built environment) can

facilitate or constrain recreational activity, transit

activities, or both. For example, availability of

playgrounds, sidewalks, biking, or walking trails

is likely to facilitate PA. Conversely, unsafe

neighborhoods and lack of sidewalks are likely

to hinder PA.

To achieve widespread adoption of physically

active lifestyles, much needs to be done to deter-

mine what models will facilitate dissemination of

PA interventions and which approaches will
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help adapt interventions for culturally diverse

subgroups. The costs and benefits of such inter-

ventions also require attention. Finally, sustain-

ing PA over time will require change at the policy

and legislative levels as has been the case with

smoking cessation.

Conclusions

PA has an important role to play in the prevention

and management of many chronic diseases.

Although there has been improvement in the

overall prevalence of regular PA in the USA,

a large subgroup does not engage in regular PA.

Efforts to promote PA have focused on individ-

ual-level factors and, to a lesser extent, factors at

the community and population level. New tech-

nologies can help extend the reach of interven-

tions. However, addressing the barriers to

adopting and maintaining PA in the twenty-first

century will require efforts at the individual,

community, population, and policy levels.
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Definition

Physical activity interventions primarily aim to

encourage sedentary individuals or those at risk

for chronic diseases to initiate and maintain

healthy levels of activity. Secondary goals of

interventions may include improved weight or

disease management, enhanced psychological

well-being and stress reduction, and better

quality of life. There has been a recent concerted

effort to examine changing multiple health

behaviors (e.g., dietary, tobacco cessation) in

combination with sedentary behaviors. Interven-

tions are often evaluated in the context of

a randomized clinical trial (efficacy trials) or

quasi-experimental designs (effectiveness trials).

Description

Recently, the US government released its first

formal set of recommendations on physical

activity (PA), the Physical Activity Guidelines

for Americans (United States Department of

Health and Human Services [USDHHS], 2008),

thereby establishing increasing PA as a significant

health goal for the twenty-first century. In addition

to making clear the health benefits of PA, these

guidelines emphasize accumulating targeted doses

of moderate to vigorous-intensity forms of PA

across the week (rather than on a daily basis) as

well as provide specific guidelines for particular

groups of people (e.g., youth, adults, older adults,

pregnant women, adults with disabilities). How-

ever, because of the many benefits of PA and

relatively low rates of individuals who engage in

routine leisure-time PA, public health profes-

sionals have for some time developed strategies

and interventions to increase PA (Buckworth &

Dishman, 2002). Typically, PA interventions

target a goal of consistently achieving at least 30

min of moderate intensity activity on 5 or more

days per week. However, some interventions have

focused on increasing low-intensity PA, such as

walking or stair usage, which may be engaged in

more often and in various settings. Duration and

intensity of PA interventions have varied greatly

from brief, single contacts to multiple contacts

extending over 2 years. Efforts to promote PA

involvement have, in general, fallen into one or

a combination of the following levels of interven-

ing: Individual, group, and community context.

Individual level interventions attempt to pro-

mote the adoption and maintenance of active life-

styles by targeting attitudes, beliefs, and behaviors

of particular individuals who are not meeting PA

guidelines. The most common theoretical para-

digms guiding these interventions include social

learning theory/social cognitive theory, theory of

planned behavior, health belief model, and

transtheoretical model (e.g., Marcus & Forsyth,

2009). Interventions have employed several strate-

gies and techniques either successively or concur-

rently, often in a home-based context, to affect

behavioral initiation and/ormaintenance of change.

The following strategies have been commonly used

in interventions: health education, health-risk

appraisal, motivational interviewing, written exer-

cise prescriptions, mastery experience/self-efficacy

enhancements, goal setting, incentives, contin-

gency contracts, self-monitoring, self-reinforce-

ment, and stimulus control. Delivery of individual

interventions has often been via face-to-face or

telephone interactions and print materials, though

text message/e-mail and web-based programs with

expert system algorithms for interactive and tai-

lored feedback have become increasingly popular

and considered a viable mode that may be appeal-

ing to some individuals (Marcus et al., 2006;

Vandelanotte, Spathonis, Eakin, & Owen, 2007).

In contrast to individual level programs, group-

based interventions occur in the context of small

group settings (e.g., structured classes) and utilize

this social environment to encourage PA.Although

group interventions often also make use of the

theoretical paradigms and strategies discussed

within individual approaches, the group structure

(e.g., group norms) and processes (e.g., interactions
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and communications) that facilitate group cohesion

and support for changing sedentary behaviors are

emphasized. Group-based specific strategies

include developing a distinct group identity

(along with group name/clothing), establishing

shared goals, mentoring by more experienced

members, and encouragement of “fitness friends”

and additional support.

Community-level interventions emphasize pre-

vention and risk reduction that affects large seg-

ments of a particular population or community.

Such PA interventions may include a combination

of site-based (e.g., schools, health care, work,

church), mass media (e.g., print media cam-

paigns), built environments (e.g., constructing

multiuse paths and trails), or policy/legislative

(e.g., time allotted for PA at worksite, insurance

premium reductions for engaging in PA) strategies

and target system changes rather than behavior

change of individuals. Thus, a fundamental

assumption of community-level PA interventions

is that large numbers of individuals will be

accessed that may not have been identified other-

wise and that the systemic change will yield

behavior change in many more individuals.

Numerous reviews and reviews of reviews of

PA intervention studies have been conducted

(e.g., Foster, Hillsdon, & Thorogood, 2005).

Reviews focusing exclusively upon intervention

modalities/settings and subpopulations are also

available. Overall, the data have suggested that

PA interventions (compared to no-intervention or

minimal-intervention controls) have garnered

modest gains (Muller-Riemenschneider, Reinhold,

Nocon, & Willich, 2008), with behavior modifica-

tion strategies yielding the largest effects. How-

ever, behavior modification approaches have

been criticized for lacking sustained effects once

the intervention is completed as well as potentially

compromising more autonomous motivation to

engage in PA. A recent meta-analytic review

indicated that the strategy of self-monitoring

accounted for the most behavioral change of inter-

vention participants, whereas the delivery context

(e.g., individual vs. group), number of sessions,

target population, and setting were not significant

in determining intervention effectiveness (Michie,

Abraham, Whittington, McAteer, & Gupta, 2009).

Data also suggest that interventions targeting

lower intensity and more active leisure time

(e.g., walking) appear more successful in affecting

change in PA behavior than those advocating more

vigorous intensities and structured activities

(Williams, Matthews, Rutt, Napolitano, &Marcus,

2008). Although the findings are inconsistent on

the effectiveness of worksite interventions for

promoting PA, a recent review of randomized clin-

ical trials indicated such interventions may achieve

modest effects with promoting healthy weight

among employees (Anderson et al., 2009).

Worksite settings are thought to offer valuable

opportunities for PA interventions because of the

potential for high exposure and reach, with

promising strategies that include an increased

emphasis on social networks (e.g., “buddy

system”) and built environments (e.g., stairwell

enhancements, bike racks) as well as communica-

tion change strategies (e.g., persuasive point-of-

decision prompts for increased PA or stairwell

use). Although environmental strategies that create

or improve access to PA for leisure or transporta-

tion purposes appear promising, at present, solid

empirical evidence for such interventions is

lacking. Community-level interventions involving

large-scale multicomponent strategies, as well as

targeting a combination of health behaviors

(e.g., dietary), have demonstrated some initial

effectiveness for increasing the percentage of

active people across a variety of communities and

populations, provided materials and messages are

culturally adapted to the needs of the particular

community and/or populations (Zaza, Briss, &

Harris, 2005). While school-based physical educa-

tion programs also appear effective in increasing

PA levels, generalizability outside of the school

setting has been limited (Marcus et al., 2006;

Zaza, Briss, & Harris, 2005). On balance, family-

based PA intervention have yielded mixed

results, whereas classroom-based health education

and single-component mass media campaigns

have not been found to be effective for increasing

PA (Marcus et al.; Zaza, Briss, & Harris).

Unfortunately, maintenance of behavioral

change beyond 3 months is not often reported in

PA interventions. The data and reviews that are

available suggest that determinants of PA initiation
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andmaintenancemay be different. A recent review

found that maintenance was more likely for PA

interventions that involved more than six behav-

ioral change strategies, occurred for more than

24 weeks, and included face-to-face contacts as

well as follow-up prompts to reinforce intervention

content (Fjeldsoe, Neuhaus, Winkler, & Eakin,

2011). Notably, assessment of long-term sustain-

ability of PA improvements did not extend beyond

24 months post-intervention for any of the studies

examined. Increased assessments of PA mainte-

nance and intervention sustainability appear to be

a much needed emphasis in future research.

Although cost-effectiveness analyses are also

underreported in the literature and in need of

greater prioritization (Hagberg & Lindholm,

2006; Muller-Riemenschneider, Reinhold, &

Willich, 2009), some data suggest that both behav-

ioral and environmental focused PA interventions

may be cost-effective with the latter appearing to

have potentially greater cost-effectiveness. In

a similar vein, determining the public health

impact of PA interventions has become increas-

ingly important and emphasized,with theRE-AIM

(Reach, Efficacy, Adoption, Implementation, and

Maintenance) framework (Glasgow et al., 2010)

serving as a useful model for evaluating and com-

paring any given intervention across the various

levels (i.e., individual to community). Finally,

because poor fidelity and adherence to treatment

protocols and theoretical frameworks has limited

conclusions from the data, there has been a recent

effort to systematically create a taxonomy of

behavior change techniques to more clearly map

intervention components reported in studies (Abra-

ham & Michie, 2008).

Cross-References

▶Benefits of Exercise

▶ Physical Activity and Health
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Definition

Numerous aspects of psychological well-being

related to physical activity have been examined

using epidemiological, cross-sectional, and exper-

imental research strategies, including depression,

anxiety, mood/affect, self-perception, cognitive

performance, and quality of life. Moreover,

these aspects have been considered in terms of

acute bouts of exercise and chronic exercise/

physical activity as well as potential underlying

mechanisms.

Description

It is well accepted that physical activity (PA) has

important and far-reaching benefits for enhanced

physical health and reduced risk of premature

mortality. However, notable psychological

benefits have also been documented in the litera-

ture (Buckworth & Dishman, 2002). Recently,

increased attention has been drawn to examining

the impact of PA on serious mental illnesses (e.g.,

schizophrenia, substance abuse/dependence, eat-

ing disorders) and a call to consider integrating PA

programs intomental health services as a means to

improve psychological well-being and reduce risk

for comorbid physical health problems (Holley,

Crone, Tyson, & Lovell, 2011; Richardson et al.,

2005). Although additional randomized clinical

trials are needed to evaluate PA interventions for

treating psychological disorders, some data exist

supporting the psychosocial benefits in terms

of alleviating both primary and secondary

symptoms of psychological disorders, including

reduced cravings and body dissatisfaction and

improved mood and social functioning.

Depression

The most cited and striking evidence in support

of the beneficial associations between psychoso-

cial functioning and physical activity comes

from studies examining depression. Prospective

epidemiological studies have found depression to

be associated with low levels of PA, whereas

maintaining a moderately active lifestyle has

been related to lower risk of developing depres-

sion (Biddle, Fox, & Boutcher, 2000). These data

are suggestive of both a dose–response relation-

ship and protective effect of PA. Both narrative

reviews and meta-analyses of exercise interven-

tions have reported moderate-to-large effects for

individuals with clinical depression with

the reduction in depression appearing for both

aerobic and non-aerobic forms of exercise

(Clark & Williams, 2011; Stathopoulou, Powers,

Berry, Smits, & Otto, 2006). Importantly, the

effect was more pronounced for individuals

diagnosed with moderate-to-severe levels of

depression than mild-to-moderate levels. These

post-intervention effects have been demonstrated

in older populations (>60 years) as well, though

long-term intervention outcomes and follow-up

appear to be lacking with most of the trials

(Blake, Mo, Malik, & Thomas, 2009).

Some data also point to PA yielding effects

comparable to antidepressant medications. The

effects for exercise may appear less immediate

than medications, but exercise seems to

offer a reduced risk for relapse with depression

(Barbour, Edenfield, & Blumenthal, 2007).

A recent meta-analysis of PA interventions and

depressive symptoms (i.e., nonclinical depres-

sion) has reinforced the previous findings of

somewhat smaller moderate effects with less

depressive symptomatology for both men and

women; however, the effect was strengthened

when aerobic forms of exercise were combined
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with non-aerobic exercise (i.e., resistance, flexi-

bility) (Conn, 2010a). Supervised low-intensity

PA interventions were shown to yield larger

effect sizes than moderate- or high-intensity

exercise, suggesting that increased aerobic fitness

is not a primary mechanism responsible for

antidepressive effects of PA.

Anxiety

Another central area of inquiry regarding the

salutary effects of PA has involved investigating

anxiety reductions in both clinical and

nonclinical samples. Reviews of intervention

studies using individuals with elevated levels of

anxiety or diagnosed anxiety disorders have

generally reported small-to-medium effect sizes

with somewhat better effects demonstrated with

aerobic forms of exercise and longer intervention

programs (Biddle, Fox, & Boutcher, 2000). Some

comparative studies have shown PA to provide

similar results to pharmacological and other

therapeutic techniques (e.g., relaxation) in

anxiety reductions and related symptoms.

However, similar to the findings with depressive

disorders, the impact of PA on anxiety reduction

generally appears to be more delayed but stable.

A recent meta-analysis of anxiety outcomes of

PA interventions with nonclinical samples found

similar benefits of PA on reduced anxiety levels,

though observed slightly more modest effects

than seen with clinical samples (Conn, 2010b).

Although no differential effect was found for

aerobic versus non-aerobic forms of PA, greater

anxiety reduction was observed with moderate-

to-high intensity levels of exercise. In addition

to chronic exercise (i.e., PA interventions), stud-

ies focusing on single bouts of exercise have

examined changes in state anxiety with similar

size effects. Larger reductions in anxiety appear

for within-group than between-group com-

parisons and aerobic forms of exercise (rather

than non-aerobic/resistance forms) appear

most beneficial with reducing state anxiety.

Single-session bouts of exercise have also

been found to provide beneficial attenuated

physiological reactivity and improved recovery

from psychosocial stressors (Buckworth &

Dishman, 2002).

Affective Response

Although some researchers have used mood and

affect interchangeably, there has been consider-

able attention in the PA/exercise literature

directed toward providing clarification of these

constructs (e.g., Ekkekakis & Petruzzello, 2000).

Overall, moods are emotion-related expressions

(e.g., anxious mood, depressed mood) that

are considered more complex and multifaceted,

lasting only brief moments to days, and may

develop without an identifiable event. While

affect is also considered an emotion-related

expression, it is thought to be more basic and

vary along the orthogonal dimensions of valence

(unpleasant/avoidance vs. pleasant/approach)

and level of activation (calm vs. aroused). Thus,

an affective response may entail unpleasant and

low activation (e.g., fatigue, boredom), unpleas-

ant and high activation (e.g., tension, distress),

pleasant and low activation (e.g., relaxation,

tranquility), and pleasant and high activation

(e.g., vigor, excitement). A meta-analysis

examining changes in pleasant high activation

affect observed medium-sized effects shortly

after a bout of aerobic exercise with larger effects

noted for lower-intensity exercise (Reed & Ones,

2006). Other studies have also indicated that

exercise may result in reports of increased

vigor, relaxation, and tranquility and decreased

tension, irritability, and fatigue (Biddle, Fox, &

Boutcher, 2000). Additionally, high-intensity (or

even moderate-intensity) exercise may result in

increased negative/unpleasant affect, though

there appears to be a great deal of variability in

affective responses among moderate-intensity

PA. More recent efforts to clarify the relationship

between affect and exercise intensity have

investigated affective responses that occur while

physically active. This line of research has indi-

cated that the ventilatory/lactate threshold

(i.e., near maximal level of intensity and transi-

tion from aerobic to anaerobic metabolic supple-

mentation) appears to be the point at which

pleasant affective responses diminish while

exercising and that postexercise affect may

reflect a rebound from this decline or a continu-

ation of pleasant affect if this level of intensity is

not exceeded (Ekkekakis & Acevedo, 2006).
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Cognitive variables (e.g., attentional focus, self-

efficacy, attributions) appear to influence affec-

tive responses with intensities below or near the

threshold; however, physiological/interoceptive

variables (e.g., muscular or respiratory cues)

come to play a more dominant role in influencing

the affective response as the threshold is

approached or exceeded. An important implica-

tion of this line of investigation lies in the poten-

tial to improve adherence to a PA program for

novice exercisers by developing self-monitoring

skills and cognitive strategies (e.g., attentional

dissociation/association) while exercising and

self-selecting intensity to maximize reinforcing

positive affective responses.

Self-Perception

A related and equally important area, though

considerably less studied, is the relationship

between self-perception and PA. Self-

perception is conceptualized as a multifaceted

construct within which lie several related sub-

jective attitudes and beliefs about one’s self

(e.g., self-esteem, self-concept) that may be

organized in hierarchical levels (e.g., global

self-esteem, physical self-esteem domain, situ-

ation-specific efficacy). Overall, cross-sectional

studies have shown that engaging in PA appears

weakly associated with higher global self-

esteem, though a moderate relationship between

better physical self-esteem and body image

exists beginning in adolescence and extending

into adulthood (Ekelund, Heian, & Hagen,

2005; Fox, 2000; Spence, McGannon, & Poon,

2005). Reviews of PA interventions reinforce

this pattern of improved self-perceptions with

the greatest improvements occurring for indi-

viduals with lower self-esteem. Some data also

suggest that females may benefit more from

participation in an exercise program than their

male counterparts in terms of increased body

image, physical self-esteem, and self-efficacy

for exercise (Hausenblas & Fallon, 2006).

Although both aerobic forms of PA and

weight/resistance training seem beneficial,

the combination of the two appears to offer

greater improvements in body image and phys-

ical self-esteem.

Cognitive Performance

A growing body of evidence supports the benefi-

cial effect of PA on cognitive functioning in both

children and adults (Clark & Williams, 2011;

Etnier, Nowell, Landers, & Sibley, 2006).

Although cross-sectional design studies have

suggested moderate-sized effects favoring fitter

participants, most randomized exercise interven-

tions indicate a more modest effect on improved

cognitive processes. Studies with older adults

have provided somewhat mixed results, with

improved cognitive performance being most pro-

nounced with simple reaction time-/speed-based

tasks in some studies and executive-control tasks

(e.g., planning, response inhibition, task choice/

switching) showing greater benefits from PA in

other studies. Some evidence indicates that regu-

lar participation in moderate PA during midlife

may confer a reduced risk of later cognitive

impairment/dementia (Colcombe & Kramer,

2003). With regard to children, benefits

associated with PA have been observed in several

cognitive domains (e.g., verbal abilities, attention

and concentration, executive functioning) as well

as improved academic performance. For both

children and adults, such improved cognitive

processing has been seen with acute bouts of

exercise and longer term PA programs (Biddle,

Fox, & Boutcher, 2000). Generally, acute bouts

of exercise have demonstrated larger effects

when lasting 30–60 min; PA programs exceeding

6 months have shown greater improvements than

briefer interventions. Although the emphasis

within the literature is usually on aerobic forms

of PA, combining aerobic and resistive/weight

training forms of exercise has demonstrated

somewhat larger cognitive performance gains.

Quality of Life

A final area of consideration with regard to PA

benefits involves the emerging concept of

perceived quality of life, sometimes referred to

as health-related quality of life. Quality of life is a

multifaceted construct often encompassing phys-

ical (e.g., physical functioning, bodily pain),

mental (e.g., vitality), and social components

(e.g., role limitations, social functioning) or over-

all satisfaction with life and psychological
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well-being. In terms of PA, the construct has been

predominantly examined with older populations

and those managing a chronic health diagnosis

with exercise appearing to have a positive impact

for several of these conditions (e.g., cancer, dia-

betes). A meta-analysis of older adults without

clinical disorders found small-to-medium effects

for PA on various aspects of quality of life/well-

being, with aerobic forms of exercise and moder-

ate intensity providing the greatest benefits (Netz,

Wu, Becker, & Tenenbaum, 2005). Another more

recent review examined the quality of life out-

comes in the general adult population and

reported consistently moderate-to-strong positive

effects of PA in cross-sectional studies (Bize,

Johnson, & Plotnikoff, 2007). However, few ran-

domized clinical exercise trials have examined

quality of life in healthy samples which limits

the potential strength of the conclusions and gen-

eralizability to the general population.

Compulsive Physical Activity

Although the emphasis within the literature on

psychosocial aspects of PA has been overwhelm-

ing on the beneficial effects, reports suggest

potentially deleterious effects for some individ-

uals. For instance, some investigations have

documented compulsive/obligatory patterns of

exercise engagement that may pose an increased

risk for overuse injuries or reduced psychological

well-being (e.g., increased self-criticism and body

dissatisfaction despite improved fitness or some

weight loss success) (Biddle, Fox, & Boutcher,

2000). The diagnostic validity of “exercise addic-

tion” has been questioned by some investigators,

and the incidence of such patterns is thought to be

rare, though excessive PA/exercise has been more

frequently reported as a secondary feature of some

preexisting clinical disorders (e.g., body/muscle

dysmorphia). Notably, some data exist supporting

the use of PA/exercise as an adjunctive treatment

for eating disorders with improvements in reduced

drive for thinness and binge eating (Stathopoulou,

Powers, Berry, Smits, & Otto, 2006).

Conclusions and Summary

Despite the large literature that exists on the

psychosocial benefits of PA, a clear understanding

of the underlying mechanisms is less evident.

Numerous mechanisms have been proposed

in the literature, including psychological/cognitive

(e.g., sense of mastery, autonomy and personal

control, distraction) and physiological/biochemical

changes (e.g., thermogenic, cerebral adaptations,

monoamine and endorphin levels) (Buckworth &

Dishman, 2002). In summary, PA appears to have

a sizeable antidepressant effect, with several other

psychosocial benefits documented such as reduced

anxiety, improved body image and physical self-

esteem, enhanced cognitive performance, and per-

ceptions of greater quality of life. A person’s affect

while being active, as well as following a bout of

exercise, may fluctuate as a product of the level of

intensity with higher levels potentially resulting in

a diminished positive and increased negative

affective response. Helping beginning exercisers

self-identify and regulate this potential affect-

intensity relationship may prove useful in maxi-

mizing the reinforcing positive affective responses

and improving longer-term adherence to a health-

ier physically active lifestyle. Although PAmay be

associated with some reductions in psychological

well-being for select individuals engaging in com-

pulsive behavioral patterns, on balance, it appears

that the benefits of PA exceed the risks of misuse.

Cross-References

▶Benefits of Exercise

▶ Physical Activity and Health

▶ Physical Activity Interventions

▶ Stress, Exercise

References and Readings

Barbour, K. A., Edenfield, T. M., & Blumenthal, J. A.

(2007). Exercise as a treatment for depression

and other psychiatric disorders: A review. Journal of
Cardiopulmonary Rehabilitation and Prevention, 27,
359–367.

Biddle, S. J. H., Fox, K. R., & Boutcher, S. H. (Eds.).

(2000). Physical activity and psychological
well-being. London: Routledge.

Bize, R., Johnson, J. A., & Plotnikoff, R. C. (2007).

Physical activity level and health-related quality of

life in the general adult population: A systematic

review. Preventive Medicine, 45, 401–415.

P 1484 Physical Activity, Psychosocial Aspects, Benefits

http://dx.doi.org/10.1007/978-1-4419-1005-9_1128
http://dx.doi.org/10.1007/978-1-4419-1005-9_611
http://dx.doi.org/10.1007/978-1-4419-1005-9_1618
http://dx.doi.org/10.1007/978-1-4419-1005-9_1548


Blake, H., Mo, P., Malik, S., & Thomas, S. (2009). How

effective are physical activity interventions for allevi-

ating depressive symptoms in older people? A system-

atic review. Clinical Rehabilitation, 23, 873–887.
Buckworth, J., & Dishman, R. K. (2002). Exercise

psychology. Champaign, IL: Human Kinetics.

Clark, U. S., & Williams, D. (2011). Exercise and the

brain. In R. A. Cohen & L. H. Sweet (Eds.),

Brain imaging in behavioral medicine and clinical
neuroscience (pp. 257–273). New York: Springer.

Colcombe, S., & Kramer, A. F. (2003). Fitness effects on

the cognitive function of older adults: A meta-analytic

study. Psychological Science, 14, 125–130.
Conn, V. S. (2010a). Depressive symptom outcomes

of physical activity interventions: Meta-analysis

findings. Annals of Behavioral Medicine, 39, 128–138.
Conn, V. S. (2010b). Anxiety outcomes after physical

activity interventions: Meta-analysis findings. Nursing
Research, 59, 224–231.

Ekelund, E., Heian, F., & Hagen, K. B. (2005). Can

exercise improve self-esteem in children and young

people? A systematic review of randomized clinical

trials. British Journal of Sports Medicine, 39,
792–798.

Ekkekakis, P., & Acevedo, E. O. (2006). Affective

responses to acute exercise: Toward a

psychobiological dose–response model. In E. O.

Acevedo & P. Ekkekakis (Eds.), Psychobiology of
physical activity (pp. 91–109). Champaign, IL:

Human Kinetics.

Ekkekakis, P., & Petruzzello, S. J. (2000). Analysis of

the affect measurement conundrum in exercise

psychology: I. Fundamental issues. Psychology of
Sport and Exercise, 1, 71–88.

Etnier, J. L., Nowell, P. M., Landers, D. M., & Sibley,

B. A. (2006). A meta-regression to examine the

relationship between aerobic fitness and cognitive

performance. Brain Research Reviews, 52, 119–130.
Fox, K. R. (2000). The effects of exercise on self-

perceptions and self-esteem. In S. J. H. Biddle, K. R.

Fox, & S. H. Boutcher (Eds.), Physical activity and
psychological well-being (pp. 88–117). London:

Routledge.

Hausenblas, H. A., & Fallon, E. A. (2006). Exercise and

body image: A meta-analysis. Psychology and Health,
21, 33–47.

Holley, J., Crone, D., Tyson, P., & Lovell, G. (2011). The

effects of physical activity on psychological wellbeing

for those with schizophrenia: A systematic review.

British Journal of Clinical Psychology, 50, 84–105.
Netz, Y., Wu, M. J., Becker, B. J., & Tenenbaum, G.

(2005). Physical activity and psychological well-

being in advanced age: Ameta-analysis of intervention

studies. Psychology and Aging, 20, 272–284.
Reed, J., & Ones, D. S. (2006). The effect of acute aerobic

exercise on positive activated affect: A meta-analysis.

Psychology of Sport and Exercise, 7, 477–514.
Richardson, C. R., Faulkner, G., McDevitt, J., Skrinar,

G. S., Hutchinson, D. S., & Piette, J. D. (2005).

Integrating physical activity into mental health

services for persons with serious mental illness.

Psychiatric Services, 56, 324–331.
Spence, J. C., McGannon, K. R., & Poon, P. (2005). The

effect of exercise on global self-esteem: A quantitative

review. Journal of Sport & Exercise Psychology, 27,
311–334.

Stathopoulou, G., Powers, M. B., Berry, A. C.,

Smits, J. A. J., & Otto, M. W. (2006). Exercise

interventions for mental health: A quantitative and

qualitative review. Clinical Psychology: Science and
Practice, 13, 179–193.

Physical Capacity

▶ Physical Fitness

Physical Condition

▶ Physical Fitness

Physical Environment

▶Built Environment

Physical Exam

▶ Physical Examination

Physical Examination

Margaret Hammersla

University of Maryland School of Nursing,

Baltimore, MD, USA

Synonyms

Health assessment; Physical exam

Physical Examination 1485 P

P

http://dx.doi.org/10.1007/978-1-4419-1005-9_1167
http://dx.doi.org/10.1007/978-1-4419-1005-9_1167
http://dx.doi.org/10.1007/978-1-4419-1005-9_1106
http://dx.doi.org/10.1007/978-1-4419-1005-9_133
http://dx.doi.org/10.1007/978-1-4419-1005-9_100745
http://dx.doi.org/10.1007/978-1-4419-1005-9_101283


Definition

Physical examination, assessment, is the system-

atic process of collecting data about a patient or

client using the techniques of inspection, palpa-

tion, percussion, and auscultation to guide

a clinician in the process of diagnosis of patho-

logical states as well as developing a plan of care

(Fennessey & Wittmann-Price, 2011). Physical

assessment is an ongoing process that enables

the clinician to continuously evaluate a patient’s

signs and symptoms, to monitor effectiveness of

treatment, and to make adjustments in the plan of

care as required (Zambas, 2010). This physical

assessment is conducted in a systematic manner

that is comfortable to both the patient and clini-

cian; typically this is done using a head-to-toe

approach.

Physical assessment is done for one of two

reasons. The first reason is to conduct a complete

physical exam of the entire body in order to

screen the patient for potential health problems

that have not yet manifested symptoms (Bickley

& Szilagy, 2008) and monitor chronic health

concerns. This exam is traditionally categorized

based on body system (e.g., cardiovascular, respi-

ratory, gastrointestinal). Each body system has its

own set of unique advanced assessment proce-

dures that allow the clinician to make a judgment

about physical function based on what he or she

sees, hears, and feels.

The second reason is to investigate a patient’s

chief complaint or follow-up on a current health

problem such as hypertension or diabetes (Stern,

Cifu, & Altkorn, 2009). For this more focused

exam the clinician makes a determination of what

body systems and exam components need to be

conducted based on the differential diagnosis

and/or the pathophysiology of the current health

problem. This more focused exam typically uti-

lizes more advanced techniques to obtain

a deeper understanding of the physical changes

that may be occurring due to disease process

(Bickley & Szilagy, 2008).

Physical assessment, along with health

history, is the first and most vital step in diag-

nosing and planning care for patients. A skilled

clinician will be able to utilize findings from the

physical exam to both support and rule out

diagnoses.
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Definition

Physical fitness is one’s ability to execute daily

activities with optimal performance, endurance,

and strength with the management of disease,

fatigue, and stress and reduced sedentary behavior.

Description

Physical fitness has multiple components and is

conceptualized as either performance- or health-

related. The specificity of performance-related

fitness regarding one’s athletic skill best relates

to an individual’s athletic performance. Con-

versely, health-related fitness is generalized to

health status and is affected positively or nega-

tively by one’s habitual physical activity habits.

Given the complexity of physical fitness and the

epidemiological analysis taken presently,

health-related fitness will be the focus of this

discussion.

There are five major components of health-

related fitness: morphological, muscular, motor,

cardiorespiratory, and metabolic (see below),

with muscular and cardiorespiratory fitness

being the two primary facets assessed in research.

As outlined in Fig. 1, a complex relationship

exists among the five biological traits, physical

activity level, and health outcome.

There are numerous methods to assess the

different components of health-related physical

fitness, ranging in feasibility and utility for

a laboratory versus field-based testing. Morphol-

ogy is typically assessed using body mass index

(BMI, expressed as kg/m2), a crude measure of

body composition. More objective measures of

body composition include skinfold technique,

bioelectrical impedance, and dual-energy x-ray

absorptiometry. Muscular strength can be evalu-

ated by tensiometers, handgrip dynamometers,

and strength gauges. Conversely, muscular

endurance is measured by performing the maxi-

mum number of repetitions of common body

movements, such as sit-ups or push-ups. Motor

skills involve fine and gross motor skills and are

most commonly assessed by a battery of tests that

target balance, speed, control precision, reaction

time, aim, and coordination. Cardiorespiratory

fitness is the ability of the cardiovascular and

respiratory systems to deliver oxygen to working

muscles, in addition to the ability of those tissues

to utilize that oxygen to produce energy. Peak

VO2, a reflection of cardiorespiratory fitness, is

the highest rate of oxygen consumption by mus-

cles during exercise and can be directly assessed

by a maximal exercise test. Alternatively, peak

VO2 can be measured indirectly using a

submaximal exercise test or timed distance run/

walk protocol. Finally, to determine metabolic

health, blood pressure and biochemical analyses

of blood triglycerides and fasting plasma glucose

are examined.

Natural differences exist in health-related

physical fitness across the life span and by sex

and ethnicity. The extent of the difference is

dependent on the specific component of fitness.

In general, level of physical fitness declines with

age. Age-related decreases in peak VO2 and mus-

cular strength make even the simplest tasks phys-

ically demanding for the elderly compared to

younger people. Sex differences in physical fit-

ness are primarily attributed to differences in

absolute muscle mass and morphology between

males and females. Males generally tend to have

higher levels of cardiorespiratory fitness and

strength and decreased flexibility compared to

females. Similarly, differences in cardiorespira-

tory fitness have been found between white and

black individuals. On average, white males and

females are found to have higher maximal VO2

values compared to black males and females. It is

important to keep in mind that depending on the

population of interest, different approaches may

be needed in order to appropriately assess phys-

ical fitness. For example, a maximal VO2 exer-

cise test may be appropriate for healthy adults or

the fit elderly, whereas a different approach for

assessing VO2 in obese individuals or frail older

persons may be required.

A multidisciplinary approach is necessary to

achieve and maintain physical fitness. Specifi-

cally, meeting recommended physical activity

and nutrition guidelines as well as acquiring
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adequate rest are each important components to

overall functional health. Not surprisingly, car-

diovascular disease, diabetes, cancer, obesity,

depression, osteoporosis, and premature death

are associated with inadequate physical activity

and hence poor physical fitness.

Health-Related Fitness Components
and Traits

Morphological

component

Body mass for height

Body composition

Subcutaneous fat distribution

Abdominal visceral fat

Bone density

Flexibility

Cardiorespiratory

component

Submaximal exercise

capacity

Maximal aerobic power

Heart functions

Lung functions

Blood pressure

Muscular component Power

Strength

Endurance

(continued)

Motor component Agility

Balance

Coordination

Speed of movement

Metabolic component Glucose tolerance

Insulin sensitivity

Lipid and lipoprotein

metabolism

Substrate oxidation

characteristics

Bouchard, Blair, & Haskell (2006), p. 17
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Definition

Physical inactivity is the failure to meet the min-

imum recommended physical activity guidelines

(i.e., 30-min moderate-intensity exercise on at

least 5, although preferably all, days of the week

or 75-min vigorous-intensity exercise to be under-

taken in no less than 20-min increments thrice

a week). Physical inactivity is one of the World

Health Organization’s (WHO) 12 leading risks to

health. Physical inactivity is widespread and asso-

ciated with increases in all causes of mortality and

is an independent risk factor for chronic diseases.

Physical inactivity differs from sedentary

behavior (e.g., sitting and not moving); physical

inactivity refers to notmeeting the aforementioned

guidelines.

Description

Prevalence

The American Heart Association estimates that

60% of the world population does not meet

recommended physical activity guidelines

(American Heart Association, 2001). The Amer-

ican Centre for Disease Control (CDC) estimates

25% of adults are not active at all.

Risk Factors

Physical inactivity increases with age. While

physical activity typically peaks in early adoles-

cence, it then begins to decline, regardless of

gender (World Health Organization, 2011a).

Other demographic risk factors include low

income and less education.

Behavioral correlates of physical inactivity

include a reduction in leisure-time physical activ-

ity and the inclusion of more sedentary occupa-

tional and domestic activities (Healey, 2007).
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Other environmental correlates of physical

activity include population overcrowding,

increased levels of crime, high-density traffic,

low air quality, and a lack of parks, sidewalks,

and sports/recreation facilities (WHO, 2011a).

Health Risks

Physical inactivity increases all cause mortality

(World Health Organization, 2011b). The WHO

estimates as many as two million deaths world-

wide as attributable to physical inactivity. It is

also an independent risk factor for chronic dis-

eases such as ischemic heart disease, stroke, type

2 diabetes, breast cancer, colon cancer, and

depression. Physical inactivity is also a leading

cause of falls and fall-related injuries, particu-

larly in older populations.

Physical inactivity has indirect health burdens

as well, which include pain, disability, anxiety,

and increased suffering due to medical condi-

tions. These indirect burdens often lead to

a reduction in an individual’s quality of life, as

well as shorter life expectancy, less workforce

participation, decreased bone and functional

health, and weight gain (Taylor, 2009).

Cross-References

▶Chronic Disease or Illness

▶Lifestyle, Sedentary

▶ Physical Activity

▶Quality of Life

▶Risk Factors and Their Management

▶ Sedentary Behaviors
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Synonyms

Kinesiotherapy; Physiotherapy; Therapy,

Physical

Definition

Physical therapy is a health service concernedwith

identifying and maximizing quality of life and

movement potential within the spheres of promo-

tion, prevention, intervention/treatment, habilita-

tion, and rehabilitation. The spheres of practice are

aimed at physical, psychological, emotional, and

social well-being of a patient/client or population

group. Physical therapy involves the interaction

between physical therapists and patients/clients,

other health professionals, families, caregivers,

and communities in a process where movement

potential is assessed, goals are agreed upon, and

interventions carried out using knowledge and

skills unique to physical therapists (World

Confederation for Physical Therapy [WCPT],

2011a, b).

Description

Physical therapy is the service provided only by,

or under the direction and supervision of physical

therapists, to people and populations to develop,

maintain, and restore maximum movement and
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functional ability throughout the life span. Phys-

ical therapist practice includes the provision of

services in circumstances where movement and

function are threatened by the process of aging or

by injury, diseases, disorders, or other conditions

of health. Functional movement is central to

physical therapist practice since it is at the core

of what it means to be healthy. Physical therapists

are guided in their practice by the professional

behaviors of accountability, altruism, compas-

sion/caring, cultural competence, ethical behav-

ior, integrity, personal/professional development,

professional duty, and social responsibility

and advocacy. Physical therapist education con-

sists of university-based education leading to

entry-level qualifications that range internation-

ally from bachelors, to masters or doctorate entry

qualifications.

Physical therapist practice follows a

patient/client management model that includes

examination/assessment, evaluation, diagnosis,

prognosis, plan of care, intervention/treatment,

and reexamination (World Confederation for

Physical Therapy, 2011a, b).

Examination by the physical therapist

involves history taking, screening of the

patient’s/client’s systems (cardiovascular/pulmo-

nary, musculoskeletal, neuromuscular, and integ-

umentary) and the use of specific tests and

measures, the results of which are evaluated

within a process of evidence-based clinical rea-

soning to determine the facilitators and barriers to

optimal human functioning. The tests and mea-

sures used by physical therapists include any of

the following: aerobic capacity/endurance;

anthropometric characteristics; arousal, atten-

tion, and cognition; assistive and adaptive

devices; balance; circulation (arterial, venous,

lymphatic); cranial and peripheral nerve integ-

rity; environmental, home, and work access

and barriers/facilitators; ergonomics and body

mechanics; gait and locomotion; integumentary

integrity; joint integrity and mobility; motor

function (motor control and motor learning);

muscle performance; neuromotor development

and sensory integration; orthotic, protective, and

supportive devices; pain; posture; prosthetic

requirements; range of motion; reflex integrity;

self-care and home management; sensory and

proprioceptive integrity; ventilation and respira-

tion/gas exchange; and work, education, commu-

nity, and leisure integration or reintegration.

Based upon the examination results, physical

therapists evaluate the findings from the exami-

nation (history, systems review, tests and

measures, environmental facilitators/barriers)

to make clinical judgments regarding patients/

clients. Physical therapists formulate the diagno-

sis that results in the identification of existing or

potential impairments, activity limitations, and

participation restrictions and then determine

patient/client prognoses and identify the most

appropriate intervention/treatment strategies to

optimize patient/client functioning. The plan of

care is developed that is consistent with legal,

ethical, and professional obligations and admin-

istrative policies and procedures of the practice

environment. Specific interventions/treatments

are determined with measurable outcomes and

goals associated with the plan of care and with

the involvement of the person and their care pro-

viders, both professional and personal. Plans may

include referral to other agencies and service

delivery providers.

Physical therapists provide, whenever possible,

evidence-based physical therapy interventions to

achieve patient/client goals and outcomes. These

interventions/treatments encompass three major

areas: (1) coordination, communication, and doc-

umentation; (2) patient/client-related instruction;

and (3) procedural interventions.

The procedural interventions include:

1. Therapeutic exercise (including aerobic capac-

ity/endurance conditioning or reconditioning;

balance, coordination, and agility training;

body mechanics and postural stabilization;

flexibility exercises; gait and locomotion train-

ing; neuromotor development training; relaxa-

tion; and strength, power, and endurance

training for head, neck, limb, pelvic-floor,

trunk, and ventilatory muscles)

2. Functional training in self-care and home

management (including activities of daily

living training; barrier accommodations or

modifications; device and equipment use

and training; functional training programs;
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instrumental activities of daily living training;

and injury prevention or reduction)

3. Functional training in work, community and

leisure integration or reintegration (including

barrier accommodations or modifications;

device and equipment use and training; func-

tional training programs; instrumental activi-

ties of daily living training; injury prevention

or reduction; and leisure and play activities

and training)

4. Manual therapy techniques (including acu-

pressure; manual lymphatic drainage; manual

traction; massage; mobilization/manipulation;

and passive range of motion)

5. Prescription, application, and, as appropriate,

fabrication of devices and equipment (includ-

ing adaptive, assistive, orthotic, prosthetic,

protective, and supportive devices)

6. Airway clearance techniques (including

breathing strategies; manual/mechanical tech-

niques; and positioning)

7. Integumentary repair and protection tech-

niques (including selective and nonselective

wound debridement; dressings; oxygen ther-

apy; and topical agents)

8. Electrotherapeutic modalities (including bio-

feedback; electrotherapeutic delivery of med-

ications; and electrical stimulation)

9. Physical agents (including athermal agents;

cryotherapy; hydrotherapy; light agents;

sound agents; and thermotherapy) andmechan-

ical modalities (including acupuncture, dry

needling; compression therapies; gravity-

assisted compression devices; mechanical

motion devices; and traction devices)

Interventions/treatments are aimed at preven-

tion of impairments, activity limitations, partici-

pation restrictions, and injury. Interventions

provided by physical therapists also include pre-

vention, health promotion, and fitness for individ-

uals of all ages and for groups and communities.

Reexamination by physical therapists occurs

throughout the episode of service delivery

to evaluate the effectiveness of interventions/

treatments and outcomes and to adjust the plan

of care in response to findings. Outcomes moni-

toring is part of building the evidence base for

modifying the patient/client plan, as well as for

the research underpinning professional physical

therapy practice.

Physical therapy is an essential part of the

health and community/welfare services delivery

systems. Professional education prepares physi-

cal therapists to practice independently of other

health service delivery providers as autonomous

practitioners and also within interdisciplinary

rehabilitation/habilitation programs. Physical

therapists may act as first contact practitioners,

and patients/clients may seek direct services

without referral from another health care profes-

sional. Physical therapists provide consultation

within their expertise and determine when

patients/clients need to be referred to an other

professional provider.

The professional names of physical therapy or

physiotherapy, the titles physical therapist or

physiotherapist and appropriate abbreviations

(e.g., PT, FT, physio) as such or in any transla-

tion, are the sole preserve of persons who hold

qualifications approved by national professional

associations. Members of the public wishing to

access the services of a physical therapist are

entitled to know that recognized qualifications

are held and that professional behavior is

governed by ethical codes (World Confederation

for Physical Therapy, 2007).

Physical therapists, guided by their own code

of ethical principles, are concerned with the

following purposes:

• Promoting the health and well-being of indi-

viduals and the general public/society, empha-

sizing the importance of physical activity and

exercise

• Preventing impairments, activity limitations,

participatory restrictions, and disabilities in

individuals at risk of altered movement behav-

iors due to health or medically related factors,

socioeconomic stressors, environmental

factors, and lifestyle factors

• Providing interventions/treatments to restore

integrity of body systems essential to move-

ment, maximize function and recovery, mini-

mize disability, and enhance the quality of life

and inclusion, independent living and work-

ability in individuals and groups of individuals

with altered movement behaviors resulting
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from impairments, activity limitations, partic-

ipatory restrictions, and associated environ-

mental factors (disabilities)

• Modifying environmental, home, and work

access and barriers to ensure full participation

in one’s normal and expected societal roles

Physical therapists contribute to the develop-

ment of local, national, and international health

policies and public health strategies. Physical

therapists may have roles in management, admin-

istration, supervision of personnel, education,

research, and consultation to businesses, schools,

government agencies, other organizations, or

individuals.

Physical therapy services may be provided to

individuals or populations and in a wide range of

service settings, including but not limited to com-

munity-based rehabilitation programs; commu-

nity settings including primary health care

centers; individual homes; field settings (includ-

ing in response to disasters); educational and

research centers; fitness centers; health clubs;

gymnasia and spas; hospices; hospitals; nursing

homes; occupational health centers; outpatient

clinics; physical therapist private offices and

clinics; prisons; public settings (e.g., shopping

centers) for health screening and promotion;

rehabilitation centers; residential homes; schools

including preschools and special schools;

senior citizen centers; sports centers/clubs; and

workplaces/companies.
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Synonyms

Stress reactivity; Stress responses

Definition

Physiological reactivity involves bodily changes

in response to stressful stimuli or events.
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The classic features of physiological reactivity

are increases in sympathetic nervous system and

hypothalamic-pituitary-adrenal axis (HPA) activ-

ity, often referred to as the “fight-or-flight”

response (Cannon, 1932). These responses

include increases in heart rate, blood pressure,

cardiac contractility, and cortisol. Changes in

parasympathetic nervous system activity, immune

function (Cacioppo, 1994), and non-HPA endo-

crine function (Taylor et al., 2000) can also

occur. For reactivity to serve as a meaningful

metric, stress responses must be compared to an

unstressed resting state, or baseline, to control for

wide individual differences in resting levels

(Jennings et al., 1992). Physiological reactivity is

most often assessed in response to acute stressors

on the order of minutes (Steptoe &Vögele, 1991).
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Biographical Information

Dr. Thomas George Pickering

Thomas George Pickering was born in the United

Kingdom in 1940. He was educated at Bryanston

School in Blandford, England, and went on to

study medicine at Trinity College, Cambridge,

Editors’ Note: Dr. Pickering passed away in 2009. The

American Society of Hypertension has established the

Thomas Pickering Memorial Lecture, the first of which

was delivered at the Scientific Meeting in May 2012.

P 1494 Physiotherapy

http://dx.doi.org/10.1007/978-1-4419-1005-9_261
http://dx.doi.org/10.1007/978-1-4419-1005-9_273
http://dx.doi.org/10.1007/978-1-4419-1005-9_285
http://dx.doi.org/10.1007/978-1-4419-1005-9_286
http://dx.doi.org/10.1007/978-1-4419-1005-9_932


and the Middlesex Hospital Medical School,

London, where he graduated in 1966.

Pickering’s early postgraduate years were

spent at the Middlesex and the Radcliffe Infir-

mary. He became a member of the Royal College

of Physicians of London in 1968, becoming a

fellow in 1980. He received a Ph.D. degree from

Oxford University in 1970. In 1972, he went to

New York to take up appointments as Associate

Physician at the Rockefeller University Hospital

and Assistant Professor at Cornell University. He

spent 2 years as Assistant Professor at the Rocke-

feller University working with Neal Miller on

biofeedback mechanisms. He was appointed

Assistant Physician to the New York Hospital in

1974. He returned to theRadcliffe Infirmary in

1974 to work with Peter Sleight.

Pickering’s earliest hypertension research

at Oxford focused on baroreceptor function,

the autonomic nervous system, and the emerging

class of cardiovascular medications known as the

adrenoreceptor blockers. Although he remained

in Oxford from 1974 to 1976, the possibility of

being able to work as both a practicing physician

and a clinical investigator drew him back to

New York City and Cornell University Medical

College, where he spent more than 20 years in a

productive career in cardiovascular behavioral

medicine, clinical hypertension, and blood pres-

sure measurement research. In 2000, he became

Director of Behavioral Cardiovascular Health

and the Hypertension Program at the Cardiovas-

cular Institute of Mount Sinai Medical Center,

and in 2003 he moved to Columbia University

Medical College as Professor of Medicine and

Director of the Behavioral Cardiovascular Health

and Hypertension Program.

Major Accomplishments

Pickering practiced “translational research”

long before the term became fashionable, trans-

lating his clinical observations in medical prac-

tice to research endeavors throughout his career.

He made important observations on the relation-

ship between renovascular disease and cardiovas-

cular complications, and the impact of renal

revascularization. He also observed that anxiety,

perceived stress, job strain, and the medical care

environment itself induced hypertension in some

individuals who otherwise would not have been

classified as hypertensive. He had a deep belief

that psychosocial mechanisms played an impor-

tant role in the pathogenesis of cardiovascular

disorders.

Pickering’s research interests also focused on

newmethods of blood pressure measurement, par-

ticularly the use of 24-h ambulatory monitoring

and self monitoring. His identification of the

importance of the circadian variability of blood

pressure led to the study of the psychological

influences of work and stress in hypertension and

heart disease, a field in which he was regarded as

the world authority. At a clinical level he studied

the influence of sleep in hypertension andmethods

of improving adherence to medication in order to

obtain better control of elevated blood pressure.

Pickering also studied the application of non-

pharmacological approaches to the management

of hypertension, publishing prolifically in these

areas. He published a total of almost 500 original

research articles in a clear and concise manner.

Several highly acknowledged experts acknowl-

edge his leadership in coining the terms “white-

coat hypertension” and “masked hypertension,”

conditions which he not only described, but did

much to explain with well-designed studies. This

work systematically investigated whether white-

coat hypertension was benign, and whether

masked hypertension enhanced risk.

Pickering served on many governmental and

academic bodies including the American Society

of Hypertension; the National Heart, Lung, and

Blood Institute; the International Society of

Hypertension; the American Heart Association;

the US Cardiorenal Advisory Committee; the US

Food and Drug Administration; and the Commit-

tee on Gulf War and Stress of the Institute of

Medicine. As a senior editor of the Journal of

Clinical Hypertension he wrote numerous edito-

rials. In his later years he came to feel strongly

that self-monitoring of blood pressure, as well as

ambulatory blood pressure monitoring, should be

covered by third-party insurance companies for

patient hypertension care. In 2002, after 19 years
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of lobbying, a scientific meeting of the Center

for Medicare and Medicaid Services was

established to develop a national policy for cov-

erage of ambulatory blood pressure monitoring

for patients with white-coat hypertension. At

Pickering’s suggestion, not only was evidence

of the benefits of ambulatory monitoring

presented at this meeting but the patients who

had benefited gave testimony. The patients’

stories had a substantial impact, and the meeting

voted unanimously to approve national coverage

for ambulatory monitoring.
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Synonyms

Hypothalamic-pituitary-adrenal axis
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Definition

The pituitary-adrenal axis comprises the pituitary

and adrenal glands. The main interactions that

take place between these two endocrine glands

are as part of the hypothalamic-pituitary-adrenal

axis (HPA axis). Corticotrophin-releasing hor-

mone (CRH) stimulates the secretion of adreno-

corticotropic hormone (ACTH) from the anterior

pituitary; this in turn stimulates the release

of cortisol from the adrenal cortex (Martin,

Reichlin, & Brown, 1997). More detail on the

pituitary-adrenal axis and its function in the

HPA axis can be found in Widmaier, Raff, and

Strang (2004), O’Riordan, Malan, and Gould

(1988), and Greenspan and Forsham (1983).
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Synonyms

Conditioned response; Context effect; Expec-

tancy effect

Definition

A placebo is any inert substance, procedure,

apparatus, or similar, that alone has no effect in

the body. The placebo effect is the psychological

and/or physiological response to the placebo

when it is administrated with a suggestion that

the substance, procedure, apparatus, or similar

will have an effect in the individual.

Description

Placebo comes from the Latin word “placere”

which means “I shall please” and has been used

in medicine to describe treatments that pleases

the patient, but that has no specific effect on the

symptom.

A placebo effect may occur when a substance,

procedure, or other stimulus is administrated to

a person, together with a suggestion that this will

reduce or heal a symptom. The placebo effect

may occur whether the substance or procedure

is effective in reducing the symptom or not, as

effective treatments may also induce placebo

effects. Both the substance or procedure and the

suggestion are necessary to produce a placebo

effect. Administration of a pill without the sug-

gestion, or the suggestion without the pill, will

not generate a placebo effect. Thus, a placebo

alone is not sufficient to generate a placebo effect,

as it must be accompanied by a suggestion. The

suggestion can be in the form of verbal informa-

tion, e.g., “this capsule may contain a painkiller,”

that induces an expectation that the treatment will

reduce the symptom. The expectation has been

found to be correlated to the actual placebo

response. Thus, it could be argued that the term

“expectancy effect” should replace the vague

and often misinterpreted term “placebo effect.”

Placebo effects may also be implicit and commu-

nicated through contextual factors. For example,

a “pill” provided by a physician may have a

stronger “placebo” effect than a pill provided by

a nonmedical professional.

Placebo effects may also occur as a result of

a conditioning process. For example, after the

individual has been subject to effective treatment,
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an association between treatment and its outcome

may develop. The shape or color of tablets the

patient has taken in the past to reduce pain or

other problems may be associated with the drug

effect, since the shape or color of the tablet (the

conditioned stimulus) is reliably followed by

reduction in the symptom (the unconditioned

response). The features of the tablet can be asso-

ciated with the effect of the drug in the central

nervous system (the unconditioned stimulus) and

come to elicit conditioned decreases in the symp-

tom. Placebo effects induced by actual experi-

ence with the drug effect are stronger than

placebo effects induced by verbal information

alone (Flaten et al., 1999). For some symptoms,

the conditioned stimulus exerts its effect by

inducing an expectation, for other symptoms

unconscious, automatic processes seem to be

responsible for the placebo effect (Benedetti

et al., 2003).

The placebo effect is observed as a reduction

in a symptom in a group that receives placebo

treatment with suggestion, compared to a natural

history control group that receives no treatment

and no suggestion. The natural history group

controls for normal variations in the symptom

due to normal healing processes or other changes

that are not due to expectations of treatment

effects. Response bias is serious problem, as sub-

jects may feel obliged or may have a tendency to

report on the symptom in accordance with the

suggestion provided by the experimenter, without

there being any improvement in the symptom,

and studies must control for demand characteris-

tics. Placebo analgesia, a reduction in pain due to

expectations of having received a painkiller, is

the most studied form of placebo effect. Pain is

accompanied by changes in autonomic function,

by well-defined changes in the event-related

potential to painful stimulation, and by a cerebral

response reliably involving the somatosensory

cortex, the anterior cingulate cortex, and the

insula. Placebo analgesia is accompanied by

reduction in these correlates to the reported

pain, indicating that the placebo effect is due to

changes in the brain’s response to the pain signal

and not solely to a response bias, although this

may contribute.

Multiple neurobiological pathways are

thought to be involved in mediating effects of

placebo, including those related to the endoge-

nous opioid system and stress response systems.

Placebo analgesia has been found to be revers-

ible or partly reversible by the opioid antagonist

naloxone. This is further evidence that the pla-

cebo effect is not due to a response bias, and

indicates that expectations of pain relief activate

the mid-brain descending pain inhibitory sys-

tem. Wager et al. (2004) found that expectations

of pain relief were associated with increased

activity in the periaqueductal gray in the

midbrain, a nucleus that controls pathways

descending to the rostral ventral medulla and

the dorsal horn. There, this pathway inhibits

pain transmission, resulting in a reduced pain

signal to the brain areas mentioned above, with

a consequent reduction in pain sensation. Injec-

tions of opioids into the periaqueductal gray and

the ventral medulla reduce pain, suggesting that

endogenous opioids reduce pain via the same

descending system. Eippert, Finsterbusch,

Bingel, and Buchel (2009) furthermore showed

that placebo analgesia involved dorsal horn

activity, indicating that placebo analgesia is

due to expectation of pain relief that in turn

activates the descending endorphin-mediated

pain inhibitory system.

In addition to pain, placebo effects are

documented in, e.g., Parkinson’s disease,

depression, cardiac heart disease, sexual func-

tion, and airway resistance in asthmatic

patients. This implies that there are several

placebo effects with different underlying mech-

anisms. In Parkinson’s disease, placebo treat-

ment has been found to increase dopamine

release in the basal ganglia, thereby improving

motor function. Increased dopamine release has

also been implicated in placebo analgesia. Most

studies have found only a partial reversal of

placebo analgesia by naloxone, whereas some

studies have found no effect of naloxone on the

placebo analgesic response. Thus, non-opioid

mechanisms play a role in placebo analgesia.

It has been hypothesized that placebo treat-

ment leads to reduced anxiety or negative emo-

tions, that could be a common factor across
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placebo effects, and that different placebo treat-

ments could activate additional disease-specific

mechanisms.

Placebo effects can also be observed in

the response to drugs of habitual use or

abuse. Caffeine, e.g., increases arousal and

decreases reaction time and fatigue, and habit-

ual coffee drinkers who believe they receive

caffeine but get a placebo, respond with caf-

feine-like reactions of increased alertness and

faster reaction times, and increased dopamine

release in areas associated with reinforcement.

Subjects who believe they drink alcohol but

receive placebo drinks report symptoms of

intoxication and display deteriorated perfor-

mance on cognitive and motor tasks. Likewise,

subjects who believe they receive amphet-

amine but receive a placebo still report

amphetamine-like effects.

Placebos are used as controls in randomized

clinical trials, where the effect of the interven-

tion is defined as the improvement over placebo.

Since the participant does not know to which

arm of the trial he or she has been randomized

to, expectations of drug effects are the same in

both arms, and expectations of receiving effec-

tive treatment are lower than in ordinary clinical

practice or in experimental studies on the pla-

cebo effect. Thus, placebo effects are smaller

or absent in clinical trials (Hróbjartsson &

Gøtzscke, 2001). Drugs or other treatments

may have noticeable subjective effects like

drowsiness or nausea that may inform the par-

ticipant that he or she has received active med-

ication, thereby unblinding the trial for the

participants in the active arm. To solve this

problem active placebos are used, i.e., drugs

that have similar subjective effects to the tested

drug, but that have no effect on the symptom,

instead of inactive placebos.
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Plasma Lipid

▶Lipid

Plasminogen Activator Inhibitor
(PAI-1)

Jonathan Newman

Columbia University, New York, NY, USA

Definition

The rupture of an atherosclerotic plaque is a

recognized key event in acute ischemic syn-

dromes, such as myocardial infarctions. The

intravascular thrombotic response to a ruptured

plaque is a complex cascade of thrombogenic

(clot-forming) and thrombolytic (clot-dissolving)

mechanisms. A key component of the thrombotic

cascade is plasminogen activator inhibitor type 1

(PAI-1). PAI-1 inhibits the activation of plasmin-

ogen by tissue plasminogen activator (tPA) and

urokinase (uPA) and, hence, inhibits clot lysis.

PAI-1 is a single-chain glycoprotein composed

of nearly 380 amino acids. It is a member of
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the serine proteases family and is synthesized

by vascular endothelium and smooth muscle

cells in both normal and atherosclerotic arteries.

By synthesizing molecules like PAI-1, arterial

smooth muscle cells can prevent bleeding from

small vascular injuries; congenital deficiencies of

PAI-1 are a rare cause of abnormal bleeding.

Associations between PAI-1 and incident or

recurrent coronary heart disease (CHD) have

been demonstrated, but not definitively proven.

While circadian variation in PAI-1 levels (highest

in the morning) may correlate to circadian

patterns of myocardial infarction (highest in the

morning), the relationship of PAI-1 to CHD,

independent of other prothrombotic risk factors

for coronary heart disease, such as diabetes or

insulin resistance, has not been clearly shown.

Additionally, individuals with specific genetic

variations leading to increased PAI-1 production

have not been clearly shown to have an increased

risk of CHD. Lastly, while important in constitu-

tive pathways of fibrinolysis, it is not clearly

known whether the increased PAI-1 expres-

sion seen following plaque rupture and thrombo-

sis is a causal pathway or an effect of the

inciting event.
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Point of Care Testing
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Polymorphism

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The term “polymorphism” refers to a locus with

two or more alleles. The translation from Latin is

“multiple forms.” It is therefore a difference in

DNA sequence at a particular locus.

Cross-References

▶Allele

▶DNA

▶Locus

▶ Single Nucleotide Polymorphism (SNP)
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Polysomnogram

▶ Polysomnography

Polysomnography

Christopher Kline

Department of Psychiatry, School of Medicine,

University of Pittsburgh, Pittsburgh, PA, USA

Synonyms

Polysomnogram; Sleep study

Definition

Polysomnography is the simultaneous recording

of numerous physiological signals during

attempted sleep, including activity of the brain,

heart, eyes, and muscles. Polysomnography is

considered the gold standard for the objective

assessment of sleep and diagnosis of many clin-

ical sleep disorders.

Description

Polysomnography (PSG), termed as such because

of the multiple physiological signals that are

recorded, has been employed for the characteri-

zation of sleep/wake status since the early 1900s.

Measurement of the brain’s electrical activity, or

electroencephalography (EEG), is the primary

physiological signal assessed during PSG. Con-

current measurement of eye movement (electro-

oculography, or EOG), submentalis muscle

activity (electromyography, or EMG), and car-

diac activity (electrocardiography, or ECG) are

essential for the discrimination of specific stages

of sleep. Besides the basic recording montage of

EEG, EOG, EMG, and ECG, supplemental mea-

sures can be added to PSG for the assessment of

respiratory and limb movement activity during

sleep. See Fig. 1 for an example of a standard

polysomnogram.

Polysomnography is most commonly per-

formed in a sleep laboratory. However, due to

digitization of sleep signals, portability of data

collection units, and increased data storage

capacities, full-scale polysomnography is now

able to be performed in the home. Home-based

PSG allows for a more ecological assessment of

sleep, since patients often report altered sleep due

to the artificial sleep laboratory environment

(Edinger et al., 2001).

Indications

Polysomnography can be conducted for the

objective assessment of sleep for any individual,

regardless of whether a sleep disorder is

suspected. However, PSG is indicated for the

diagnosis of sleep-disordered breathing, narco-

lepsy, certain types of parasomnias (e.g., seizure

disorders) and periodic limb movement disorder

(Kushida et al., 2005).

Preparation

Prior to electrode placement, sites should be

briefly cleaned with alcohol and an abrasive

skin preparation to minimize impedance levels.

Electrode cups are then filled with conducting

paste and affixed to the proper site with medical

tape or electrode paste backed by gauze. Alterna-

tively, some sleep laboratories attach scalp elec-

trodes with collodion glue. Electrode position for

the electroencephalogram follows the Interna-

tional 10–20 system (Harner & Sannitt, 1974).

A typical EEG montage for sleep includes bilat-

eral electrodes in the occipital, central, and fron-

tal regions, with bilateral mastoid process

electrodes as reference electrodes (Iber, Ancoli-

Israel, Chesson, & Quan, 2007).

For the electrooculogram, electrodes should

be placed 1 cm lateral to and above the outer

canthus of the right eye, and 1 cm lateral to

and below the outer canthus of the left eye. For

the electromyogram, electrodes are placed to

assess the activity of the submentalis muscle of

the chin; when limb movements need to be

assessed, EMG activity of the anterior tibialis

is measured with two electrodes on each leg.
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A basic electrocardiogram lead, with torso elec-

trodes corresponding to right arm and left leg

placement, provides an assessment of cardiac

activity. When sleep-disordered breathing is

suspected, an oronasal thermal sensor and nasal

cannula pressure transducer are used to detect

airflow, respiratory effort is assessed with either

esophageal manometry or (more commonly)

inductance plethysmography belts around the

thorax and abdomen, and measurement of oxy-

hemoglobin saturation is obtained with finger

pulse oximetry. Sensors that measure snoring

intensity and track body position through the

night are commonly added to the recording

montage.

Recording and Analysis

Following patient preparation, impedance checks

and biocalibrations are performed to assure

signal quality. Ideally, the electrode impedance

for facial and scalp electrodes should not

exceed 5 kO (Iber et al., 2007). Moreover,

biocalibrations are a set of instructions delivered

to the patient to verify signal quality. Recording

system calibration is also undertaken before com-

mencement of the sleep study.

With EEG, EOG, EMG, and ECG, changes in

electrical potential are detected from electrodes

at the skin surface, with the electrical potential at

one site measured in relation to its referent elec-

trode. Physiological signals are amplified, digi-

tized, and then displayed for inspection and

analysis. During digitization, signals are sampled

at a specific rate (a minimum of 200 Hz is

recommended for the recording of EOG, EEG,

EMG, and ECG), with low- and high-frequency

filter settings used to reduce signal artifact. For

EOG, EEG, and EMG, signals are measured and

displayed in microvolts, whereas ECG signals are

displayed in millivolts.

Polysomnography, Fig. 1 A 30-s epoch of a standard

clinical polysomnogram. Channels are listed on the left

column. Electroencephalographic (C4-A1A2, F4-A1A2,

O2-A1A2), electrooculographic (EOG1-A1A2, EOG2-

A1A2), and electromyographic (EMG1) channels are

shown here and are needed for the identification of sleep

stages. Additional channels are included here for monitoring

leg movements (TIBS; anterior tibialis EMG activity), car-

diac activity (EKG2), snoring (SNORE), breathing patterns

(RESPRS: nasal pressure; ORALFLOW: oronasal thermis-

tor), respiratory effort (THOR EFF: thoracic effort; ABDO

EFF: abdominal effort; SUM EFF: sum of thoracic and

abdominal effort channels), and oxyhemoglobin saturation

(OXIM SpO2)
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Standardized scoring guidelines for sleep were

first established in 1968 (Rechstschaffen &

Kales, 1968) and updated in 2007 (Iber et al.,

2007). Separate guidelines for scoring pediatric

sleep were included in the 2007 update (Grigg-

Damberger et al., 2007; Iber et al., 2007). Scoring

of sleep stages occurs in 30-s epochs, with each

epoch assigned a specific sleep stage that

occupies the majority of the epoch.

Electroencephalographic activity is the pri-

mary characteristic that distinguishes sleep

stages, with EOG and EMG being essential for

the detection of rapid eye movement (REM)

sleep. In adults, five distinct stages can be scored:

wakefulness (W), stage 1 non-REM sleep (N1),

stage 2 non-REM sleep (N2), stage 3 non-REM

sleep (N3), and REM sleep (R). Stage W is char-

acterized by a predominance of low-voltage,

high-frequency EEG (most often alpha and beta

frequency) and eye blinks, with elevated chin

EMG activity. In stage N1 sleep, alpha EEG

activity transitions to a slightly lower-frequency

EEG (typically theta frequency), often accompa-

nied by slow rolling eye movements, vertex sharp

waves (sharply negative, transient waveforms

distinguishable from background activity), and

an attenuation of chin EMG from stage W.

Stage N2 sleep is characterized by the presence

of K complexes (high-amplitude biphasic wave-

forms typically �0.5 s in duration) or sleep spin-

dles (rhythmic bursts of sigma-frequency EEG

for �0.5 s) over a background of low-voltage,

high-frequency EEG, along with a lack of EOG

activity and further attenuation of chin EMG

activity. Sleep is considered to be stage N3

sleep, also known as slow-wave sleep, when

�20% of an epoch contains slow wave activity

(delta EEG frequency with amplitude >75 mV).
Finally, stage R sleep is characterized by low-

amplitude, high-frequency EEG activity similar

to wakefulness and N1 sleep, but with irregular

rapid eye movements and minimal chin EMG

activity (Iber et al., 2007).

The duration, percentage of total sleep time,

and distribution of sleep stages across the night

are typically retained for analysis. In addition,

typical parameters measured from PSG-scored

sleep include sleep onset latency (i.e., the length

of time it takes to fall asleep), wakefulness after

sleep onset (i.e., the amount of wakefulness that

occurs after initially falling asleep), total sleep

time (i.e., the total amount of sleep obtained), and

sleep efficiency (i.e., the ratio of time spent asleep

to the total duration of attempted sleep). In addi-

tion to these traditional measures of sleep, quan-

titative assessment of the sleep EEG is possible,

in which the spectral content of the sleep EEG is

decomposed to reveal the power of specific EEG

frequency bands.

Additional guidelines are present when

assessing respiratory events and periodic limb

movements (Iber et al., 2007). An apnea is char-

acterized by a �90% reduction in airflow for at

least 10 s, whereas a hypopnea is defined by a

�30% reduction in airflow for�10 s with a�4%
decrease in oxyhemoglobin saturation. An apnea

that is accompanied by inspiratory effort (as

assessed by esophageal manometry or inductive

plethysmography) is considered to be obstruc-

tive, whereas an apnea without inspiratory effort

is classified as a central apnea. An apnea that is

without inspiratory effort initially but resumes in

the latter portion of the event is considered

a mixed apnea. Significant leg movements during

sleep are characterized by elevated tibialis ante-

rior EMG activity that lasts for 0.5–10 s that

is not immediately preceded or followed by

a respiratory event.

Limitations

Despite its recognition as the gold standard for

the objective assessment of sleep, there are many

situations in which PSG might not be desirable

and/or feasible. These include assessment of

sleep across multiple nights, 24-h recording of

sleep/wake activity, and assessment of a large

cohort of patients. Under these conditions, the

use of PSG may be excessive in cost, labor, or

patient burden. Wrist actigraphy may be an

acceptable alternative in these situations.

In addition, the “first night effect” is a well-

documented phenomenon in which disturbed

sleep is reported when assessed by PSG, presum-

ably due to the discomfort and burden imposed

by the numerous wires and electrodes and unfa-

miliar sleep environment (if conducted in the
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laboratory). Although in some research studies

this sleep disturbance has been shown to take

multiple nights of PSG recording before resolu-

tion, most studies address the first night effect by

conducting at least two consecutive nights of

PSG recording and discarding the data from the

first night in subsequent analyses.

Although considered an objective measure of

sleep, the scoring of PSG is subject to human

influence and therefore some degree of subjectiv-

ity. Although most sleep laboratories employ

trained polysomnographic technicians to evalu-

ate sleep studies, significant between-technician

variation is possible. For that reason, quantitative

EEG, an automated procedure in which the spec-

tral content of the sleep EEG is analyzed across

multiple frequency bandwidths, may provide

unique information.
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Population Health

Chris Zehr1 and Peter A. Hall2

1Department of Health Studies and Gerontology,

University of Waterloo, Waterloo, ON, Canada
2Faculty of Applied Health Sciences, University

of Waterloo, Waterloo, ON, Canada

Definition

Population health is a general approach to

assessing and managing health at the level of

the whole population. Reduction of health-care

inequities, prevention of illness, and contextual

improvement are all central objectives of the

population health approach.
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Description

Population health is an approach that aims to

improve the health of entire population with an

emphasis on understanding and decreasing health

inequities among groups of people within the

population (Hertzman, Frank, & Evans, 1994).

This approach deviates from a traditional bio-

medical approach that focuses treatment at an

individual level and instead targets group-level

phenomena through the implementation of

broad-based and widely diffusible health inter-

ventions (Jeffery, 1989; Rose, 1985). Rather than

focusing on treating illnesses after they emerge,

population health interventions are characterized

by a strong emphasis on primary prevention, or

preventing illness before it develops. As such,

modifiable risk factors for illness are a common

focus of population health intervention such as

smoking, obesity, high blood pressure, physical

inactivity, and unhealthy diet as well as prevent-

able disease such as heart disease, stroke, certain

cancers, and diabetes (Wanless, 2003).

A defining feature of population health is an

emphasis on upstream determinants of illness

rather than proximal causes (Hawe, 2007; Link

& Phelan, 1995). For example, it has been

established that cigarette smoking is associated

with myriad negative health consequences.

A population health approach would seek to elu-

cidate the conditions and factors upstream that put

individuals at greater risk of smoking (e.g., low

education levels, low income levels, peer group

influence). By identifying upstream determinants

of illness, population health interventions are

developed that can target these more distal factors.

The population health approach considers

health status as a product of a diverse range of

factors that include, but are not limited to, indi-

vidual behavior and life-style; biological and

genetic factors; early development; the physical,

social, and economic environment; and the

health-care system itself (Evans & Stoddart,

1990; Kindig & Stoddart, 2003). Rather than

viewing these influences as distinct and individ-

ual causes of illness and/or health, these and any

other health-determining factors are viewed to

interact with each other to determine health.

Population health research has highlighted

social conditions as a particularly important

determinant of health (Link & Phelan, 1995;

Marmot, 2003). Socioeconomic status (SES),

a measure of income and social position, has

received a significant amount of attention.

A robust association exists that suggests that

those relatively higher on the socioeconomic gra-

dient tend to experience better health and a longer

life expectancy than those lower on the gradient

(Hertzman et al., 1994; Lynch, Smith, Kaplan, &

House, 2000). Due to the emphasis on minimizing

inequities in health, a central focus of population

has been to determine the nature of the SES-

longevity relationship and how to mitigate it.

Because population health research seeks to

impact the greatest number of people possible,

interventions based on population health research

are often implemented through policy, but also

include media campaigns that serve to educate

and make individuals aware of certain health-

protective behaviors while warning of health-

risk behaviors (Hawe, 2007). Population health

interventions can also be delivered as program-

ming in settings such as schools, churches, and

workplaces. Moreover, when considering the

diverse array of determinants of health, popula-

tion health interventions have the potential to

span different sectors not traditionally associated

with health intervention (i.e., public transporta-

tion, education, agriculture, urban planning) to

address a particular health issue.

A criticism of the population health approach is

that while biomedical approaches to health care

provide tailored treatment for individuals with

specific health conditions, population health inter-

ventions generally work in a broad stroke manner

targeting groups of individuals for whom interven-

tion may not be necessary or beneficial. For exam-

ple, using data from the Framingham Heart Study,

Rose (1985) calculated that even a 10 mmHg low-

ering of the blood pressure distribution of

a population could result in 30% reduction in

mortality attributed to blood pressure. Though

this may be potentially beneficial for the overall

health of a population, this may provide little

personal benefit to each individual. This has been

termed the “prevention paradox” (Rose).
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Despite this, Rose (1985) notes that popula-

tion strategies can be powerful in their influence.

Given that population health approaches are

concerned with affecting large groups of people,

they have the capacity to change social norms so

that a health-risk behavior becomes less socially

acceptable, or alternatively, that a health-

protective behavior becomes more accepted.
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Population Health Monitoring or
Tracking

▶Mental Health Surveillance

Population Stratification

Abanish Singh

Duke University Medical Center, Durham,

NC, USA

Definition

Often an apparently homogenous population

group contains subgroups that are genetically

distinct. These subgroups may have allele fre-

quency differences due to systematic ancestry

differences. Such population structure is known

as population stratification.

Description

The mixture of groups of individuals with differ-

ent allele frequency, i.e., heterogeneous genetic

backgrounds, undermines the reliability of
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association testing results. The assumption of

population homogeneity in association studies

may not always be true, and violation of the

assumption can result in statistical errors. Genet-

ically distinct population subgroups, possibly

resulted from interbreeding of two different pop-

ulation groups, can exhibit disequilibrium

between pairs of unlinked loci which may create

confounding or spurious associations. Therefore,

it becomes important to find and quantify genet-

ically distinct subgroups within a population

group. Various techniques including principal

component analysis have been successfully used

to quantify population stratification.

Cross-References

▶Allele

▶Gene

▶Genetics

▶Genome-Wide Association Study (GWAS)

References and Readings

Cardon, L. R., & Palmer, L. J. (2003). Population stratifi-

cation and spurious allelic association. The Lancet,
361, 598–604.

Engelhardt, B. E., & Stephens, M. (2010a). Analysis of

population structure: A unifying framework and novel

methods based on sparse factor analysis. PLoS Genet-
ics, 6(9), 1–12. doi:10.1371/journal.pgen.1001117.

e1001117.

Engelhardt, B. E., & Stephens, M. (2010b). Analysis of

population structure: A unifying framework and novel

methods based on sparse factor analysis. PLoS Genet-
ics, 6, 1–12. e1001117.

Patterson, N., Price, A. L., & Reich, D. (2006). Population

structure and eigenanalysis. PLoS Genetics, 2(12),
2074–2093. doi:10.1371/journal.pgen.0020190. e190.

Price, A. L., Patterson, N. J., Plenge, R. M., Weinblatt,

M. E., Shadick, N. A., & David, R. (2006). Principal

components analysis corrects for stratification in

genome-wide association studies. Nature Genetics,
38(8), 904–909.

Tiwari, H. K., Barnholtz-Sloan, J., Wineinger, N., Padilla,

M. A., Vaughan, L. K., & Allison, D. B. (2008).

Review and evaluation of methods correcting for pop-

ulation stratification with a focus on underlying statis-

tical principles. Human Heredity, 66, 67–86.

doi:10.1159/000119107.

Wacholder, S., Rothman, N., & Caporas, N. (2000). Pop-

ulation stratification in epidemiologic studies of com-

mon genetic variants and cancer: quantification of

bias. Journal of the National Cancer Institute,
92(14), 1151–1158. doi:10.1093/jnci/92.14.1151.

Population-Based Study

Roselind Lieb

Department of Psychology, Division of Clinical

Psychology and Epidemiology, Basel,

Switzerland

Definition

Population-based studies aim to answer research

questions for defined populations. Answers

should be generalizable to the whole population

addressed in the study hypothesis, not only to

the individuals included in the study. This

point addresses the point of external validity of

the findings. Therefore, the valid definition

as well as the reliable and valid identification of

populations in which research questions for spe-

cific populations can be studied is the most

important issue in population-based studies.

Population-based studies may include a variety

of study types. They may include case–control

studies, cross-sectional studies, twin studies, or

prospective and retrospective cohort studies. The

important issue is the selection of the individuals

that are included into the study – they should be

representative of all individuals in the a priori

defined specific population.

For example, in a population-based prospec-

tive cohort study, in which an association

between a specific exposure and a specific out-

come (i.e., the onset of a certain disease) is stud-

ied, all individuals sampled for the study should

be representative for the addressed population.

This means that the individuals under exposure

and non-exposure should be identified within the

same population. They should differ only on the

exposition factor. Likewise, in a population-

based case–control study, cases and controls

should be also identified in the same population.
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Otherwise, differences between cases and con-

trols can be attributed to different population

characteristics.
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Positive Affect

▶Happiness and Health

Positive Affect Negative Affect Scale
(PANAS)

Vincent Tran

University of Texas, Southwestern Medical

Center, Dallas, TX, USA

Synonyms

Positive and negative affect schedule

Definition

The Positive and Negative Affect Schedule

(PANAS) (Watson, Clark, & Tellegen, 1988) is

one of the most widely used scales to measure

mood or emotion. This brief scale is comprised of

20 items, with 10 items measuring positive affect

(e.g., excited, inspired) and 10 items measuring

negative affect (e.g., upset, afraid). Each item is

rated on a five-point Likert Scale, ranging from

1 ¼ Very Slightly or Not at all to 5 ¼ Extremely,

to measure the extent to which the affect has been

experienced in a specified time frame. The

PANAS was designed to measure affect in

various contexts such as at the present moment,

the past day, week, or year, or in general (on

average). Thus, the scale can be used to measure

state affect, dispositional or trait affect, emo-

tional fluctuations throughout a specific period

of time, or emotional responses to events.

The PANAS is based on a two-dimensional

conceptual model of mood, where the full range

of affective experiences are reflected along two

broad dimensions of positive mood (i.e., extent to

which one is experiencing a positive mood such

as feelings of joy, interest, and enthusiasm) and

negative mood (i.e., extent to which one is gen-

erally experiencing a negative mood such as feel-

ings of nervousness, sadness, and irritation).

Importantly, the PANAS was developed to pro-

vide a brief scale that measures positive and

negative affect as separate and largely

uncorrelated constructs, such that one can expe-

rience both positive and negative emotions simul-

taneously. Both the positive and negative affect

scales have good internal consistency, with

Chronbach’s alpha � .84 for each scale across

multiple time frames. The scales also demon-

strate good convergent and discriminant validity.

The two-factor structure of the PANAS has been

examined extensively and appears to be robust

across different populations and temporal

instructions.

Other versions of the PANAS have been

developed. The PANAS-X is an extended version

of the PANAS that may be used when more

discrete measures of specific affective experi-

ences are necessary. The PANAS-X includes 60

items that measure not only the two higher order

scales (positive affect and negative affect), but

also specific affects (joviality, self-assurance,

attentiveness, fear, hostility, guilt, sadness, shy-

ness, fatigue, serenity, and surprise). The

I-PANAS-SF (International-PANAS-Short Form)
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contains 10 items to measure positive and nega-

tive affect, and was developed to reduce redun-

dancy or eliminate ambiguous meanings of some

of the original PANAS terms. The PANAS-C is

a child version of the PANAS; emotion terms

were altered and instructions were simplified for

use in childhood populations. Finally, the

PANAS has also been translated into other lan-

guages, such as Japanese and Spanish.
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Synonyms

Pleasant affect; Positive emotion

Definition

Positive affect can be described as the experience

of a set of emotions reflecting pleasurable

engagement with the environment. Positive

affect reflects neither a lack of negative affect,

nor the opposite of negative affect, but is a sepa-

rate, independent dimension of emotion (Watson

& Tellegen, 1985). It may be exhibited as either a

trait-like variable, typically referred to as positive

affectivity, or as a state-like variable (Watson,

2002). Research on positive affectivity has

focused on associations with beneficial coping

mechanisms, increased cognitive flexibility, and

certain health benefits and improved outcomes.

Description

Watson and Tellegen (1985) presented a two-

factor model of mood and affect, in which high

levels of positive affect reflect enthusiastic,

active, and alert mood states. They contrast this

to negative affect, which includes aversive mood

states, such as anger, guilt, nervousness, and fear.

They suggest that a lack of positive affect reflects

sadness and lethargy, whereas a lack of negative

affect reflects calmness and serenity. Alternately,

positive affect has been conceptualized as includ-

ing positive emotions that reflect both high and

low levels of energy and activation, including
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joy, interest, contentment, and love (Fredrickson,

1998). Positive affectivity (i.e., the trait-like

disposition to experience positive affect) has

been found to relate to the personality variable

of extraversion (Lucas & Fujita, 2000), which is

one broad factor in the Five Factor Model

of personality. This trait is most frequently

measured via the Positive and Negative Affect

Schedule (PANAS; Watson, Clark, & Tellegen,

1988). Lack of positive affect is considered

central in the development and maintenance of

depressive disorders (Watson et al., 1995); in

fact, a highly effective treatment for depression

utilizes behavioral activation to target anhedonia

and induce positive experiences, which in turn

increases positive affect (Jacobson et al., 1996).

Fredrickson’s (1998) Broaden and Build

Model of positive affect posits that positive

emotion broadens individuals’ awareness,

encouraging creative, flexible, and exploratory

thoughts and actions. She suggests that positive

emotions serve an evolutionary function by

expanding physical, intellectual, and social

resources, enhancing overall well-being and

health. Empirical research finds that individuals

with induced positive, but not negative, affect

experienced broader scope of attention and

more a varied repertoire of potential action

(Fredrickson & Branigan, 2005). Neuropsycho-

logical research has supported positive affect’s

beneficial influence on cognition. Specifically,

positive affect enhances consolidation of long-

term memory, working memory, and creative

problem solving, potentially via an increase in

brain dopamine levels (Ashby, Isen, & Turken,

1999).

The influence of positive affectivity on health

and health processes has been extensively exam-

ined (see Pressman & Cohen, 2005). Positive

affectivity is consistently and prospectively

linked to lower reports of pain, fewer symptoms,

and better self-rated heath. Positive affectivity

is also associated with reduced morbidity from

illness, including reduced risk of stroke incidence

(Ostir, Markides, Peek, & Goodwin, 2001), and

reduced risk of infection in healthy adults

(Cohen, Doyle, Turner, Alper, & Skoner, 2003);

however, less consistent evidence has been found

in mortality and survival studies. Positive affec-

tivity is thought to influence health either through

a main effect model, in which positive affect

directly affects physiological processes and/or

coping behavior, or through a stress-buffering

model, in which positive affectivity influences

health by ameliorating potentially harmful influ-

ences of stressful life events on health.

The recent increase in research on positive

affectivity can be associated with the rise of

interest in Positive Psychology, which examines

the science of positive human functioning

(see Seligman & Csikszentmihalyi, 2000).
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Definition

Positive psychology, the scientific study of positive

phenomena from the neurobiology of positive emo-

tions to application in the clinic and in everyday

life, encompasses multiple efforts to understand

and promote well-being and health (Aspinwall &

Staudinger, 2003; Aspinwall & Tedeschi, 2010;

Lopez & Snyder, 2009; Ryff & Singer, 1998;

Seligman & Csikszentmihalyi, 2000). Key ele-

ments include (a) the identification of human

strengths (qualities and processes that allow people

to navigate adversity, pursue their goals, and make

the most of life) and (b) empirical research directed

toward understanding the diverse conditions that

create and sustain such strengths. These processes

have been investigated in a wide variety of

domains, including education, social development,

close relationships, aging, work, and health.

Description

Core Concerns of Positive Psychology

and Health

Positive psychology is an active and growing

field, with thousands of published articles in the
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last decade, two major handbooks, a new Ency-
clopedia of Positive Psychology, a specialized

journal (the Journal of Positive Psychology),
and several edited volumes, journal special

issues, and international conferences devoted to

this topic. Within this voluminous literature,

there are three main areas that examine the rela-

tionship of positive phenomena to physical

health: (a) psychological adaptation to illness,

(b) the impact of positive phenomena, such as

positive mood, optimism, and hope, on physical

health, and (c) interventions that use insights

from this research to improve well-being in gen-

eral and among people managing serious illness.

Understanding Psychological Adaptation

to Illness

Multiple lines of research have examined the

impact of negative life events, including serious

illness, on people’s beliefs about themselves, the

benevolence of others, personal control, and

views of the future. In general, research suggests

that people who have experienced serious illness

or other forms of adversity frequently report both
positive and negative life changes. Frequently

reported positive changes include a better sense

of one’s values and priorities, stronger social

relationships, and an enhanced appreciation for

life. Negative changes include fears for the future

and feelings of personal vulnerability. Such

changes are understood by many researchers to

be the product of active efforts to manage and

derive meaning and/or benefit from one’s circum-

stances (Folkman, 2011; Taylor, 1983). Exciting

developments in this line of research have related

finding meaning and/or benefit to subsequent

physical health outcomes, such as immune func-

tion (Park, Lechner, Antoni, & Stanton, 2009;

Taylor, Kemeny, Reed, Bower, & Gruenewald,

2000).

As exciting as these findings are, it is important

to understand their boundary conditions. In partic-

ular, not all events produce benefits or growth or

do so for all people. Some particularly challenging

events (severe interpersonal stressors, wartime

experiences) seem to defy meaning-making

coping. Further, large-scale longitudinal panel

studies of life satisfaction following long-term

unemployment and divorce suggest that people

may not, on average, fully adjust to these events.

Finally, there appear to be multiple “normal”

responses to adversity. A recent advance in this

area – made possible by rigorous prospective lon-

gitudinal studies of bereavement (Bonanno, 2004)

– is the recognition that there may be multiple

trajectories of mental health outcomes following

adversity, with many respondents reporting stable

good or even improving outcomes and a subset of

respondents reporting either enduring preexisting

distress or new elevations in distress. These dif-

ferent patterns of adjustment over time highlight

the need to understand the antecedents and pro-

cesses that account for them. The finding that there

is considerable variation in response to adversity

also suggests that global positive outcomes (e.g.,

“Cancer was the best thing that ever happened to

me”) may be true for some people, but may

grossly misrepresent the experiences of others.

Understanding the Relation of Positive

Phenomena to Physical Health

Although most research in positive psychology

focuses on psychological well-being, there is

increasing interest in the relation of such con-

cepts as optimism, hope, positive affect, grati-

tude, benefit finding, and growth to physical

health. Several recent meta-analyses suggest

that positive phenomena show a reliable prospec-

tive beneficial relationship to multiple health out-

comes, including longevity, in both healthy and

ill samples (Diener & Chan, 2011; Howell, Kern,

& Lyubomirsky, 2007; Pressman&Cohen, 2005;

Rasmussen, Scheier, & Greenhouse, 2009).

Importantly, this relationship is (a) not explained

by the detrimental effects of either negative emo-

tions or pessimistic expectations and (b) compa-

rable in magnitude to that of these more widely

studied negative phenomena. At present, the find-

ings seem to be stronger for healthy samples than

among people managing illness, and the strength

of the findings varies by disease, with stronger

and more encouraging findings for cardiovascu-

lar disease and HIV than for cancer mortality.

Researchers have examined multiple com-

plementary pathways through which positive

phenomena are related to health outcomes
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(Aspinwall & Tedeschi, 2010). Five sets of path-

ways are shown in Fig. 1. The first set of path-

ways involves direct relations to neuroendocrine

and immune functions implicated in the etiology

and progression of disease, as well as physiolog-

ical reactivity to laboratory stressors. A second

and third set of pathways involve the relation of

positive phenomena to multiple aspects of attend-

ing to, appraising, and coping with health-risk

information and the demands of serious illness,

including the benefit-finding and meaning-

making processes described earlier. A fourth set

of pathways involves the relationship between

positive phenomena and the development and

maintenance of supportive social ties, especially

during times of illness or other adversity.

The fifth pathway represents the relationship of

positive phenomena to the practice of preventive

health behaviors, such as good nutrition, exer-

cise, and sleep; the decreased practice of risk

behaviors, such as substance abuse; and

improved medical adherence.

Recent findings from the Women’s Health

Initiative illustrate the multiple pathways through

which positive phenomena may influence health

outcomes. In an 8-year prospective study of cor-

onary heart disease in a sample of more than

97,000 US women, ages 50–79 (Tindle et al.,

2009), dispositional optimism was found to pro-

spectively predict decreased risk for coronary

heart disease and all-cause mortality in the over-

all sample. Optimism also predicted lower can-

cer-related mortality for African-American

women, but not Caucasian women. Compared

to pessimists, optimists were less likely to have

diabetes, hypertension, high cholesterol, or

depressive symptoms; they were less likely to

smoke, be sedentary, or be overweight; and they

reported higher education and income, greater

employment and health insurance, and greater

religious attendance. However, the real kicker is

that controlling for all of the above factors, opti-

mism still predicted better health outcomes.

These findings suggest that there is much that

Positive
Phenomena

BIOLOGICAL
(Neuroendocrine and immune function,

physiological reactivity)

COGNITIVE & EMOTIONAL
(Attention to and appraisal

of health risks)

COPING
(More active, less avoidant;

benefit finding, meaning making)

SOCIAL
(Development and maintenance

of social resources, e.g., social support)

BEHAVIORAL
(Preventive health and risk behaviors,

medical adherence)

Health
Outcomes

1

2

3

4

5

Positive Psychology, Fig. 1 Five mutually interactive and complementary sets of pathways through which positive

phenomena, such as positive mood and optimism, may influence human health
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remains to be understood about the relationship

of positive beliefs to important health outcomes

and that the multiple pathways outlined in Fig. 1

and described in the following sections may be

implicated in such findings.

1. Biological pathways. At present, more is

known about the prospective relationship of

positive phenomena to diverse health out-

comes than about the specific pathways

through which these outcomes are realized.

Most studies have focused on cardiovascular,

neuroendocrine, and immune function. Both

experimental laboratory studies and field

experiments link the induction of positive

self-beliefs to reduce cardiovascular and neu-

roendocrine reactivity to evaluative stressors

and to more rapid recovery from induced neg-

ative states among healthy young adults.

Recent reviews link optimism to improved

immune function, both among healthy people

managing naturalistic stressors such as law

school entry and among people managing

HIV infection. These lines of research have

also identified some potential short-term phys-

iological costs associated either with opti-

mists’ active coping efforts or with the

relatively intense positive affect inductions

used to study physiological outcomes in labo-

ratory settings (Pressman & Cohen, 2005).

However, these authors also noted that these

costs were not seen in naturalistic ambulatory

studies where positive affect was associated

with health-protective responses. Many

researchers have attributed the health-

protective findings of optimism and positive

mood to reductions in perceived stress,

highlighting the importance of such appraisals

in understanding how positive phenomena are

related to health outcomes.

2. Attention to and appraisal of threatening

health information. In contrast to the idea

that being happy or optimistic reduces aware-

ness of negative realities (e.g., seeing one’s

world through “rose-colored glasses”), several

experiments have demonstrated that induced

positive affect or positive self-beliefs (e.g.,

through self-affirmation or success manipula-

tions) promote constructive attention to

negative information about health risks and

personal weaknesses when the information is

relevant to the self and said to be useful

(Aspinwall & Tedeschi, 2010). Similar find-

ings have been obtained for dispositional opti-

mism. Interestingly, this greater attention to

negative information does not appear to be in

the service of downplaying its negativity or

relevance to the self, but instead appears to

be strongly responsive to its potential value in

warding off or managing future negative

events. The ability to adaptively confront,

manage, and remember such information

may have beneficial links to both coping and

health behavior.

3. Coping with serious illness. A large literature

suggests that positive affect and optimism pro-

mote constructive methods of coping with

adversity, involving planning, information-

seeking, suppression of competing activities,

and seeking both instrumental and emotional

social support (Aspinwall & Tedeschi, 2010).

Notably, positive beliefs are consistently

inversely associated with deleterious forms

of avoidant coping, such as denial, mental

and behavioral disengagement, and substance

use. Researchers have argued that the ten-

dency toward active, engaged forms of coping

with adversity shown in pathway #3 and the

ability to attend to negative information

shown in pathway #2 may work together to

promote a more informed understanding of

actual or potential stressors. The term “upward

spiral” has been used to characterize such

processes.

4. Development and maintenance of social

resources. Recent meta-analytic evidence

suggests that positive affect plays a major

role in the maintenance of satisfying social

relationships (Lyubomirsky, King, & Diener,

2005). Specifically, peoplewho report frequent

positive affect also report a greater number of –

andmore satisfying – social relationships. Sim-

ilarly, college students who reported greater

optimism on arrival to college reported both

greater initial friendship network size and

greater increases in perceived social support

over the course of their first semester, and
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these social ties buffered distress at the end of

the semester. Existing evidence suggests that

there may be more at work in such findings

than the idea that it is pleasant to be around

people in a good mood. People in a good mood

seem better able to understand the goals and

priorities of their interaction partners, to

express more gratitude, and to be more likely

to help others than people in a neutral mood.

These particular processes suggest that an

important direction for future research and

intervention might be to examine these pro-

cesses among people managing illnesses and

other demands such as caregiving that are

known to tax social resources over time.

5. Health behaviors and medical adherence. An
emerging literature suggests that positive

beliefs and states are robust prospective pre-

dictors of better health behavior, including

diet, exercise, and sleep, and lower practice

of risk behaviors, such as substance abuse

(Aspinwall & Tedeschi, 2010). These findings

have been obtained both in healthy commu-

nity samples, including large samples of older

adults, and among people managing serious

illnesses, such as HIV infection. In contrast,

prospective studies link negative beliefs, such

as pessimism and fatalism, to the practice of

a wide range of health-risk behaviors, includ-

ing substance abuse and high-risk sexual

behavior. Understanding how positive beliefs

like hope and optimism are related to the

practice of inherently forward-looking

behaviors, like preventive health behavior,

remains an important research question.

Researchers are also starting to examine

how positive phenomena may be related to

behavior change and medical adherence.

Although it is well known that negative affect

and interpersonal stressors contribute to

relapse from behavior change efforts in mul-

tiple domains, the question of whether and

how positive phenomena may have facilita-

tive effects needs further investigation.

With respect to medical adherence, random-

ized controlled trials of interventions in hos-

pital settings demonstrate that increasing

patients’ optimism about the success of

cardiac rehabilitation improves outcomes

like angina symptoms and return to work.

Summary and Remaining Conceptual Ques-

tions. This section outlined five sets of pathways

through which positive feelings and beliefs may

influence physical health. These multiple path-

ways are complementary, rather than competing,

and are likely to work in concert (Aspinwall &

Tedeschi, 2010). Specifically, the ability to main-

tain attention to negative information about

health risks may work in tandemwith more active

forms of coping that are more likely to elicit

information about one’s situation and support

for managing it. Similarly, finding benefits and

growth in one’s experience and maintaining sup-

portive social ties may each be related to subse-

quent health behaviors in important ways.

Research that examines the interplay of these

different pathways will likely yield not only

a more complex account of the ways in which

positive phenomena may be linked to human

health but also an understanding of some of the

cumulative benefits that may result.

Interventions to Promote Health

and Well-Being

Interventions derived from the principles and

pathways reviewed here have been employed to

promote well-being in healthy samples, as well as

psychosocial adjustment to chronic illness

(Folkman, 2011; Park et al., 2009). For example,

a burgeoning literature on the kinds of experiences

that make people happy and the processes that

contribute to hedonic adaptation both to positive

and negative events have been usefully employed

in interventions to improve daily positive affect,

primarily in healthy samples. For people living

with chronic illnesses like diabetes, various inter-

ventions ranging fromwriting about one’s positive

experiences to multiple-component programs

have proved effective in enhancing positive affect,

at least in laboratory settings. Experimental inter-

ventions to increase hope and gratitude have also

been shown to improve reported pain tolerance

and physical symptoms, respectively. Finally,

although they were not conducted under the rubric

of positive psychology, psychosocial interventions

to provide social support and reduce stress among
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people managing serious illness suggest that such

interventions reliably reduce pain and anxiety and

improve quality of life (Aspinwall & Tedeschi,

2010; Park et al., 2009). Understanding how the

various pathways suggested here may be impli-

cated in such effects – and used to enhance them –

among peoplemanaging serious illness remains an

important goal for future research.

Controversies with Respect to Both Theory

and Application

The study of howpositive phenomena – especially

positive thinking – are related to health has gen-

erated both academic and cultural controversies

(Aspinwall & Staudinger, 2003; Aspinwall &

Tedeschi, 2010; Becker & Marecek, 2008; Laza-

rus, 2003). Researchers have questioned whether

the focus on positive or optimal human function-

ing is new or sufficiently distinctive or developed

to merit a special name as a new field; whether

separating positive phenomena from negative

phenomena is practicable, desirable, or meaning-

ful (e.g., coping with adversity may inherently

involve both); and whether the field focuses too

much on the individual as the unit of analysis at

the neglect of important social, cultural, eco-

nomic, structural, and environmental determi-

nants of health and well-being. With respect to

positive psychology and health, critics have

questioned (a) whether the field is too narrowly

focused on individual positive feelings and self-

beliefs as the primary outcomes of optimal human

functioning; (b) whether the promotion of positive

thinking among those managing serious illness

may be trivial, distracting, and ultimately useless;

and (c) whether positive thinking might actually

be actively harmful if it impairs attention to neg-

ative aspects of experience or contributes to

a culture of blame for individual misfortune.

Several critics (as well as the present authors)

have traced the history of these ideas to the New

Thought movement and subsequent popular

efforts to promote health, well-being, and finan-

cial success through positive thinking (e.g., The

Power of Positive Thinking, The Secret; see

Aspinwall & Tedeschi, 2010, for discussion).

With respect to the application of positive

psychology to understanding health and illness,

a primary concern – reflected more in critiques of

the popular self-help literature on positive think-

ing than in scientific discourse on these issues – is

the potential misuse of findings suggesting that

positive emotions and beliefs may predict

physical health and recovery from illness. Spe-

cifically, the demonstration that a positive atti-

tude (e.g., optimism or hope) is linked to better

health outcomes for some people in some situa-

tions may create, or be used to promote, unreal-

istic expectations about the ability to cure disease

through positive thinking. Similarly, the demon-

stration that some people with serious illness

report benefits and growth can be misconstrued

to suggest that all people should do so, all of the

time and regardless of circumstance. These pres-

sures to maintain uniformly positive thoughts and

feelings and to ascribe deteriorating health to

failures of positive attitude have been described

as “saccharine terrorism” and the “tyranny of

optimism.” While researchers have in general

been quite careful not to mandate positive feel-

ings among people dealing with adversity (and

in fact have documented the presence of both

positive and negative life changes and multiple

trajectories of adjustment), various popular treat-

ments have promoted the notion that an exclusive

focus on positive thoughts and feelings will

cure illness. Some critics aptly note that this

approach is particularly prevalent – and perni-

cious – in popular treatments of cancer survivor-

ship (Aspinwall & Tedeschi, 2010).

Conclusion

As scientific research on the relationship of posi-

tive phenomena to health proceeds, rigorous

process-oriented research should dispel the notion

that there is some kind of magic bullet to be found

in positive thinking. Continued examination of the

multiple biological, cognitive, emotional, social,

and behavioral pathways linking positive phe-

nomena to health is essential. Further, researchers

interested in a balanced understanding of the link

between positive phenomena and health outcomes

should continue to design studies that are sensitive

to both potential benefits and liabilities of
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particular kinds of positive (and negative) thoughts

and feelings in different situations (Aspinwall &

Staudinger, 2003; Aspinwall & Tedeschi, 2010).

Indeed, what the study of health and illness has

to offer positive psychology is the opportunity to

examine the multiple ways in which positive

and negative phenomena may go hand in hand as

people manage serious illness and its treatment.
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Synonyms

Major depressive disorder; Postpartum blues

Definition

Postpartum depression is moderate to severe

depression in a woman after she has given birth.

It may occur soon after delivery or up to a year

later. Most of the time, it occurs within the first

3 months after delivery.

Description

Major depressive disorder with a postpartum

onset (PPD) is a prevalent and serious disorder.

Postpartum major depression (PPMD) is

moderate to severe depression in a woman after

she has given birth, clinically resembling major

depression as described in DSM-IV. Feelings of

anxiety, irritation, tearfulness, and restlessness

are common in the week or two after pregnancy.

These feelings are often called the postpartum

blues or “baby blues.” These symptoms almost

remit without the need for treatment. Postpartum

depression may occur when the baby blues do not

fade away or when signs of depression start 1 or

more months after childbirth. Up to 20% of

women will have an initial major depressive epi-

sode within the first 3 month postpartum (Gavin

et al., 2005), with the risk of suffering recurrent

postpartum major depression (PPMD) at about

25% (Wisner, Perel, Peindl, & Hanusa, 2004).

Women are at the highest risk during their life-

times for depressive episodes during the child-

bearing years (O’Hara, Zekoski, Philipps, &

Wright, 1990).

PPMD is considered a serious public health

concern (Gaynes et al., 2005; Wisner, Chambers,

& Sit, 2006). The maternal role, which is vital to

the infant’s safety, survival, and well-being

(Logsdon, Wisner, & Pinto-Foltz, 2006), can be

compromised by PPMD. Children of mothers

with PPMD are at an increased risk of impaired

mental and motor development, poor self-regula-

tion, and behavior problems (Moehler, Brunner,

Wiebel, Reck, & Resch, 2006). Postpartum

depression and its consequences can persist from

months to years after childbirth, with lingering

limitations in physical and psychological func-

tioning after recovery from depressive episodes

(Burt & Stein, 2002; Marcus & Heringhausen,

2009; McCarter-Spaulding & Horowitz, 2007).

A myriad of factors contribute to the etiology

of both incident and recurrent PPMD (Beck,

2001; Bloch, Daly, & Rubinow, 2003; Gaynes

et al., 2005). Among the established risk factors,

previous episodes of depression, family history of

depression, and depressive symptomatology dur-

ing pregnancy (O’Hara, Schlechte, Lewis, &

Varner, 1991; O’Hara, Schlechte, Lewis, &

Wright, 1991) are the strongest predictors for

both incident and recurrent episodes. Demo-

graphic variables, including marital status, race,

age, and socioeconomic status, have also been

P 1518 Positron Emission Tomography (PET)

http://dx.doi.org/10.1007/978-1-4419-1005-9_1101
http://dx.doi.org/10.1007/978-1-4419-1005-9_1154
http://dx.doi.org/10.1007/978-1-4419-1005-9_1141
http://dx.doi.org/10.1007/978-1-4419-1005-9_826
http://dx.doi.org/10.1007/978-1-4419-1005-9_101008
http://dx.doi.org/10.1007/978-1-4419-1005-9_101312


implicated as risk factors (Beck, 2001; Ross,

Campbell, Dennis, & Blackmore, 2006). Unfor-

tunately, these recognized risk factors have

proven inadequate at predicting which women

will have a recurrent episode. Other risk factors

that have been identified include the following:

(1) age below 20 years; (2) currently abusing

alcohol, taking illegal substances, or smoking

(these also cause serious medical health risks for

the baby); (3) having an unplanned pregnancy, or

have mixed feelings about the pregnancy;

(4) a stressful event during the pregnancy or

delivery, including personal illness, death or ill-

ness of a loved one, a difficult or emergency

delivery, premature delivery, or illness or birth

defect in the baby; (5) little support from family,

friends, or the significant other.

Disturbed sleep during late pregnancy repre-

sents another potential risk factor for PPMD.

Several investigators report that disturbed sleep

is a prodromal symptom of both first onset and

recurrent depressive symptoms and/or episodes

outside of the postpartum (Ford & Kamerow,

1989) as well as during the postpartum (Coble

et al., 1994;Wolfson, Crowley, Anwer, &Bassett,

2003). Recently, Okun and colleagues showed

that poor sleep quality in late pregnancy (Okun,

Hanusa, Hall, & Wisner, 2009) as well as in

the first 8 weeks postpartum (Okun et al., 2011)

significantly contributed to recurrent PPMD.

Wolfson and colleagues noted that women

reporting more sleep disturbances in late preg-

nancy are more likely to have clinically signifi-

cant depressive symptomatology at 2–4 weeks

postpartum than those with few sleep disturbances

(Wolfson et al., 2003). Coble and colleagues

found that women with a history of depression

had more sleep disturbances throughout preg-

nancy and into the postpartum than women with-

out a history of depression (Coble et al., 1994).

Taken together, these findings suggest that sleep

disturbances in late pregnancy increase vulnera-

bility to PPMD, particularly in women who are

susceptible, such as those with a history of PPMD

(Wisner, Parry, & Piontek, 2002).

There are two identified biological systems

attributed to have an effect on the risk of develop-

ing PPMD. First are endocrine factors. Hormones

such as progesterone, estradiol, prolactin, and cor-

tisol peak during the last few weeks of pregnancy,

followed by a drastic drop in their levels following

delivery and into the early postpartum period

(Abou-Saleh, Ghubash, Karim, Krymski, &

Bhai, 1998). Dramatic drops in hormone concen-

trations, especially progesterone and the estro-

gens, likely contribute to postpartum depression

(Abou-Saleh et al., 1998; Bloch et al., 2003);

however, their specific role is unclear. Adminis-

tration of estrogens to postpartumwomen appears

to reduce depressive symptoms (Dennis, 2004).

However, the dramatic reduction in concentra-

tions of gonadal steroids after delivery does not

lead to PPMD in all women (Bloch et al., 2003).

The second pathway involves alterations in

the cytokine milieu (Bloch et al., 2003; Maes

et al., 2000). The “cytokine hypothesis of depres-

sion” states that both the etiology and pathophys-

iology of depression are linked to dysregulation

of inflammatory cytokines (Maes, 1994). Puer-

peral women may be particularly vulnerable

because inflammatory cytokines increase signifi-

cantly during the last trimester of pregnancy in

preparation for delivery (Romero et al., 2006).

Womenwho report increased depressive symptoms

in the postpartum have corresponding higher levels

of pro-inflammatory cytokines (Maes et al., 2000).

PPMD is a significant health concern. While

there is no single test to diagnose PPMD, it is

imperative for a woman to be evaluated if there is

any indication that she has signs of depression or

risk for depression. This will buttress not only her

own mental and physical health, but the health of

her baby.

Cross-References

▶Antidepressant Medications

▶Women’s Health
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Synonyms

Adversarial growth; Benefit finding; PTG; Stress-

related growth; Transformational coping

Definition

Posttraumatic growth is the experience of posi-

tive change after a traumatic or negative life
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event. It is theorized to be the positive or adaptive

outcome of a meaning-making process in which

individuals are forced into a reevaluation process

of their worldviews after experiencing a negative

or life-changing event. Through this reevaluation

process, some individuals may develop a more

coherent understanding of themselves and the

world. Common examples of growth after trauma

include changes in life values, improved relation-

ships with family and/or friends, growth in spir-

itual beliefs, and increased personal strength,

empathy, or patience.

Description

The concept of growth from adversity is an

ancient concept based in many religions and phil-

osophical systems. However, it has been a formal

focus of investigation in psychology only in the

past few decades, coinciding with the develop-

ment of psychometrically sound measures and

the rise of positive psychology. The fields of

health psychology and behavioral medicine, in

particular, have latched onto the notion that one

may experience positive change in response to

adversity, including the adversity of coping with

serious health threats and illnesses. For example,

research on posttraumatic growth has been car-

ried out in chronic illness populations such as

patients with heart disease, cancer, rheumatoid

arthritis, HIV/AIDS, and multiple sclerosis. It

has also been studied in the context of veterans

of war, victims of violence, bereavement, and

family members/caregivers of those experiencing

a negative life event.

Posttraumatic growth is conceptually very

similar to benefit finding and stress-related

growth, and these terms are often used inter-

changeably in the research literature. Multiple

measures have been developed, which have facil-

itated the rigorous study of posttraumatic growth

and related constructs. These scales include:

benefit finding (Mohr et al., 1999; Tomich &

Helgeson, 2004); Stress-Related Growth Scale

(Park et al., 1996); and the Posttraumatic

Growth Inventory (Tedeschi & Calhoun, 1996).

Posttraumatic growth is differentiated from

concepts such as resilience and hardiness, in

which one may cope or adjust well in response

to stress rather than experience positive transfor-

mation and an improvement in functioning, qual-

ity of life, or worldview. Posttraumatic growth is

also conceptually differentiated from optimism

because it reflects a change in experience rather

than a dispositional trait, although the two con-

structs have been shown to be correlated.

Posttraumatic growth has been associated with

adaptive coping processes including heightened

problem-focused coping, social-support seeking,

acceptance and positive reinterpretation, opti-

mism, religion, cognitive processing, and positive

affect. It has often been associated with better

illness adjustment and health outcomes, less

depression, and more positive well-being in

chronic illness populations. Although the preva-

lence of posttraumatic growth varies widely from

study to study, numerous studies suggest

a majority of research participants endorse some

type of growth from a negative or traumatic event.

Although research suggests that posttraumatic

growth is associated with improved functioning

and quality of life, there have been conflicting

reports. Some studies report nonsignificant or

even negative correlations between posttraumatic

growth and well-being. These inconsistencies

have driven researchers to more rigorously test

proposed theories of posttraumatic growth and

better clarify the processes by which

posttraumatic growth occurs. More meticulous

study has led to investigation of non-

transformational change, mediators, moderators,

and study of curvilinear associations between

posttraumatic growth and well-being. Further

elaboration on the theory of posttraumatic growth

has led to studies on whether posttraumatic

growth is the outcome of a series of life changes

that have occurred or whether it is a cognitive

process of reevaluation and understanding that

unfolds over time. Researchers are also investi-

gating whether posttraumatic growth reflects

genuine changes in one’s life (veridical growth)

or whether it reflects perceptions of change or

growth (non-veridical growth). Some have

suggested that non-veridical growth may even

reflect a maladaptive, defensive denial process,
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although others claim that perceptions of growth

that do not reflect true life changes may promote

well-being in response to a traumatic event.

Cross-References

▶Benefit Finding

▶Coping

▶Defensiveness

▶Hardiness

▶Optimism

▶ Positive Psychology

▶ Perceived Benefits

▶Resilience
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Definition

By age 16 years, approximately two thirds

of youth report having experienced at least

one traumatic event (Costello, Erkanli, Fairbank,

& Angold, 2002; Copeland, Keeler, Angold, &

Costello, 2007). This is distressing in that expo-

sure to a traumatic event can lead to the develop-

ment of posttraumatic stress disorder (PTSD),

which is a debilitating condition that is associated

with several poor mental and physical health out-

comes. As such, it is imperative to understand the

development and course of PTSD, including its

prevalence, comorbid conditions, assessment,

treatment, and prognosis.

Diagnostic Criteria

PTSD is an anxiety disorder. Criteria for diag-

nosis include (a) exposure to a traumatic

event that resulted in actual or threatened death

or serious injury, or a threat to the physical

integrity of the self or others, and also that the

person’s response involved intense fear, help-

lessness, or horror (American Psychiatric Asso-

ciation [APA], 2000, DSM-IV-TR, p. 467).
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Further, an individual must meet criteria

for three symptom clusters, each with more

than 1 month duration: (b) one symptom of

reexperiencing (e.g., recurrent distressing

dreams of the event), (c) three or more symp-

toms of avoidance of stimuli associated with the

trauma and numbing (e.g., efforts to avoid

thoughts, feelings, or conversations associated

with the trauma), and (d) two symptoms of

increased arousal (e.g., difficulty falling or

staying asleep). These symptoms must cause

clinically significant distress or impaired func-

tioning in the individual and cannot be

accounted for by another disorder.

Proposed changes for DSM-V involve further

explanation and expansion of the criteria. For

example, criterion (a) may be expanded to

include one or more of (1) experiencing the

event, (2) witnessing the event, (3) learning

the event occurred to someone close, or

(4) experiencing repeated or extreme exposure

to aversive details of the event. Also, the

remaining criteria may be expanded to include

the following: (b) one or more symptoms of

intrusion, (c) one or more symptoms of avoid-

ance of stimuli, (d) three or more negative alter-

ations in cognitions or mood associated with the

traumatic event, and (e) three or more symptoms

of alterations in arousal or reactivity associated

with the traumatic event (APA, 2010).

Further, there are differences in symptom

presentation between children and adults who

experience PTSD, which may be considered in

DSM-V (APA, 2010). For example, within cate-

gory B regarding intrusion, the DSM-V notes that

children may have repetitive play reflecting the

traumatic event, or trauma-specific reenactment

during play, whereas adults may have recurrent,

involuntary, or intrusive memories of the event.

The DSM-V also specifies a different number

of symptoms required to meet criteria for chil-

dren than for adults. For example, adults are

required to exhibit three or more symptoms,

while children are only required to have two or

more symptoms for both criterion D which are

negative alterations in cognition and mood and

criterion E alterations in arousal and reactivity,

respectively.

Prevalence

Prevalence rates for PTSD vary greatly

depending on the severity and type of traumatic

event, as well as demographic factors. Preva-

lence rates of PTSD in youth range from 0.5%

in typical community samples to 90% among

sexually abused children (La Greca et al.,

2012); the lifetime prevalence rate in adults is

approximately 8% (APA, 2000, DSM-IV-TR, p.

466). Also, rates of PTSD are typically highest

with events that involve violence, such as sexual

abuse, terrorism, war, or the violent death of

a loved one (Copeland et al., 2007). Women

are twice as likely as men to evidence PTSD at

some point in their lives (Foa, Keane, Friedman,

& Cohen, 2008). The role of ethnicity is still

unclear and evidence is mixed; some studies

support an ethnic difference in rates of PTSD,

while others suggest there are moderating fac-

tors such as differences in levels of exposure or

socioeconomic status (Hamblen, 2007). Individ-

uals from lower SES backgrounds have higher

rates of PTSD than those with higher SES, and

this may be due to the greater exposure to

domestic violence or community violence

among low SES individuals, which is associated

with higher levels of PTSD.

Course of Disorder Over Time

Individuals who experience PTSD symptoms

less than 1 month from the traumatic event may

meet criteria for a diagnosis of acute stress dis-

order; if symptoms persist for more than 1

month, then the diagnosis is changed to PTSD.

Individuals who present with PTSD for less than

3 months duration are considered to have the

PTSD; if symptoms persist for more than 3

months, the diagnosis is chronic PTSD. Child

physical or sexual abuse is often associated

with a more chronic course of PTSD from child-

hood through adulthood. Finally, individuals

who initially present with subsyndromal PTSD,

but meet the full criteria at 6 months or more

posttrauma, are considered to have delayed-

onset PTSD. Some resilient individuals present

with only a few symptoms of traumatic stress

that never reach clinical thresholds and remit

over time.
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Common Comorbidities

PTSD is frequently comorbid with several other

psychological disorders, including grief/bereave-

ment, depression, anxiety, substance use and

abuse, and health problems (Bonanno et al.,

2010). Further, in children, PTSD is also com-

monly associated with behavioral concerns, such

as acting out and disruptive behaviors (Cohen,

Berliner, & Mannarino, 2010).

It is unclear whether PTSD plays a casual

role in the development of additional comorbid

conditions, or whether preexisting psychologi-

cal conditions predispose a person to develop

PTSD following a trauma (Perrin, Smith, &

Yule, 2000). It is also possible that a broader

underlying factor leads to the development of

both PTSD and other conditions, which would

account for the high rate of comorbidity (Perrin

et al., 2000). Additional research is necessary

to better understand the directionality of

these comorbid relationships, which would also

advance the conceptualization and treatment of

PTSD.

Measures

There are several measures used in the assessment

and diagnosis of PTSD in children and adults. The

type of measure chosen depends on many factors,

including the availability of a trained clinician, the

individual’s time and presenting condition(s), and

the cost of the measure.

Clinician-administered interviews are the

most thorough tools available and include (1)

the Structured Clinical Interview for DSM-IV

Axis I Disorders, used with adolescents and

adults (SCID-I; First, Spitzer, Gibbon, &

Williams, 1996); (2) the Kiddie-Schedule for

Affective Disorders and Schizophrenia, used

with children and adolescents (K-SADS-PL;

Kaufman et al., 1997); and (3) the Diagnostic

Interview for Children and Adolescents, used

with children and adolescents (DICA-IV; Reich,

Welner, & Herjanic, & MHS Staff, 1997). Each

of these interviews includes a PTSD-specific

module for assessing the presence of a traumatic

event and any resulting symptoms required for

diagnosis (APA, 2000). Although clinician-

administered interviews are the most thorough

diagnostic tool, they are also the most time con-

suming as well as the most expensive option.

Self-report measures of PTSD include the

PTSD Checklist (PCL; Weathers et al., 1993)

for adults, the Posttraumatic Stress Disorder

Reaction Index (Steinberg, Brymer, Decker,

& Pynoos, 2004), and the Trauma Symptom

Checklist for Children (Briere, 1996). To

assess a person’s subjective response to trauma

and/or stressful events more broadly, the

Impact of Events Scale – Revised (IES-R;

Weiss & Marmar, 1996) is often used with

adolescents and adults. Although these mea-

sures are easy to administer and do not require

a trained clinician, these measures provide sig-

nificantly less detail and may require follow-up

inquiry.

Treatment and Prognosis

Several treatment options are available for indi-

viduals with PTSD. Trauma-focused cognitive

behavioral therapy (TFCBT) for children and

adults and eye movement desensitization and

reprocessing (EMDR) with adults have been indi-

cated as effective treatments for individuals with

PTSD (Foa et al., 2008; Bisson &Andrew, 2007).

Another treatment option, sometimes utilized in

conjunction with psychotherapy, is medication.

Specifically, SSRIs and SNRIs are seen as

first-line medication treatments for PTSD (Foa,

et al., 2008).

Typically, PTSD symptoms decline drasti-

cally over the first-year posttrauma (Bonanno

et al., 2010), while any further declines are

more gradual (e.g., La Greca et al., 2010;

Shaw et al., 1996). The prognosis for individ-

uals with PTSD varies greatly depending on

whether the individual has any comorbid con-

ditions, their level of social support, and

whether they have received treatment. Individ-

uals with comorbid conditions, poor social sup-

port, and/or do not seek treatment will have

a poorer prognosis than those who do not have

these concerns. For individuals who do receive

treatment, some evidence a decrease in symp-

toms after only four sessions of CBT, while

others may require a longer course of treatment

(Foa et al., 2008).
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Prayer
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Synonyms

Meditation; Praise; Supplication; Thanksgiving;

Worship

Definition

Prayer in all of its variations can be defined by

two fundamental principles: (1) prayer is a form

of communication and (2) the exchange of com-

munication takes place between the self and the

transcendent, immanent, and numinous forces

that represent human notions of the sacred. Defin-

ing prayer in this way broadens William James’

classic conceptualization of prayer as “every kind

of inward communion or conversation with the

power recognized as divine” to include not only

that which comes from God but everything that is

imbued with the power of sacredness.

Description

Throughout history, humankind has manifested

a yearning to communicate with the sacred

through prayer. Expressed in vastly different cul-

tures and religious traditions, prayer constitutes

a universal phenomenon that plays a crucial role

in humanity’s religious experience. In fact, for

many individuals, prayer is their primary reli-

gious practice.

Prayer, in the theocentric Judaic, Christian,

and Islamic religious traditions, represents

a way to express thanks to God, participate in

God’s will, and move closer to God. From

a theocentric perspective, prayer is, simply put,

communication with God. Prayer, however, is not

limited to God-centered religions; it also features

prominently in the practices of nontheistic reli-

gious traditions such as Zen and Theravada Bud-

dhism, Jainism, and Taoism as well as animistic

and pantheistic belief systems such as Shinto and

the indigenous religions that feature the worship

of nontheistic spiritual entities. Secular individ-

uals without religious affiliations or theistic

beliefs also pray regularly in a variety of ways.

Types of Prayer

Scholars have devised a number of classification

schemes in an attempt to impose some order on

the extraordinarily diverse modes of prayer

expression. Traditional descriptive typologies

have focused on the reasons people pray as well

as on the content of prayers. Gill (1994) classified

prayers according to their intent: petition, invo-

cation, thanksgiving, dedication, supplication,

intercession, confession, penitence, and benedic-

tion prayers. Heiler (1932) proposed a rich typol-

ogy to capture the “astonishing multiplicity” of

the forms of prayer: primitive; ritual; Hellenistic;

philosophical; personal; mystical; prophetic; the

prayers of great religious personalities; the

prayers of great men, poets, and artists; prayer

in public worship; and prayer as a law of duty and

good works.

More recently, researchers have developed

typologies by asking people what they pray

about, when they pray, why they pray, and to

whom or what they pray. Ladd and Spilka

(2002) proposed a threefold scheme which dis-

tinguishes among recipients of prayer. Inward

prayer is directed toward one’s inner self, out-

ward prayer represents a connection with another

human, and upward prayer signifies sacred com-

munication with the divine. Poloma and

Pendleton (1991) classified prayer in terms of

four concise categories. Petitionary prayer

involves requests to fulfill one’s own spiritual or

material needs or those of others by asking for

guidance, forgiveness, and physical well-being.

Meditative prayer involves thinking about the
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divine, communicating with the sacred, or merely

being in the presence of the sacred. Ritual prayer

involves silent or verbal recitation of specific reli-

gious texts or mantras frommemory or by reading

scripture. Colloquial prayer, which takes the form

of a conversation between individuals and their

God or divine figure, may blend aspects of peti-

tionary and meditative prayer. Poloma and Gallup

(1991) found that while Americans most widely

practice colloquial prayer, meditative prayer was

associated with a closer relationship with God and

higher levels of well-being.

Most prayer typologies have been created out

of research involving individuals from predomi-

nantly Western cultures in which prayer is typi-

cally experienced in the context of organized,

theistic religion. However, Banzinger, Janssen

and Scheepers (2008) found that the prayer expe-

riences of individuals from the Netherlands,

a highly secularized society, also could be cate-

gorized using a typology similar to Poloma and

Pendleton’s scheme. While Banzinger et al.

argued for the creation of a secular prayer type,

their findings support the notion that some types

of prayer experiences may be common to both

secular and nonsecular individuals.

Prayer and Well-Being

The way that people communicate with the

sacred can influence their physical and psycho-

logical health. Studies have linked prayer to bet-

ter medical outcomes among patients dealing

with cardiovascular disease, cancer, migraines,

chronic pain post surgical recovery, and HIV.

Research studies have also shown that people

who pray more frequently report a greater sense

of well-being. More specifically, prayer has been

associated with higher levels of overall mental

health, lower levels of depression and anxiety,

higher levels of self-esteem, and more positive

mood among individuals with post-traumatic

stress disorder (“PTSD”). How well prayer

works may depend at least in part on how people

perceive God. Bradshaw, Ellison and Flannelly

(2008) found that frequency of prayer was posi-

tively correlated with higher rates of psychopa-

thology among individuals who perceived God

as remote or not loving. In contrast, among

individuals who viewed God as close and loving,

more prayer was tied to lower psychopathology.

Other factors may also affect the relationship

between prayer and well-being, including the

content and intent of prayers, an individual’s

level of spiritual maturity, and the availability

of additional coping resources.

Although studies have consistently demon-

strated significant correlations between prayer

and well-being, researchers have not yet identi-

fied the underlying psychological mechanisms

that account for this relationship. Prayer may

affect well-being indirectly by strengthening the

relationships between individuals, God, and their

faith community which may buffer the negative

impact of stressors on health and well-being.

Prayer may also manifest its effects through

other psychological factors, such as increasing

feelings of gratitude. Researchers have shown

that greater frequency of prayer is associated

with increased feelings of gratitude which are,

in turn, correlated with lower rates of depression

as well as higher levels of optimism and fewer

negative health symptoms.

Prayer for one’s own health and for the health

of others represent the two most frequently used

alternative health treatments in the United States.

The proportion of Americans who pray to allevi-

ate health problems increased from 43% in 2002

to 49% in 2007. This number may grow even

further as the number of individuals who live

with chronic physical or psychological illnesses

rises. Many individuals who pray have also

expressed a desire to integrate prayer practices

into their medical treatment. In one study, 79% of

critical care providers were asked by patients or

their families to pray for them. In another survey,

48% of American patients indicated that they

would like their doctor to pray for them. Over

90% of these patients felt that their doctor’s

prayers on their behalf had enhanced their health

and aided in their recovery.

Some clinicians have begun to respond to the

promising research findings and to the desires of

many of their patients by considering how to incor-

porate prayer into specific treatments. Seventy-

three percent of critical care nurses surveyed by

Tracy et al. (2005) prayed while treating clients,
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and 81% of these nurses had recommended the use

of prayer to their patients. Pargament, Smith,

Koenig, and Perez (1998) suggested that positive

forms of religious coping such as seeking spiritual

support through prayer could be successfully inte-

grated into psychotherapy. The appropriateness of

integrating spiritual practices such as prayer into

treatment, however, remains a highly divisive

topic within the health-care community.
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Definition

For most women, pregnancy is viewed as a natu-

ral and joyful event. In more than 80% of preg-

nancies, the delivery process is unremarkable,

with no physiological or psychological compli-

cations. Indeed, the most notable changes associ-

ated with pregnancy often occur in social and

partner relations, as well as changes to one’s

lifestyle. For instance, sleep deprivation and dis-

turbance are the most frequently reported preg-

nancy-related disturbances. Pregnancy-related

sleep disturbances, in turn, impact numerous

facets of life including mood, cognition, social

functioning, and memory (Harding, 1975).

For a small percentage of women, pregnancy

and delivery are complicated by a variety of

adverse outcomes. Preeclampsia, intrauterine

growth restriction (IUGR), or preterm delivery

can significantly affect the psychological health

of women. Psychosocial aspects of pregnancy

outcomes range along a continuum and are

multidimensional. Psychosocial functioning in

association with pregnancy complications may

be a function of coping strategies, social support,

and the overall emotional health of the mother

and father. Sociodemographic factors, including

parental age, socioeconomic status, and relation-

ship quality also influence parental response to

pregnancy complications. In the wake of adverse

outcomes, parents may feel guilt, depression,

anger, resentment, or withdrawal. Parents of

infants transferred to the neonatal intensive care

unit (NICU) may experience additional psycho-

logical burden, sometimes altering relationship

dynamics (Zager, 2009) or mother-child

bonding. Links between psychosocial factors

and adverse pregnancy outcomes are currently

underrecognized by health-care providers,

which suggest that systematic prospective

research is needed to more convincingly establish

the significance of psychosocial factors and their

potential for prevention.
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Description

In 2003, the seventh report of the Joint National

Committee guidelines (JNC 7) proposed a classi-

fication for normal blood pressure (BP) and

prehypertension based on the average of two

more properly measured readings:

Normal blood pressure: systolic < 120 mmHg

and diastolic < 80 mmHg

Prehypertension: systolic 120–139 mmHg or

diastolic 80–89 mmHg

Compared to individuals with normal BP,

prehypertensive individuals have a greater num-

ber of traditional cardiovascular disease (CVD)

risk factors and have a greater risk of developing

CVD independent of other CVD risk factors than

individuals with BP < 120/80. Prehypertensive

individuals also have a greater risk of developing

hypertension than normotensive individuals.

Therefore, prehypertension can be conceptual-

ized as an intermediate phenotype at elevated

risk of developing traditional risk factors for

CVD (such as hypertension) and at independent

risk of developing CVD itself.
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However, the ideal surveillance and manage-

ment strategies for patients with prehypertension

have not been well defined. Due to the associa-

tions between prehypertension and the develop-

ment of overt hypertension and CVD, in 2007, the

United States Preventive Services Task Force

(USPSTF) recommended yearly BP screening

for prehypertensive individuals and every other

year screening for those with normotension. It

remains unclear, however, how much of the

excess CVD risk associated with prehypertension

is due to the BP itself and how much is related to

associated CVD risk factors: some analyses have

shown that the excess CVD risk associated with

prehypertension is attenuated after controlling for

concomitant CVD risk factors. A more concrete

problem with the diagnosis of prehypertension,

however, may be the number of people affected:

a recent analysis of the US population found that

39% of adults were normotensive, 31%

prehypertensive, and 29% hypertensive. This

suggests only a minority of Americans have nor-

mal blood pressure and raises the question of

whether prehypertension should be defined as

a “disease” state.

While there is limited evidence to suggest that

treatment of prehypertension may prevent the

development of hypertension, JNC 7 recommends

careful follow-up for the development of hyper-

tension or signs of end-organ damage (e.g., renal

dysfunction or left-ventricular hypertrophy).

Without the presence of CVD or other CVD risk

factors (such as diabetes), prehypertension is gen-

erally treated with nonpharmacologic therapies

such as weight loss, sodium restriction, dietary

modification, and exercise.
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Definition

Prevalence is a measure of frequency of an

illness, disease, or health conditions. Unlike

incidence, which reflects new occurrences or

changes in health states, prevalence is concerned

with already existing health conditions, regard-

less of whether that health condition is of recent

onset or is long-standing. Thus, prevalence of

a particular condition refers to the proportion of

the population which has that condition at

a specified time. It is usually presented as

x cases per 1,000 (or 10,000 or 100,000) people

in the population. There are two types of

prevalence: point prevalence (the type of preva-

lence most commonly reported) and period

prevalence. Consider the example of the com-

mon cold. The “point prevalence” of the com-

mon cold in New York City means the

proportion of people in New York City with

a cold at a given point in time, i.e., the number

of New York City residents with a cold on

a specific day divided by the total number of

New York City residents on that day. It is like

a “prevalence snapshot.” A 1-month “period

prevalence” means the proportion of people in

New York City who have had a cold at any point

within the past month. It is analogous to time-

lapse photography, reflecting the health state

that has existed over a set period of time.

A variation is lifetime prevalence or the propor-

tion of people who have had the condition at any

point during their lifetime.

Prevalence is usually measured in surveys or

cross-sectional studies and reflects the burden

of disease, rather than risk (incidence) of dis-

ease, which must be measured in longitudinal

studies. Because prevalence is a measure of

existing health conditions, it is affected by

both incidence of that health state (the rate at

which new cases develop) and the duration of

that health state. A health condition might have

a short duration because it is rapidly fatal, for

example, rabies or Ebola, or because recovery

is rapid, such as the case in the “24-h flu.”

Prevalence of a particular health condition can

increase because there is an increase in inci-

dence (e.g., during an influenza epidemic) or

because people with that health condition are

living longer with that condition (e.g., treat-

ments may have extended the lives of those

who suffer from that health condition). Alter-

natively, more effective treatments may shorten

the recovery time.

Because prevalence is affected by recovery or

death, it is an unreliable estimate of disease risk.

This can be illustrated in the following example.

The Framingham Heart Study reported equal

prevalence of coronary heart disease in men and

women. This could lead to the mistaken

conclusion that men and women are at equal

risk of developing coronary heart disease. How-

ever, the follow-up studies demonstrated that

men were at greater risk of developing coronary

heart disease and also had a higher fatality rate;

while women were less likely to develop heart

disease, but when they did, it was also less likely

to be fatal. Thus, the prevalence in men and

women was roughly equal because a lower risk

was coupled with a longer duration of disease

in women.
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Prevention: Primary, Secondary,
Tertiary

Linda C. Baumann and Alyssa Karel

School of Nursing, University of Wisconsin-

Madison, Madison, WI, USA

Synonyms

Levels of prevention

Definition

The natural history of disease is the course

from onset to resolution (Last, 2000). The

goal of epidemiology is to identify and under-

stand causal factors of disease, disability,

and injury so that effective interventions can

be implemented to prevent the occurrence of

adverse processes before they begin or progress

(Stanhope & Lancaster, 2008). The definitions

used in public health distinguish between pri-

mary prevention, secondary prevention, and

tertiary prevention (Commission on Chronic

Illness, 1957).

Description

The term “primary prevention” refers to inter-

vention measures to prevent the occurrence

(incidence) of new disease, disability, or injury

(Leavell & Clark, 1965). This intervention

must be implemented prepathogenesis and

directed at individuals or groups at risk.

Primary prevention efforts include health pro-

motion and specific protection and are gener-

ally aimed at populations, not individuals (see

Fig. 1). The application of primary preven-

tion extends beyond medical problems and

includes the prevention of other concerns that

impact health and well-being, such as violence

to environmental degradation. Education and

public policy are major strategies for primary

prevention.

Two other levels of prevention are termed

secondary and tertiary prevention. Secondary

prevention is a set of measures used for early

detection and prompt intervention to control

a problem or disease (prevalence) and mini-

mize the consequences. Secondary prevention

encompasses interventions that increase the

probability that a person with a condition will

have it diagnosed at a stage that treatment is

likely to result in cure or reduction in the

severity of a condition. Health screening is

a major strategy of secondary prevention. Ter-

tiary prevention focuses on the reduction of

further complications of an existing disease,

disability, or injury, through treatment and

rehabilitation.

A landmark report published by the Institute

of Medicine entitled: Reducing Risks for Mental
Disorders (IOM, 1994) evaluated the body of

research on the prevention of mental disorders.

This report offered new definitions of prevention

and provided recommendations on federal poli-

cies and programs. Levels of prevention across

the natural disease history (Fig. 1) were defined

as “prevention, treatment, and rehabilitation.”

Prevention, according to the IOM report

(1994), is similar to the concept of primary pre-

vention and refers to interventions to delay or

avoid the initial onset of a disorder. Further,

prevention has three types: universal, selective,

and indicated, to reduce new cases. Universal

efforts are directed to the entire population;

selective prevention is for those at significant

risk of a disorder due to biological, social, or

psychological risk factors; and indicated preven-

tion is for those with a mild disorder that has the

potential to become more severe if not addressed

in a timely manner.

Treatment refers to the identification of indi-

viduals with a disorder and providing treatment

for those disorders, which includes interventions

to reduce the likelihood of future co-occurring

disorders. Maintenance refers to interventions

that are oriented to reduce relapse and recur-

rence and to provide rehabilitation. Maintenance

incorporates what public health defines as some

forms of secondary and all forms of tertiary

prevention.
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The concepts of risk and protective factors,

risk reduction, and enhancement of protective

factors (also referred to as fostering resilience)

are central to most evidence-based prevention

programs. Risk factors are those characteristics,

variables, or hazards, that if present for a given

individual, make it more likely that this individ-

ual, rather than someone selected at random from

the general population, will develop a disorder.

Protective factors improve a person’s response to

an environmental hazard resulting in an adaptive

outcome.

The Agency for Health Research and Qual-

ity (AHRQ) provides ongoing administra-

tive, research, technical, and dissemination

support to the US Preventive Services Task

Force (USPSTF). http://www.USPreventive-

ServicesTaskForce.org. The USPSTF is an

independent panel of non-federal experts in

prevention and evidence-based medicine, and

is composed of an interdisciplinary mix of

primary care providers (physicians, nurses,

and health behavior specialists). The USPSTF

conducts scientific evidence reviews of a

broad range of clinical preventive health care

services (such as screening, counseling, and

preventive medications) and develops recom-

mendations for primary care clinicians and

health systems. These recommendations are

published in the form of “Recommendation

Statements.”
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Preventive Care

Shannon Idzik

University of Maryland School of Nursing and

the University of Maryland Medical Center

Emergency Department, Baltimore, MD, USA

Definition

Preventive care is the branch of health care that

strives to prevent mental and physical illnesses.

Many members of the health care team must

partner together to achieve proper preventive

care. Preventive care is divided into three levels

of care: primary prevention, secondary preven-

tion, and tertiary prevention.

Primary preventive care is the prevention of

disease in a susceptible population through health

promotion, education, and protective efforts.

Ensuring adequate nutrition, advising patients

about skin protection from ultraviolet radiation,

educating about seat belt use, promoting safe

home and work environments, prescribing oral

fluoride supplementation in children with fluo-

ride-deficient water, and administrating immuniza-

tions are all examples of primary preventive care.

Secondary preventive care is the prevention of

disease through screening and early detection.

Early recognition of disease through health care

screening allows treatment to occur early in the

course of the disease and may decrease compli-

cations. Examples of screening procedures that

lead to the prevention of disease include fecal

occult blood testing for detecting colon cancer,

Pap smear for detecting early cervical cancer,

routine mammography for early breast cancer,

blood pressure and blood cholesterol measure-

ment, oral examinations for early dental caries,

and use of screening tools for depression.

Tertiary preventive care is the prevention of

disease progression and disease sequelae after

a chronic or irreversible disease diagnosis has

been made. Limiting disability and promoting

rehabilitation is important in tertiary prevention.

Examples of tertiary prevention efforts include

prescribing anticlotting agents such as aspirin in
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patients who have cardiovascular disease, physi-

cal rehabilitation in patients who have suffered

a stroke, and endodontic therapy in patients with

severe dental decay.
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▶ Prevention: Primary, Secondary, Tertiary
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Preventive Medicine Research
Institute (Ornish)
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University, New York, NY, USA
2Center for Behavioral Cardiovascular Health,

Columbia University, New York, NY, USA

Synonyms

Dean Ornish

Definition

Preventive Medicine Research Institute (PMRI) is

a nonprofit research institute located in Sausalito,

California, and founded by Dr. Dean Ornish. The

mission of PMRI is to conduct scientific research

examining the effects of diet and lifestyle choices

on health outcomes.

Description

PMRI is a nonprofit research institute that is

involved with scientific research studying the

effects of diet and lifestyle choices on health and

diseases. PMRI was founded by Dr. Dean Ornish,

a leading researcher and physician advocating this

type of prevention. The mission of PMRI is to

conduct scientific research examining the effects

of diet and lifestyle choices on health outcomes. In

addition to research, another emphasis of PMRI is

to educate health professionals and the lay public

about the importance of preventive medicine and

the benefits of lifestyle changes including diet,

exercise, and stress management.

Cross-References

▶Coronary Artery Disease

References and Readings
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Pride
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Primary Care

Shannon Idzik

University of Maryland School of Nursing and

the University of Maryland Medical Center

Emergency Department, Baltimore, MD, USA

Definition

Primary care is a component of integrated health

care in which comprehensive and accessible care
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is provided to a defined population. It is not

disease- or organ-specific, but rather examines

a person’s overall state of health and well-being.

Primary care is often the first point of contact

into a health system for persons with a health

concern including those with acute and chronic

physical, mental, and social health issues. Pri-

mary care is a longitudinal and continuous

approach to health maintenance including

health promotion, disease prevention, health

education, and counseling and includes diagno-

sis, treatment, and management of acute and

chronic conditions. Primary care focuses on the

provision of primary, secondary, and tertiary

prevention measures, such as screenings, immu-

nizations, and prevention of disease progression

or sequelae. In primary care, the patient is seen

as a partner in their health and health decisions.

The primary care provider partners with the

patient to coordinate other health services

which includes a collaboration with and referral

to other members of the health care team. Con-

tinuity in primary care is essential to develop

and establish a patient-provider relationship.

Primary care is not setting-specific and can be

provided across a continuum of health settings

such as the patient’s private residence, provider

office, hospital, or long-term care facility.

Cross-References
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▶ Primary Care Physicians

▶ Primary Care Provider

References and Readings

American Academy of Family Physicians. (2011).

Primary care. Retrieved from http://www.aafp.org/

online/en/home/policy/policies/p/primarycare.html#

Parsys0002. Accessed October 20, 2011.

Patient Protection and Affordable Care Act (PPACA),

Pub. L. No. 111–148, 124 Stat. 119 (2010). Retrieved

from http://www.gpo.gov/fdsys/pkg/PLAW-111publ148/

pdf/PLAW-111publ148.pdf. Accessed October 20, 2011.

Primary Care Physicians

Steven Gambert

Department of Medicine, School of Medicine,

University of Maryland, Baltimore, MD, USA

Synonyms

Family physician; General internist; PCP; PMD;

Primary care provider; Primary medical doctor

Definition

A primary care physician is the physician who

provides primary care, the physician selected to

be the first doctor contacted for any medical

condition. The physician acts as the patient’s

“gatekeeper,” providing ongoing medical care,

preventive services, medical counseling, and

referrals to specialists as needed. Examples of

physicians who may be considered to be primary

care physicians include family medicine physi-

cians, internal medicine physicians, OB/GYN

physicians, pediatricians, and at times emergency

medicine physicians. The number of primary care

physicians has been declining in recent years with

more physicians seeking careers as subspecialists

or pursuing specialty care with financial rewards

and increasing demands on time being major

reasons for this change (Bodenheimer, 2006).

Cross-References

▶ Primary Care Providers
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Primary Care Providers

Shannon Idzik

University of Maryland School of Nursing and

the University of Maryland Medical Center

Emergency Department, Baltimore, MD, USA

Synonyms

Family physician; General internist; Primary care

provider; Primary medical doctor

Definition

Primary care provider is a generalist clinician

who provides integrated accessible health care

to a defined population. Nurse practitioners, phy-

sicians, and physicians’ assistants who provide

primary care are specially trained to provide pri-

mary care services. The primary care provider

develops a sustained relationship with the patient

and oversees all aspects of the patient’s health.

The primary care provider partners with the

patient to coordinate other health services which

includes a collaboration with and referral to other

members of the health care team. Primary care

providers are advocates for the patient throughout

the entire health care system.

Cross-References
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▶ Primary Care Physicians

▶ Primary Care Provider
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Synonyms

Clinical equipoise; Equipoise

Definition

Clinical equipoise exists when all of the avail-

able evidence about a new intervention/treat-

ment does not show that it is more beneficial

than an alternative and, equally, does not show

that it is less beneficial than the alternative. For

example, to be able to conduct a clinical trial

that involves administering an investigational

treatment that may confer therapeutic benefit to

subjects for whom such benefit is desirable to

some individuals, and to administer a control

intervention treatment that is not capable of

conferring therapeutic benefit to others, there

cannot be any evidence that suggests that

the investigational intervention shows greater

efficacy than the control treatment or that it

leads to greater side effects than the control

treatment.
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When individuals agree to participate in

a clinical study, they do so with the understanding

that all of the treatments are assumed to be of

equal value. By the end of the trial, there may be

compelling evidence that the investigational

intervention is acceptably safe and statistically

significantly more effective than the control

intervention, but the study must be started with

a good faith belief that the two treatments are of

equal merit.

Treating subjects in clinical studies (trials) in

an ethical manner is of paramount importance.

Clinical equipoise is a cornerstone of such ethical

conduct. Other fundamental ethical principles

include respect for persons, beneficence, and jus-

tice (see Turner, 2010).

Derenzo and Moss (2006) commented as

follows:

Each study component has an ethical aspect. The

ethical aspects of a clinical trial cannot be sepa-

rated from the scientific objectives. Segregation of

ethical issues from the full range of study design

components demonstrates a flaw in understanding

the fundamental nature of research involving

human subjects. Compartmentalization of ethical

issues is inconsistent with a well-run trial. Ethical

and scientific considerations are intertwined.

Cross-References
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Definition

In situations where certainty is not possible, it

can be helpful to assess how likely it is that

something will occur. Quantification of this

likelihood is particularly helpful in statistical

analysis. The concept of probability is used in

everyday language, but more loosely than in

statistics. The statement “I’ll probably be

there on Saturday” involves a probabilistic

statement, but there is no precise degree of

quantification. If you know the individual mak-

ing this statement, past experience may lead

you to an informed judgment concerning the

relative meaning of probably, but this is still

a subjective judgment, not a quantitative

statement.

In statistics, a probability is a numerical

quantity between zero (represented here as

0.00) and one (1.00) that expresses the likely

occurrence of a future event. Past events cannot

be associated with a probability of occurrence,

since it is known in absolute terms whether they

occurred or not. A probability of zero denotes

that the event will not (cannot) occur. A proba-

bility of one denotes certainty that the event

will occur. Any numerical value between zero

and one expresses a relative likelihood of an

event occurring. Additionally, the decimal

expression of a probability value can be multi-

plied by 100 to create a percentage statement of

likelihood. A probability of 0.50 would thus be

expressed as a 50% chance that an event would

occur. Similarly, and more relevantly to inferen-

tial hypothesis testing, probabilities of 0.05 and

0.01 would be expressed as a 5% chance and

a 1% chance, respectively, that an event would

occur.
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Synonyms

Problem-solving skills training (PSST); Problem-

solving therapy – primary care (PST-PC);

Problem-solving therapy – SO (PST-SO); Social

problem-solving therapy (SPST)

Definition

Problem-solving therapy (PST) is a brief, empiri-

cally supported, cognitive-behavioral intervention

aimed at training clients to identify, evaluate, and

resolve everyday problems through the methodi-

cal application of problem-solving skills. In addi-

tion to teaching specific coping skills, PST

emphasizes the importance of maintaining a pos-

itive problem-solving orientation and a rational

problem-solving style (D’Zurilla & Nezu, 2010).

An individual’s problem-solving orientation
encompasses how one perceives problems, to

what/whom they attribute these problems, how

they appraise problematic situations, and the

degree to which they view their problems as

under their control. A major goal of PST is to

help clients view problems as solvable challenges

instead of insurmountable impasses.

A person’s problem-solving style addresses

the characteristic way in which he or she attempts

to manage problems in living. PST advocates

a rational approach. This form of problem solving

is taught through the use of four essential skills:

defining the problem in precise and objective

terms (i.e., problem definition and formulation),

brainstorming potential solutions (i.e., generation

of alternatives), weighing the pros and cons of

each alternative and creating a plan of action

(i.e., decision making), and implementing the

most appropriate solution and evaluating the

outcome (i.e., implementation and verification).

In combination, these skills are meant to help

individuals manage their problems in an

organized and systematic manner.

Problem solving serves a critical function in

the successful management of chronic medical

conditions. PST has, therefore, been adapted for

individuals affected by cancer, obesity, diabetes,

cardiovascular disease, traumatic brain injury,

stroke, as well as older adults, caregivers, and to

promote treatment adherence.

PST has been successfully delivered in

individual, group, and family formats by psychol-

ogists, psychiatrists, social workers, nurses, and

graduate-level trainees. Most forms of PST are

manual based and all make use of homework

assignments. PST therapists tend to balance

directive and collaborative treatment styles.

PST interventions have been implemented in

primary care settings (Catalan et al., 1991;

Mynors-Wallis & Gath, 1997; Oxman, Hegel,

Hull, & Dietrich, 2008; Areán et al., 2010), via

telephone and in the home (Grant, Elliott, Weaver,

Bartolucci, & Ginger, 2002), within community

clinics and online (Wade,Wolfe, Brown,&Pestian,

2005; Wade, Walz, Carey, & William, 2008).

Even though PST has been provided as both

a stand-alone treatment and as a component of

multifaceted interventions, more research is
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needed to adequately compare the two. Although

some studies have addressed PST’s applicability

to minority groups (Sahler et al., 2005) and

different age ranges (Areán et al., 2010), supple-

mentary research is needed in these areas. Finally,

given the evidence that PST can be a successful

intervention for behavioral medicine settings, it

would behoove future investigators to attempt to

extend findings to other chronic health conditions.
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Synonyms

Active coping
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Definition

Coping refers to the intentional efforts we engage

in to minimize the physical, psychological, or

social harm of an event or situation. There are

many different frameworks for understanding

coping and many different ways of classifying

coping strategies, but one such classification is

problem-focused coping vs. emotion-focused

coping. Problem-focused coping is that kind of

coping aimed at resolving the stressful situation

or event or altering the source of the stress.

Coping strategies that can be considered to be

problem-focused include (but are not limited to)

taking control of the stress (e.g., problem solving

or removing the source of the stress), seeking

information or assistance in handling the situa-

tion, and removing oneself from the stressful

situation.

Problem-focused coping is distinguished from

emotion-focused coping, which is aimed at man-

aging the emotions associated with the situation,

rather than changing the situation itself. For

example, when anxious about an upcoming

exam, use of problem-focused coping strategies

might involve checking with the teacher about

material one is unsure of, or increasing the time

spent studying, or even deciding not to take the

exam (although removing oneself from

the stressor might have other negative conse-

quences in this particular example). In contrast,

emotion-focused coping strategies might involve

self-talk to increase one’s confidence in one’s test

taking ability or using relaxation techniques to

decrease fear and anxiety. Problem-focused cop-

ing works best when the source of the stress is

potentially under an individual’s control; how-

ever, when the source of the stress is beyond the

individual’s control, such strategies are not usu-

ally helpful. Examples are dealing with bereave-

ment. In situations like this, problem-focused

coping is less likely to be helpful than emotion-

focused coping, for example, processing one’s

feelings or releasing one’s feelings. Problem-

and emotion-focused coping are not mutually

exclusive, and individuals frequently use both

problem- and emotion-focused coping strategies

to deal with stress. For example, when feeling

threatened, initial use of emotion-focused coping

to gain control over the fear can facilitate

the subsequent use of problem-focused coping.

Problem- and emotion-focused coping are the

two subscales that comprise the Ways of Coping

Checklist.
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Synonyms

Community health advisors; Community health

representatives; Community health workers

(CHW); Health navigators; Lay health advisors;

Lay health advocates; Outreach educators; Peer

coaches; Peer health educators; Peer health

promoters

Definition

Promotoras (or promotoras de salud) are female

community health workers who provide a variety

of services in their role as liaison between

underserved Hispanics and traditional health

care services. Their male counterparts are

promotores, although it is less common to have

men serve in this role. These terms translate to

“promoters” of health, in this case among

Hispanics who have historically experienced

challenges accessing health care services and

deficiencies in outcomes of care. These individ-

uals are either volunteers or employees of the

local health care system or other entities

administering community interventions. They

typically live in the community or neighborhood

that they serve and thus can better communicate

and relate to their clients because of their shared

community experiences.

Description

Essentially, the promotora concept is a form of

community-based peer support: nonprofessionals

helping others with various health needs. These

needs include: culturally appropriate education,

informal advice and counsel, social support and

encouragement, interpretation and translation,

advocacy for health needs, disease management

and prevention, health care system navigation,

and community resource guidance. Depending

upon the community health priorities and the

specific goals and objectives of particular

programs, promotoras may provide one or

a combination of these services.

Historically, promotoras are part of a long

tradition of lay health workers who serve critical

health care and disease prevention roles in

cultures around the world. For example, in

eighteenth century Russia, feldshers began

providing medical assistance in urban hospitals

and the army. In China, during the 1960s,

farmworkers were trained as “barefoot doctors”

to give first aid, immunizations, and health

education in rural areas. In Haiti, village health

workers known as accompagnateurs attended

individuals suffering from tuberculosis and

HIV/AIDS. In Africa, health care workers

provide the main form of health care delivery

and especially have served as the linchpin for

HIV prevention and treatment. Origins of the

promotoras can also be found in Latin American

countries, where laymen and laywomen were

trained by church groups and other organizations

to give community health assistance.

Efforts to establish formal community health

worker programs in this country can be traced

back over a half-century. Such outreach was

subsequently included in the federal Migrant

Health Act of 1962 and the Economic Opportu-

nity Act of 1964, mandating utilization of
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community health aides in many neighborhoods

and migrant worker camps (Hill, Bone, &

Butz, 1996). The Affordable Care Act of 2010

provided a more recent endorsement of the con-

cept, specifying community health workers as an

integral component of the nation’s health care

workforce (Affordable Care Act of 2010). With

the rise in health care costs in recent times and

increased awareness of the scope and cost of

health disparities in this country, the peer-support

approach has gained increasing support as

a viable and potentially cost-effective means of

helping fill gaps in the health care system. How-

ever, the evidence so far is conflicting and comes

from less than optimally designed studies.

In the USA today, the nomenclature for peer

health promotion personnel is diverse, including:

community health workers (CHW), community

health advisors, lay health advisors, lay health

advocates, peer coaches, outreach educators,

health navigators, peer health promoters, peer

health educators, community health representa-

tives, and, in Hispanic communities, promotoras.

Often, some of these terms, including CHW and

promotoras, are used interchangeably or in

combination.

Surveys have found that these community

health workers operate in all 50 states

(U.S. Department of Health and Human Services

Health Resources and Services Administra-

tion, 2007). Programs utilizing promotoras have

flourished especially in states with large Hispanic

populations such as California and along

the USA-Mexico border. In 2009, Hispanics

represented 16% of the US population

(U.S. Census Bureau News, 2010) and this pro-

portion is expected to rise dramatically in the

coming decades. With the growing number of

Hispanics, the peer-assistance concept has been

incorporated into health programs and interven-

tions across the country. This model has been

evaluated in large cities, mid-size and smaller

communities, as well as agricultural areas

(working with farmworkers and their families),

with favorable results in many studies.

Promotora involvement has been found to be

useful in a broad range of needs, such as manage-

ment of diabetes and other health conditions

prevalent among Hispanics, screening for cancer

and other diseases, and access to health care

overall. They also can focus on addressing

specific needs such as prenatal care, or healthy

lifestyle behaviors in general (e.g., proper diet

and exercise). In addition to working with

diabetes and cancer patients, survivors, and

at-risk individuals, promotoras/CHW have been

involved in interventions targeting cardiovascu-

lar disease, HIV/AIDS, high blood pressure,

asthma, mental illness, and other diseases.

Firsthand knowledge of the local Hispanic

community and the personal and institutional

barriers that residents of the community face in

attaining adequate health care uniquely prepares

promotoras for their liaison role. As Spanish

speakers and residents of the neighborhoods

they serve, promotoras offer assistance to reduce
or remove linguistic and cultural barriers for seg-

ments of the population that have historically

been difficult to reach for local health care

agencies and services. At the same time,

promotoras can provide assistance to profes-

sional health care personnel by educating

providers and their staff about sociocultural

factors that influence the health knowledge,

beliefs, and attitudes, as well as the values and

behaviors, of their Hispanic patients.

Among the strengths of the promotora/CHW

models employed in various community health

programs is the broad diversity of services peer

health workers have been able to deliver. For

example, as liaisons between health providers

and underserved Hispanics, promotoras

sometimes serve as interpreters as well as health

system navigators, assisting in identification of

benefits that clients are eligible to receive, and

helping them complete necessary applications

and forms. As case managers, promotoras
typically facilitate contacts of health care pro-

viders with community members by maintaining

accurate contact information and a record

of interactions. As community organizers,

promotoras have been called upon to motivate

and encourage members of the community to

participate actively in efforts to improve neigh-

borhood living conditions. And as health educa-

tors, promotoras distribute and explain print and
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other informative materials aimed at promoting

screening, preventing disease, discouraging

smoking, managing chronic diseases, and other

health promotion purposes. In addition, interven-

tions have utilized promotoras in various other

roles, including as group presentation leaders;

role models; and guides to community social,

transportation, childcare, and other services and

resources.

Promotoras are typically respected and trusted

members of the community they serve. Due to

their familiarity with their community and neigh-

borhood, promotoras can move freely within the

community and engage with various sectors.

They provide their services in convenient loca-

tions, including homes, schools, churches,

clinics, hospitals, community centers, job sites,

and other locales. In many programs, they also

participate in community events, such as health

fairs.

In the past, promotoras and other community

health workers have typically been trained on the

job. With the increased utilization of peer-

support models over the years, concerns about

the quality of this training and the need for more

standard certification of these workers have been

increasingly raised. However, as of 2010, only

a handful of states had taken steps to address

these issues. In 1999, Texas was the first state to

legislate voluntary training and certification for

promotoras and community health workers

(Nichols, Berrios, & Samar, 2005). In Minnesota,

select community colleges offer a standardized

curriculum for community health worker certifi-

cation, with completion required for a worker to

be eligible as a Medicaid provider (Rosenthal

et al., 2010). In numerous states, certificates

are being awarded, typically by community col-

leges and other programs, for completion of

a course of community health worker studies.

Proponents of required certification or credential-

ing note potential benefits, including offering

assurance that workers possess basic competen-

cies and promoting perceived legitimacy within

health/human services fields. Others, however,

contend that requiring certification may have

a detrimental effect on the number of peer health

workers from poor, minority neighborhoods and

communities that most need to be served (Family

Strengthening Policy Center, 2006).

From the substantial experience with

promotora/CHW program implementation and

research, the evidence is growing that peer sup-

port offers unique benefits to improve health care

delivery and outcomes. This is particularly

relevant, given rapidly expanding lower-socio

economic status (SES) racial/ethnic segments of

the population (particularly Hispanics), growing

numbers of patients with chronic diseases, and

spiraling health care costs. Systematic reviews of

the benefit of peer support currently find that the

evidence lacks sufficient rigor. Consequently,

much more research needs to be conducted to

define roles and scope of activities, determine

effectiveness, develop consistent and adequate

training, provide fair compensation, and, via cer-

tification and/or similar means, define

a universally accepted and respected niche for

promotoras among the nation’s health care

workforce.
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Synonyms

Prostate gland

Definition

Prostate Anatomy

The prostate is a walnut-sized gland that functions

in the male reproductive system. It is positioned in

front of the rectum and directly below the bladder,

which stores urine. The prostate also encircles the

proximal urethra, the canal which carries urine

from the bladder and through the penis.

Three distinct zones of glandular tissue make

up the prostate: the peripheral zone, central zone,

and transition zone. Additionally, there is an area

of fibromuscular tissue on the anterior surface.

Each anatomic zone is uniquely affected by

different disease processes. The majority of
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prostate cancers develop in the peripheral zone,

the largest zone by volume, while benign pros-

tatic hyperplasia originates in the transition zone.

Description

Prostate Function

The prostate produces the thick, milky-white

alkaline fluid that forms part of semen. The fluid

provides nourishment to sperm and, along with

fluid from the bulbourethral (Cowper’s) glands,

helps to neutralize the acidity of the urine residue

in the male urethra and of the female vaginal

canal, increasing the life span of sperm. During

ejaculation, contraction of smooth muscles

moves the fluid from the prostate into the urethral

tract where it mixes with the sperm produced by

the testicles and additional fluid from the

bulbourethral glands and seminal vesicles. The

resulting mixture, semen, passes from the urethra

and out through the penis.

Common Disorders of the Prostate

There are three common conditions of the

prostate: prostatitis, benign prostatic hyperplasia,

and prostate cancer. Generally, older men are

more susceptible to prostate disease. However,

prostatitis can affect men at any age. Prostatitis is

a benign infection of prostatic tissue, usually

caused by bacteria. Inflammation can result in

urine retention in the bladder, resulting in bladder

distention (i.e., enlargement) and exposing the

bladder to additional risk for infection. Addition-

ally, prostatitis can trigger several urinary

problems (e.g., pain or burning upon urination,

urgency, and trouble voiding). Benign prostatic

hyperplasia, or BPH, is another common

prostatic condition caused by the noncancerous

enlargement of the prostate gland in aging men.

As the prostate enlarges, it compresses the urethra

and irritates the bladder. Obstruction of the ure-

thra, as well as gradually diminishing bladder

function, results in the symptoms of BPH includ-

ing dribbling after urination or a need to urinate

often, especially at night. Some men also experi-

ence urinary incontinence, the involuntary dis-

charge of urine. BPH symptoms can severely

affect a man’s, as well as his partner’s, quality of

life and can be further compounded by psycholog-

ical factors (e.g., depression and anxiety) associ-

ated with BPH symptoms. Prostate cancer is the

most common malignancy and the second most

common cause of cancer death among men in the

United States. Response to treatment is best when

the disease is caught early. However, prostate

cancer is generally asymptomatic when the dis-

ease is localized to the prostate. Screening for

prostate cancer includes serum prostate-specific

antigen (PSA) testing and digital rectal examina-

tion. There are many treatment options available

to men diagnosed with prostate cancer (e.g., active

surveillance, radiotherapy, and surgery). How-

ever, there is currently no consensus regarding

the optimal treatment.
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Synonyms

Kallikrein-3; P-30 antigen; Semenogelase;

Seminin

Definition

Prostate-specific antigen (PSA) is a protein pro-

duced by cells of the prostate gland. PSA func-

tions in male fertility, and most of it gets expelled

from the body in semen. However, low levels

circulate in the blood. Elevated serum PSA levels

often indicate the presence of prostate cancer and

other prostate disorders.

Description

Measuring PSA

The PSA screening test measures the total level

of PSA circulating in the blood serum. PSA levels

above 4 ng per milliliter are considered above

normal. However, total PSA does not offer

a definitive diagnosis for cancer or other prostate

disease. Therefore, additional measures of PSA

have been integrated to depict a more compre-

hensive profile of prostate disease characteristics.

For example, PSA velocity measures the rate of

increase in PSA over time. Generally, larger PSA

velocity is associated with prostate cancer. Free

PSA is the percentage of circulating PSA that is

not bound to other proteins. On average, men

with a low percentage of free PSA are more likely

to have cancer. PSA density is the PSA level

divided by prostate volume. The likelihood of

cancer is increased when PSA density is high.

PSA Testing and Current Guidelines

PSA testing has become increasingly popular

because it allows detection of prostate cancer at

early stages, before palpable detection during

digital rectal examination. However, PSA testing

also presents a high rate of false-positive and

false-negative results, which has generated sub-

stantial controversy with regard to whether or not

PSA screening is effective at reducing cancer

deaths. Two large, randomized clinical trials are

currently evaluating the efficacy of PSA screen-

ing. Preliminary findings indicate modest reduc-

tions in cancer deaths in the screening group

but also note over-detection and potential

overtreatment of clinically insignificant cancers

in the same group. Accounting for these complex

issues, the American Cancer Society (ACS) has

revised its recommendations regarding routine

PSA screening. The revised guidelines now rec-

ommend that doctors initiate comprehensive dis-

cussions with patients about their options for

screening and that men use decision-making

tools to make an informed choice about testing.

The ACS suggests these guidelines are appropri-

ate for patients over age 50 who are in

good health with greater than 10 years of life

expectancy. For men at higher risk (e.g., African

American men and men with a positive family

history), ACS guidelines suggest that discussions

about screening begin earlier. The ACS does not

endorse screening for men with several comorbid

conditions or for men with less than 10 years of

life expectancy. In response to the preliminary

findings from the previously mentioned studies,

the American Urological Association (AUA) also

revised its screening recommendations, which
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suggest extending screening to younger men. The

AUA advises that PSA screening should be

offered to well-informed men aged 40 years or

older who have a life expectancy of at least

10 years. Additionally, AUA guidelines empha-

size a shift away from using a single PSA thresh-

old to determine whether to proceed to additional

diagnostics. Instead, the combination of many

factors (e.g., PSA profile over time, family his-

tory, race, age) should be considered.
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Synonyms

Human subjects protections

Definition

The organized oversight of research to ensure the

rights and well-being of participants.

Description

The protection of human subjects in clinical

research evolved in response to conditions sur-

rounding medical research that were deemed

unacceptable in the early to mid-twentieth cen-

tury. In December 1946, an American military

tribunal opened criminal proceedings against

23 German physicians who conducted medical

experiments on thousands of concentration

camp prisoners without their consent. Most of

the subjects of these experiments died or

were permanently disabled as a result. The

Nuremberg Code of 1948 resulted, stating that

“voluntary consent of a human subject is abso-

lutely essential” and that “the benefits of research

must outweigh the risks” (NIH). In 1964, the

World Medical Association published recom-

mendations for research involving human sub-

jects, and the Declaration of Helsinki governs

international research ethics and defines rules

for “research combined with clinical care” and
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“non-therapeutic research.” This declaration was

revised in 1975, 1983, 1989, and 1996 and

remains the basis for Good Clinical practices

used today (WMA).

In the United States, the Tuskeegee Syphilis

Study (1932–1972) described the natural

history of syphilis in 600 low-income African

American males, 400 of whom were infected.

Over 40 years, researchers provided medical

examinations, but infected subjects were never

told of their disease nor offered treatment, even

after a known cure became available in 1947.

Many of the subjects died from syphilis-related

causes during the study. The study was stopped

in 1973 by the U.S. Department of Health, Edu-

cation and Welfare after its existence was pub-

licized (CDC). The publicity generated by the

Nuremberg trials, the Tuskeegee study, and

other studies created a mistrust of medical

researchers and a demand for a standards and

guidelines for the ethical conduct of research.

On July 12, 1974, the National Research Act

(Pub. L. 93–348) was signed into law, creating

the National Commission for the Protection of

Human Subjects of Biomedical and Behavioral

Research. This commission generated the Bel-

mont Report in 1976, a summary of the ethical

principles identified by the Commission that

should be used to guide human subjects

research. These principles include (1) respect

for persons, (2) beneficence, and (3) justice.

The application of these general principles is

further described in specific guidance for

obtaining informed consent, complete assess-

ment of risks, and benefits and selection of

research subjects.

Medical research is conducted in a variety

of academic and corporate settings, but all

human subjects research studies should be

evaluated by an Institutional Review Board or

similar research oversight committee prior to

initiation. This is a requirement for all feder-

ally funded research in the United States.

These oversight boards are responsible for the

review of each proposed study to ensure that

the principles of the Belmont Report are

applied and that the rights of potential and

actual participants are respected. The Associa-

tion for the Accreditation of Human Research

Protection Programs (AAHRPP) reviews the

processes established by these research over-

sight bodies and grants accreditation for such

programs that meet general requirements and

demonstrate processes geared toward continual

improvement of research and the protection of

human subjects.
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Definition

Proteomics is the study of all of a genome’s puta-

tive proteins and involves the systematic analysis

of proteins to determine their identity, quantity,

and function (Soloviev, Barry, & Terrett, 2004).

Description

The Human Genome Project and related work

have focused considerable attention on sequenc-

ing aspects of genomic research. However, as

Holmes, Ramkissoon, & Giddings (2005) noted,

“The eventual goal of these projects is actually to

determine how the genome builds life through

proteins. DNA has been the focus of attention

because the tools for studying it are more

advanced and because it is at the heart of the cell,

carrying all the information – the blueprint –

for life. However, a blueprint without a builder is

not very useful, and the proteins are the primary

builders within the cell.”

It is of interest to characterize the complement

of expressed proteins from a single genome.

Monitoring the expression and properties of

a large number of proteins provides important

information about the physiological state of

a cell and, by extension, an organism. Cells can

express very large numbers of different proteins,

and the “expression profile” (the number of pro-

teins expressed and the expression level of each

of them) can vary in different cell types. Given

that each cell contains all genomic material and

hence information, this differential expression of

proteins explains why cells perform different

functions (Soloviev et al., 2004).

The 20,000–25,000 genes in the human

genome actually generate many more than the

commensurate number of proteins, with

estimates as high as one million appearing in the

literature (Augen, 2005). This huge number

results from the observation that multiple, dis-

tinct proteins can result from a single gene. Con-

sider the following steps in the journey from the

genome to the proteome (Holmes et al., 2005):

• DNA replication results in many gene forms.

• Ribonucleic acid (RNA) transcription leads to

pre-messenger RNA.

• RNA maturation results in mature messenger

RNA.

• Protein translation results in an immature

protein.

• Protein maturation results in a mature protein

in the proteome (posttranslational modifica-

tions are possible here).

The tremendous diversity of proteins in the

proteome is facilitated by multiple possible

means of protein expression. At each stage of

the multistep process just described, alternate

mechanisms produce variants of the “standard”

protein, resulting in a proteome that is far greater

than the genome that generates it. Posttransla-

tional modifications play a considerable part in

this creation of diversity. These modifications

include, for example, the process of glycosylation

in which proteins are glycosylated and hence

become glycoproteins, which act as receptors

and enzymes.

Nobel Laureate James Watson commented as

follows with regard to the fields of proteomics

and transcriptomics (Watson, 2004): “In the

wake of the Human Genome Project, two new

postgenomic fields have duly emerged, both of

them burdened with unimaginative names incor-

porating the ‘-omic’ of their ancestor: proteomics

and transcriptomics. Proteomics is the study of

the proteins encoded by genes. Transcriptomics

is devoted to determining where and when genes

are expressed – that is, which genes are transcrip-

tionally active in a given cell.”
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Psychiatric Diagnosis

Toru Okuyama

Division of Psycho-oncology and Palliative Care,

Nagoya City University Hospital, Nagoya,

Aichi, Japan

Synonyms

Diagnostic criteria; Psychiatric disorder

Definition

Psychiatric diagnosis defines a psychiatric disor-

der which causes subjective distress and disability

and can be conceptualized based on symptomatol-

ogy, epidemiology, and pathophysiology. The

primary purpose of the psychiatric diagnosis is to

distinguish a certain condition from non-disease

conditions or other disease conditions and to make

health providers communicate better with each

other by using shared concepts and languages.

Psychiatric diagnosis facilitates researches by

maintaining the internal validity of each psychiat-

ric disease and is important for examining

the external validity of findings when applying

research evidences into individual patients.

Description

The top two most important and frequently used

psychiatric diagnoses classification systems are

the International Classification of Disease (ICD)

by World Health Organization (WHO) and the

Diagnostic and Statistical Manual of Mental Dis-

orders (DSM) edited by the American Psychiatric

Association.

The ICD is the international standard diagnos-

tic classification of physical and psychiatric dis-

eases and other health conditions, defined by

WHO. It has been developed for the purpose of

international use since the beginning, and WHO

Member States compile national mortality and

morbidity statistics based on this diagnostic sys-

tem. The tenth revision was published in 1992.

The classification of mental and behavioral dis-

orders is included in Chap. F. ICD-10 consists of

Clinical Descriptions and Diagnostic Guidelines

and Diagnostic Criteria for Research. The former

provides clinical descriptions detailing the prin-

cipal signs and symptoms of each disorder. The

latter is intended to help those researching

specific disorders to maximize the homogeneity

of study groups.

The latest version of DSM is the fourth edition

text revision published in 2000 (DSM-IV-TR), in

which several important features are included.

First, it adopts the descriptive approach: the diag-

noses criteria are defined based on the symptom-

atology, rather than the underlying causes.

Secondly, clearly defined diagnostic criteria are

provided for each specific disorder. These criteria

include lists of features that must be present for

diagnoses to be made. Thirdly, DSM-IV-TR is
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a multidimensional evaluation system (Axis I:

clinical disorders and other conditions that may

be a focus of clinical attention, Axis II: personal-

ity disorders and mental retardation, Axis III: any

physical disorder or general medical condition,

Axis IV: the psychosocial and environmental

problems that contribute significantly to the

development or exacerbation of the current dis-

order, Axis V: a global assessment of function-

ing). The codes and terms used in the DSM-IV

are designed to correspond with the codes used in

the ICD-10.

It is also important how to apply these diag-

nostic criteria into each actual patient, in order to

maximize the reliability of psychiatric diagnosis.

Structured interviews were developed for this

purpose. In structured interviews, the procedures

for interviews including how to ask about the

presence or absence of certain symptom and

how to categorize patients’ responses are strictly

defined so that high inter-rater reliability of the

diagnosis can be achieved. Since currently there

are no gold standard objective diagnostic tests for

psychiatric diagnosis, structured interviews are

considered to be gold standard.

A clinical diagnosis includes the whole pro-

cess of diagnostic formulation in addition to

a psychiatric diagnosis based on the diagnostic

criteria. A diagnostic formulation is an attempt to

understand each patient comprehensively and

individually by describing what has been

influencing the feeling and behavior of the patient

and what relationship might exist between the

patient’s life situation/background and the

psychiatric illness.

Cross-References

▶Diagnostic Interview Schedule
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Psychiatric Disorder

▶ Psychiatric Diagnosis

▶ Psychological Disorder

▶ Psychiatric Illness

Psychiatric Illness

Maxine Holmqvist

Clinical Health Psychology, University of

Manitoba, Winnipeg, MB, Canada

Synonyms

Mental illness; Psychiatric disorder; Psychological

disorder

Definition

A condition or syndrome with distinctive cogni-

tive, affective, and/or behavioral symptoms, aris-

ing from underlying psychobiological dysfunction

and causing significant distress, impairment, or an

increased risk of death, pain, disability, or an

important loss of freedom (American Psychiatric

Association [APA], 2000).

Description

Psychiatry is a branch of medicine that focuses on

the diagnosis and treatment of mental illness. It did

not emerge as an independent discipline until the

late 1800s; however, the roots of psychiatric assess-

ment and treatment extend back to the ancient
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Greeks and Egyptians (for a comprehensive over-

view of the history of psychiatry, see Wallace &

Gach, 2008). Psychiatric illnesses are currently

diagnosed with reference to either the Diagnostic

and Statistical Manual of Mental Disorders, 4th

edition (DSM-IV; APA, 2000) or the International

Classification of Disease, 10th revision (ICD-10;

for more information on these systems, see

Psychological Disorders, this volume). Psychiatric

diagnoses are descriptive, and with few exceptions,

they convey very little about etiology. McHugh

and Slavney (1998) identify different perspectives

that psychiatrists use to conceptualize cases and

plan interventions. Disease reasoning presupposes

that a patients’ condition is the result of changes or

defects in brain functioning. In contrast to this,

behavioral reasoning presupposes that a patient’s

condition is the result of dysfunctional behavior.

These two perspectives suggest different interven-

tions; where the presumed cause is pathology of the

brain, it follows that the appropriate treatment

would likely involve medical intervention

(e.g., pharmaceutical drugs, surgery, transcranial

magnetic stimulation), while a behavioral disorder

would respond best to behavioral treatment

(e.g., attention to antecedents and consequences,

behavior modification, exposure therapy). The use

of the word “illness” in the term “psychiatric

illness” implies that disease reasoning is being

used; an illness is something a patient has rather
than something that they are doing (McHugh &

Slavney, 1998). Therefore, this term may be

more commonly used to refer to psychoses and

disorders with known biological pathophysiology

(e.g., Huntington’s disease) and less commonly

used to refer to conditions where symptoms are

primarily behavioral or appear more voluntary

(e.g., gambling, anorexia nervosa).

Regardless of their presumed origin, psychiat-

ric illnesses such as depression and post-trau-

matic stress disorder are risk factors for the

onset of complex medical conditions like coro-

nary heart disease. Furthermore, psychiatric ill-

nesses may develop as a consequence of disease

processes, and can be significant independent

predictors of poor prognosis in several condi-

tions, including heart disease and end-stage

renal disease.
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Psychiatric Surgery

▶ Psychosurgery

Psychoeducation
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1Faculty of Human Sciences, Graduate School of

Human sciences, Waseda University,

Tokorozawa-shi, Saitama, Japan
2Advanced Research Center for Human Science,

Waseda University, Tokorozawa, Saitama, Japan

Definition

Psychoeducation is amethod of providing patients/

clients and their families a theoretical and practical
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approach to understanding and coping with the

consequences of their psychological disorders/

problems or physical illnesses/responses.

The main goals of psychoeducation are

the enhancement of adherence; improvement of

illness management or stress control skills, such

as early recognition of episode recurrence and

development of strategies for effective coping

with symptoms; improvement of social and

occupational functions; and quality of life.

The role of psychoeducation encompasses not

only imparting knowledge and information regard-

ing treatment/psychological support through

media such as leaflets or information web sites or

feedback to individuals based on test results, but

it is also characterized by active cooperation

such as intervention exercises with patients and

their families.

Psychoeducation may be conducted in

a group including individuals with similar

problems (e.g., chronic diseases such as diabetes,

HIV/AIDS, and PTSD) and individual therapy

sessions. Group therapy is also expected to

foster support among patients/clients. Thus, the

psychoeducational approach has a lot in common

with general psychosocial support for schizo-

phrenia, mood disorders, eating disorders, and

drug addiction, but it can also be applied to

further the field of education.

Particularly, in the context of a medical setting,

the therapists will try to explain the normal reac-

tions of symptoms related to each psychological

disorder or physical illness at the beginning.

This will prevent any misinformation from being

circulated among the patients and expand their

understanding of the intervention, and it will lead

to an improvement in the interactions of patients/

clients in the treatment. Evidence from systematic

reviews has reinforced the effect of these treat-

ments stating that psychoeducational interventions

for unipolar depression are effective, can prevent

the worsening of depression, and be used as

a preventive instrument (e.g., Cuijpers, 1997).

As mentioned above, psychoeducation is a

treatment that is routinely practiced in a number

of fields, and it will continue to be considered

essential in terms of the treatment and prevention

of relapses.

Cross-References
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Psychological and Social Conditions
People Experience in the Workplace

▶ Psychosocial Work Environment

Psychological and Social Effects

▶ Psychosocial Impact

Psychological Disorder

Maxine Holmqvist

Clinical Health Psychology, University of

Manitoba, Winnipeg, MB, Canada

Synonyms

Behavioral disorder; Emotional disorder; Mental

disorder; Psychiatric disorder; Psychiatric illness

Definition

A distinctive pattern of cognitive, and/or

behavioral symptoms in an individual, arising

from underlying psychobiological dysfunction

and causing significant distress, impairment, or an

increased risk of death, pain, disability, or an

important loss of freedom (American Psychiatric

Association, 2000). Psychological disorders do not

include culturally sanctioned responses to life

events (e.g., feeling sad after a significant loss).
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Description

The term “psychological disorder” is often used

interchangeably with similar terms, including

“mental disorder” and “psychiatric illness.” It

may be a preferable term to “mental disorder,”

which evokes a mind/body dualism that is incon-

sistent with modern theories that emphasize the

biopsychosocial origins of disease (Fulford,

Thornton, & Graham 2006). The term “psycho-

logical disorder” is broad, encompassing

both disorders that manifest primarily with dys-

functional behaviors (e.g., anorexia nervosa,

alcohol dependence) and disorders that manifest

primarily with involuntary symptoms (e.g.,

schizophrenia, depression; McHugh & Slavney,

1998). In contrast, the term “psychiatric illness”

more typically refers to the latter category,

assuming that these disorders are more rooted in

brain dysfunction (see Psychiatric Illness, this

volume). To date, genetic studies have not

supported this distinction (e.g., Bienvenu,

Davydow, & Kendler 2011).

Historical Background

Psychological disorders are cultural constructs,

created through a variety of social processes,

including debate, voting, and expert consensus

(Raskin & Lewandowski, 2000). Classifying

psychological symptoms into disorders allows

service providers to communicate with one

another and for evidence-based knowledge to be

accumulated and shared. It can enhance treatment

planning and is critical for health care manage-

ment (e.g., allowing governments to monitor the

incidence and prevalence of various conditions in

the population and allocate resources appropri-

ately). While modern classification systems are

empirically informed, current diagnostic catego-

ries are heavily influenced by historical forces

(Kendler, 2009). Today, the two most common

classification systems for psychological disorders

are the Diagnostic and Statistical Manual of

Mental Disorders, 4th edition (DSM-IV), and

the International Statistical Classification of Dis-

eases and Related Health Problems, 10th revision

(ICD-10). Both the DSM-IV and the ICD-10 are

categorical systems that enable the user to record

the presence or absence of a condition or disease

according to certain standardized rules; in con-

trast to this, dimensional systems of classification

are quantitative and are more likely to utilize

psychometric measures and statistical proce-

dures. In addition to more closely mirroring

theoretical models of psychological pathology

that characterize symptoms on a continuum with

normal functioning (see “▶ Psychological

Pathology”, this volume), these systems can be

helpful in providing additional information that is

likely to be important clinically. The importance

of dimensional assessment to treatment planning

and monitoring in particular has also been

highlighted, and several proposed dimensional

assessments are being evaluated for feasibility

during the upcoming DSM-V field trials (Stein

et al. 2010).

The Diagnostic and Statistical Manual of

Mental Disorders (DSM)

The DSM is published by the American Psychi-

atric Association (APA). Its aim is to provide

common language and standard criteria for the

classification of mental disorders, and it is the

primary system used in North America. There

have been five revisions since the DSM was first

published in 1952 (APA, 2000). The current

edition is the 4th edition, text revision (DSM-

IV-TR); the fifth edition (DSM-V) is due to be

published in May 2013 (American Psychiatric

Association, 2011). The DSM describes how

qualified individuals can assign diagnoses based

on predetermined criteria. Diagnoses are recorded

using a multiaxial system, with different disorder

subtypes coded on different axes. While efforts

have been made to keep the diagnostic codes in

the DSM consistent with the ICD, this has not

always been possible due to the differing revision

cycles. Primary goals for the DSM-V include

improving diagnostic validity and reliability and

enhancing clinical utility.

International Statistical Classification of

Diseases and Related Health Problems (ICD)

The ICD originated in the 1850s, when medical

statisticians identified the need for a standard

nomenclature to record cause of death and other
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important health statistics. Originally published

as the International List of Causes of Death by the

International Statistical Institute in 1893, respon-

sibility for the ICD was taken over by the World

Health Organization (WHO) when it was created

in 1948 (World Health Organization, 2007).

Currently, the ICD is the international standard

diagnostic classification system for epidemiolog-

ical reporting and research amongWHOmember

states (e.g., monitoring the incidence and preva-

lence of diseases in a population, recording

national mortality and morbidity statistics); it

also aims to provide useful information for health

management and clinical purposes. The scope of

the ICD has increased with each revision and

update. In the early 1960s, a series of meetings

were held with the aim of improving the diagno-

sis and classification of mental health disorders.

The current edition, the ICD-10, was completed

in 2007 and contains a comprehensive listing of

“mental and behavioral disorders,” which are

coded on axis V (F00-F99).

As with psychiatric illnesses, psychological

disorders can often predict the risk of developing

complex medical conditions (e.g. heart disease);

the reverse is also true. Furthermore, psycholog-

ical disorders have prognostic value in some

illnesses, including cancer, heart disease and

renal failure.

Cross-References
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▶ Psychological Pathology
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Synonyms

Psychological variables; Psychosocial factors
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Definition

Thoughts, feelings, and attitudes that influence

behavior

Description

Behavioral medicine incorporates not only the

effect of individual’s actions on their health but

also how psychological factors affect the physical

body. This is a progression from traditional bio-

medicine, which conceptualizes the mind and the

body as separate entities. Behavioral medicine

has started to break down this artificial boundary,

illuminating the close relationship between mind

and body, and therefore the role that psycholog-

ical factors play in disease.

A key psychological factor is stress, which is

known to affect many systems of the body. This

summary will focus on the immune system,

a system once thought to be independent of psy-

chological factors. Research investigating the

effect of stress on vaccinations generally indi-

cates that chronic psychological stress impacts

on the immune response. In a study conducted

by Cohen and colleagues, 394 healthy individuals

completed a questionnaire to assess degree of

psychological stress and were then given nasal

drops containing a respiratory virus (Cohen,

Tyrrell, & Smith, 1991). The rates of respiratory

infection increased in a dose-response manner

with increases in psychological stress. This rela-

tionship was not altered when the researchers

controlled for variables that might affect this

relationship (e.g., the infectious status of subjects

in close vicinity to each other). The level of

psychological stress reported by the individuals

prior to exposure to the virus was therefore

directly related to the level of infection. This

relationship has been consistently duplicated;

for example, Phillips and colleagues found that

the stress of bereavement in the year prior to

influenza vaccination was associated with

a poorer antibody response (Phillips et al., 2006).

However, it is too simplistic to conclude that

stress suppresses the immune system. Different

types of psychological stress have different

effects on the immune system. It is therefore

important to differentiate between acute, short-

term stress and long-term chronic stress. It has

generally been found that long-term stress sup-

presses the immune system (Bauer et al., 2000),

whereas acute stress potentiates it (Herbert et al.,

1994).

It is important to note though that the effect of

psychologically stressful events varies between

individuals based on how they evaluate the event

and their coping strategies (Lazarus & Folkman,

1984). Pettingale and colleagues investigated the

effect of coping strategy on recovery from cancer

(Pettingale, Morris, Greer, & Haybittle, 1985).

Fifty-seven women who had recently undergone

mastectomy were interviewed 4 months after

their operation. They were categorized in to four

groups dependent on coping strategy: stoic

acceptance, denial, fighting spirit, and helpless-

ness/hopelessness. They found that coping strat-

egy was related to 10-year disease-free survival;

those women who adopted denial or fighting

spirit coping strategies tended to survive longer.

The level of chronic stress and coping styles

may interact to affect the immune system. Stowell

and colleagues found that under conditions of high

chronic stress, people who had active coping

styles had higher proliferation of leukocytes to

stimulation by mitogens than people who had

avoidance coping mechanisms (Stowell, Kiecolt-

glaser, & Glaser, 2001). However, they also found

that when experiencing low levels of chronic

stress, people that used avoidance mechanisms to

cope had higher proliferation levels of leukocytes

than those that used more active mechanisms to

cope. The relationships between certain coping

methods and immune function may therefore

depend on perceived stress levels.

Immune response may also be affected by

personality traits such as neuroticism (Phillips,

Carroll, Burns, & Drayson, 2005), internalization

in adolescents (Morag, Morag, Reichenberg,

Lerer, & Yirmiya, 1999), and trait negative affect

(Marsland, Cohen, Rabin, & Manuck, 2001).

More widely, it has been suggested that

a constellation of personality traits such as high

levels of anxiety, neuroticism, depression, anger,

and hostility may be linked with a range of
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diseases (Friedman & Booth-Kewley, 1987).

However, prospective studies are required to con-

firm that these traits contribute to the etiology and

progression of disease.

Schnurr and colleagues investigated the effect

of posttraumatic stress disorder (PTSD) in 605

veterans of World War II and the Korean conflict

(Schnurr & Avion, 2000). They controlled for

age, smoking, alcohol use, and body weight at

study entry. They found that PTSD symptoms

were associated with increased onset of arterial

lower gastrointestinal dermatologic and musculo-

skeletal disorders. The authors state that it is pre-

mature to draw firm conclusions from their study

about the relationship of PTSD to these disorders.

However, their findings were very similar to those

reported by Boscarino and colleagues in their

study of VietnamWar veterans (Boscarino, 1997)

Less dramatically, it has also been found that

daily hassles affect the physical body. In a study

of 48 undergraduate students, levels of daily

hassles correlated with the General Health Ques-

tionnaire somatic symptoms scale (Sheffield,

McVey, & Carroll, 1996). Daily hassles have

also been linked with fluctuations in blood pres-

sure. Steptoe and colleagues (1996) recorded the

blood pressure (BP) hourly from 49 male fire-

fighters on work and nonwork days (Steptoe,

Roy, & Evans, 1996). They found that systolic

BP readings accompanied by feelings of anger and

stress were significantly greater than those without

negative moods in both work and nonwork set-

tings. They concluded that the raised systolic BP

during working hours observed was affected both

by physical activity and concurrent mood and that

stress and anger were particularly influential.
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Psychological Pathology

Maxine Holmqvist

Clinical Health Psychology, University of

Manitoba, Winnipeg, MB, Canada

Synonyms

Abnormal psychology; Psychopathology

Definition

The scientific study of psychological disorders

and their causes.

Description

Psychological pathology is the study of the

causes, components, course, and consequences

of psychological disorders. These are character-

ized by abnormality and dysfunction.

Abnormality

Psychological disorders are defined by diagnos-

tic criteria, like those outlined in the Diagnostic

and Statistical Manual of Mental Disorders

(DSM; American Psychiatric Association

[APA], 2000) or the International Statistical

Classification of Diseases and Related Health

Conditions (ICD; World Health Organization,

2007). These criteria are composed of “marker

symptoms,” or thoughts, feelings, and/or behav-

iors identified as abnormal for a variety of rea-

sons (e.g., because they cause distress,

disadvantage, or disability or are highly inflexi-

ble or irrational; Stein et al., 2010). Symptoms

can be understood as qualitatively different from

normal or as extreme variants of common traits.

Some symptoms are abnormal because they

deviate significantly from a statistical mean.

The notion of deviance from the mean is the

underlying rationale for many commonly used

psychometric tests, but is perhaps most clearly

illustrated using the concept of intelligence. It is

assumed that intelligence is normally distributed

in the population; thus, individuals whose scores

on a standardized test of intelligence fall below

a specific cutoff may be diagnosed with mental

retardation. It is important to note that even in

this circumstance, meeting this cutoff is not suf-

ficient for a diagnosis; there must be additional

evidence of dysfunction (e.g., deficits in self-

care and academic performance; APA, 2000).

Thus, a trait or behavior is not necessarily “path-

ological” simply because it is highly unusual –

high intelligence may be equally rare, but is not

usually debilitating. Similarly, some character-

istics that are presumed to be dysfunctional may

be quite common (e.g., depressive thoughts,

binge drinking). Importantly, abnormality can

only be defined in reference to a given popula-

tion; thus, the boundaries between normal and

abnormal will shift over time and across

cultures.

Dysfunction

Symptoms that cause significant impairment in

important life domains may also be considered

“pathological.” Accordingly, dysfunction is

often assessed with reference to the conse-

quences of the symptom or disorder. Increas-

ingly, psychological research is providing

evidence of dysfunction by showing that certain

psychological traits or behavioral patterns (e.g.,

perfectionism, type “A” personality, avoidance

of feared stimuli) are reliably associated

with undesirable physiological, social, and

occupational outcomes (e.g., procrastination,

chronic hypertension, strengthening of a phobic

response). Dysfunction is also sometimes

assessed in evolutionary terms, with symptoms

referred to as “maladaptive,” suggesting that

they deviate from functioning that would

have led to survival and reproductive success

in the past.

Cross-References

▶ Psychiatric Disorder

▶ Psychiatric Illness

▶ Psychological Disorder
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Psychological Science

Peter A. Hall

Faculty of Applied Health Sciences, University

of Waterloo, Waterloo, ON, Canada

Synonyms

Scientific psychology

Definition

The term psychological science refers to the

accumulated body of psychological knowledge

(i.e., pertaining to brain, behavior, social, or

mental processes) that has been generated

through the systematic application of the

scientific method. The term psychological sci-
ence may also refer to the process of conducting

psychological research through the use of the

scientific method.

The scientific approach to studying social,

mental, and behavioral phenomena has existed

for the full history of the field of psychology.

Though some have questioned the applicability

of scientific methods to researching mental

phenomena for at least as long as its existence,

psychological science has always been at the core

of psychology as a field, and scientific rigor has

been an aspiration even within the applied sub-

disciplines of psychology, including clinical and

health psychology. Psychology as a discipline has

more strict adherence to the scientific method

than most social sciences, and so the nature of

accumulated knowledge within psychology in the

first century of its existence would be largely

considered scientific in nature.

Commitment to the scientific method in

psychological research is traceable back to

William James (1842–1910) in North America

and Wilhelm Wundt (1832–1920) in Europe,

though its roots likely extend even earlier than

these two individuals. Notably, both James and

Wundt were trained initially as physicians,

highlighting the long-standing interconnected-

ness of psychological science and health science

from the time that psychology emerged as

a legitimate area of scientific inquiry. Psycholog-

ical knowledge aims to be scientifically based

by following basic scientific criteria of empiri-

cism, replicability of a method, and the testing of

generalizable hypotheses and models which

eventually explain psychological phenomena.

In 1989, the inaugural issue of Psychological

Science was published by the Association for

Psychological Science (formerly named the

American Psychological Society). This flagship

journal was intended to be a showcase for leading

psychological research conducted with rigorous

adherence to the scientific method. The promi-

nence of Psychological Science has grown

steadily from its inception to present, and it is

currently among the highest ranking empirical

journals in the field of psychology (Association

for Psychological Science, 2012).
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Synonyms

Distress; Strain; Stress; Stressor

Definition

H. Selye (1936) defined stress as “non-specific

responses that be resulted from a variety of

different kinds of stimuli.” However, Selye’s

stress theory has only focused on physiological

stress, and psychological factors have not been

considered. Research on life stress examined the

relationship between diseases and life events.

Many studies were conducted for clarifying the

psychological factors related to stress, and the

results revealed that psychological factors play

a significant role in the occurrence of physiolog-

ical and psychological stress responses. Lazarus

and Folkman (1984) proposed that stress occurs

when people perceived that the demands from

external situations were beyond their coping

capacity. Today, the definition “stress is the pro-

cess of interaction from resolution requests from

the environment (known as the transactional
model)” is widely accepted.

From the perspective of psychological stress

research, the ambiguous elements related to

stress have distinguished two aspects of stress.

One is called “stressors,” which cause stress (e.g.,

interpersonal problem, hard work, noise, and

trauma). Another is called “stress responses,”

which are nonspecific physical and mental

changes induced by stressors (e.g., frustration,

depression, anxiety, and stomachache). Psycho-

logical stress responses that caused by various

daily experiences are emotional, cognitive, and

behavioral changes; their degrees have also

become main factors affecting physical and

mental health. However, as mentioned in the

definition of Lazarus and Folkman (1984), psy-

chological stressors are related to one’s cognition

and coping process rather than induced stress

responses directly. Therefore, an effective

approach for reducing psychological stress

responses should include not only the removal

of stressors but also enhancing the cognitive and

behavioral coping capability.

Cross-References

▶Cognitive Appraisal

▶Coping

▶Mental Stress

▶ Stress, Emotional

▶ Stress Responses

▶ Stressor
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Psychological Stressor

▶ Stress Test

Psychological Testing

▶Assessment

Psychological Thriving

▶Resilience

Psychological Variables

▶ Psychological Factors and Health

▶ Psychosocial Variables

Psychologist

Vincent Tran

University of Texas, Southwestern Medical

Center, Dallas,

TX, USA

Synonyms

Mental health professional; Psychological

researcher; Psychological scientist

Definition

A psychologist is a professional who has earned

a doctoral degree in psychology at a regionally

accredited university or professional school.

Some psychologists are primarily involved in

conducting research and contributing to the sci-

entific body of knowledge in psychology, while

others use this scientific knowledge in applied

settings. Psychologists work in several different

work sectors, including clinical practice settings,

academic and research settings, and consultation

to apply psychological principles in private or

public industries. Major settings in which psy-

chologists work include universities and medical

schools, private practice, clinics and counseling

centers, industry and government, hospitals, and

school districts. In recent decades, psychologists

have increasingly focused their work on health-

related research and with patients in medical set-

tings. This is evidenced in the rapid growth of the

membership in the Health Psychology Division

of the American Psychological Association

(Division 38), and in the fact that psychologists

comprise 73% of the interdisciplinary member-

ship of the Society of Behavioral Medicine.

Although psychologists often enjoy a

variety of professional roles, some psychologists

(e.g., clinical and counseling psychologists) are

primarily involved in the practice of psychology.

Applied psychologists focus on the identifica-

tion, assessment, treatment, and/or consultation

related to psychological issues impacting human

behavior in applied settings. Interventions may

include individual, group, or family psychother-

apy, as well as consultation with community and

private organizations. In order to regulate the

practice of psychology and to ensure mental and

behavioral health services are provided by qual-

ified professionals, psychologists must obtain

a professional license. Each state has its own

requirements for licensure; in addition to the doc-

toral degree, states commonly require additional

postdoctoral training and passing scores on

national and state licensure exams.

Other psychologists primarily conduct basic or

applied research and/or teach in academic or uni-

versity settings. Psychological science uses statis-

tical and empirical methods of measurement to

understand mental processes and behavior, which

can be at the social, cognitive, biological, and/or

emotional level. Major specialty areas studied

in psychology include clinical, counseling, educa-

tional, experimental, industrial/organizational,

developmental, social, personality, physiologi-

cal, and quantitative psychology. The American

Psychological Association, an organization

representing psychologists in the United States,
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has 54 divisions and interest groups, demonstrat-

ing the range and variety of subdisciplines or

specialty interest areas of psychologists. The

Association for Psychological Science is an

organization dedicated to promoting scientifi-

cally oriented psychologists and psychology as

a scientific discipline.
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▶Medical Psychology
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Synonyms

Psychometrics

Definition

Psychometrics is the construction and validation

of measurement instruments and assessing if

these instruments are reliable and valid forms of

measurement. In behavioral medicine, psycho-

metrics is usually concerned with measuring indi-

vidual’s knowledge, ability, personality, and

types of behaviors. Measurement usually takes

place in the form of a questionnaire, and ques-

tionnaires must be evaluated extensively before

being able to state that they have excellent psy-

chometric properties, meaning a scale is both

reliable and valid.

Description

A reliable scale consistently measures the same

construct. This can occur across testing sessions,

individuals, and settings. A valid measure mea-

sures what it says it is going to measure. If some-

thing is valid, it is always reliable. However,

something can be reliable without being valid.

For example (see Fig. 1), if someone has five

darts and is told to hit the bull’s eye every time,

their ideal aim is to be both reliable (consistent)

and valid (accurate) with their throws. In part 1,

the throws are neither reliable nor valid because

their efforts are scattered across the board. In part

2, the throws were reliable, hitting the same spot

every time. However, they did not hit the targeted

spot of the bull’s eye so they were not valid. Part

3 shows the perfect example of being both

reliable and valid. The throws hit the spot they

intended to hit and did so consistently.

This same concept is applied to questionnaire

measurements.

If a researcher is trying to create a new scale to

measure depression, they want to make sure the

scale reliably measures depression in someone

with depression. For example, if the same indi-

vidual filled out the questionnaire three times in

the same day, they would produce the same score

each time. The researcher also wants to make sure

the scale is valid, which means that the scale is

actually measuring depressive symptoms and not

some other mood or behavior.
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Synonyms

Psychometric theory

Definition

Psychometric theory is a well-recognized

approach for developing psychological measure-

ment and standardized education tests (Kim-O &

Embretson, 2010). It can be divided into two

categories: classical test theory (CTT) and item

response theory (IRT). CTT was pioneered

a century ago by Spearman, while IRT developed

in the 1950s and 1960s.

Kim-O and Embretson (2010) provided

a thorough discussion of IRT and why it has

become the preferred approach. In the CTT

model, estimates of examinees’ true test scores

are often linear transformations of the raw test

score, and are related to relevant normative

populations by the transformation. Alternative test

forms can be used to estimate true scores if the

forms are parallel tests with the same expected

true scores and error distributions. Psychometric

indices for items in CTT are related to the proper-

ties of the test scores, particularly reliability and

variance. In other words, item difficulty is defined

as the proportion of persons passing or endorsing

an item, while item discrimination is defined as the

correlation of the item with the total test score.

The CTT approach, however, has several lim-

itations. An examinee’s true score depends on the

difficulty level of a test, i.e., it is test-dependent:

Scores will not be comparable between easy and

hard tests. Second, the item characteristics

= where dart hit

1. Not reliable and not valid 2. Reliable and not valid 3. Reliable and valid

Psychometric Properties, Fig. 1 An example of reliability and validity
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depend on the ability of examinees, i.e., they are

sample-dependent. Item difficulty, for example,

will vary substantially if the true score distribu-

tions vary between populations. Third, one of the

key assumptions, that two true test scores and

two error variances are identical in the two tests

(the parallel test assumption), is never fully met

in practice. Therefore, it becomes difficult to

compare examinees who take different tests, and

to contrast items whose characteristic indices are

computed using different groups of examinees.

In contrast, in the IRT approach the exam-

inee’s true score is not test-dependent, the item

parameters are not sample-dependent, and the

parallel test assumption is not needed. See

Kim-O and Embretson (2010) for further discus-

sion of this approach.

Psychometric theory is used extensively

in behavioral medicine research. As two exam-

ples, Kiernan, Moore, and Schoffman (2011)

assessed the psychometric properties, initial

levels, and predictive validity of a measure of

perceived social support and sabotage from

friends and family for healthy eating and physical

activity. Second, Lo et al. (2011) introduced the

Death and Dying Distress Scale (DADDS),

a new, brief measure developed to assess death-

related anxiety in advanced cancer and other

palliative populations. Their paper described its

preliminary psychometrics based on a sample

of 33 patients with advanced or metastatic cancer.

Additional examples are provided in the

“References and Readings” section of this entry.
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1Department of Psychology, Brandeis
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2Brandeis University, Waltham, MA, USA

Synonyms

Behavioral endocrinology

Definition

Psychoneuroendocrinology (PNE) is an

interdisciplinary field of research integrating

psychology, endocrinology, and neuroscience to

study the interactions between mind, brain, and

hormonal function (Dantzer, 2010).

More specifically, PNE focuses on the way

psychological factors influence neuroendocrine

functions and, conversely, the way hormones

influence higher brain functions. As such, PNE is

not only interested in hormone synthesis, release,

transport, breakdown, and feedback control but in
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the interaction of hormones with their target tis-

sues (e.g., the immune system), including the

molecular mechanisms of their action.

PNE research is often concerned with

health implications associated with even subtle

chronic changes in hormonal patterns. While sex

is one of the biggest factors influencing the

body’s neuroendocrine state, other factors of

interest include health effects of age-related

changes and changes observed in the context of

diseases such as the metabolic syndrome or mood

and anxiety disorders. By far, the most intensely

studied area, however, is PNE of stress, which

aims at describing and understanding neuroendo-

crine changes associated with acute as well as

chronic physiological and especially psychologi-

cal stress and how stress-related changes in turn

impact behavior, cognition, affect, and health (for

a review, see Dantzer, 2010).

Cross-References

▶Behavioral Immunology

▶Behavioral Medicine

▶ Psychoneuroimmunology

▶ Stress

▶ Sympathetic Nervous System (SNS)

▶ Sympatho-Adrenergic Stimulation
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Synonyms

Behavioral immunology

Definition

Psychoneuroimmunology (PNI) is the study of

the functional relationships between central

nervous system, behavior, and immune system.

These relationships have been documented to

be multidirectional. For example, while behavior

can influence immune processes through changes

in nervous system signals, immune signals have

been shown to alter the function of the central

nervous system, thereby influencing behavior.

Further, all systems exert regulatory control

over each other, forming a complex communica-

tion network.

PNI research aims at describing this network

and thus to contribute to the understanding of

the behavioral and biological mechanisms

underlying the links between psychosocial

factors and health as well as disease development

and progression. Psychosocial factors studied in

PNI thereby range from negative psychological

states such as depression and anxiety, to social

support, interpersonal relationships, and personal-

ity factors. Disease-related processes investigated

include cancer, susceptibility to infection, wound

healing, HIV/AIDS, autoimmune diseases, and

cardiovascular diseases. One important PNI

branch focuses on how stress and stress-related

neuroendocrine processes (see ▶Psychoneuroen-

docrinology) affect health aswell as disease devel-

opment and progression.

As such, PNI is truly interdisciplinary, inte-

grating not only knowledge from immunology,

neuroscience, and psychology, but also from

areas such as psychiatry, endocrinology, physiol-

ogy, and pharmacology.

Cross-References

▶Behavioral Immunology

▶Behavioral Medicine
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Psychophysiologic Reactivity

Mark Hamer

Epidemiology and Public Health, Division of

Population Health, University College London,

London, UK

Synonyms

Stress response

Definition

Psychophysiologic reactivity refers to cardiovas-

cular and biological responses to situations that

are perceived as stressful, threatening, and/or

physically harmful. Reactivity is defined as the

response with respect to resting values. Some of

the stressors that are commonly used in labora-

tory-based psychophysiological studies are

designed to replicate real life, such as problem

solving and public speaking tasks (Kamarck &

Lovallo, 2003). It is, however, often advanta-

geous to use novel stressors, such as the Stroop

word-color conflict task and mirror tracing, in

order to remove the potential confounding influ-

ences of education and work experience. Psycho-

physiologic stress testing allows individual

differences in responses to standardized stress

to be evaluated and related to psychosocial fac-

tors and health outcomes (Chida & Hamer,

2008). Behaviorally evoked psychophysiological

responses are a relatively stable individual trait,

consistent across time and stressor type. The

magnitude or pattern of an individual’s stress

response is largely augmented by the immediate

actions of the autonomic nervous system and

delayed response of the hypothalamic-pituitary-

adrenal axis, which releases various hormones

(i.e., catecholamines, cortisol, etc.) into the cir-

culation. These systems drive specific responses

that include an increase in blood pressure and

heart rate, changes in cardiac sympatho-vagal

balance, skeletal muscle vasodilatation, the

release of hemostatic and inflammatory markers,

and activation of various immune cells. Although

psychophysiologic reactivity is beneficial for

maximizing performance, excessive and endur-

ing responses are also relevant to health and well-

being and are thought to contribute to underlying

disease pathology.

Cross-References
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▶ Stroop Color-Word Test

Psychophysiologic Reactivity 1567 P

P

http://dx.doi.org/10.1007/978-1-4419-1005-9_156
http://dx.doi.org/10.1007/978-1-4419-1005-9_1174
http://dx.doi.org/10.1007/978-1-4419-1005-9_424
http://dx.doi.org/10.1007/978-1-4419-1005-9_101706
http://dx.doi.org/10.1007/978-1-4419-1005-9_445
http://dx.doi.org/10.1007/978-1-4419-1005-9_804
http://dx.doi.org/10.1007/978-1-4419-1005-9_829
http://dx.doi.org/10.1007/978-1-4419-1005-9_852


References and Readings

Chida, Y., & Hamer, M. (2008). Chronic psychosocial

factors and acute physiological responses to labora-

tory-induced stress in healthy populations:

A quantitative review of 30 years of investigations.

Psychological Bulletin, 134(6), 829–885.
Kamarck, T. W., & Lovallo, W. R. (2003). Cardiovascular

reactivity to psychological challenge: Conceptual and

measurement considerations. Psychosomatic Medi-
cine, 65(1), 9–21.

Psychophysiologic Recovery
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Synonyms

Relaxation; Return to baseline; Rumination

Definition

Psychophysiologic recovery is defined as

the rate at which a cardiovascular or biological

variable returns to resting levels following a

stressor. It is not uncommon to observe

prolonged elevation in blood pressure following

induction of mental stress, and this might last for

up to an hour or so following the cessation of the

stressor. This has also been observed in natural-

istic settings, for example, in teachers, blood

pressure has been shown to remain elevated

throughout the evening following a stressful

working day at school. A slower rate of psycho-

physiologic recovery has been linked to several

risk factors and poorer health outcomes

(Brosschot, 2010). One difficulty with isolating

the predictive value of recovery is that those

taking the longest time to return to baseline are

likely to be those who showed the greatest reac-

tivity. Nevertheless, recent evidence suggests

that poor recovery and heightened reactivity

are in fact independent predictors of health out-

comes. The mechanisms underlying poorer

psychophysiologic recovery are incompletely

understood, although various psychological fac-

tors such as rumination and coping strategies

have been implicated.

Cross-References

▶Cardiovascular Recovery

▶ Psychophysiologic Reactivity
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Douglas Carroll
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Definition

Psychophysiology is an interdisciplinary science

concerned with the impact of psychological

exposures and behavioral challenges on physio-

logical systems. The adjective “psychophysio-

logical” describes this impact. For example, the

effect on blood pressure of exposure to a mental

stress task would be described as a psychophysi-

ological effect.

Cross-References

▶ Psychophysiology: Theory and Methods
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Psychophysiology: Theory and
Methods

William Lovallo

Department of Psychiatry and Behavioral

Sciences, University of Oklahoma Health

Sciences Center Veterans Affairs Medical

Center, Oklahoma City, OK, USA

Synonyms

Psychophysiological

Definition

How does mental and emotional life tie in with

the workings of the body? Psychophysiology is

the branch of psychology that studies the behav-

ior of the individual in a biological context. It is

an attempt to chart the mutual interactions

between psychological processes and the work-

ings of the body, giving equal emphasis to both.

Description

A fundamental principle of psychophysiology is

that thoughts and feelings cannot exist apart from

the body. It follows that a full understanding of

psychological processes depends on understand-

ing the biological context from which they pro-

ceed. Due to its emphasis on integrating our

understanding of mental and physiological pro-

cesses, psychophysiology has contributed to

research methods and theory building in behav-

ioral medicine and to the neurosciences of cogni-

tion and emotion. Psychophysiology does this by

providing a theoretical basis and a set of mea-

surement methods that help to disentangle rela-

tionships between psychology and biology and

between our thoughts and emotional experience

in relation to good and poor health. From this

perspective, psychophysiologists bring a physio-

logical emphasis to the study of behavior and

mental processes, and one expression of this

emphasis is the contributions psychophysiology

has made is to the understanding of emotions and

their impact on good and poor health. Although it

is accepted in psychophysiology that thoughts

and feelings do not exist without the brain and

the body, it is necessary to emphasize that the

thoughts and feelings of interest are not equiva-

lent to or directly reducible to these physiological

processes.

The emphasis of psychophysiology, like that

of behavioral medicine itself, is primarily on the

whole person. However, it is necessary to mea-

sure the functions of specific systems, such as the

cardiovascular system, endocrine system, or

immune system in the course of psychophysio-

logical investigations. This calls for a methodol-

ogy that allows emotional experience to be

studied simultaneously with physiological func-

tioning in ways that are unobtrusive and mini-

mally invasive. This ensures that the person being

studied is behaving in a normal manner, as in

everyday life, and is not reacting unduly to the

apparatus or laboratory setting. Psychophysio-

logical principles have been used to study

responses to stress in the laboratory, responses

to stressors in daily life, and individual differ-

ences in such responses.

Behavioral medicine is both a science and an

approach to clinical practice. These two parts are

concerned with the influence of behavioral fac-

tors on health and disease. Behavioral medicine

holds that states of health can be influenced by

overt behaviors, such as dietary habits, and by

covert behaviors, such as emotional states and

stress responses. This perspective leads behav-

ioral medicine researchers to ask questions

about the ways that emotional states and stress

responses can affect health through their influ-

ence on physiology. The goal is to bring to light

how our behaviors and our ways of perceiving

and reacting to the world may affect our well-

being for better or worse. Such research addresses

questions in several major areas, including

(1) how the body responds during positive and

negative emotion states, (2) how a given person

may differ from one time to the next in stress
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reactivity, (3) the ways in which persons differ

from one another in their stress responses, and

(4) on the positive side, to establish the effects of

behavior on good health and longevity. To carry

out such research, behavioral medicine draws in

part on the theory and methods developed in the

field of psychophysiology.

In laboratory studies, persons are often

exposed to stressors to determine how they react

to such challenges both emotionally and physio-

logically. The results are thought to indicate how

emotionally relevant events and behavioral

stressors can affect physiology in daily life and

therefore whether they may contribute to disease.

As one example, a commonly used stressor is

public speaking. This challenges the subject to

make up a short speech and deliver it without

notes and to do so in a fluent and convincing

manner. Public speaking is stressful because

most persons wish to avoid the embarrassment

of doing poorly and to be seen as masterful and

competent by observers in the laboratory. Using

this method, the social world can be modeled in

a small way in the laboratory, and the partici-

pant’s disposition is invoked to produce a stress

response. During public speaking, this process of

social evaluation, along with the resulting fear

and anxiety, produces substantial increases in

heart rate and blood pressure and stress hor-

mones, including catecholamines and cortisol.

The person’s mood states usually are assessed at

rest before the task begins and again at the end

using paper-and-pencil measures or brief inter-

views. Similarly, autonomic reactions are often

measured at rest and during stress using auto-

mated blood pressure monitors and impedance

cardiographs, and endocrine responses may be

observed using saliva or blood sampling. In this

manner, the person’s psychological, cardiovascu-

lar, and endocrine reactions may be measured to

provide a picture of how physiological reactions

are set off by psychologically meaningful events.

This research strategy can then be extended to

compare different kinds of people for potential

differences in their physiological reactivity to

stress. One common example is for the researcher

to identify young, healthy individuals who have

a family history of high blood pressure and also to

find those with no such history. These family

history groups can then be compared in the labo-

ratory for differences their stress responses, per-

haps using the public speaking stressor or some

other method. This allows potential differences in

stress reactivity to be assessed in relation to

a family history of this prevalent cardiovascular

disease. It is then possible to follow such persons

for a period of years to establish which persons

become hypertensive and which retain a normal

blood pressure. Do persons from the family his-

tory group have a greater likelihood of becoming

hypertensive in middle age? Are persons with

greater reactions to stress more likely to become

hypertensive, regardless of family history? Such

studies therefore allow potential interactions

between family history and stress reactivity to

be studied. If persons with a family history of

hypertension who are also highly reactive to

social stress are much more likely to become

hypertensive, then we would conclude that the

family history created a biologically based risk

factor that was enhanced by an elevated level of

stress responsivity. In contrast, should risk of

hypertension be increased equally by high reac-

tivity in persons with and without a family history

of hypertension, we would conclude that family

history and reactivity tendencies contribute to

hypertension risk in an additive manner.

Although the laboratory provides a well-

controlled environment with an extensive range

of measurement techniques, ambulatory methods

have been used with increasing frequency outside

the laboratory to document how challenges in

persons’ daily lives can affect cardiovascular,

endocrine, or immune systems. Such methods

measure the person’s responses to naturalistic

stressors, such as work stress, or challenges in

the home, such as family conflict or the stress of

caring for a chronically ill spouse. Such studies

rely on small, lightweight monitors that can be

worn comfortably as persons go about their daily

routines. These monitors can make reliable mea-

surements in a wide range of circumstances. Such

systems are able to track heart rate, blood pres-

sure, and physical activity. In addition, the person

usually reports on their subjective state using

brief paper diaries or personal digital assistants.
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As in laboratory studies, this ambulatory method

may be used to estimate the interaction of stress

responses and disease risk. Persons with and

without a family history of hypertension may be

compared as they go about their daily lives. As in

the laboratory, persons with the largest or most

prolonged reactions to stress at home or at work

are suspected of having greater risk of future

disease, and again, they may be followed up for

actual occurrence of hypertension in future years.

Ambulatory systems currently in use include tra-

ditional Holter electrocardiographs, blood pres-

sure monitors, and impedance cardiographs. The

success of these systems has led several commer-

cial companies to develop reliable products for

research and clinical use.

Although some research focuses on family

history, other work seeks to connect psychologi-

cal dispositions, such as hopelessness, depres-

sion, or hostile style to disease risk. Studies

using this strategy may compare highly hostile

persons with nonhostile individuals with

a specific hostility provoking interaction, such

as harassing comments during work on

a difficult task. By measuring physiological reac-

tions to such specific challenges in persons with

different psychological characteristics, a clearer

picture may be developed of the psychological

and physiological interplay that is suspected of

contributing to disease.

While much of this research focuses on

negative emotion states, stress responses, and

risk of disease, there is a growing interest

in positive emotional states and in studying per-

sons who tend frequently to experience the posi-

tive emotions of joy and happiness. As in the

above examples such persons can be selected for

their emotion traits using a combination of self-

report techniques and in laboratory tests of brain

function. Persons high in typical positive affect

can then be compared to those with less positive

affective states in their resistance to the effects of

stress and in their long-term states of health.

The research examples listed above all depend

on testing persons while they are relaxed and

resting, as well as when they are under stress or

perhaps in a pleasurable mood. For these reasons,

it is desirable to use measurement methods that

do not cause discomfort or distress. Behavioral

medicine research has therefore relied on

methods of psychophysiological measurement

that are noninvasive or minimally invasive and

cause the volunteer no discomfort. The examples

above focused on the cardiovascular system

which can be studied using methods such as

the electrocardiogram, blood pressure monitor-

ing, and impedance cardiography to measure

pumping action of the heart and constriction of

the blood vessels, and, occasionally, fluid output

to assess kidney function. Stress research often

uses additional methods to track responses of the

endocrine system, involving collection of urine,

blood, or saliva for measurement of stress hor-

mones and other substances associated with

stress and pain responses. Still, other studies

examine the immune system here using mini-

mally invasive techniques in the collection of

blood for later measurement of the numbers of

immune system cells and their biological activity.

Closely related to these physiological measure-

ments is the need to classify persons as to person-

ality and temperament characteristics to establish

relationships between acute stress responses or

chronic allostatic responses in the lab or in daily

life. These considerations call for use of inter-

views or paper-and-pencil measures of personal-

ity and mood states. Finally, the application of

such psychophysiological techniques calls for

appropriate selection of tasks and ways to analyze

the data.

Cross-References
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Psychosocial Adjustment
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Synonyms

Psychosocial adaptation; Rehabilitation psycho-

logy; Response to disability

Definition

Chronic illness and disability profoundly impacts

the lives of many individuals. For example,

approximately one in five Americans has physical,

sensory, psychiatric, or cognitive impairments that

affect their daily activities. Psychosocial adapta-

tion entails the integration of illness or disability

into the individual’s life, identity, self-concept,

and body image. Psychosocial adaptation is

defined as the process in which a person with

a disability moves from a state of disablement to

a state of enablement and is characterized by the

transformation from negative to positive well-

being (Livneh &Antonak, 2005). Observed across

disability groups, psychosocial adaptation occurs

as the individual moves toward a state of optimal

person-environment congruence. The final stage

of psychosocial adaptation, known as adjustment,

represents maximum congruence between the

individual’s subjective experience and his or her

external environment.

Description

Introduction

Psychosocial adjustment to chronic illness and

disability (CID) is a long-term, dynamic process

influenced by intrinsic and extrinsic variables

within a specific context (Chan, Cardoso, &

Chronister, 2009; Livneh & Antonak, 2005).

There are several terms used to describe the

adjustment to disability process. Specifically,

adjustment, adaptation, and acceptance of

disability are concepts commonly used to

describe the process and outcome of coping

with CID. Adaptation has been defined as the

dynamic process a person with CID experiences

in order to achieve the final state of optimal

person-environment congruence known as

adjustment (Smedema, Bakken-Gillen, &Dalton,

2009). The term acceptance was coined by

Beatrice Wright (1983) who defined disability

acceptance as an outcome in which the disability

is incorporated as part of the individual’s

self-concept and is accepted as non-devaluing.
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Today, response to disability is a widely accepted
terminology considered to most accurately

describe the adjustment process, because it fully

conveys response to disability as a subjective

experience that is not necessarily negative.

Furthermore, response to disability involves

a dynamic process as opposed to a one-time

event (Smart, 2009). The response to disability

process reaches beyond psychological aspects of

adjustment to include a complex and dynamic

interaction of a wide variety of psychological,

societal, environmental, and personal factors.

This entry will provide readers with a review

of the prominent psychological, social, environ-

mental, and personal factors that interact to

influence the individual process.

Psychological Factors

Somatopsychology. Psychological aspects of CID

have been most broadly explored in the context of

somatopsychology, the study of the physique’s

influence on behavior and how that relationship

is mediated by the effectiveness of the body

as a tool for actions. The emphasis of

somatopsychology is on the meaning of disability

that is unique to the individual, as well as the

value the disability holds for other individuals

in a person’s life (Smedema et al., 2009).

The theory considers self-concept, body image,

and coping to be psychological schemas and

functions crucial to successful adaptation.

Specifically, self-concept and body image repre-

sent mental schemas by which humans perceive

and identify themselves. An individual with CID

must alter one’s body image and self-concept to

incorporate the physical changes into one’s daily

life. Therefore, reorganization of these mental

schemas is critical to successful adaptation

(Livneh & Antonak, 2005).

Coping. Coping strategies also affect the

response to disability process. Coping requires

the individual draw on some personal or environ-

mental resource to reduce the negative impact of

a stressor (Chronister, Johnson, & Lin, 2009),

including both adaptive and maladaptive strate-

gies. In the context of disability adjustment, cop-

ing generally refers to cognitions, emotions, or

behaviors that mediate the relationship between

disability-related stressors (i.e., nature, type,

duration, prognosis, perception, and severity) and

the response to disability. Coping strategies

associated with response to disability can be

divided into three psychological categories:

cognitive, behavioral, and affective (Smart,

2009). Cognitive response refers to how an

individual chooses to think about or view the

disability. Behavioral response refers to actions

taken to manage the disability, including compli-

ance to treatment recommendations, seeking

social support, returning to work, and using self-

advocacy strategies to manage the impact of

stigma and prejudice. Affective response refers to
how the individual feels about the disability and

how he or she manages the emotions associated

with the disability (Smart, 2009). A positive cop-

ing strategy within the context of disability may

include having a realistic view of the disability and

awareness of limitations without exaggerating

them. Conversely, a negative coping strategy

may involve substance use or self-blame. The

coping strategies employed strongly influence the

response to disability. For example, healthy cop-

ing strategies, such as seeking out social support or

redefining life goals, may improve body image

and quality of life while decreasing social isolation

and feelings of helplessness.

Based upon the disability acceptance theory

(Wright, 1983), Wright developed a cognitive

restructuring framework known as the coping

versus succumbing model. In this model,

a person said to be succumbing to disability

overemphasizes negative effects of impairment

and neglects the challenge for change and mean-

ingful adaptation. Conversely, a person said to be

copingwith disability is able to focus on personal

assets and is oriented to activities that are within

the individual’s physical capabilities (Smedema

et al., 2009). Wright (1983) proposed four

primary value changes that reflect the coping
perspective including (a) Enlargement of

the scope of values, which requires the individual

recognize that values beyond those presumed lost

can be achieved despite limitations of CID;

(b) Subordination of the physique occurs when
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the individual changes the cognitive belief that

physical is a true representation of one’s worth,

desirability, or competency; (c) Containment
of disability effects occurs when the individual

recognizes disability as limited to the impact of

the actual impairment, rather than being globally

debilitating; and (d) Transformation from

comparative status to asset values, which

occurs when the individual avoids comparing

oneself to a nondisabled standard and focuses

attention on his or her assets (Smart, 2009). The

four primary value changes challenge each of the

previously held beliefs, resulting in acceptance of

disability (Wright, 1983). Conversely, signs of

the succumbing perspective include (a) denial

or acting as if the disability does not exist;

(b) idolizing normal standards or applying old

values to the new situation; (c) failure to modify

previous aspirations within the context new

situations; (d) eclipsing behavioral possibilities

and limiting one’s opportunity to learn new

skills to address the new situations more

effectively; and (e) overcompensation of

perceived deficiencies in one area by exaggerated

striving in another area (Wright, 1983).

Stage model. The response to disability

process has also been conceptualized as

a sequence of psychological stages, similar to

those experienced during grief (Smedema et al.,

2009). Stage models typically describe the

process of adjustment as a linear series of

psychological stages, requiring the completion

of previous stages before the final stage of adjust-

ment. Many stage models have been proposed to

describe stages of adjustment. Livneh and

Antonak (2005) concluded that the numerous

stage models may be described within these five

broad categories: (a) initial impact, which

includes shock and anxiety; (b) defense mobili-

zation, which includes bargaining and denial;

(c) initial realization, which includes mourning,

depression, and internalized anger; (d) retalia-

tion, which includes externalized anger or

aggression; and (e) reintegration or reorganiza-

tion, which includes acknowledgment, accep-

tance, and final adjustment. The stage models

provide a structure for understanding and

predicting the course and outcome of an

individual’s response process (Smart, 2009).

Nonetheless, the applicability of the stage theory

to persons with CID has been criticized for the

following three reasons: (a) “stages” are not uni-

versally experienced; (b) a state of final adjustment

(e.g., resolution, acceptance, assimilation) is not

always achieved; and (c) psychological recovery

does not follow an orderly sequence of reaction

phases (Livneh & Antonak, 2005). Finally, the

existence of a universal, progressive, phase-like,

orderly sequence of predetermined psychosocial

reactions to disability has not been adequately

supported by empirical research (Livneh &

Antonak).

Ecological model. The most contemporary

approach to conceptualizing and understanding

the response to disability process is the ecological

approach. Considered atheoretical, this approach

incorporates components of somatopsychology

and stage theory, while emphasizing the interac-

tion of personal and contextual variables (social/

environmental and personal factors) on psycho-

social adaptation (Smedema et al., 2009).

This approach also adopts a comprehensive and

holistic approach to outcome measurement

beyond that of acceptance or adjustment to CID,

encompassing a person’s overarching quality

of life (Livneh & Antonak, 2005). As such,

understanding response to disability beyond

the psychological processes described above is

critical in developing a full perspective of an

individual’s response to disability. Below is

a review of key contextual variables important

to consider in the response process.

Societal Factors

Societal definitions of disability. The manner in

which society defines CID influences the adjust-

ment to process. Definitions of disability help to

identify the location of the problem and who is

held responsible for the solution (Smart, 2009).

Four of the most popular models of disability

include the (a) biomedical model; (b) environ-

mental model; (c) functional model; and

(d) sociopolitical model. The biomedical model

has the longest history. This model defines

disability as pathology located within the individ-

ual and represents a deviation from the norm.
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Therefore, treatment is focused solely on “fixing”

the individual. The environmental model sug-

gests that the individual’s environment may

cause, define, or exaggerate the disability.

For example, if a person with paraplegia does

not have a wheelchair, then the impairment is

worsened. The functional model posits that the

functions of the individual influence the

definition of the disability. For example, an

individual who is physically active would be

much more affected by mobility impairments.

Finally, the sociopolitical model, also known as

the Minority Group Model or the Independent

Living Model, proposes that disability is not

a personal attribute, but caused by society,

and thus society should bear the responsibility

for dealing with disability (Smart, 2009).

Self-advocacy is a critical component of the

sociopolitical model of disability. Self-advocacy

is rooted in the American ideals of autonomy and

self-determination. In contrast to consequences

of the medical model, including dependency,

marginality, and social exclusion, self-advocacy

refers to persons with disabilities taking control

of their own lives, speaking up for themselves,

being in control of their own resources, and

having the right to make life decisions without

undue influence or control from others.

The World Health Organization International

Classification of Functioning, Disability and

Health (WHO, 2001) is a contemporary,

biopsychosocial approach to defining disability

that considers the biomedical, environmental,

functional, and social models in its explanation

of disability. This model conceptualizes disabil-

ity along five major domains: (a) body functions

and structures; (b) activities; (c) participation;

(d) personal factors; and (e) environmental fac-

tors (Chan, Gelman, Ditchman, Kim, & Chiu,

2009). The ICF recognizes disability as an inter-

action between all of these factors and cannot be

defined apart from the individual’s context.

Societal attitudes. Negative attitudes toward

persons with disabilities are well documented in

the literature (Chan, Livneh, Pruett, Wang, &

Zheng, 2009). Negative attitudes or unfavorable

evaluative statements related to a person, object,

or event are considered invisible barriers that

arise from the environment and impact the

response process by limiting opportunities,

access, and help-seeking behaviors, as well as

reducing overall quality of life (Chan, Livneh

et al., 2009). Related concepts include prejudice,

discrimination, and stigma. Prejudice is a nega-

tive generalization toward a group of people and

the assumption that an individual belonging to

that group has the characteristics based on the

generalization. For example, “all persons with

CID are intellectually inferior.” Discrimination

is the action carried out based upon prejudice. For

example, an employer who does not hire a person

with CID because he or she believes persons with

CID are “unsafe.” Finally, stigma is a term that

encompasses the problems associated with

stereotyping, prejudice, and discrimination; it is

the chain of events resulting from negative atti-

tudes and beliefs, resulting in discrimination. Per-

sons with disabilities often have limited access to

work, housing, and other community resources

because of stigmatizing attitudes that have led to

discriminatory behavior (Chan, Livneh et al.).

Commonly cited sources of negative attitudes

and stereotypical views regarding persons with

CID include the safety threat, the ambiguity of

disability, the salience of the disability, spread or
overgeneralization, moral accountability for the

cause and management of the disability, inferred

emotional consequences of the disability, and the
fear of acquiring a disability (Smart, 2009). Cook

(1998) indicated that the general public also

exhibits a “hierarchy of preferences” for specific

groups of persons with CID; for example, people

hold more favorable attitudes toward persons

with physical disabilities than individuals with

mental disabilities and persons tend to have

more positive attitudes toward persons with intel-

lectual disabilities than those with psychiatric

disabilities.

Environmental Factors

A large majority of persons with CID live at or

below the poverty level (Smart, 2009). Although

most persons with CID report they want to work

(Louis Harris Associate Inc. Polls, 1994), and

despite protections afforded by the Americans

with Disabilities Act, persons with CID have
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greater difficulty finding or maintaining work,

and unemployment and underemployment

rates of persons with disabilities are high

(Smart, 2009). This is due in part to prejudice

and discrimination, worksite inaccessibility,

and financial disincentives built into many dis-

ability benefits programs (e.g., SSI/SSDI). Other

environmental factors that influence the response

process include limited mobility and access to

transportation, architectural barriers, frequency

and duration of hospitalizations, lack of institu-

tional support (medical services, educational

programs and technological supports; political

and religious groups), poor living conditions,

limited availability of job opportunities, and

inadequate accessibility of worksites (Livneh &

Antonak, 2005).

Personal Factors

Age and developmental status. Age and develop-

mental stage, such as those identified by

Erikson (1968), interact with CID to influence

the response process. For example, the process

of adaptation differs significantly between

individuals born with CID and those who acquire

CID later in life. Developmentally speaking, for

an infantwith a congenital disability, the primary

task of establishing trust in the world through the

relationship with mother or primary caregiver

may be compromised if the infant is hospitalized

for long periods and is cared for by multiple

health professionals (Smart, 2009), whereas

during early adulthood, the tasks of establishing
a family and beginning a career are important and

may be impacted by CID. For older adults, the

resulting impact of CID on independence and

functioning is variable, ranging from minimal

impact to substantial lifestyle change. While

functional loss and disability may be a normal

part of aging for some, social isolation, depen-

dence, restricted activities and participation, and

the loss of loved ones surrounding the individual

can impact quality of life. Indeed, with disability,

older adults face multiple life transitions in later

years of life.

Gender.Gender is important to consider in the

response process. Patterson, DeLaGarza, and

Schaller (2005) suggest that men and women

respond differently to various CIDs. For example,

in the area of spinal cord injury, men experience

greater difficulties related to sexual functioning

than women, resulting in feelings of loss of “man-

hood” or “masculinity.” With respect HIV/AIDS,

women are more socially isolated than men

because of cultural backgrounds commonly asso-

ciated with females with HIV/AIDS, and because

rates of transmission are lower and occur through

a different mode. Furthermore, a woman with

HIV/AIDS experiences issues related to preg-

nancy, including potential transmission from

mother to infant. Women and men also respond

differently following myocardial infarction, such

that men return to work sooner and are more likely

to participate in physical activity to cope with

stressors related to the condition.

Culture. Culture involves the beliefs, customs,

practices, social behaviors, and set of attitudes of

a particular nation or group of people (Chronister&

Johnson, 2009), and worldview is the framework

of ideas and beliefs through which an individual

interprets the world and interacts with it according

to their philosophy, values, emotions, and ethics.

Culture and worldview inform how disability is

defined and experienced, and both aspects contrib-

ute to the response to disability process. For exam-

ple, in contrast to the explanation of disability

perpetuated by the medical model, some cultures

perceive the origin of disability to be of the meta-

physical-spiritual realm. For other cultures, disabil-

ity is a condition that should not be altered, because

it is considered to be predetermined by fate and not

amenable to adaptive intervention. For example,

the deaf culture rejects the notion that group

members have a disability and identify as

individuals with a different communication

modality that live in a hearing world. Furthermore,

the number of persons from culturally diverse

backgrounds in the USA with CID is dispropor-

tionate, and these individuals are often at risk

for experiencing multiple negative experiences

or “double” discrimination and stigmatization,

barriers that are likely to influence response to

CID (Chronister & Johnson, 2009).

Disability. Disability characteristics are also

important to consider in the adjustment process

and vary significantly across and within
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conditions. According to Smart (2009), there are

ten disability factors that influence response to

disability including time of onset (congenital,

acquired), type of onset (insidious versus

acute), course of disability (direction, pace of

movement, degree of predictability), functions

impaired (meaning of functioning, degree

of intrusiveness, residual functioning and assis-

tive technology), severity of the disability (num-

ber of disabilities experienced and areas of

functioning affected, treatment necessary,

and degree of stigma directed at the individual),

visibility of the disability, degree of disfigure-

ment, and prognosis (what is expected for

the future).

Sexual orientation/identity. Sexual orientation

is an important factor to consider in the response to

disability process. Persons with CID that are iden-

tified with sexual orientations, such as lesbian,

gay, bisexual, transgender, queer, questioning,

intersex, and asexual (LGBTQQIA), are vulnera-

ble to stereotypes, bigotry, abuse, bullying, and

violence. They are subject to a complex array of

prejudices by the mainstream population, includ-

ing double prejudice for equal rights, higher rates

of marginalization and discrimination, confusion

in navigating identity development, and the

prevailing view that persons with disability are

asexual or unsuitable sexual partners (Miville,

Romero, & Corpus, 2009).

Conclusion

Response to CID involves a complex and

dynamic interaction of psychological, social,

environmental, and personal variables.

Somatopsychology and stage models provide

a foundation for understanding the psychological

processes of disability adjustment. The ecologi-

cal approach builds upon this work to facilitate a

broader conceptualization of psychosocial adjust-

ment to address the importance of additional per-

sonal and contextual variables. Indeed, response to

CID is a unique, personal experience that must be

considered within the individual’s context, includ-

ing the sociocultural influences that contribute

to how society defines and responds to CID.

Contemporary definitions of disability conceptu-

alize disability from a biopsychosocial perspective

(i.e., WHO ICF model), recognizing body func-

tioning and contextual factors as critical to disabil-

ity determination and intervention planning. This

framework, coupled with the ecological approach

to adjustment to disability, replaces traditional

approaches to yield a more holistic picture of

adaptation.

Acknowledgments The contents of this entry were

developed with support through the Rehabilitation
Research and Training Center on Effective Vocational
Rehabilitation Service Delivery Practices (EBP-VR-

RRTC) established at both the University of Wisconsin-

Madison and the University of Wisconsin-Stout under

a grant from the Department of Education, National

Institute on Disability and Rehabilitation Research

(NIDRR) grant number PR# H133B100034. However,

those contents do not necessarily represent the policy of

the Department of Education, and endorsement by the

Federal Government should not be assumed.

Cross-References

▶Attitudes

▶Chronic Disease or Illness

▶Coping

▶Depression

▶Disability

▶Health Disparities

References and Readings

Chan, F., Cardoso, E., & Chronister, J. A. (2009). Under-
standing psychosocial adjustment to chronic illness and
disability: A handbook for evidence-based practitioners
in rehabilitation. New York: Springer Publishing.

Chan, F., Gelman, J. S., Ditchman, N. M., Kim, J. H., &

Chiu, C. Y. (2009). The World Health Organization

ICF model as a conceptual framework of disability.

In F. Chan, E. Cardoso, & J. Chronister (Eds.),

Psychosocial interventions for people with chronic
illness and disability: A handbook for evidence-based
rehabilitation health professionals. New York:

Springer.

Chan, F., Livneh, H., Pruett, S., Wang, C.-C., &

Zheng, L. X. (2009). Societal attitudes towards

disability: Concepts, measurements, and interventions.

In F. Chan, E. Da Silva Cardoso, & J. A. Chronister

(Eds.), Understanding psychosocial adjustment
to chronic illness and disability: A handbook for

Psychosocial Adjustment 1577 P

P

http://dx.doi.org/10.1007/978-1-4419-1005-9_940
http://dx.doi.org/10.1007/978-1-4419-1005-9_1111
http://dx.doi.org/10.1007/978-1-4419-1005-9_1635
http://dx.doi.org/10.1007/978-1-4419-1005-9_100450
http://dx.doi.org/10.1007/978-1-4419-1005-9_1122
http://dx.doi.org/10.1007/978-1-4419-1005-9_178


evidence-based practitioners in rehabilitation
(pp. 333–367). New York: Springer.

Chronister, J., & Johnson, E. (2009). Multiculturalism

and adjustment to disability. In F. Chan, E.

Da Silva Cardoso, & J. A. Chronister (Eds.), Under-
standing psychosocial adjustment to chronic illness
and disability: A handbook for evidence-based practi-
tioners in rehabilitation (pp. 479–528). New York:

Springer.

Chronister, J., Johnson, E., & Lin, C. P. (2009). In F. Chan,

E. Da Silva Cardoso, F. Chan, E. Da Silva Cardoso, &

J. A. Chronister (Eds.), Understanding psychosocial
adjustment to chronic illness and disability:
A handbook for evidence-based practitioners in reha-
bilitation (pp. 111–148). New York: Springer.

Cook, D. (1998). Psychosocial impact of disability.

In R. M. Parker & E. M. Szymanski (Eds.), Rehabili-
tation counseling: Basics and beyond (3rd ed.,

pp. 303–326). Austin, TX: Pro-Ed.

Erikson, E. H. (1968). Identity: Youth and crisis. New

York: Norton.

Livneh, H., &Antonak, R. F. (2005). Psychosocial aspects

of chronic illness and disability. In F. Chan, M. J.

Leahy, & J. Saunders (Eds.), Case management for
rehabilitation health professionals (2nd ed., Vol. 2,

pp. 3–43). Osage Beach, MO: Aspen Professional

Services.

Louis Harris Associate Inc. Polls. (1994). N.O.D.L. Harris
survey of disabled Americans. Washington, DC:

National Organization of Disability.

Miville, M. L., Romero, L., & Corpus, M. J. (2009).

Incorporating affirming, feminist and relational per-

spectives: The case of Juan. In M. E. Gallardo &

B. W. McNeil (Eds.), Intersections of multiple identi-
ties: A casebook of evidence-based practices with
diverse populations (pp. 175–201). New York:

Routledge.

Patterson, J. B., DeLaGarza, D., & Schaller, J. (2005).

Rehabilitation counseling practice: Considerations and

interventions. In R. M. Parker, E. M. Szymanski, &

J. B. Patterson (Eds.), Rehabilitation counseling, basics
and beyond (4th ed., pp. 155–186). Austin, TX: ProEd.

Smart, J. (2009). Disability, society, and the individual
(2nd ed.). Austin, TX: Pro-Ed.

Smedema, S. M., Bakken-Gillen, S. K., & Dalton, J.

(2009). Psyhosocial adaptation to chronic illness and

disability: Models and measurement. In F. Chan, E.

Da Silva Cardoso, & J. A. Chronister (Eds.), Under-
standing psychosocial adjustment to chronic illness
and disability: A handbook for evidence-based practi-
tioners in rehabilitation (pp. 51–73). New York:

Springer.

World Health Organization. (2001). International classi-
fication of functioning, disability, and health: ICF.
Geneva: World Health Organization. Retrieved

November 28, 2008, from http://www.who.int/classi-

fication/icf

Wright, B. A. (1983). Physical disability: A physical
approach (2nd ed.). New York: Harper and Row.

Psychosocial Aspects

▶ Psychosocial Characteristics

Psychosocial Characteristics

Adriana Dias Barbosa Vizzotto1, Alexandra

Martini de Oliveira2, Helio Elkis3,

Quirino Cordeiro4 and Patrı́cia Cardoso Buchain1

1Occupational Therapist of the Occupational

Therapy Service, Institute of Psychiatry,

Hospital das Clı́nicas University of São Paulo

Medical School, São Paulo, SP, Brazil
2Institute of Psychiatry – Hospital das Clı́nicas

University of São Paulo Medical School,

São Paulo, SP, Brazil
3Department and Institute of Psychiatry,

University of São Paulo Medical School,

São Paulo, SP, Brazil
4Department of Psychiatry and Psychological

Medicine, Santa Casa Medical School,

São Paulo, SP, Brazil

Synonyms

Psychosocial aspects; Psychosocial factors

Definition

Psychosocial characteristics is a term used to

describe the influences of social factors on an

individual’s mental health and behavior.

Description

A psychosocial approach to human behavior

involves the relation between intrapersonal

psychological and environmental aspects. Psy-

chosocial characteristics is commonly described

as an individual’s psychological development

in relation to his/her social and cultural
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environment. “Psychosocial” means “pertaining

to the influence of social factors on an individ-

ual’s mind or behavior, and to the interrelation of

behavioral and social factors” (Oxford English

Dictionary, 2012). Psychosocial factors, at least

in the context of health research, can be defined

as the mediation of the effects of social structural

factors on individual health, conditioned

and modified by the social structures contexts

in which they exist (Martikainen, Bartley, &

Lahelma, 2002). These statements raise the

question of what the relevant broader social

structural forces are, and how such forces might

influence health through their effects on individ-

ual features.

Individual psychological and social aspects

are related to individual’s social conditions,

mental and emotional health. For example, the

main factors that influence children’s mental

health are the social and psychological environ-

ment (Halpen & Figueiras, 2004).

Environmental factors play an important

role in the etiology of emotional problems in

childhood. The cumulative risk effects from

a “vulnerable environment,” e.g., negligence,

poverty, drug abuse, are more important in deter-

mining emotional problems in children than the

presence of one single stressor, regardless of its

magnitude. According to Barylnik (2003),

the analysis of the characteristics of a juvenile

delinquent’s sample showed a high rate of

psychiatric disorder and social phobia, alcohol-

ism, organic brain dysfunctions, low intelligence

quotients, and behavior problems.

The term “psychosocial” is widely used for

determining an individual’s health outcome.

Psychological and social factors expressed as

thoughts, expressive emotions, and behaviors

are significant for human functioning and

the occurrence of disease. Mentally healthy

people tend to react in positive ways to negative

situations, compared to emotional unstable

people, who react negatively to similar situations.

Hence, irrational thoughts may be a sign of bad

psychosocial health. Therefore, for psychosocial

instable people it is preferable to have special

social bonds with and social support from other

people. On the other hand, prejudice from others

is often a result of poor psychosocial health that

causes poor social relations.

Hence it is understood that health is better

understood in terms of a combination of biolog-

ical, psychological, and social factors rather than

only in biological terms (Santrock, 2007). This is

in contrast to the traditional and reductionist

biomedical model of medicine which suggests

that every disease process can be explained in

terms of an underlying deviation from normal

function such as a pathogen, genetic or develop-

mental abnormality or injury (Engel, 1977).

The World Health Organization’s (WHO,

2001) definition of health is “a state of complete

physical mental and social well-being, and not

merely the absence of disease and infirmity.”

This WHO definition has been criticized

because cause and effect is mixed. The concept

of “psychosocial health,” in some cases, may

combine traditional medical definitions of

disease and infirmity with measures that reflect

individual responses to disease and even in

some cases indicators of the social context itself.

However, such measures have merit in recogniz-

ing individuals’ experiences and quality of

life, meaning an important outcome of individ-

ual’s psychosocial condition (Martikainen

et al., 2002).
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Synonyms

Psychological factors; Psychosocial variables

Definition

Social factors include general factors at the level

of human society concerned with social structure

and social processes that impinge on the individ-

ual. Psychological factors include individual-

level processes and meanings that influence men-

tal states. Sometimes, these words are combined

as “psychosocial.” This is shorthand term for the

combination of psychological and social, but it

also implies that the effect of social processes

are sometimes mediated through psychological

understanding (Stansfeld & Rasul, 2007).

Description

The relationship between psychological fac-

tors and the physical body can be influenced by

social factors, the effects of which are mediated

through psychological understanding. Examples

of psychosocial factors include social support,

loneliness, marriage status, social disruption,

bereavement, work environment, social status,

and social integration. To illustrate that the role

psychosocial factors can play in physical disease,

this entry will focus on the relationship between

social support and mortality.

In 1979, Berkman and Syme conducted a pro-

spective study to investigate the relationship

between social support and mortality (Berkman

& Syme, 1979). The study included 6,928 adults

from the general population of Alameda County,

California. They recorded four sources of social

contact: marriage, contacts with close friends

and relatives, church membership, and informal

and formal group associations; mortality was

followed-up 9 years later. They found that

respondents with each type of social tie had

lower mortality rates than respondents lacking

such connections. From these four variables,

they then constructed a Social Network Index,

which weighted intimate contacts more heavily

than more superficial ones. Using this index, they

found a consistent pattern of increased mortality

rates with each decrease in social connection.

Men who were the most isolated had an age-

adjusted mortality rate 2.3 times higher than

men with the most connections. This relationship

was independent of self reported physical health

status, year of death, socioeconomic status, and

such health behaviors as smoking, alcohol inges-

tion, physical inactivity, obesity, and low utiliza-

tion of preventive health services or health

practices.

The effects of level of social support on mor-

tality rates were investigated by Rosengren and

colleages (Rosengren, Orth-Gomer, Wedel, &

Wilhelmsen, 1993). They invited half of all men

in Gothenburg who were born in 1933 (then

50 years old) to have a health examination and

complete a measures of emotional support and

social integration. Seventy-six percent responded.

These men were then followed-up after 7 years,

andmortality ascertained. Their data indicated that

emotional support may attenuate the impact of

adverse life events, possibly by strengthening the

psychobiological resistance to stress.

Frasure-Smith and colleagues found in their

study of 887 post-myocardial infarction (MI)
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patients that depression, but not social support,

was directly related to mortality (Frasure-Smith

et al., 2000). However, very high levels of sup-

port protected patients from the negative prog-

nostic consequences of depression. They found

that three different measures of social support

independently improved depression: higher

scores on a measure of perceived social support,

a greater number of close friends and relatives,

and living with other people. They suggest that

clinicians should ascertain patient’s views of

their social support in their assessments of post-

MI depression.

Differences in health status between people

with differing levels of social integration cannot

simply be attributed to differences in health

behaviors between the two groups. In two parallel

studies, Cacioppo and colleagues investigated

four mechanisms by which loneliness (a discrep-

ancy between their desired and actual relation-

ships) may negatively impact on morbidity and

mortality (Cacioppo et al., 2002): (1) poorer

health behaviors than nonlonely individuals,

(2) altered cardiovascular activation, (3) elevated

levels of hypothalamic pituitary adrenocortical

activation, and (4) poorer sleep quality. Partici-

pants were 89 undergraduate students, and in

a second study, 25 older adults (age range

53–78 years). They found that the health behav-

iors of lonely and nonlonely participants were

similar. However, cardiovascular function dif-

fered between these groups in both the younger

and older participants. They speculated that the

differences they found in the hemodynamic func-

tion observed in the younger subjects may con-

tribute to elevated blood pressure in lonely older

adults. They also found that younger and older

lonely adults suffered lower quality sleep, possi-

bly leading to diminished health and well-being.

The plethora of research in this area, measur-

ing different aspects of social relationships, led to

uncertainty as to which aspect increased the risk

of mortality. A recent meta-analytic review of

148 studies has revealed that stronger social rela-

tionships increased the likelihood of survival by

50% (Holt-Lunstad, Smith, & Layton, 2010).

They found that complex measures of social

integration were better predictors of mortality

than binary indicators of residential status (e.g.,

living alone or with others). This is partly because

living in a negative social relationship can

increase risk of mortality. However, they also

caution against assuming causation, due to the

difficulty of conducting randomized controlled

trials to investigate this topic. They conclude

that the data they present makes a compelling

case for social relationship factors to be viewed

as an important risk factor alongside factors such

as smoking, diet, and exercise.

Cross-References

▶Acute Myocardial Infarction
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▶ Social Support

References and Readings

Berkman, L., & Syme, S. (1979). Social networks, host

resistance, and mortality: A nine-year follow-up study

of alameda county residents. American Journal of
Epidemiology, 109(2), 186–204.

Cacioppo, J., Hawkley, L., Crawford, L., Ernst, F.,

Burleson, M., Kowalewski, R., et al. (2002). Loneli-

ness and health: Potential mechanisms. Psychosomatic
Medicine, 64, 407–417.

Frasure-Smith, N., Lesperance, F., Gravel, G., Masson, A.,

Juneau, M., Talajic, M., et al. (2000). Social support,

depression, and mortality during the first year after

myocardial infarction. Circulation, 101, 1919–1924.
Holt-Lunstad, J., Smith, T., & Layton, J. (2010). Social rela-

tionships and mortality risk: A meta-analytic review.

PLoSMedicine, 7(7). doi:10.1371/journal.pmed.1000316.

Rosengren, A., Orth-Gomer, K., Wedel, H., &

Wilhelmsen, L. (1993). Stressful life events, social

support, and mortality in men born in 1933. British
Medical Journal, 307, 1102–1105.

Stansfeld, S., & Rasul, F. (2007). Psychosocial factors,

depression and illness. In A. Steptoe (Ed.), Depression
and physical illness (pp. 19–52). Cambridge:

Cambridge University Press.

Psychosocial Factors 1581 P

P

http://dx.doi.org/10.1007/978-1-4419-1005-9_1243
http://dx.doi.org/10.1007/978-1-4419-1005-9_629
http://dx.doi.org/10.1007/978-1-4419-1005-9_1612
http://dx.doi.org/10.1007/978-1-4419-1005-9_942
http://dx.doi.org/10.1007/978-1-4419-1005-9_811
http://dx.doi.org/10.1007/978-1-4419-1005-9_1562
http://dx.doi.org/10.1007/978-1-4419-1005-9_918
http://dx.doi.org/10.1007/978-1-4419-1005-9_984


Psychosocial Factors and Traumatic
Events

Shin-ichi Suzuki1 and Yuko Takei2

1Faculty of Human Sciences, Graduate School of

Human Sciences, Waseda University,

Tokorozawa-shi, Saitama, Japan
2Faculty of Medicine, University of Miyazaki

Hospital, Miyazaki-shi, Japan

Synonyms

Interpersonal relationships; Psychosocial stress;

Stressful life event

Definition

Psychosocial factors are influences that affect

a person psychologically or socially. There are

multidimensional constructs encompassing

several domains such as mood status (anxiety,

depression, distress, and positive affect), cog-

nitive behavioral responses (satisfaction, self-

efficacy, self-esteem, and locus of control),

and social factors (socioeconomic status, edu-

cation, employment, religion, ethnicity, fam-

ily, physical attributes, locality, relationships

with others, changes in personal roles, and

status).

Description

Psychosocial Factors in Everyday Life

Psychosocial factors and influences differ across

individuals and may contribute to the develop-

ment or aggravation of mental and physical dis-

orders. Previous studies have indicated that

depression, social isolation, and behavioral

escape-avoidance coping were associated with

the risk of mortality for cancer patients (Falagas

et al., 2007) and patients with cardiac disease

(Rozanski, Blumenthal, & Kaplan, 1999). A seri-

ous loss (bereavement, divorce, and disability),

relationship problems, work stress, family crisis,

financial setback, or any unwelcome life change

can trigger depressive disorders (Meltzer, Gill, &

Petticrew, 1995). Furthermore, those disorders

may negatively impact some psychosocial fac-

tors. For example, depressive disorders substan-

tially reduce a person’s ability to work effectively

and personal and family income and increase the

probability of unemployment (Ormel et al.,

1999).

Psychosocial Factors in Natural and

Technological Disasters

Repeated disasters in Japan such as the Great

Hanshin Earthquake and the Great East Japan

Earthquake showed us the importance of these

psychosocial factors in life events. Further-

more, the Great East Japan Earthquake caused

not only death and destruction but also second-

ary disasters such as the Fukushima nuclear

accident. The severity of these natural and tech-

nological disasters (e.g., the extent of death and

destruction, the length of exposure, evacuation,

proximity to the epicenter, and contradictory

media reports about the health effects of radia-

tion) are likely to have an adverse impact on

victims’ mental health (Bromet, Havenaar, &

Guey, 2011).

In contrast, positive psychosocial factors in

life events such as connectedness to others, the

spirit of patience, politeness, and mutual aid may

contribute to prevent an aggravation of the situa-

tion and change things for the better. In The Great

Hanshin Earthquake and The Great East Japan

Earthquake, Japanese people have handled their

grief and loss and overcome numerous difficul-

ties with mutual cooperation and the spirit of

patience. These psychosocial factors provide us

the energy to recover from severe life events.

Cross-References

▶Cardiovascular Disease

▶Depression: Symptoms

▶Life Events

▶Religion/Spirituality

▶ Self-esteem

▶ Socioeconomic Status (SES)
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Synonyms

Psychological and social effects

Definition

Psychosocial impact is defined as the effect

caused by environmental and/or biological fac-

tors on individual’s social and/or psychological

aspects.

Several psychiatric disorders may affect psy-

chological and social aspects of individual’s

lives. Examples are (a) obsessive-compulsive

disorder (OCD), whereas these patients might

present social marital disabilities, problems

related to occupations and low income (Vikas,

Avasthi, & Sharan, 2011), (b) people with cancer,

who experienced negative psychological effect

such as bad feelings and fears, as well as moder-

ate to high levels of anxiety and psychological

distress (Primo et al., 2000), (c) traumatic events

such disasters, urban violence, and expose of

terrorism may also impact on present psychoso-

cial status (Eisenman et al., 2009). Natural disas-

ters, like flooding, have been reported to cause

a wide range of psychosocial impacts, leading the

victims to present psychiatric symptoms

(Paranjothy et al., 2011). For example, after the

tsunami in Southern Thailand and Hurricane

Katrina in the USA caused high levels of

posttraumatic stress disorder (PTSD) among the

victims. The prevalence of mental health disor-

ders has been significantly higher among individ-

uals who experienced floodwater in their houses

compared to individuals who did not face this

type of personal experience (Paranjothyet al.,

2011). Individuals who are victims of these envi-

ronmental phenomena might need more substan-

tial and sometimes sustained intervention (de

Zulueta, 2007).

Cross-References

▶ Psychosocial Characteristics
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Psychosocial Implications

▶Genetic Testing, Psychological Implications

Psychosocial Intervention

▶Cancer: Psychosocial Treatment

Psychosocial Oncology

▶Cancer: Psychosocial Treatment

Psychosocial Predictors

Joanna Long and Jennifer Cumming

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Health behavior predictors; Psychological

predictors

Definition

Psychosocial variables which act as predictors

either of other psychosocial variables or

behaviors, cognitions, risk, severity, mortality,

or a number of other factors which may relate to

behavioral medicine research, such as health

outcomes.

Description

Psychosocial variables encompass both the

social and psychological aspects of someone’s

life and cover a broad range of both positive and

negative factors often measured in behavioral

medicine research. Social factors include quality

of life, health behaviors (alcohol consumption,

smoking status, drug use), physical activity

level, and socioeconomic status, whereas per-

sonal factors include depressive symptoms, per-

ceived stress levels, anxiety, and mood (see

▶ Psychosocial Variables). Psychosocial vari-

ables often interrelate and can be used to predict

behavioral and/or health outcomes. These vari-

ables also act as risk factors for mental health

and chronic conditions, such as rheumatoid

arthritis, HIV, gastrointestinal disorders, and

Parkinson’s disease, among many others. For

these reasons, psychosocial predictors are

important to assess when investigating cofactors

of disease and targeting interventions within

a population.

Within cross-sectional research, psychosocial

predictors may correlate with other psychosocial

variables or the behavior and health outcomes

investigated. Examples of cross-sectional studies

using psychosocial predictors within behavioral

medicine research includes Ng and Jeffery (2003)

who found an inverse relationship between per-

ceived stress and exercise, and Blair and

Church (2004) who investigated the link between

physical activity status with obesity and health

behaviors, such as smoking and diet. Although

this design provides immediate research, it is

limited to a particular time point for assessing

relationships that may vary over time. Alterna-

tively, longitudinal designs are used to study
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psychosocial predictors in a group of individuals

over a period of time, perhaps for many years.

This may permit researchers to predict future

behaviors, risk, and health outcomes in research.

For example, Leserman et al. (1999) investigated

the relationship between perceived stress and

AIDS diagnosis in HIV patients over 5.5 years.

Also, Whooley et al. (2008) investigated the rela-

tionship between depressive symptoms and

health behaviors such as physical activity levels,

smoking status, and alcohol consumption with

risk of cardiovascular events over 5 years in

patients with existing coronary heart disease.

Taking assessments at multiple time points

permits researchers to examine whether changes

in psychosocial factors relate to long-term

disease or condition changes. Compared to

cross-sectional research, a longitudinal study

also provides a more accurate idea of the direc-

tion of the predictor’s relationship. However,

cross-sectional and longitudinal studies cannot

infer causation or show the direction of

the relationship.
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▶ Psychosocial Variables
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Psychosocial Stress

▶ Psychosocial Factors and Traumatic Events

▶Trier Social Stress Test

Psychosocial Traits

▶Character Traits

Psychosocial Variables

Joanna Long and Jennifer Cumming

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Health behavior variables; Psychological

variables

Definition

Variables encompassing psychological and social

factors.

Description

The term “psychosocial” has a broad meaning

when considering health research and social

epidemiology. It is formed from two words:

psychological and social. Psychological factors

can be positive, such as happiness, affect, and

vitality, or negative, such as anxiety, perceived

stress, and depressive symptoms. These can also

be split to distinguish between trait and state

aspects. Personality traits, depressive factors,

well-being, quality of life, and the impact of
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significant life events and trauma are less likely

to fluctuate on a day to day basis (i.e., more

trait-like or stable variables), whereas anxiety,

perceived stress, mood, affect, happiness, and

vitality are more unstable (i.e., more state-like).

Furthermore, cognitive, behavioral, and affec-

tive facets within psychosocial factors can be

identified. For example, someone may think

about taking up smoking, and subsequently

begin smoking, which in turn may lower per-

ceived stress levels.

Social factors involve the relationship a

person has with their environment, such as

their age, sex, ethnicity, level and perception

of social support, socioeconomic status, neigh-

borhood factors, family history, and health

behaviors. The environment can also promote

or hinder whether individuals engage in posi-

tive or negative health behavior. For example,

certain behavioral factors, such as the likeli-

hood of exercise participation, smoking, alco-

hol intake, and drug abuse may be influenced

by the physical environment. If an individual

lives within a community that is safe and

accessible, for example, they may be more

likely to engage in high levels of outdoor phys-

ical activity, such as walking around the

neighborhood.

Psychosocial variables therefore encompass

a large range of factors relating to an individ-

ual’s psychological state and social environment

and potentially have either positive and negative

consequences for health and behavioral out-

comes (see ▶ Psychosocial Predictors). These

variables are also important to consider when

investigating either the risk, or progression, of

an illness or disease. For example, high per-

ceived stress levels, anxiety, and depression

may accelerate progression of HIV or coronary

heart disease (Barefoot et al., 1996; Leserman,

2008). Similarly, understanding of these vari-

ables allows researchers to examine develop-

mental processes, such as healthy aging or the

effects of a long-term intervention within the

population.

There are two main ways of measuring

psychosocial variables. Administering question-

naires is the most common method used in

research. For example, the Perceived Stress

Scale (PSS) (Cohen et al., 1983) assesses the

degree to which situations in one’s life are

perceived as stressful, whereas the Centre for

Epidemiological Studies Depression Scale

(CES-D) (Kohout et al., 1993) measures current

level of depressive symptomatology. The items

making up the questionnaire are often summed

together to create an overall score for the vari-

able being measured (e.g., depression) and can

be compared to norms generated for clinical and

general populations. For example, the CES-D

questionnaire has a range between 0 and 30,

with a score of 10 or more indicating possible

clinical depression. It is important that the

questionnaires used are reliable, valid, and spe-

cific to the population which is being studied.

Alternatively, researchers may choose to use

structured or semi-structured interviews to

assess psychosocial variables. A structured

interview involves asking respondents a

predetermined and limited number of questions

about a specific topic, whereas a semi-structured

interview is more flexible and allows new ques-

tions to be brought up or emerging topics to be

explored. Interviews provide a qualitative aspect

to the research, which is often used to com-

plement the quantitative data provided by ques-

tionnaires when taking a mixed-methods

approach.

Cross-References

▶ Psychosocial Factors

▶ Psychosocial Predictors
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Synonyms

Mental strain; Physical illness; Psychological and

social conditions people experience in the work-

place; Stress and occupational health

Definition

Psychosocial work environment pertains to inter-

personal and social interactions that influence

behavior and development in the workplace.

Research has been conducted to determine the

effects of the psychosocial work environment on

stress levels and overall health. One study in par-

ticular found that low levels of support and control

at work leads to increased rates of sickness

absence (North, Syme, Feeney, Shipley, & Mar-

mot, 1996). In other words, a positive and support-

ive psychosocial work environment is beneficial to

employees in an occupational organization.

Cross-References

▶ Job Demand/Control/Strain

▶ Positive Affectivity

▶ Positive Psychology

▶ Psychological Factors
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▶ Psychosocial Impact
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Definition

Psychosomatic is defined as one involving or

depending on both the mind and the body as

mutually dependent entities.

The term has been used to refer to the

following:

1. Physical disorders, those caused or aggravated

by psychological factors and, less often,

to mental disorders caused or aggravated by

physical factors

2. The branch of medicine concerned with

the mind-body relations

3. The field of study, one sometimes designated

“psychosomatics,” concerned with the rela-

tionship between mind and body

Description

It is said that the foundation for psychosomatic

movement was laid 2,500 years ago in ancient

Greece.

In the fifth century BC, Hippocratic principles

emphasized what we consider to be some of the

basic tenets of psychosomatic medicine: concern

about the relationship between the physician and
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the patient and about importance of the environ-

ment and of the adaptive factors in health and

disease.

Francis Bacon advocated investigation of the

mental faculties and of the interaction of body

and mind by case studies and by study of the

relationships between the individual and society.

A passage written by Bacon in 1605 is the first

explicit scientific statement about psychosomatic

medicine in English.

Psychiatry and psychosomatic medicine owe

an immense debt to Johann Reli, who was the first

use the word psychiatry.

Another pioneer in German psychiatry was

Johann Heinroth, who was the first to use the

word psychosomatic in 1818. He insisted that

the mind in health and disease was essential to

the treatment of illness.

The significance of Freud’s dynamic princi-

ples of psychological causality and of the uncon-

scious is enhanced.

In the 1920s and 1930s, psychosomatic con-

cepts were supported by two major advances in

physiology as well as by psychoanalytic findings.

Pavlov’s discovery of the conditioned reflex

furnished a tool for measuring emotional corre-

lates of stress, and Cannon’s work on adrenaline,

the endocrine glands, and on the autonomic

nervous system stimulated the development of

research in psychophysiology.

Resurgent interest in psychosomatic medicine

in the 1920s and the 1930s started with clinical

work, initially case histories that described psy-

chosomatic phenomena. Within a few years,

Alexander and Dunbar proposed theories of

psychosomatic illness.

In 1950s, Hans Selye advocated a concept that

an external stressor had an influence on physical

health, which is called “general adaptation

syndrome.” The theory of Selye contributed to

mind and body medical advance greatly.

George L. Engel proposed that health is

affected by a biological factor, a psychological

factor, and the social support.

After that, including a famous Framingham

study, a way of thinking that an unhealthy habit

and action had an influence on health directly

came to attract attention worldwide. Health and

a complicated biological, psychological,

and sociological health model about the disease

came to be recognized in the medicine, and a field

called the behavior medicine was born in this

way. The current psychosomatic medicine

regards this behavior medicine as the one of

the important theoretical bases, but aims at the

promotion of the medical care of all people while

not only it but also psychology takes in various

study.
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Synonyms

Psychophysiologic disorders; Psychosomatic

diseases; Psychosomatic illness
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Definition

1. Somatic diseases or disorders characterized by

objective organic changes and/or functional

changes that could be induced, progressed,

aggravated, or exacerbated by psychological,

social, and/or behavioral factors.

2. Physical illness or symptom believed to be

caused by psychological factors.

Description

The term “psychosomatic” carries two connota-

tions having an ancient tradition in Western

thinking and medicine: psychogenesis of disease

and holism. Psychogenesis is an etiologic hypoth-

esis about the role of psychological factors in

human disease. The core notion of holism is that

mind and body is inseparable and mutually

dependent aspects of man, and it implies a view

of the human being as a whole.

The idea of psychogenesis resulted in the con-

cept of psychosomatic disorder, a physical illness

or symptoms believed to be caused by psycho-

logical factors. Notion of psychogenesis has been

criticized because it is incompatible with current

multifactorial view of diseases, and the term

“psychosomatic disorder” is misleading since it

implies a special class of disorders of psycho-

genic etiology and absence of psychosomatic

interface in other diseases.

Holistic concept resulted in multifactorial

model of illness called “biopsychosocial” model

by Engel. In this model, illness is a result of

interacting mechanisms at the cellular, tissue,

organic, interpersonal, and environmental level.

Biopsychosocial approach to illness and health

covers the psychosomatic medicine, behavioral

science, social science, neuroscience, stress phys-

iology and epidemiology, psychoneuroendo-

crinology/immunology, psycho-oncology, and

so on.

Psychosomatic medicine has focused on the

study of the interaction of psychosocial and bio-

logical factors in health and disease. Psychosocial

factors may induce, sustain, or modify the course

of virtually all kind of diseases including

infections and cancer, though their relative weight

may vary from disease to disease and from

patient to patient suffering from the same disease.

Japanese Society of Psychosomatic Medicine

defined psychosomatic disorders as somatic dis-

eases “characterized by objective organic changes

and/or functional changes that could be induced,

progressed, aggravated, or exacerbated by psycho-

logical, social, and/or behavioral factors.”

Psychosocial factors possibly affecting indi-

vidual vulnerability, onset, course, and outcome

of diseases are early and recent life events,

chronic stress, personality variables, coping abil-

ity, social support, psychological state such as

depression, anxiety, anger, hostility, irritability,

psychological well-being, and abnormal illness

behavior. Mechanisms through which psychoso-

cial factors could influence health and disease are

mediated by central and autonomic nervous sys-

tems, neuroendocrine systems, and immune sys-

tems. Psychosocial stressorsmay also affect health

and disease through changes in health-related

habits and behaviors, such as smoking, eating,

drinking, exercise, and drug use. Psychological

factors may also play role in adjustment to disease,

attitude to medical care, doctor-patient relation-

ship, adherence to treatment, impairment in social

functioning, and quality of life of patients.

For example, high levels of stress, low

levels of social support or social isolation, low

socioeconomic status, personality factors, and

negative emotions such as anger or hostility,

depression, and anxiety are associated with

increased cardiovascular disease morbidity and

mortality. These psychosocial factors have been

associated with enhanced sympathetic nervous

system activation, impaired parasympathetic

activity, increased circulating levels of catechol-

amines and corticosteroid, enhanced blood coag-

ulation and fibrinolysis, endothelial dysfunction,

coronary vasospasm, and various inflammatory

markers. Lifestyle modification (e.g., smoking

cessation, diet, exercise) improves cardiovascu-

lar health. Psychological interventions, such as

relaxation, stress management, cognitive, and

behavior therapies may improve psychological

distress and psychological functioning in cardio-

vascular patients.
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As a summary, the term “psychosomatic dis-

orders” is misleading and discouraged to be used

at least in the sense of psychogenic disease.

Holistic concept, another major connotation of

“psychosomatic,” resulted in biopsychosocial

model of illness. Irrespective of whether the term

“psychosomatic disorder” is used or not, it is

important to perform research and medical prac-

tice of a disease from a multifactorial perspective.
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Psychosurgery
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Synonyms

Psychiatric surgery

Definition

Psychosurgery is brain surgery conducted explic-

itly to amend aspects of human behavior. As

such, it can be distinguished from neurosurgery,

where the aim is to address some specific and

identifiable brain pathology such as a tumor.

Although there are noticeable gray areas such as

brain surgery for intractable pain or to halt the

spread of epileptic seizures from one brain

hemisphere to the other, the above distinction is

important in differentiating between the primar-

ily behavioral aims of psychosurgery and the

primary aims of treating physical pathology that

characterize neurosurgery.

Description

The first psychosurgical operation was under-

taken on November 12, 1935 by Egas Moniz at

the Neurological Institute of the University of

Lisbon, Portugal. Moniz’s surgery was conducted

on severely disturbed psychiatric patients who

had proved resistant to other forms of treatment.

He called his operation the prefrontal leucotomy;

a wire garrote inserted via a cannula or

“leucotome” was used to severe connections

between the prefrontal cortex and more posterior

parts of the brain. In 1949, Moniz was awarded

the Nobel Prize in Medicine “for his discovery of

the therapeutic value of prefrontal leucotomy in

certain psychoses.” Moniz’s activities in the field

of psychosurgery were curtailed, though, when

he was shot by one of his psychosurgical patients;

the bullet lodged in his spine and he retired,

a hemiplegic, in 1944.

However, Moniz’s initiative was enthusias-

tically transported to the USA and UK, where

the operation was re-branded: the frontal lobot-

omy was born. As indicated, the target patient

group were psychiatric patients suffering from

severe and intransigent psychoses. The Second

World War through up a great number of such

patients; the late 1940s and early 1950s were to

prove the heyday of the frontal lobotomy. It has

been estimated that between 40,000 and 50,000

operations were conducted in the USA during
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that period with a further 12,000 undertaken in

the UK. From its outset, psychosurgery was

subject to fierce controversy. Its opponents

regarded it as a grievous, unjustified, and irre-

versible assault on the human personality. Its

proponents, on the other hand, confidently

testified that it was a valid and efficacious treat-

ment for many seemingly intractable psychiat-

ric disorders. Sober and objective assessment

was difficult since the vast majority of psycho-

surgical data stem from uncontrolled observa-

tions where even the minimal attributes of

good experimental design are absent: control

groups, independent evaluation of treatment

effects, lengthy follow-ups, etc. Accordingly,

claims of efficacy based on data of such

dubious scientific status can command little

confidence.

By the late 1950s, psychosurgery was on the

wane; the newly introduced major tranquilizers

offered a seemingly easier and decidedly less

contentious way of managing the behavior of

severely disturbed psychiatric patients. Never-

theless, just as it seemed safe to go back

into mental hospital, psychosurgery began to

re-brand itself once more. By the late 1960s

and early 1970s, psychosurgery was enjoying

a modest renaissance. This time around, the

operations were technically more sophisticated.

The main differences, though, were the neural

and behavioral targets. No longer was the pre-

frontal cortex the focus but rather structures

that lay deep within the brain: components of

the limbic system such as the amygdala, which

is implicated in emotion and motivation. No

longer was severe psychosis the sole or

even main target; instead, the focus had shifted

to vaguer and more diagnostically problematic

behaviors such as aggression and hyperactivity.

Deviance had replaced psychiatric disturbance.

As before, the battle between opponents and

proponents was enjoined, and as before, the

available data did not afford anything like

a proper scientific assessment. Again, its day

in the sun was short-lived; psychosurgery had

all but disappeared by the 1980s. This time,

though, it was regulation and legislation that

did the trick.
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Synonyms

Menarche; Sexual maturation

Definition

Puberty is the transition from being sexually

immature to sexual maturity and attainment of
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reproductive capacity. Complex interactions of

hypothalamic-pituitary hormones and neuroen-

docrine factors take place to initiate puberty.

Recent research indicates kisspeptin and its

receptor GPR54 to play a key part in the initiation

of puberty. Kisspeptin and GPR54 increase at the

onset of puberty. Kisspeptin neurons innervate

and stimulate hypothalamic gonadotropin releas-

ing hormone (GNRH) neurons. In addition,

kisspeptin neurons express estrogen and andro-

gen receptors which may be important for the

onset and tempo of puberty. The onset of puberty

is also marked by increasing pulse and frequency

of GNRH from the hypothalamus. GNRH then

stimulates the pituitary to secrete gonadotropins

(luteinizing hormone (LH) and follicle stimulat-

ing hormone (FSH)) which directly stimulates the

ovaries or testes to produce sex steroids.

The increase of sex steroids induces the physical

changes of puberty. The progressive physical

changes during puberty are described by the Tan-

ner staging system. Both boys and girls have five

stages. The first Tanner stage (Tanner stage I) is

prepubertal or sexual immaturity and the fifth

Tanner stage describes a sexually mature adult.

Tanner stage II marks the beginning of sexual

maturation (Lifshitz, 2007; Oakley, Clifton, &

Steiner, 2009).

Puberty begins earlier in girls than boys.

The normal range for the onset of puberty in

females is 8–13 years of age. The first sign of

puberty in girls is breast development at an aver-

age age of 10.4 years in Caucasian girls. African

American girls begin puberty earlier at a mean

age of 9.5 years. Tanner stages follow progress

through puberty with changing contour of the

breast. The development of pubic hair is not

under the same control as the ovaries. Adrenarche

is a result of increased adrenal androgens and

occurs before breast development in 10% of

girls. Pubic hair is also described by Tanner

stages. Puberty is also marked by an increase in

percent body fat, maturation of the vaginal

mucosa, and uterine and endometrial growth.

Accelerated growth begins early in puberty for

girls with peak growth velocity during Tanner

stage II– III. The average age of menarche for

Caucasian girls is 12.5 years and 12 years for

African American girls. Menarche is associated

with a deceleration in growth and typically

occurs during Tanner stage IV. Menarche occurs

approximately 2 years after Tanner stage II breast

development in normally maturing girls. Early

menstrual cycles may be anovulatory and irregu-

lar with subsequent ovulation and development

of regular cycles. Adult contour breast and adult

pubic hair distribution marks Tanner stage V and

the completion of puberty.

The normal age range for the onset of puberty

in boys is 9–14 years. The average age for the

development of Tanner stage II for Caucasian

males is 12 years and 11.2 years for African

American males. The first sign of puberty in

boys is increased testicular volume. Puberty pro-

gresses with continued testicular enlargement

and penile enlargement as described by the Tan-

ner stages. Mid-puberty axillary hair and andro-

gen sensitive hair on the face, chest and back

begins. Also in mid-puberty, males have peak

linear growth, voice change, and acne. There is

a progressive increase in total bone mineral con-

tent and lean body mass and a decline in body fat.

Spermarche is attained at Tanner stage III. Peak

growth velocity occurs during Tanner stage IV

in males. Puberty is complete at Tanner

stage V with adult genitalia and adult distribution

of pubic hair.

Deviations from normal in the onset of

puberty and progression through puberty may

represent normal variation or pathological dis-

ease. Normal variations include premature

adrenarche, gynecomastia during male puberty,

and premature thelarche in females. Precocious

puberty or delayed puberty may represent abnor-

mal pubertal development. It is important to rec-

ognize abnormal variations in puberty that may

require intervention.

Premature adrenarche is the early develop-

ment of pubic hair, typically after 6 years of age

for males and females. It is more common in

females and is usually benign. Females with

a history of premature adrenarche have an

increased risk of polycystic ovarian syndrome

and insulin resistance. A bone age radiograph

can be used to determine effects of sex steroids

on skeletal maturation. The bone age in
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premature adrenarche is normal. In addition,

gonadotropin hormones are normal and there is

no breast development in females or testicular

enlargement in males.

Gynecomastia is usually a self-limiting devel-

opment of palpable breast tissue in 40% of males

during puberty. It usually begins in early puberty

and resolves within 2 years. It is typically mini-

mal and does not require treatment. Some condi-

tions are associated with excessive or prolonged

gynecomastia including Klinefelter syndrome

and other causes of decreased testosterone pro-

duction. Other pathological causes of gyneco-

mastia are some testicular tumors, liver failure,

ketaconazole, spirinolactone, marijuana, and

other medications.

In females, early benign breast development is

called premature thelarche. It is usually present at

birth and increases in size over the first 2 years of

life. It may also occur around 6 years of age. It is

nonprogressive and is not associated with accel-

erated growth, elevated pubertal hormones, or

other changes associated with puberty. As with

premature adrenarche, this is not associated with

accelerated growth, normal bone age, or elevated

pubertal hormones.

Precocious puberty is the abnormal develop-

ment of secondary sexual characteristics before

7 years of age in Caucasian females, 6 years of

age in African American females, and before

9 years of age in males. Precocious puberty in

females is most commonly idiopathic premature

activation of the hypothalamic-pituitary-gonadal

axis, termed idiopathic central precocious

puberty. Other causes of central precocious

puberty include abnormalities of the central ner-

vous system (CNS) such as brain tumors, intra-

cranial irradiation, infections, or congenital

malformations. CNS pathology is more common

in males than in females. Outside of the CNS,

estrogen or testosterone production may occur

independent of gonadotropin secretion from the

pituitary gland. In females, estrogen from ovarian

cysts, ovarian tumors, or exogenous estrogen

exposure may stimulate the onset of puberty.

Rarely, genetic mutations can stimulate ovarian

estrogen production. McCune Albright syndrome

is due to an activating mutation of a signaling

protein that results in café au lait spots, fibrous

dysplasia, and precocious puberty in females. In

males, androgen production stimulating penile

growth and pubic hair can come from adrenal or

testicular tumors. Congenital adrenal hyperplasia

is due to a genetic mutation that leads to the

overproduction of adrenal androgens that causes

precocious puberty in males and virilization in

females. Virilization in females includes

clitoromegaly, hirsutism, and acne.

If puberty does not occur spontaneously prior

to 14 years in males and 13 years in females it is

considered delayed. In addition, puberty in males

should be completed within 4.5 years after its

onset. If a female has not menstruated by

16 years of age or 5 years after the onset of

puberty it is termed primary amenorrhea. The

most common reason for delayed puberty is con-

stitutional delay of growth and puberty. Consti-

tutional delay is characterized by a decline in

growth velocity during early childhood followed

by a normal growth velocity with a delayed bone

age. Puberty occurs late and final height is nor-

mal. There is typically a family history of late

puberty.

Pathologic causes of delayed puberty can be

divided into those due to failure of the hypothal-

amus or pituitary to secrete gonadotropins and

those due to failure of gonads to respond to

gonadotropins. Delayed puberty with low gonad-

otropins can be secondary to chronic disease,

genetic syndromes, gene mutations, or CNS

pathology. Syndromes that are associated with

low gonadotropins are Prader-Willi, Lawrence

Moon, and Kallman syndromes. Anorexia, mal-

nutrition, HIV, Crohn’s disease and hemoglobin-

opathies are some of the chronic conditions that

may cause delayed puberty. Endocrine disorders

associated with delayed puberty are hypothyroid-

ism and hyperprolactinemia. Tumors, radiation,

infection, or congenital malformation can affect

the production and secretion of gonadotropins.

Delayed puberty due to gonadal failure is most

commonly due to sex chromosome abnormali-

ties. Klinefelter syndrome males carry two

X chromosomes and one Y chromosome.

Klinefelter syndrome is characterized by testicu-

lar failure, disproportionate long limbs, poor
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musculature, and gynecomastia. In females,

Turner syndrome is due to loss of genetic mate-

rial from one X chromosome. Females with tur-

ners have ovarian failure, short stature, and

a spectrum of other dysmorphisms. Gonadal fail-

ure can also be due to gonadal dysgenesis or

direct damage to the gonads such as trauma,

medication, radiation or infection (Lifshitz,

2007; Sperling, 2008).
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Definition

Public health refers to those activities by which

a society attempts to increase life expectancy,

decrease morbidity, and help improve health-

related quality of life.

Description

There has often been a widespreadmisconception

that public health is limited to “health care for

low-income families.” The Centers for Disease

Control and Prevention created a list of the ten

Great Public Health Achievements in the twenti-

eth century that remind us of how far we have

come, how we got here, and exactly what public

health is: the active protection of a nation’s health

and safety, credible information to enhance

health decisions, and partnerships with local

minorities and organizations to promote good

health. The choices of topics for this list were

based on the opportunity for prevention and the

impact on death, illness, and disability: they are

not ranked by order of importance. The list

includes the following: vaccination, motor-

vehicle safety, safer workplaces, control of infec-

tious diseases, decline in deaths from coronary

heart disease (CHD) and stroke, safer and health-

ier foods, healthier mothers and babies, family

planning, fluoridation of drinking water, and last

but not least, the recognition of tobacco use as

a health hazard.

During this period, the health and life expec-

tancy of persons residing in the United States

improved dramatically. Since 1900, the average

lifespan of persons in the United States has

lengthened by greater than 30 years, of which

25 years of this gain are attributable to advances

in public health. The unprecedented increase in

longevity seen during the first half of the twenti-

eth century was also seen in other countries,

primarily in economically advanced countries.

The decrease in mortality rate was largely due

to a decline in infectious diseases related to vac-

cination, decreased exposure to infection because

of improved hygiene, improved nutrition, and the

development of antibiotics to cope with bacterial

infections. However, as infectious diseases

declined as the leading cause of mortality in

economically advanced countries, they were

eclipsed by chronic diseases. By the middle of

the twentieth century, CHD, cancer, and stroke

accounted for more than 60% of the death rate in

the United States.

Public health efforts to eradicate infectious

diseases have been successful in an increase in

longevity in economically developed and even

many less developed countries. Similarly,

improvements in healthy lifestyle have led to

decreases in morbidity and increases in longevity

in these countries during the second half of the

twentieth century. At the same time, the HIV/

AIDS pandemic in sub-Saharan Africa has led

to an even steeper decline in life expectancy.

The growing spread of HIV/AIDS across the

Asian continent is of considerable concern.

At this point, early in the twenty-first century,

the major causes of death in the United States
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included (1) heart disease, (2) cancer, (3) stroke,

(4) unintentional injuries, (5) chronic obstructive

pulmonary disorder, (6) pneumonia and influ-

enza, (7) diabetes, (8) suicide, (9) liver disease,

(10) HIV/AIDS, and (11) homicide. Behavioral

psychosocial, and sociocultural factors associ-

ated with lifestyle contribute to virtually all of

these causes of mortality. Even in the case of

infectious disease such as pneumonia, risk factors

can be related to disruptions of natural pulmonary

host mechanisms related to lifestyle factors such

as smoking and alcohol abuse. Similarly, infec-

tion from HIV is primarily spread through

high-risk sexual practices and the sharing of

contaminated drug paraphernalia.

As scientists attempted to find specific causal

agents in the pathogenesis of cancer and CVD

throughout most of the twentieth century, a new

approach emerged. Unable to find single causes

of diseases, attention shifted to the role of envi-

ronment and host in the pathogenesis of chronic

diseases. Whereas single cause-and-effect

models proved successful in studying the genesis

of infectious diseases, an understanding of the

basis of chronic diseases turned to models based

on the presence of risk factors. The identification

of risk factors makes prediction of chronic dis-

eases more likely, but individual risk factors can-

not be identified as necessary and sufficient

causes for many diseases. In this respect, interac-

tions among agent, host, and the environment

have now taken center stage.

At the beginning of the risk-factor revolution,

it was widely believed that the causes of chronic

diseases such as CHD could be explained in terms

of a few biological (e.g., high cholesterol, high

blood pressure) and lifestyle (e.g., smoking) risk

factors; this turned out not to be the case. Other

variables contributing to CHD turned out to

include physical inactivity, excess consumption

of alcohol, and obesity. Still other factors under

investigation include individual difference vari-

ables such as depression and hostility and socio-

cultural variables including low socioeconomic

status, ethnic minority status, lack of social sup-

port, and occupational stress.

To achieve public health objectives, it is

sometimes useful to deal with unyielding

problems at multiple levels. Although behavioral

interventions administered at the individual level

tend to produce successful weight loss in the short

term, few people maintain their weight loss over

the long term. In order for individual-based inter-

ventions to succeed on a population basis, such

interventions should take place in a sociocultural

environment that is conducive to healthful eating

and exercise. Improving the availability of

healthy food choices, providing economic incen-

tives for healthy eating by selective taxation,

ensuring through the schools that children and

adolescents get adequate exercise, enhancing

accessibility of physical activity for the general

public by providing bicycle paths and highway

lanes, and initiating mass media campaigns

supporting a healthy lifestyle could be useful for

maintaining weight loss.

The recent successes in tobacco control in the

United States provide a heartening example of

how multilevel approaches to a major public

health problem can lead to a decline in disease.

In this case, the improvements have occurred in

cardiovascular disease (CVD), some cancers

including lung and esophageal cancer, and respi-

ratory diseases. At the interpersonal level,

smoking cessation interventions, sometimes in

conjunction with pharmacologic treatment, have

been effective. At the organizational level,

smoking cessation support groups, school cam-

paigns against smoking, restrictions on smoking

in restaurants and work sites, and reductions in

health insurance premiums for nonsmokers have

been established. Finally, at the societal level,

laws against juvenile smoking, taxation of ciga-

rettes, and governmental sponsored antismoking

campaigns have all been realized. These mea-

sures have led to a marked improvement in the

nation’s health. Unfortunately, the export of

tobacco products outside of the USA to other

countries remains a threat to improvements in

global public health.

A distinction is sometimes made between clin-

ical or high-risk approaches to disease treatment

and prevention versus population-based strate-

gies. Although there is some value in differenti-

ating between these approaches, they should be

seen as complementary because neither strategy
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is effective for all behaviors or all target groups.

Thus, an important public health task is to iden-

tify which risk behaviors are open to individual-

based versus population-based interventions and

how to make these interventions synergistic with

one another. Application of the social and behav-

ioral sciences to improve health and combat dis-

ease occurs at multiple levels and requires putting

into practice different skills both within and

across levels. Genetic counseling for those at

familial risk of disease, family counseling to

reduce substance abuse, and interfamilial vio-

lence and group counseling to help those living

with HIV/AIDS are examples of interpersonal

interventions at the individual level. At the orga-

nizational level, interpersonal interventions such

as blood pressure screenings and smoking cessa-

tion programs, the provision of physical fitness

facilities, and media communication have been

used in schools, work sites, and community cen-

ters. Finally, societal-type interventions involv-

ing media and policy actions can occur at the

community, state, or federal level. Seat-belt

laws, public service announcements about drunk

driving, and taxation of cigarettes are examples

of interventions at this level.

An important cornerstone of public health is

prevention. Primary prevention refers to mea-

sures taken to reduce the incidence of disease.

In the case of CVD, for example, people may be

encouraged to quit smoking, decrease intake of

dietary fat, and increase physical activity before

diseases become evident. In contrast, secondary

prevention involves reducing the prevalence of

disease by shortening its duration. Mortality from

certain cancers, for example, prostate cancer, is

decreased by early detection of the cancers when

they are still treatable. Still another form of pre-

vention is tertiary prevention. This involves

reducing the complications associated with

chronic diseases reducing the complications

associated with chronic diseases and minimizing

disability and suffering. Medication adherence

training in HIV/AIDS patients is a form of ter-

tiary prevention.

Widespread social disorganization and the

growing disparity in income within and between

nations also pose a global threat to public health.

Because public health is a global matter that is

closely tied to international policies, hope for

future improvements in public health will largely

depend on global improvements in public policy.
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Pulmonary Disorders, COPD:
Psychosocial Aspects

Akihisa Mitani

Department of Respiratory Medicine, Mitsui

Memorial Hospital, Chiyoda-ku, Tokyo, Japan

Synonyms

Chronic obstructive pulmonary disease

Definition

Patients with COPD often suffer from anxiety

and depression. These psychological distresses

cause low quality of life, social isolation,

increased hospitalization rates, and might

increase mortality. Treatments include pharma-

cotherapy, psychotherapy, and pulmonary

rehabilitation.

Description

Patients pulmonary disorders are more likely to

be of lower self-esteem and downgrade the sig-

nificance of life in their depression, and chronic

obstructive pulmonary disease (COPD) is no

exception. However, in spite of the high preva-

lence of the disease, psychosocial aspects of

COPD and other pulmonary diseases have not

been fully investigated, compared to cancers or

cardiovascular diseases (Hill & Geist, 2008;

Hynninen & Breitve, 2005; Kaptein & Scharloo,

2008; Kaptein & Scharloo, 2009; Maurer &

Rebbapragada, 2008; von Leupoldt & Dahme,

2007).

(COPD) is a disease characterized by airflow

obstruction. The respiratory symptoms are dys-

pnea, chronic cough, and sputum production. The

treatments of COPD include medications focus-

ing on bronchodilators, pulmonary rehabilitation,

and oxygen administration.

Psychiatric disorders often appear in patients

with COPD. Among them, anxiety and depres-

sion are most frequent, but the accurate preva-

lence is hard to say. In previous reports, the

prevalence of anxiety ranges between 10%

and 100% and the prevalence of depression,

between 10% and 80%. However, it is an indis-

putable fact that anxiety and depression are often

underdiagnosed and/or undertreated. Other disor-

ders include panic disorder, hypochondriasis, and

hysteria.

Variables, such as physical disability, smoking,

long-term oxygen therapy (LTOT), low bodymass

index, and severe dyspnea, are associated with

anxiety and depression.

As for anxiety, major presumed underlying

mechanisms are smoking and dyspnea. Smoking

is the most important environmental risk factor

for the development of COPD. Adolescents with

high levels of anxiety tend to have smoking

habits, and smokers with a history of an anxiety-

related disorder also experience more symptoms

of nicotine withdrawal on cessation of smoking,

resulting in tendency to nicotine addiction.

Therefore, patients with COPD caused by

smoking are likely to show higher levels of anx-

iety than the general population. Dyspnea is the

most common symptom of COPD. The severity

of dyspnea changes in response to air temperature

or exercise and notably increases during acute

exacerbations. For the patients, such episodes of

increased dyspnea during exacerbations are asso-

ciated with anxious feelings, although dyspnea at

rest or on exertion does not correlate so much

with anxiety. Furthermore, anxiety, in turn,

increases the sensation of dyspnea. These bidi-

rectional relationships between dyspnea and anx-

iety contribute to the increased prevalence of
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anxiety-related disorders in COPD (Kaptein &

Scharloo, 2008).

Depression in COPD could be caused by var-

ious factors such as low body mass index. How-

ever, some of them are confounders, making the

analysis difficult. The lack of social support for

elderly people, their past medical history, and

their low socioeconomic status are mixed as risk

factors for depression. The use of systemic corti-

costeroids for treatment, although the long-term

use of it is not a standard medication, might cause

depression. In addition, there is a relationship

between smoking and depression, but little is

known about it. Cigarette smoking might prompt

a feeling of relaxation for some patients, and

smoking cessation could be associated with an

increased rate of depression. Chronic hypoxemia

and LTOT are also closely related to symptoms

of depression, although the underlying mecha-

nisms remain unclear. It is true that LTOT

improves survival and exercise capacity, but it

may, at the same time, reduce social interactions

because the use of oxygen therapy makes the

patients lose in several areas of their lives.

Psychological stress typically plays

a considerable role in the life of COPD patients

because of the interaction of somatic and psycho-

logical factors. The emotional response to

chronic pulmonary disorders results in further

inactivity and social isolation. The patient may

feel useless and lose interest in future project. In

addition, COPD patients with psychological dis-

order tend to feel fatigue and short of breath more

than patients without such a distress, although

psychological distress has not been proved to

worsen objective measures of functional exercise

capacity. Inadequate perception of dyspnea

contributes to a progressive avoidance of

activities, resulting in a vicious circle where a

physical deconditioning leads to more dyspnea.

As a result, anxiety in COPD patients lowers

quality of life and increases hospitalization rates

and the economic burden. Intensities of anxiety

are correlated with measures of social isolation,

suggesting that COPD patients with anxiety have

impaired social interactions. The impact of anx-

iety on the physical disability and mortality of

COPD patients is less clear. Depression also

causes low quality of life, decreased adherence

to treatment, increased frequency of hospital

admissions, and prolonged length of stay,

resulting in higher medical cost. In addition,

depression negatively affects physical function

in COPD patients, and the mortality rate among

depressed patients is increased. Furthermore,

depressed patients tend to make a preference for

“do not resuscitate” decisions.

Treatments of psychological distress in COPD

patients consist of pharmacotherapy, psychother-

apy, and pulmonary rehabilitation.

In pharmacological therapy, antidepressants

are commonly used, although evidence for their

use in COPD patients is inadequate. Still, they

might benefit COPD patients with symptom of

anxiety and depression. Selective serotonin reup-

take inhibitors (SSRIs) are regarded as first-line

therapy. Tricyclic antidepressants and low-dose

benzodiazepines could be effective. Administra-

tion of benzodiazepines to COPD patients with

hypercapnia demands extreme caution because of

their respiratory depressant effect; needless to

add, each drug has its own side effects and must

be used carefully.

Many psychological aspects are relevant to

a variety of treatments of COPD. One of

the most recent focuses within behavioral treat-

ment on COPD is on self-management. Self-

management education is likely to be associated

with a reduction in hospital admissions without

any detrimental effects in other parameters. Other

methods, such as relaxation and biofeedback

training, also might have some good effect,

although many questions are still not answered.

COPD patients with respiratory symptom

should receive comprehensive pulmonary reha-

bilitation with or without psychological distress.

There is growing evidence that it does improve

depressive symptoms. However, there remain

some questions to be solved. Further research

should focus on finding effective and acceptable

maintenance strategies. It also remains to be

solved whether pulmonary rehabilitation is as

effective in COPD patients with severe anxiety

and depression. Above all, it is not clear which

elements confer psychosocial benefits for COPD

patients. Only improvements in exercise capacity
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may be associated with improvements in anxiety

and depression, or it would be better to add

a specific psychological component to pulmonary

rehabilitation. At present, it is considered reason-

able that a comprehensive pulmonary rehabilita-

tion programs should include at least disease

education or psychosocial components as the

most effective formats.
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Pulmonary Function

Valerie Sabol

School of Nursing, Duke University,

Durham, NC, USA

Synonyms

Lung function

Definition

Pulmonary function testing (PFT) is a process for

assessing functional status of the lungs, for

obstructive and restrictive lung disease screen-

ing, and for evaluating treatment response

(e.g., medications, chest physical therapy).

Spirometry, using a spirometer, is the most com-

mon of the pulmonary function tests and

measures the amount (volume) and the speed

(flow) of air that can be inhaled and exhaled. It

is designed to measure changes in lung volume

and can only measure lung volume compartments

that exchange gas with the atmosphere. Graphical

measurement of gas movement (in and out of the

chest) is referred to as a spirograph, and the

tracing is called a spirogram. Spirogram tracings

typically include both predicted and observed

values to aid in clinical diagnostic evaluation.

The spirometry procedure is highly dependent

on individual effort and cooperation and to ensure

reproducibility, is generally repeated three times.

Typically, individuals are asked to take the

deepest breath they can and then exhale into the

sensor as hard as possible, for as long as possible

(preferably at least 6 s). It is sometimes directly

followed by a rapid inhalation (inspiration) to

evaluate for upper airway obstruction. The most

common parameters measured in spirometry are

vital capacity (VC); forced vital capacity (FVC);

forced expiratory volume (FEV) at timed inter-

vals of 0.5, 1.0 (FEV1), 2.0, and 3.0 s; forced

expiratory flow 25–75% (FEF 25–75); and

maximal voluntary ventilation (MVV). Airflow

patency is estimated by measuring the flow of air

an individual can exhale as hard and as fast as

possible. Reduced airflow or obstruction can be

a result of narrowed airways (e.g., asthma,

bronchial inflammation, emphysema, tumor

external compression). Airflow restriction is

a decrease in lung volumes and is a measure of

both FVC and residual volume. There are

a variety of causes of restrictive lung disorders

and include pneumonia, scoliosis, kyphosis,

pleural effusion, obesity, tumors, and neuromus-

cular diseases.

As a person ages, the natural elasticity of the

lungs decreases, and this translates into smaller
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lung volumes and capacities. Males typically

have larger lung volumes and capacities than

females. Subsequently, PFT interpretation should

be based on results of a normal person of the same

age and gender. Body height and size also have an

impact of PFT results. As an individual ages,

their body mass may increase as a result of

increased body fat to lean body mass ratio

changes. For example, if an individual becomes

obese, the abdominal mass prevents the

diaphragm from descending as far as it could,

and PFT observed (measured) results will be

less than predicted (from preestablished normal

data tables). Ethnicity may also impact PFT

results, and interpretation of observed data

should be compared to normal data of similar

ethnic groups. Results are usually given in

both raw data (liters per second) and percent

predicted (i.e., the test result as a percent of the

predicted values for the patients of similar char-

acteristics). Generally, results nearest to 100% of

the predicted value are the most normal, and

results over 80% are often considered normal.
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Qualitative Research Methods

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Qualitative research methods collect and analyze

qualitative data, which are often expressed in

words rather than numbers. Qualitative data can

be distinguished from quantitative data, which

are expressed in numbers (e.g., a systolic blood

pressure of 120 millimeters of mercury [mmHg]).

One example of a qualitative characteristic

is skin coloration (at least as traditionally

described). While normal skin colors vary from

pinkish white to black, medical conditions and

diseases can cause alterations of an individual’s

skin color. Anemia can lead to a white color

(in those not normally so white). Various inflam-

mations can lead to a red color (e.g., a severe

rash), and cyanosis resulting from cardiac failure

or lung failure leads to a blue color. Such assess-

ments are not recorded and reported in numbers

but in descriptive text.

Some researchers regard categorical data as

qualitative data, even though numerical represen-

tations do occur when presenting the data. Con-

sider the variables sex and blood group. Each of

us falls into a mutually exclusive category for

each one, e.g., male or female, and O, A, B, and

AB. None of us falls into more than one category

in each case. Additionally, there is no order to the

categories: blood group B neither comes before

or after blood group O. In a group of individuals

of interest, data could be presented as counts of

the number of individuals falling into each cate-

gory in each case, thereby using numbers.

There are categories that can be ordered.

For example, ordered categories of a pain that

is experienced would be mild, moderate, and

severe. Again, for a group of individuals of inter-

est (perhaps subjects undergoing mindful medi-

tation therapy or another behavioral intervention

for pain), it is possible to describe how many

individuals reported a pain falling in each of the

categories.
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▶Doctor-Patient Communication: Why and

How Communication Contributes to the Quality

of Medical Care

Quality of Life

Maartje de Wit and Tibor Hajos

Medical Psychology, VU University Medical

Center, Amsterdam, North Holland,

The Netherlands

Synonyms

Health-related quality of life

Definition

Quality of life (QoL) is a term used to refer to an

individual’s total well-being. There is disagreement

between scientists, sociologists, and clinicians

about the conceptualization of QoL, and hence,

a clear definition is lacking (Hunt, 1997). However,

current definitions can be categorized into three

types (Farquhar, 1995): (1) global definitions, such

as happiness/unhappiness; (2) definitions that break

down QoL into a series of components or dimen-

sions; and (3) focused definitions, which are often

pragmatic approaches in which QoL is seen as syn-

onymous with domains of the field of interest to the

researchers (e.g., functional status is sometimes

used as a measure of QoL by health researchers).

The first type of definitions has been

researched since Aristotle, and still no consensus

has been reached on how to define happiness and

how to measure it (Fayers & Machin, 2000). The

second and third types of definitions have under-

lying assumptions for which consensus exists

about the domains encompassed by QoL. These

latter two types of definitions provide a more

practical approach for research purposes.

Across all definitions, considerable agree-

ment exists that QoL is conceptualized as a

multidimensional construct incorporating pri-

marily the person’s evaluation of his/her own

life. The World Health Organization (WHO)

defines QoL as the individuals’ perception of

their position in life in the context of the culture

and value systems in which they live and in

relation to their goals, expectations, standards,

and concerns. It is a broad-ranging concept

affected in a complex way by the person’s phys-

ical health, psychological state, level of indepen-

dence, social relationships, personal beliefs, and

their relationship to salient features of their envi-

ronment (World Health Organization, 1995).

The impact of health and illness on a person’s

QoL is referred to as health-related quality of life

(HRQoL). QoL and HRQoL are often used

interchangeably.
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Quality of Life: Measurement

Maartje de Wit

Medical Psychology, VU University Medical

Center, Amsterdam, North Holland,

The Netherlands

Definition

Subjective assessment of the various aspects of

quality of life.

Description

Quality of Life (QoL) is considered an important

outcome variable in health-care practice and

research. Consideration of QoL provides health-

care providers, researchers, and policy makers

insight into how variables of interest (e.g., chronic

disease,medicationuse, living environment) impact

a person’s subjective well-being, which is instru-

mental to improving health-care practice systems.

QoL measures may be of potential value in

comparing outcomes in clinical trials, evaluating

interventions, commissioning programs of care,

assessing the outcomes of new treatments, and in

audit work. Further on, measuring health-related

QoL (HRQoL) can facilitate discussion between

patients and professionals in health care and stim-

ulate the dialogue betweenmedical outcomes and

patients’ subjective views (de Wit et al., 2008;

Detmar, Muller, Schornagel, Wever, &

Aaronson, 2002; Pouwer, Snoek, van der Ploeg,

Ader, & Heine, 2001).

Measurement of QoL

Despite a clear definition of QoL, there is general

agreement that health-related QoL (HRQoL)

encompasses physical, cognitive, affective, psy-

chological, social well-being, health perception,

and disease- and treatment-related symptoms.

Overall QoL expands upon this and incorporates

non-medical-related aspects of a person’s life

such as the influence of work, spirituality, and

other life circumstances (Koot, 2001).

QoL can include both objective and subjective

perspectives in each domain (Testa & Simonson,

1996). The objective assessment of QoL focuses

on what the individual can do, and is important in

defining the degree of health. The subjective

assessment of QoL includes the meaning to the

individual; essentially it involves the translation

or appraisal of themore objectivemeasurement of

health status into the experience of QoL. Differ-

ences in appraisal account for the fact that indi-

viduals with the same objective health status can

report very different subjective QoL (Fayers &

Machin, 2000).

Generic and Disease Specific Instruments

There are a wide variety of instruments available

to obtain information on QoL. These instruments

can be divided into generic and disease-specific

instruments. Generic measures attempt to mea-

sure all important domains of QoL. Generic mea-

sures are most useful when comparisons or

decisions have to be made for large groups of

patients with disparate conditions and back-

grounds (Fayers & Machin, 2000). For example,

it gives the opportunity to compare the QoL of

people with diabetes with their healthy peers or to

people with asthma.

Disease-specific measures include domains

that are designed to be valid only for a specified

condition. Therefore they maximize content

validity and support greater sensitivity and
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specificity (Guyatt, Feeny, & Patrick, 1993), and

may be particularly informative for disease man-

agement at the individual patient level. Advances in

the development ofQoLquestionnaires for children

resulted in generic questionnaireswith complemen-

tary disease-specific modules (Bullinger, 2005;

Ravens-Sieberer et al., 2008; Varni, Burwinkle, &

Seid, 2005; Varni, Seid, & Rode, 1999). This

measurement approach enables researchers and

professionals to compare children with a specific

disease to their healthy peers and also examine the

impact of the disease at the same time.

QoL Measurement in Children

The development and validation of instruments

for children have evolved over the past 30 years.

Traditionally, parents have been the ones

reporting on their child’s HRQoL, because the

child was seen as an unreliable respondent.

When the child is very young or ill, the child

may indeed be unable to complete question-

naires. However, relying on the parent as infor-

mant may result in incomplete assessment to the

extent that the child’s subjective experience and

perceptions of HRQoL may be overlooked (Eiser

& Morse, 2001a). Especially as the child grows

older and develops his/her own life, the HRQoL

reports of parents become less informative. It has

been shown that parents and children agree more

on objective domains of HRQoL (i.e., physical

functioning) than on subjective domains, like

emotional and social functioning (Eiser & Morse,

2001a; Janse, Sinnema, Uiterwaal, Kimpen, &

Gemke, 2008).

As children and parents do not necessarily

share similar views about the impact of illness,

children are more directly involved in decisions

about their own care and treatment as they

mature. However, assessment of QoL in chil-

dren poses unique problems (Eiser & Morse,

2001a). Children do not share adult views

about the cause, aetiology, and treatment of ill-

ness. They may interpret questions differently,

and adopt a different time perspective. In addi-

tion, their abilitiy to use rating scales, under-

stand the language, and generally complete

lengthy questionnaires of the type used in adult

work, may be compromised by age and cogni-

tive development. These considerations have

guided the development of QoL questionnaires

especially for children (Eiser & Morse, 2001a;

Solans et al., 2008).

Choosing an Instrument

Because of the broad, multidimensional nature of

QoL, it is advised that researchers who want to

measure QoL define what they mean by “quality

of life,” or explain which domains of quality of

life they want to measure using a specific instru-

ment. For example, the terms “health-related

QoL” (HRQoL), “functional status,” and “health

status” are often used interchangeably. However,

although health or functional status can be part of

HRQoL, it does not take the patient’s perspective

into account.

The Patient-Reported Outcome and Quality

Of Life Instrument Database (PROQOLID)

(www.proqolid.org, Mapi Research Institute,

2001–2011) provides an outline of available

instruments to measure patient-reported out-

comes or QoL. It should be noted, however, that

identification of an instrument in this database

does not necessarily mean it is valid and reliable

in view of the question at hand. Thus, instruments

should be selected with care (Bradley, 2001;

Eiser & Morse, 2001b; Fayers & Machin, 2000;

Koot & Wallander, 2001; Solans et al., 2008).
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▶ Job Performance

Quality-Adjusted Life Years (QALYs)

M. Bryant Howren

Department of Psychology, The University of

Iowa & VA Iowa City Healthcare System,

Iowa City, IA, USA

Definition

The Quality-Adjusted Life Year (QALY) is

a standardized measure of disease burden which

combines both survival and health-related quality

of life into a single index. The QALY is primarily

used in cost-effectiveness analyses to guide deci-

sions regarding the distribution of limited health

care resources among competing health programs

or interventions for a population of interest, but

has also been used to aid decisions regarding

clinical management and individual patient care.

Conceptually based in expected utility theory,

the QALY rests on the assumption that prefer-

ence-weighted values may be attached to specific

health states relative to the time spent in those

states. Because the QALY incorporates both

quantity and quality of life, it therefore provides

a reasonable estimate of the amount of quality

time (i.e., health benefit) an individual may expe-

rience as a result of a particular health program or

intervention. Furthermore, comparisons between

programs or interventions may be made both

within a single disease and across different dis-

eases. Consequently, the QALY has been widely

used as an outcome measure in medicine, psy-

chology, public health, and economics.
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Calculation of the QALY requires various

health states be assigned a value ranging from

zero to one, with zero representing death and

one representing ideal health. Health states con-

sidered worse than death (i.e., a health state val-

uation less than zero) can also exist and are

assigned a negative value. In order to determine

the values of each particular health state, respon-

dents are asked to rate them relative to one

another, or using an anchor point such as death.

Several methods may be used to ascertain valua-

tions, including preference measurement tech-

niques such as the standard gamble or time

trade-off, or through the use of rating scales,

such as the EQ-5D, Health Utilities Index,

Quality of Well-Being Scale, and SF-6D.

A number of limitations have been described

with respect to the measurement and incorpora-

tion of QALYs. In particular, QALYsmay be less

useful in the context of preventive health pro-

grams (i.e., when health effects may not materi-

alize for some time), or chronic diseases (i.e.,

where quality of life may be more important

than survival). Other concerns include inconsis-

tencies among valuations due to method vari-

ance, situations in which population-level

preferences about a particular disease differ

from preferences of the subgroup afflicted with

the disease and, more generally, decisions regard-

ing whose preferences should matter most when

assigning values to specific health states. These

limitations notwithstanding, the QALY serves as

a straightforward, intuitive measure of disease

burden and remains an important tool in health

care decision-making.
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▶Health-Related Quality of Life
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Quantitative EEG Including the Five
Common Bandwidths (Delta, Theta,
Alpha, Sigma, and Beta)

Salvatore Insana

Western Psychiatric Institute and Clinic,

Pittsburgh, PA, USA

Synonyms

Frequency analysis; Power spectral analysis;

qEEG; Spectral analysis

Definition

Quantitative electroencephalography (qEEG) is an

analytical technique that can be used to objectively

describe the frequency and power of electroen-

cephalography data.

Description

Quantitative electroencephalography (qEEG) can

be used in any application where electroencepha-

lography (EEG) is applied. In this entry, qEEG

will be described in the context of its application
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in the measurement of brain activity patterns that

can be used to infer sleep. Sleep can be measured

with polysomnography (PSG), which is currently

considered the “gold standard” measure of

sleep-wake states. EEG is an integral component

to PSG, along with electrooculography (EOG),

and electromyography (EMG). In order to assure

standardized PSG measurement procedures, there

are uniform practice parameters established by the

American Academy of Sleep Medicine (AASM

[Iber, Ancoli-Israel, Chesson, Quan, & AASM,

2007]). The AASM sleep-monitoring practice

parameters include specified criteria for electrode

placement, equipment calibration, and PSG

acquisition. Once PSG sleep signals (i.e., EEG,

EOG, and EMG) are appropriately recorded,

the signals can be used together for visual

analyses; additionally or alternatively, EEG can

be independently used for quantitative analyses.

Visual PSG Analyses: When sleep is measured

with PSG, the measured signals are typically

sectioned into consecutive 30-s intervals through-

out the entire PSG recording period. These 30-s

intervals are termed “epochs.” Within each

epoch, the PSG measured signals (i.e., EEG,

EOG, and EMG) are cumulatively used to

differentiate sleep from wake, and to further

classify sleep into different categories that are

known as sleep stages. According to the AASM

(Iber et al., 2007), sleep can be classified into four

stages that include N1, N2, N3, and Rapid Eye

Movement (REM) sleep. Sleep stage scoring is

completed by a trained technician who visually

interprets the PSG signals in accordance with the

aforementioned standard practice parameters.

Once visually scored, sleep can be described by

variables that include, but not limited to,

time spent in particular stages, latency to

particular stages, arousals from sleep, and spe-

cific physiological events during sleep. Visually

scored sleep can be displayed on a hypnogram

plot.

Quantitative EEG analyses: When sleep is

measured with EEG, the measured signals can

be analyzed and described quantitatively by

their frequency and power. There are mathemat-

ically detailed components to quantitative EEG

analysis; these components will be broadly

described (see reviews, Campbell, 2009; Thakor

& Tong, 2004). Preliminary processing includes

digitization and prefiltering. Typically, EEG sig-

nals are digitized at a rate of 256 Hz, are band-

limited using a low-frequency and high-fre-

quency filters (e.g., signals �0.5 and �64 Hz

are removed) to remove irrelevant signals, and

are decimated (e.g., halved to128 Hz) for the

analyses. Low-frequency artifacts are removed;

for example, epochs that were visually scored as

wakefulness or movement artifact could be

excluded. High-frequency EEG artifacts are

removed; for example, an algorithm can be

implemented that excludes a predetermined bin

length (e.g., 4 s) if that bin exceeds

a predetermined high-frequency threshold rela-

tive to the frequency in adjacent bins. Once arti-

facts are removed, a fast Fourier transformation

(FFT) is implemented to analyze wave frequency

(in Hertz) within the epochs; that is, epochs are

analyzed according to moving windows that par-

tially overlap with preceding and succeeding

windows. For example, a 30-s epoch that is

analyzed according to a 4-s window can have

a 2-s overlap among windows, thus yielding 15

windows for the epoch. Common FFT window

functions include Hanning, Hamming, Bartlett,

and Welch; these functions differ in duration

and window overlap lengths (Campbell, 2009;

Thakor & Tong, 2004). Wave amplitude is

sampled in microvolts and is squared to convert

the wave amplitude to power; power is calculated

within each frequency band, described below.

Power is grouped according to frequency

within specific broad bands or frequency ranges.

There are five commonly used frequency bands

that are examined with spectral analysis. The

frequency bands typically fall within the range

of 0.5–32 Hz; however, these frequency bands

can slightly vary by laboratory and can be further

broken down into narrower components as

guided by the research or clinical question. The

behavioral functions that correspond to each

frequency band during sleep have not been

clearly elucidated; however, current theories are

briefly mentioned. The delta band encompasses

the frequency range of 0.5–4 Hz. Delta activity is

positively associated with the homeostatic sleep
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drive in such a manner that delta activity

increases in correspondence to increased awake

time (Dijk, Brunner, Beersma, & Borbély, 1990).

The theta band encompasses the frequency range

of 4–8 Hz. Similar to delta activity, theta activity

is positively associated with the homeostatic

sleep drive (Dijk et al., 1990). The alpha band

encompasses the frequency range of 8–12 Hz.

Alpha activity is positively associated with

relaxed wakefulness and drowsiness associated

with sleep onset (Cantero, Atienza, & Salas,

2002). Alpha activity is also present during

REM sleep and is theorized as being a micro-

arousal that can then lead to a full arousal during

sleep; the purpose(s) of alpha associated arousals

during REM sleep is unknown (Cantero &

Atienza, 2000). The sigma band encompasses

the frequency range of 12–16 Hz. Sigma activity

is positively associated with sleep spindles

and has been linked to learning, memory, and

intelligence (Fogel & Smith, 2011; Geiger et al.,

2011). The beta band encompasses the frequency

range of 16–32 Hz. Beta activity is positively

associated with physiological arousal and

psychological stress (Hall et al., 2007).

Spectral EEG power within particular band-

widths changes throughout development

(Gaudreau, Carrier, & Montplaisir, 2001).

Spectral EEG power is highly variable across

individuals, but demonstrates a trait-like

“fingerprint” that is stable within individuals

across nights (De Gennaro, Ferrara, Vecchio,

Curcio, & Bertini, 2005), as well as across

both sleep and wake states (Ehlers et al., 1998).

Spectral EEG power has been implicated in a wide

range of sleep research topics including stress

(Hall et al., 2000), intelligence (Geiger et al.,

2011), memory (Fogel & Smith, 2011), psychopa-

thology (Tekell,et al., 2005), and sleep disorders

(Buysse et al., 2001; Krystal & Edinger, 2010;

Perlis, Smith, Andrews, Orff, & Giles, 2001).

Spectral power can be calculated for each EEG

recording site (e.g., C3/M2, and C4/M1). Total, or

absolute, power is the sum of all power frequen-

cies, within each epoch, across all bandwidths

analyzed. Relative power is the power per band-

width divided by total power times 100. Relative

power density can be used to describe individual

differences in variability because it is standardized

by an individual’s total power. qEEG calculations

are commonly paired with visually scored sleep

stages; this pairing can yield power in particular

bands during specific sleep stages (e.g., delta

power during non-REM sleep [NREM]). Once

analyzed, sleep power spectra can be visually

displayed on modeled power frequency curves

with frequency, in Hertz, on the X-axis and the

logarithmic power transformation on the Y-axis.

Themodeled power frequency curve can represent

the entire night, or a specified sleep state such as

all NREM sleep, the first NREM sleep bout, all

REM sleep, etc.

To date, neither qEEG standardized analyses

nor practice parameters have been established;

therefore, the qEEG techniques can vary by labo-

ratory (e.g., Vasko et al., 1997). For instance,

laboratories use different methods for identifying

low- and high-frequency artifacts, choice of win-

dow for weighting epochs, definition of frequency

broad band ranges, and the specific electrode

placement used for analyses (e.g., C3/M2,

C4/M1, or average of the two locations). Thus,

when reporting qEEG values, a thorough descrip-

tion of the acquisition, processing, and interpreta-

tion techniques are of paramount importance.

Cross-References
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Quantitative Trait Locus (QTL)

Matthew A. Simonson

Institute for Behavioural Genetics, Boulder,

CO, USA

Synonyms

QTL

Definition

A quantitative trait locus (QTL) is a region of

DNA that influences, or is otherwise associated

with, a quantitative trait (Mackay, 2001). Unlike

“Mendelian” traits, most traits that vary within

a population are influenced by a large number of

genes. The genetic effects of Mendelian traits are

predominantly influenced by a single genetic

locus that is inherited through simple and predict-

able patterns. Some examples of such traits in

humans include blood type, albinism, and

Huntington’s disease (Dipple & McCabe, 2000).

Alternatively, traits such as height, intelligence,

risk for most forms of illness, as well as many

others, are usually due to the combined effect of

many genes and regulatory regions. Such traits

vary over a continuous range and are quantifiable

by the degree to which the trait is expressed

(Weiss, Pan, Abney, & Ober, 2006).

To identify genetic regions that harbor QTLs,

genetic markers are first identified across an

organism’s chromosomes. By examining whether

a marker co-segregates with a trait through
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a pedigree more often than expected by chance,

the regions of the genome near those markers are

thought to have some effect on the trait (Morgan,

1911). This method of mapping traits to regions of

genomes has been applied to several model organ-

isms, both plant and animal, for roughly 100 years.

The mapping of QTL regions, called “linkage

analysis,” has enabled the identification of genes

and causal polymorphisms for several human

traits (Almasy & Blangero, 2009).

By locating which QTLs (and associated

genes or regulatory regions) contribute to a trait,

a better understanding of the genetic architecture

of a phenotype is gained (Eaves 1994). Through

an increased understanding of the genetic archi-

tecture of traits, more refined methods of analysis

can be employed. By combining information

from genome-wide linkage studies with

genome-wide association studies (GWAS), sus-

ceptibility alleles that would have previously

been overlooked can be identified (Howrigan,

Laird, Smoller, Devlin, & McQueen, 2011).

Also, if a region is identified as a QTL relevant

to a phenotype, it can then be sequenced (Feltus

et al., 2011). By analyzing the sequence in

a region, a better understanding of the underlying

biology of a trait can then be ascertained.
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Synonyms

Racial/ethnic disparities; Social health

Definition

Racial inequalities in economic and social

well-being refer to disparities or disproportionate

differences between racial/ethnic groups in key

areas (e.g., educational achievement, health status,

housing quality) that shape a person’s/groups’

opportunities and chances for optimal functioning

in society (Blank, 2001).

Description

Generally, indicators of economic and social

well-being in the literature have included

educational attainment, labor markets, economic

status, health status, crime and criminal justice,

and housing. As in many other aspects of our

society, race/ethnicity remains a significant

predictor of well-being. Economic and social

well-being are socially patterned. In comparison

with Whites, racial/ethnic minorities experience

disproportionate lower (i.e., worse) rates on some

of the aforementioned indicators. For example,

racial/ethnic inequalities in educational attainment

(e.g., high school completion, college graduation)

are prevalent for African Americans/Blacks and

Hispanics/Latinos compared with Whites, even

though educational attainment for African

Americans/Blacks has increased considerably in

recent years. Of significance is that no improve-

ments have been noted in racial inequalities for

family income, the most widely used measure of

overall economic well-being (Blank, 2001).

Although racial inequalities in economic and

social well-being exist, with certain racial/ethnic

groups (e.g., African Americans/Blacks; Latinos/

Hispanics) being persistently disadvantaged in

a number of areas, it has generally been assumed

that all racial/ethnic groups experience

these inequalities in a uniform manner. In fact,

however, not only are there differences between

racial/ethnic minority groups and majority racial/

ethnic groups, there are also differences between

and within racial/ethnic minority groups (Nazroo,

2003). For example, although also considered to

be racial/ethnic minorities, Asian and Pacific

Islanders, unlike African Americans/Blacks and

Hispanics/Latinos, typically tend to do as well as
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Whites on many measures of well-being (Blank,

2001). Likewise, although Hispanics/Latinos tend

to experience inequalities in most measures of

economic well-being, some subgroups of

Hispanics/Latinos (e.g., Cubans) tend to fare better

than others (e.g., Mexican Americans and Puerto

Ricans) on these same measures.

Limited data exist to account for the heteroge-

neity that exists within racial/ethnic groups when

conducting health research. Nonetheless, as

a whole, racial/ethnic minorities (primarily

African Americans/Blacks, Hispanics/Latinos,

and American Indians/Alaskan Natives) tend to

lag behind their White counterparts on most

measures of economic well-being (e.g., educa-

tional achievement, personal and family income,

employment) as well as being disproportionately

represented in measures of social well-being

(e.g., crime victims, being arrested and incarcer-

ated) (Blank, 2001).

Racially structured inequalities threaten the

well-being of racial/ethnic minority groups.

Indeed, inequalities in any of the economic and

social well-being measures may come to

adversely affect health, either directly or

indirectly (Nazroo, 2003). Racial inequalities in

any one area of well-being tend to be closely

linked to inequalities in other areas. For example,

racial/ethnic groups that are less likely to

complete high school are also less likely to have

high earnings, and may therefore be less likely to

have health insurance or access to quality health

care. Thus, racial inequalities in economic and

social well-being may come to create a cycle of

accumulated disadvantages that can eventually

take a toll on health (Blank, 2001; Braveman,

Sadegh-Nobari, & Egerter, 2008).

At every stage of life, moreover, these social

inequalities are linked to health. Indeed, from

a life-course perspective, racial inequalities expe-

rienced in childhood, particularly those related to

socioeconomic status (e.g., poverty, parental

education, and income level), may also translate

into accumulated disadvantage and can have -

significant effects on human development. Signif-

icantly, the health impacts of racial inequalities in

economic and social well-being can be transmitted

across generations (Braveman et al., 2008).

Without a doubt, racial inequalities in economic

and social well-being have significant implications

for population health. As noted by Williams and

Jackson (2005, p. 331), persistent racial/ethnic

disparities “violate widely shared U.S. norms

of equality of opportunity and the dignity of

each person” and as such, eliminating existing

disparities is critical for the overall well-being of

the entire society.
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Synonyms

Racial/ethnic discrimination

Definition

Racism can manifest itself in multiple forms and

at multiple levels. Jones (2000) noted there are

three levels by which racism can occur: (1) insti-

tutional, (2) personally-mediated, and (3) inter-

nalized. Institutional-level (“structural”) racism

refers to discriminatory policies, practices, laws,

and procedures embedded within an organiza-

tional infrastructure that disproportionately affect

a particular racial/ethnic group. At the institu-

tional level, racism can manifest itself in terms

of material conditions (e.g., differential access to

and quality of health care) or access to power

(e.g., differential access to resources and infor-

mation). Personally-mediated (individualized)

racism refers to differential treatment based on

race/ethnicity, resulting from negative attitudes,

assumptions, and beliefs about a racial/ethnic

group. Examples of personally-mediated racism

include receiving poor or no service at restau-

rants, being devalued, and followed around in

stores.

Internalized racism refers to a person’s percep-

tion of themselves, including acceptance of nega-

tive societal belies and stereotypes about one’s

own racial/ethnic group. In contrast to institutional

and personally-mediated racism, which generally

do not have an identifiable source for its perpetra-

tor, internalized racism does (Jones, 2000).

Significantly, Jones (2000) added that by the

time individuals experience personally-mediated

or internalized racism, they will most likely have

already encountered some level of institutional

racism.

In general, ethnic minorities are more likely to

experience and perceive racism (Shavers &

Shavers, 2006). For example, racial/ethnic

minority groups disproportionately experience

structural racism, such as residing in segregated

neighborhoods with concentrated levels of pov-

erty, which is a result of discriminatory housing

practices. These racialized contexts put racial/

ethnic minority groups at risk for a number of

deleterious health outcomes, since racial segre-

gation and the adverse conditions experienced

within this context generally include crowded

housing and exposure to pollutants, which can

affect both mental and physical health (Shavers

& Shavers, 2006). Likewise, living in structurally

and economically deprived communities also

means that children have less access to high-

quality public schools, which limits opportunities

for social mobility and may indirectly have an

effect on one’s life chances and achieving opti-

mal health (Shavers & Shavers, 2006). Consider-

ing the significant implications that institutional

racism has on health (and a number of social

outcomes), burgeoning research in public health

is now focused on examining how structural

factors influence health.

Interpersonal racial/ethnic discrimination,

which is a direct outgrowth of racism (Williams,

Lavizzo-Mourey, &Warren, 1994), has been one

of the most widely studied in health research,

although studies range in its measurement

(Brondolo, Gallo, & Myers, 2010; Paradies,

2006). For example, many studies have measured

the construct with single-item measures such as

whether a person has been treated differently or

unfairly due to their race or ethnicity, and many

others have measured it with scales tapping into

unfair treatment that could be attributed to race,

ethnicity, gender, weight, among other factors.

(Brondolo et al., 2010; Krieger, 1999; Paradies,

2006). Significantly, this form of racism has been

found to strongly (inversely) relate to a number of

mental and physical health outcomes and health-

related behaviors, including higher risk for psy-

chiatric disorders, chronic health conditions,

smoking, illicit substance use, and alcohol use/

abuse (Krieger, 1999; Paradies, 2006; Shavers &

Shavers, 2006). It has been argued that these
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outcomes result from the chronicity and per-

ceived stressfulness associated with experiences

of differential treatment based on race and eth-

nicity (Williams et al., 1994).

Although less studied in health research, inter-

nalized racism has significant implications for

health, particularly because this form of racism

is associated with the way people think and feel

about themselves and members of their own

group. Thus, changes in affect and cognition,

for example, may in turn affect health through

behavioral and psychophysiological mecha-

nisms, which are likely to contribute to racial/

ethnic disparities in health status (Brondolo

et al., 2010).

Moreover, in contrast to socioeconomic status,

which has been widely cited as an underlying

factor of health disparities, racism has only

recently (in the last two decades) gained consid-

erable attention as a contributor to health dispar-

ities. In fact, racial/ethnic discrimination

accounts for health disparities even after account-

ing for a number of other factors, including socio-

economic status (Shavers & Shavers, 2006).

Indeed, the role of racism in public health is

argued to be of substantial importance given the

wide-ranging effects it may have on population

health. That is, racism is a central social determi-

nant of health status and an underlying mecha-

nism of racial/ethnic health disparities (Williams

et al., 1994). Further, although racism manifests

itself in multiple ways, all forms of racism have

been shown to independently relate to adverse

health outcomes. Thus, racism at any level can

result in not just individual-level effects but in

population-level effects as well (Brondolo et al.,

2010).
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Definition

Radical Prostatectomy

Radical prostatectomy (RP) is a technique used to

surgically remove the prostate gland and, com-

monly, the seminal vesicles, lymph nodes, and

surrounding tissue. Surgeons have used RP to

treat benign and malignant prostate disease for

over 100 years. Advances in knowledge of pelvic

anatomy, technology, and surgical techniques

have positioned RP as a definitive treatment for

localized prostate cancer. Currently, RP refers to

several surgical approaches that vary, based on site

of surgical entry and whether the surgery is “open”

or uses minimally invasive “laparoscopic” tech-

niques. These options include open retropubic

(RRP), perineal (RPP), and laparoscopic and

robotic-assisted laparoscopic (LRP) surgical

approaches. Additionally, RP approaches may be

used as first-line treatment for prostate cancer or

second treatment after “biochemical recurrence”

(i.e., rising prostate-specific antigen levels

posttreatment). Other options for treatment

include radiation, hormone therapy, or surveil-

lance instead of active treatment.

Factors Influencing Receipt of Radical

Prostatectomy

Anumber of factors influence patients’ decisions to

undergo active prostate cancer treatment. Factors

specifically influencing receipt of RP treatment

include patients’ age, comorbid conditions, pros-

tate cancer stage and grade, and the presence of

metastases. Men who are older, or who have poor

health status (e.g., obesity, comorbidities) and

advanced stage or grade at the time of diagnosis

are more likely to receive treatment modalities

other than RP. Research is divided on the associa-

tion between race/ethnicity and receipt of RP.

Some authors have reported that African Ameri-

cans are less likely to receive RP, possibly because

ofmore advanced disease at diagnosis; while others

report no ethnic variations in treatment patterns.

Complications of Radical Prostatectomy

RP approaches produce similar cancer-control

outcomes but vary in terms of peri- and

postoperative complications. Perioperative com-

plications include neurological, bowel, rectal,

and bladder injuries; deep venous thrombosis;

and pulmonary embolism. While there are less

data for LRP, it appears that rates for many peri-

operative complications are low for LRP but

somewhat higher than rates for RRP and RPP.

More common perioperative complications

include urine leakage into the abdominal cavity,

restrictive narrowing of the bladder neck, and

excessive blood loss requiring transfusion.

Higher rates of complications occur during RRP

and RPP than during LRP. Many perioperative

complications can be corrected surgically after

discovery. Patients opting for surgical interven-

tion tend to experience postoperative complica-

tions at significantly higher rates than those

opting for other prostate cancer treatment modal-

ities (e.g., electron beam radiation).

Urinary and bowel incontinence and sexual

dysfunction are well-documented postoperative

complications of RP. For example, RP causes

changes in urinary function (i.e., urgency,

frequency, control, incomplete emptying),

irrespective of surgical approach. Urinary effects

are usually immediate, and recovery times may

vary substantially for men who develop stress

urinary incontinence. Men may take as long as

2–3 years before regaining some measure of

continence after RP, though patients rarely expe-

rience continuous or complete incontinence. Post-

RP continence rates at 12 months are between

40% and 95%, with patients at high-volume facil-

ities achieving better continence rates. Hence, it is

recommended that patients be monitored for

1 year post-RP before introducing medical or sur-

gical interventions for urinary incontinence, as

this issue may resolve with time. Findings from

previous trials suggest that Kegel exercises and

biofeedback prior to surgery may improve post-

RP continence rates. In addition to provider- and

facility-level factors, factors such as older age at

the time of surgery, higher body mass index,

higher prostate volume, perioperative RP bladder

injury, and previous history of lower urinary tract

symptoms or radiation therapy also contribute to

post-RP urinary continence outcomes.
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Post-RP sexual dysfunction is a complex

phenomenon, with erectile dysfunction occurring

in 25–85% of patients. This postoperative com-

plication is more likely the result of

a combination of the aging process, the disease

itself, and RP treatment; but preoperative sexual

function, comorbid health conditions, and life-

style or behavioral factors (e.g., tobacco and alco-

hol use) are also contributing factors. Patients

experiencing erectile difficulties immediately

after surgery may gradually regain sexual

function, particularly those with higher sexual

functioning pre-RP; men have reported partial

recovery of sexual function upwards of

2–4 years after surgery. Additional post-RP

sexual effects include sterility, changes in penile

length, and changes in orgasms resulting from

concurrent removal of the prostate and seminal

vesicles during RP.

Postoperative changes in bowel functioning

are another potential complication of the RP

surgical approach. Symptoms include increased

frequency or urgency, diarrhea, and rectal bleed-

ing. Men with post-RP bowel incontinence may

report decline in bowel function at 4 months after

surgery. As with urinary continence, many

patients experiencing bowel dysfunction may

recover function within the first year post-RP,

while others may struggle with symptoms for

years after treatment.

The Psychological Impact of Radical

Prostatectomy

Advances in prostate cancer screening and detec-

tion are contributing to increasingly early pros-

tate cancer diagnoses. A related trend concerns

the often direct linkage between diagnosis and

active treatment. Combined, these trends virtu-

ally ensure that younger men and those with

low-risk prostate cancer will be offered treatment

that they may or may not take and experience

related side effects potentially for decades.

In addition to medical complications, there are

mental health and psychological complications.

A number of studies have examined psycho-

social outcomes after prostate cancer treatment,

including general, cancer-specific, and disease-

specific health-related quality of life (HRQOL).

General HRQOL encompasses a number of

health domains related to mental/emotional,

social, and physical/functional well-being.

Cancer-specific instruments broadly assess the

impact of having cancer across various health

domains, while disease-specific instruments eval-

uate aspects of specific cancers. Commonly used

general and cancer-specific HRQOL measures

include the Medical Outcomes Survey

Short Form-36 (or shorter versions) and the

European Organization for Research and Treat-

ment of Cancer Quality of Life Questionnaire

(EORTC-QLQ-30), respectively. The Prostate

Cancer Index (PCI) and Expanded Prostate

Cancer Index: Composite (EPIC) are widely

used disease-specific instruments.

Peer-reviewed literature provides strong

evidence concerning the relationship between

receiving RP and reduced HRQOL from chronic

urinary, sexual, and bowel complications. Based

on longitudinal studies, men receiving RP

initially experience problems across general

HRQOL domains, such as vitality/energy and

role-physical well-being that substantially

resolve over the course of the first year; most

will return to preoperative general HRQOL levels

across many domains during that time period. In

terms of cancer-specific or disease-specific

HRQOL, receiving RP is linked to immediate

decrements in urinary and sexual function.

Urinary function reaches its nadir around

3 months post-RP and gradually improves until

years 2–3. At year 2, a substantial number of

men’s urinary function scores have not returned

to preoperative levels, and they continue to report

some degree of daily urine leakage. RP patients

also experience decreased sexual functioning,

reaching its nadir at 6 months post-RP and

gradually improving through years 2–4. Yet

return to presurgery levels of sexual function

may not be possible for substantial numbers of

patients; only about 34% of men undergoing RP

return to preoperative levels by year 5. Men

experiencing persistent erectile dysfunction may

experience radical shifts in body image and

confidence in initiating sexual intimacy, causing

them to question their masculine and sexual

identities.
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Thus, post-RP complications cause a number

of psychological, emotional, and social concerns

that have lasting impact on men’s HRQOL,

including changes in masculine self-image and

confidence and anxiety about cancer recurrence.

The RP-HRQOL relationship is influenced by

a number of demographic and psychosocial fac-

tors. Younger men undergoing RP experience

greater recovery in terms of urinary and sexual

function than their older male counterparts at

1-year post-prostatectomy. They also report

lower urinary and sexual bother scores on

average than older men. Men who are married

or white are significantly more likely to return

to pre-RP general HRQOL levels than their

unmarried or racial/ethnic minority counterparts.

Married men experience greater recovery in

general health and social well-being domains;

while those who are white experience gains in

the physical, social well-being, and role-physical

domains. Moderating or mediating psychosocial

factors include health literacy, perceived stress,

treatment satisfaction, and fear of recurrence.

Interventions exist that ameliorate many of the

post-prostatectomy physical complications. For

example, nonpharmacological interventions

such as Kegel exercises or erectile aides (e.g.,

penile pumps) are available. Some RP patients

may also experience enhanced sexual functioning

with PDE-5 inhibitor usage; over one half of

patients who initiate pharmacological penile

rehabilitation recover natural erectile function

by 18 months post-RP. Interestingly, a number

of men with erectile difficulties will discontinue

treatment after the first failed intervention,

despite evidence suggesting that men attempting

two or more options are more likely to find effec-

tive treatment.

A growing number of randomized controlled

trial-tested interventions are targeting prostate

cancer patients and caregivers in clinically mod-

ifiable areas, such as physical and psychological

symptom management, literacy and culturally

appropriate educational materials, decisional

aids, marital communication and adjustment,

and other areas. Integrative psychological and

behavioral approaches to prostate cancer treat-

ment-related complications are warranted for

improving HRQOL after RP. Behavioral medi-

cine researchers and clinicians will increasingly

be called upon to lend their expertise as part of

multidisciplinary teams or in disseminating study

results within clinical settings.
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Random-Coefficient Model

▶Hierarchical Linear Modeling (HLM)

Random-Coefficient Regression
Modeling

▶Multilevel Modeling

Random-Effects Modeling

▶Multilevel Modeling

Randomization

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Randomization is a process of randomly

assigning experimental subjects to one of the

treatment groups so that many potential influ-

ences that cannot be controlled for (e.g., height,

weight) or cannot be determined by observation

(e.g., specific metabolic pathway influences in

pharmaceutical clinical trials) are likely to be

as frequent in one treatment group as they are in

the other. The goal of randomization is to elimi-

nate bias.

Randomization occurs after a subject’s eligi-

bility for a clinical trial has been determined and

before any experimental data are collected.

The process facilitates the random assignment

of subjects to different treatment groups with

the intent of avoiding any selection bias in subject

assignment.

As discussed in the entry titled “▶Hypothesis

Testing,” inferential statistics requires the ran-

dom assignment of subjects to different treatment

groups to allow differences in responses between

treatment groups to be connected to the treat-

ments received. Randomization means that

other potential sources of influence on the data

have been randomly allocated to each treatment

group. That is, subjects have an independent

(and usually, but not necessarily, equal) chance

of being in the different groups. While subjects

are typically randomized to two treatment

groups in a 1:1 ratio, generating the same num-

ber of subjects in each group, other randomiza-

tion ratios can be used. For example, a ratio of

2:1 for an active treatment versus a placebo

treatment would mean that two thirds of the

subjects would be randomized to the treatment

group and one third to the placebo group. Such

an unequal randomization ratio has various

implications, including the consequence that

the statistical power to detect a difference

between the groups is not as high as it would

be if the same number of subjects had been used

and the number of subjects in each group had

been equal.

As noted, the goal of randomization is to

eliminate bias. This includes subject bias,

based on their knowledge of which treatment

group they have been assigned to (this is not

possible on all occasions, and can be particularly

difficult in studies of behavioral medicine inter-

ventions), and investigator bias. Investigator

bias is eliminated by preventing researchers

from deliberately assigning subjects to one treat-

ment group or the other. Two possible uncon-

scious or conscious biases on the part of the

researcher that are thus removed are an inclina-

tion to place less healthy subjects in the treat-

ment group receiving the intervention they

believe to be most beneficial, and an inclination
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to place the more healthy subjects in the group

receiving a “favored” intervention to demon-

strate its superiority.

Cross-References

▶Bias

▶Hypothesis Testing

▶Randomized Clinical Trial

Randomized Clinical Trial

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Randomized concurrently controlled clinical

trial; Randomized controlled clinical trial

Definition

A randomized clinical trial is one in which the

subjects in each treatment group have been

placed in that group by a randomization proce-

dure. Randomization involves randomly

assigning experimental subjects to one of the

treatment groups so that many potential influ-

ences that cannot be controlled for (e.g., height,

weight) or cannot be determined by observation

(e.g., specific metabolic pathway influences that

may be relevant to the efficacy or safety of inter-

ventions in the trial) are likely to be as frequent in

one treatment group as they are in the other

(Turner, 2010).

Description

The fundamental goal of randomization is to

eliminate bias (or, pragmatically, to reduce it as

much as possible). This includes subject bias,

based on their knowledge of which treatment/

intervention group they have been assigned to,

and investigator bias. Investigator bias is elimi-

nated by preventing investigators from deliber-

ately assigning patients to one treatment group or

the other. Two possible unconscious or conscious

biases on the part of the investigators that are thus

removed are an inclination to place less healthy

subjects in the treatment group receiving the

intervention they believe to be most beneficial,

and an inclination to place the more healthy sub-

jects in the investigational intervention group to

demonstrate its superiority.

Randomized concurrently controlled clinical

trials are generally regarded as the “gold stan-

dard” for providing compelling evidence that an

intervention is effective. The treatment can be of

various kinds, including pharmacological and

behavioral. In the realm of behavioral medicine,

two examples of interventional treatments are

physical exercise and cognitive behavioral ther-

apy. These interventions would be tested against

one or more control interventions. These can be

“active controls,” i.e., an intervention that is

established to be efficacious in this context.

They can also be “placebo controls,” i.e., inter-

ventions that are not able to be efficacious in this

context, but whose implementation involves as

many as possible of the same demands and ben-

efits that the interventional treatment makes on,

and provides to, subjects in the interventional

group. Matthews (2006) commented as follows:

“Over the last two to three decades random-

ized concurrently controlled clinical trials have

become established as the method which investi-

gators must use to assess new treatments if their

claims are to find widespread acceptance. The

methodology underpinning these trials is firmly

based in statistical theory, and the success of

randomized clinical trials perhaps constitutes

the greatest achievement of statistics in the sec-

ond half of the twentieth century.”

Compelling evidence is sought that the inves-

tigational intervention is statistically significantly

(and then clinically significantly) more effective

than the comparator intervention. Such evidence

is generated via the use of inferential hypothesis

testing and a resultant p-value of less than 0.05.
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(Despite its attained prominence, the value of

0.05 was not ordained, but conceived by the

renowned statistician Sir Ronald Fisher. Had he

decided, for example, that odds of 1 in 25, with an

analogous p-value of 0.04, were more suitable for

this purpose than odds of 1 in 20, modern science

might be held to a different standard.)

Randomization occurs after a subject’s eligi-

bility for a clinical trial has been determined and

before any experimental data are collected. The

process of randomization is facilitated by the

generation of a randomization list. This list is

generated (often by a random-number generator)

in advance of recruiting the first subject. The list

is generated under the direction of the trial stat-

istician, but, to maintain confidentiality, is not

released to the statistician until the completion

of the study.

Inferential statistics requires the random

assignment of subjects to different treatment

groups to allow differences in responses between

treatment groups to be connected to the treat-

ments administered. Randomization means that

other potential sources of influence on the data

have been randomly allocated to each treatment

group. That is, subjects have an independent (and

usually, but not necessarily, equal) chance of

receiving either the investigational intervention

or a control intervention.

Kay (2007) highlighted several methods of

randomization, including simple randomization,

block randomization, and stratified randomization.

Simple randomization involves assigning treat-

ments to subjects in a completely random way.

While this strategy is attractively simple, it is not

advisable in the case of small trials. In the example

of a trial involving 30 subjects randomized to two

treatment groups, the probability of a 15–15 split,

the most powerful from a statistical analysis point

of view, is only 0.144, while the probability of

a split of 11–19 or even more unbalanced is 0.20.

While 30 subjects is a small number that is used

for illustrative purposes here, some researchers

advocate not using simple randomization sched-

ules in trials with less than 200 participants. In

such trials the stratified randomization approach

is recommended.Many clinical trials in behavioral

medicine are likely to involve such numbers of

subjects, in contrast to therapeutic confirmatory

trials in the pharmaceutical industry, where sev-

eral thousands of subjects are typically employed.

Concurrent control is a critical feature of these

trials. The term “control” has already been

discussed here. The term “concurrent” simply

means that the control treatment should be given

at the same point in time (and also under the same

conditions) as the intervention of interest.

Cross-References

▶Mode
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Synonyms

Idiopathic Raynaud’s Phenomenon; Primary

Raynaud’s Phenomenon

Definition

Raynaud’s disease is a reversible vasospastic phe-

nomenon triggered in susceptible patients by

exposure to cold and/or emotional stress. The con-

dition is characterized by arterial and arteriolar

vasoconstriction, most commonly affecting the

distal extremities such as the hands or, less com-

monly, the feet. The vasoconstriction produces

a characteristic pallor and cyanosis of the involved

digits (ischemic phase) followed by subsequent

reperfusion and digit erythema, or redness.

Description

General Information

Raynaud’s disease, or primary Raynaud’s phe-

nomenon, was first described in 1862 by Maurice

Raynaud, who observed the characteristic

color changes of the hands of affected patients

during episodes of vasospasm. Modern medicine

differentiates Raynaud’s disease, or primary

Raynaud’s phenomenon, which is an idiopathic

disorder, from secondary Raynaud’s phenome-

non, which is commonly associated with rheuma-

tologic or autoimmune causes and which often

has a more severe clinical course.

Raynaud’s disease predominantly affects

females, with an estimated prevalence of 6–20%

of women and 3–12.5% of men, and is more

common in colder climates. The symptoms in

Raynaud’s disease typically begin prior to

the age of 30, may involve associated pain or

numbness during episodes of vasoconstriction,

and tend to affect the extremities symmetrically.

They can vary considerably in severity, with most

individuals experiencing mild to moderate

symptoms and others experiencing symptoms

that are intermittently debilitating. Rarely,

episodes of vasospasm in Raynaud’s disease can

progress to ulceration or necrosis of the involved

digits.

Role of Stress

The exact relationship between emotional stress

and Raynaud’s disease is not clear. While most

episodes of vasospasm in Raynaud’s disease are

caused by exposure to cold temperatures,

emotional stress has long been thought to play

a role in precipitating symptoms as well. In fact,

management of Raynaud’s disease during the

mid-1900s fell under the purview and manage-

ment of psychiatry and psychoanalysis, treated

with questionable success with psychotherapeu-

tic techniques. In more recent studies, patients

have reported a role for stress in triggering

Raynaud’s attacks in up to 33% of episodes,

experienced by a self-reported 21% of Raynaud’s

disease sufferers. Initially, it was hypothesized

that Raynaud’s patients who were susceptible to

stress-triggered attacks may be more likely to

manifest higher levels of anxiety in general,

termed “trait anxiety,” although the accuracy of

this characterization is unclear. Studies in the

1980s failed to show any significant differences

in measures of anxiety or “neuroticism” based

on psychologic questionnaires. A study of the

quality-of-life impact of primary Raynaud’s

phenomenon suggested that patients suffering

from the disease reported worse quality of life

than control subjects and were more likely to

report the subjective experience of moderate

to severe anxiety symptoms. It remains uncertain,

however, whether these findings inform an

underlying psychiatric predisposition among

Raynaud’s sufferers to stress-triggered episodes

or if the results are simply commonly seen

complications of long-standing chronic disease.
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Suspected Pathogenesis

The proposed pathogenesis of Raynaud’s disease

is not fully elucidated but seems to be closely

related to the sympathetic nervous system,

a physiologic mechanism triggered frequently

by physiologic or emotional stress. Scientists

have found that Raynaud’s disease sufferers

show an increased peripheral responsiveness to

circulating catecholamines, or stress hormones,

which are increased in all individuals in response

to cold temperatures or emotional stress. People

diagnosed with Raynaud’s disease have been

shown to have an increased sensitivity of the

alpha-2 adrenergic receptors in peripheral blood

vessels that detect these hormones, perhaps either

through altered characteristics of the receptors

themselves or through an increased density of

receptors. By this model, levels of circulating

catecholamines caused by emotional stress that

would not typically trigger vasoconstriction in

normal individuals could understandably trigger

vasospasm in patients who are more sensitive

to their effects, either with or without a predispo-

sition to higher anxiety states.

Researching Stress and Raynaud’s Disease

Efforts to study the effects of stress in Raynaud’s

disease have frequently produced equivocal and

at times conflicting results. Early research in the

1940s and 1950s focused on measuring finger

temperature in relation to emotional states to

determine if emotional distress could cause vaso-

spasm. While some initial studies documented

correlative evidence of markedly decreased

finger temperatures in Raynaud’s patients exposed

to emotional stressors, this correlation was not

consistently replicated over the next decades.

Some studies even documented an increased fin-

ger temperature among Raynaud’s sufferers in

response to a provoked stress responses.

More recently, efforts to delineate the effect of

stress in triggering Raynaud’s attacks have

revealed the possibility of a patient cohort that

shows an increased susceptibility to emotional

stress-triggered Raynaud’s attacks, characterized

by a higher trait anxiety scores than other

Raynaud’s sufferers. The Raynaud’s Treatment

Study in 2001 suggested that, while perceived

stress alone did not seem to predict an increase in

Raynaud’s disease, increased anxiety scores were

associated with more frequent attacks, particularly

at warmer temperatures, as well as a higher

reported severity of attacks at all temperatures

and increased pain at temperatures greater than

40�. The observed effects were small but signifi-

cant. It has been proposed that the effects of stress

carry greater impact at higher temperatures than

lower temperatures because of the absolute

increase in cold-induced vasospasm below 40�.
The effects of stress may only be observable at

higher temperatures, where vasospasm is less uni-

versally triggering for Raynaud’s sufferers.

Treatment

Understandably, the possible role of stress in

triggering Raynaud’s symptoms has led to the

development and study of stress reduction-based

interventions. Early recommendations of relaxa-

tion techniques have not shown any statistical

benefit in studies. Cognitive-behavior treatments

have been tested in small populations, again

without any demonstrated benefit. Among

nonpharmacologic treatments for Raynaud’s dis-

ease, behavioral treatments seem to be the most

effective in diminishing symptoms. For an in-

depth discussion of behavioral treatments in

Raynaud’s disease, refer to “Raynaud’s Disease

and Behavioral Treatments.”
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Synonyms

Idiopathic Raynaud’s Phenomenon; Primary

Raynaud’s Phenomenon

Definition

Raynaud’s disease is a reversible vasospastic

phenomenon triggered in susceptible patients by

exposure to cold or emotional stress. The condi-

tion is characterized by arterial and arteriolar

vasoconstriction, most commonly affecting the

distal extremities, that produces a characteristic

pallor and cyanosis of the involved digits (ische-

mic phase) followed by subsequent reperfusion

and digit erythema, or redness.

Description

Symptoms of Raynaud’s disease, including vaso-

spasm and associated pain or numbness, are fre-

quently amenable at least in part to conservative

approaches to treatment. These initial approaches

focus on avoidance of potential environmental

triggers which can vary according to individual

patients but most often relates to exposure to cold

temperatures. To minimize the risk of cold expo-

sure, patients are advised to practice full body

insulation since other areas of exposed skin

besides the hands can precipitate attacks. Patients

are advised to avoid sudden changes in tempera-

ture as well. Discontinuation of known vasocon-

strictive medications, smoking cessation,

avoidance of vibration, and discontinuation of

caffeine consumption have also been counseled.

Some individuals also benefit from a swing-arm

maneuver that causes pooling of blood in the

distal extremities to counteract the effects of

vasoconstriction, shown in some people to

abort the onset of a Raynaud’s attack. While

a majority of Raynaud’s disease sufferers

respond well to these recommendations with at

least some reduction in the severity and fre-

quency of symptoms, others require more

aggressive pharmacologic or even behavioral

interventions, described below.

For patients who do not respond to conserva-

tive interventions, the next step in treatment is

frequently the initiation of a medication to inhibit

vasospasm, such as calcium channel blockers.

This class of medication has been shown in mul-

tiple studies to help decrease the rate of

Raynaud’s attacks and to mitigate the severity

of attacks in a significant number of patients.

Reports of side effects from these medications

are common, including orthostatic hypotension,

edema, headache, tachycardia, and constipation.

Given poor tolerance of pharmacotherapy in

some patients, behavioral treatments have been

concurrently developed and researched to

provide an alternative to medications. These

interventions, most notably thermal biofeedback,

autogenic training, and classical conditioning,

have been tested head to head with medical

treatments in some studies and have been shown

to have potential benefit.

Behavioral treatments have been developed

alongside medical therapies in treating Raynaud’s

disease, in part due to the known side effects of

many medications but also due to early evidence

that principles of biofeedback may be very effec-

tive in controlling patient’s symptoms.

Biofeedback is a behavioral technique devel-

oped in the last 40 years that links involuntary

physiologic processes, such as heart rate,

which often occur below the level of conscious

awareness, to sensory stimuli that are easily

perceptible and able to be tracked to note

variations in these unconscious processes.

Patients then use this information to manipulate

the target physiologic response (e.g., slowing

heart rate through conscious focus).
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This technique has been applied to Raynaud’s

disease in several forms, the best-researched

of which is thermal biofeedback. Thermal

biofeedback (also called finger temperature

biofeedback) is a behavioral treatment first

studied in Raynaud’s patients in the 1970s.

The technique instructs individuals in the use of

sensory feedback to convey an increase in

finger temperature by facilitating peripheral

vasodilation. This technique has been shown in

several small studies to have strong efficacy

in reducing Raynaud’s attacks by up to 92.5%,

particularly when the initial training was

conducted during exposure to cold temperatures.

Improvements in symptoms have been observed

as long as 3 years from the time of initial training.

Further studies, including those comparing the

effectiveness of thermal biofeedback to standard

medical therapies, have been inconclusive.

The wide variability in study results is thought

to be attributable to the underlying difficulty in

teaching the technique, which often requires

intensive instruction to achieve mastery. Patients

who do achieve mastery are frequently able to

facilitate hand rewarming through practiced

conscious intervention in high-risk environments

that would previously have trigged episodes

of vasospasm. Despite these results, a recent

head-to-head comparison of nifedipine,

a standard medical treatment for Raynaud’s,

and thermal biofeedback was unimpressive,

although authors highlighted the limitations in

assessing the behavioral technique due to strong

evidence that participants had not achieved

mastery of the technique during the study,

which likely significantly reduced its apparent

effectiveness.

Another technique that may be in some part

considered a relative of biofeedback is autogenic

training. This technique was first introduced in

the early 1930s within the mental health commu-

nity to promote stress management and relief

from somatic symptoms often related to anxiety.

AT is a relaxation method consisting of passive

self-monitoring of physiologic sensations such as

heart rate to then inform self-initiated verbal cues

intended to cause a desired change in physiologic

effect or modification of the initial sensation.

This technique has been applied to treatment

models in Raynaud’s disease through cultivation

of an awareness of finger temperature and

the application of cuing to trigger peripheral

vasodilatation. The effectiveness of this

technique is unclear. Some studies have shown

an increase in finger temperature (often

a measured outcome in Raynaud’s research)

that equals the observed efficacy of thermal

biofeedback interventions, with reports of

similar clinical efficacy. Combining the two

techniques does not appear to convey any

additional benefit, however.

Classical conditioning is a principle that

pairs a behavior with a predictable outcome,

such as salivation in response to the presentation

of food, to an alternate stimulus to link the

alternate stimulus with the outcome through

repetitive training. In application to Raynaud’s

disease, Raynaud’s disease sufferers have

been conditioned to respond to exposure to cold

temperatures with peripheral vasodilatation after

serial exposures to cold ambient temperatures

with concurrent immersion of the person’s

hands in warm water. Over time, patients were

observed to have increased blood flow simply

with exposure to cold temperatures even without

the added exposure of warm water immersion.

This technique, while not as well studied as ther-

mal biofeedback, also has been shown to have

a possible effect in decreasing the frequency and

severity of Raynaud’s attacks.

Less well-studied interventions have included

progressive relaxation and guided imagery.

These techniques focus on relieving emotional

stress and providing improved relaxation.

Progressive relaxation is a tool that involves the

progressive contraction of muscle groups

followed by sequential release of muscle tone to

achieve a global state of relaxation. Guided imag-

ery is a technique that teaches patients to directed

imagining of calming or peaceful imagery to

facilitate relief from anxiety and stress. Both

techniques been studied in conjunction with
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other behavioral interventions such as thermal

biofeedback, but not as a stand-alone treatment.

Behavioral treatments such as thermal

biofeedback, autogenic training, and classical

conditioning have been shown to have variable

effects on the symptom frequency and severity of

Raynaud’s disease sufferers, although evidence

overall is supportive for a role of these treatments

among this patient population. Certainly, further

research will help to clarify the role of these

interventions and to elucidate the mechanism by

which their effect is mediated.
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(RRTW)
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Synonyms

Vocational assessment

Definition

Readiness for return to work is the complex deci-

sion-making behavior related to returning to

work after an injury or illness. In this process,

individuals must consider their self-efficacy

surrounding their ability to return to work; the

interaction of the many third parties involved in

returning to work including the employer and the

healthcare and insurance providers; as well as

the state of their disability as it interacts with

the demands of the job. This term was originally

conceived by Franche and Krause (2002) in their

conceptual model for readiness for return to

work.

Description

Work disability is often determined by an evalu-

ation of impairments following injury or illness.

This most often focuses on physical impairments

which is apparent in most work evaluation meth-

odologies, i.e., functional capacity evaluation.

The limitation in this approach is that the
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healthcare community has long known that work

disability involves a lot of factors beyond what

impairment can explain. Workers who are seem-

ingly more impaired may return to work very

quickly and without difficulty while workers

who are seemingly less impaired may struggle

with returning to work or never attempt to return

to work at all. The notion of readiness for return

to work is used to help address this limitation in

current work assessment methodologies. The

concept for readiness for return to work was

developed by Franche and Krause (2002) to pro-

vide a framework for work disability research and

practice that would account for the multiple fac-

tors that influence work disability. These factors

include physical (i.e., impairments), psychologi-

cal (i.e., self-efficacy related to completing the

demands of the job), and social (i.e., the

employee’s interactions in the work environ-

ment, with healthcare providers/health insurance

companies). They developed the Readiness for

Return to Work model in order to combine these

factors to explain return to work behaviors. The

Readiness for Return toWork model incorporates

two well-known theoretical models to explain

a work-disabled person’s behavior regarding

return to work. First, the Phase Model of Occu-

pational Disability provides a framework for

understanding the developmental component of

disability (Krause & Ragland, 1994). Second, the

Readiness for Change Model provides

a framework for understanding the motivation

to change behavior relative to returning to work

(Prochaska & Diclemente, 1983).

Further work with the Readiness for Return to

Work model has focused on the application of the

Readiness for Change Model to work behavior to

help understand work-disabled individuals’ moti-

vation to return to work following injury or ill-

ness. There are five stages within the Readiness

for ChangeModel that an individual will progress

through (Prochaska & Diclemente, 1983):

• Precontemplation: Workers are not thinking

about returning to work and are not making

plans to do so either.

• Contemplation: Workers are considering

return to work but are still not engaging in

the planning process to do so.

• Preparation for action: Workers are seeking

information about returning to work and are

also looking for feedback on their ability to

meet the demands of the workplace. In addition,

workers are making plans to return to work.

• Action: Workers return to work in some

capacity.

• Maintenance: Workers use their skills and

social support to help cope with adversity

they encounter in returning to work in order

to maintain their ability to work.

Within this model, it is important to note that

workers can relapse anytime and start regressing

through these stages. The Readiness for Return-

to-Work Scale (RRTW) (Franche, Corbiere, Lee,

Breslin, & Hepburn, 2007) is used to determine

the worker’s present stage. The results might be

helpful for healthcare providers to determine sup-

port and resources needed for the worker to be

able to return to work. This information can also

be use to tailor interventions for the worker in

order to improve the effectiveness of rehabilita-

tion efforts.
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Synonyms

Evaluation of potential public health impact;

Internal and external validity issues

Definition

RE-AIM is an acronym for an assessment and

planning framework that addresses individual

and setting-level factors that are related to the

overall public health impact of health behavior

interventions (Glasgow, Vogt, & Boles, 1999).

Interventions are defined in a broad sense to

include community programs, clinical practices,

environmental changes, and policy approaches

intended to promote healthy lifestyle behaviors.

The acronym represents the following dimen-

sions: reach, effectiveness/efficacy, adoption,

implementation, and maintenance. Reach is an

individual-level measure and is defined as the

number of participants, participation rate among

of the target population, and representativeness

of the participants. Efficacy or effectiveness is

also an individual-level measure and is defined

as change in the primary outcome, impact on

quality of life, and assessment of potential nega-

tive outcomes. Efficacy is assessed under optimal

circumstances, while effectiveness is assessed

under more context relevant circumstances

(Flay, 1986). Adoption is a setting-level indicator

and is defined as the number, percent and

representativeness of settings and educators

who agree to deliver an intervention. Another

setting-level dimension is implementation

which determines the cost of and extent

to which the intervention is delivered as intended

and, in some cases, is defined as the degree of

participant adherence to intervention protocol

(Estabrooks & Gyurcsik, 2003). Finally, mainte-

nance is conceptualized at both the individual and

setting level. At the setting level, maintenance

is defined as the extent to which an intervention

is sustained over time (Glasgow et al., 1999).

At the individual level, maintenance is defined

as the degree to which behavior changes are

sustained 6 months or longer after the interven-

tion is complete (Glasgow et al.).

Description

The RE-AIM framework was developed in

response to the need to expand the evaluation of

health behavior interventions beyond simply

assessing efficacy or effectiveness to include

criteria related to external validity. The underly-

ing proposition of the RE-AIM framework is that

evidence which is contextual, practical, and

robust is more likely to facilitate the translation

of health behavior interventions into typical

clinical or community practice. Further, consid-

ering each of the RE-AIM dimensions during

the planning phase is hypothesized to result

in interventions that can be widely adopted by

different sites and personnel, having the

ability for sustained and consistent implementa-

tion at a reasonable cost, reaching large numbers

of people (especially those who can most

benefit), and producing replicable and

long-lasting effects with minimal negative

impacts (Glasgow & Emmons, 2007; Klesges,

Estabrooks, Dzewaltowski, Bull, & Glasgow,

2005). Unfortunately, a number of reviews

of literature investigating the degree to which

RE-AIM information is reported across

behavioral interventions suggest that data across

the dimensions related to external validity are

rarely reported and that inconsistent techniques

have been used to operationalize RE-AIM

assessments (Glasgow, Klesges, Dzewaltowski,

Bull, & Estabrooks 2004). The remainder of this

chapter will be dedicated to outlining guidelines

for assessing each RE-AIM dimension.
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Three general data elements are necessary to

assess reach: the number of participants, the num-

ber of potential participants, and comparative

information on the target population. Determin-

ing the number of individuals who participate in

or are exposed to a given intervention is relatively

straightforward. However, determining an

appropriate denominator to calculate participa-

tion rate can be more difficult. For example,

in one research project, the goal was to

promote physical activity following a health

maintenance visit at a local health care clinic

using a 24-week program (Almeida et al.,

2005). There were a number of possible denom-

inators to choose from: the total number of adult

patients, the total number of adult patients who

were not meeting recommended physical activity

guidelines, and the total number of patients who

were not meeting recommended guidelines and

came in for a visit. The key determining factor

for selecting the appropriate denominator was

fairly simple: the denominator that reflected

insufficiently active patients who were exposed

to recruitment activities. The total number of

patients that attended a health maintenance visit

over the course of the study recruitment was

1,518. Of those 1,518 individuals, 607 were

eligible, 218 were referred, and 115 participated.

Thus, the participation rate was calculated as

19% based on the sample size (n ¼ 115) and

the number of eligible individuals exposed to

recruitment activities (n ¼ 607). To determine

the representativeness of the sample, the

study sample was compared to the demographic

profile of the catchment area of the

clinic. Nonparticipants were more likely to be

older females. However, the participants were

representative of the racial and ethnic composi-

tion of the community (Almeida et al.).

Methods to determine the efficacy or

effectiveness of a behavioral intervention have

been exhaustively covered by other authors

(e.g., Flay, 1986). Briefly, a comparison of the

ability of an intervention(s) to change a primary

study outcome either under optimal or more

real-world conditions provides estimates of effi-

cacy or effectiveness, respectively. The compar-

ison of changes in quality of life adds a dimension

to effectiveness that allows a more patient-

centered perspective and standardization for

comparison across interventions targeting differ-

ent primary outcomes. The focus on unintended

negative consequences can range from issues

related to safety or changes the reduction of one

health behavior in favor of increasing another

(e.g., participants who quit smoking and replace

that behavior with eating unhealthy snack foods).

Other issues related to improving the external

validity of documenting effectiveness include

assessment of differential attrition across partici-

pants with different demographic profiles and the

use intention-to-treat analyses.

Adoption is conceptualized similarly to reach,

but addresses participating settings or delivery

personnel rather than intervention participants.

As with reach, three data elements are necessary:

the number of participating settings, the number

of potential settings where the intervention could

be delivered, and comparative information on the

population of potential settings. Adoption can

also be assessed within a given setting and

based on the staff who would ultimately deliver

an intervention. A simple example of adoption at

the setting level is provided in a paper on

Walk Kansas, a statewide nutrition and physical

activity intervention intended for delivery by

a county Cooperative Extension agent in each

of the 105 (i.e., denominator) counties in Kansas

(Estabrooks, Bradshaw, Dzewaltowski, & Smith-

Ray, 2008). Forty-eight county agents agreed

to participate, reflecting an adoption rate of

46%. To determine representativeness, a survey

that was administered to all Cooperative

Extension agents prior to Walk Kansas was

used. The results indicated that less physically

active county agents were less likely to deliver

the program and smaller population counties

were less likely to deliver the program.

Implementation can be assessed in a number of

ways: observation of the delivery of intervention

components, checklists for those delivering the

intervention, or the degree to which participants

engage in intervention components. Further, cost

of implementation can be collected using self-

reported or direct observation of the resources

and time needed for delivery. Schillinger,
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Handley, Wang, and Hammer (2009) provide an

example of reporting on the dimension of imple-

mentation of an automated telephone intervention

to support diabetes self-management. They

assessed the degree to which automated telephone

support calls were completed across the 9-month

intervention and found that 94% of the participants

completed at least one automated call. Of those

participants, the range of calls completed was

from 22 to 39 (out of 39 possible calls). Costs of

implementation were assessed at for the

automated telephone intervention at $782 per par-

ticipant (Schillinger et al., 2009).

Assessment of effectiveness or efficacy

indicators 6 months after an intervention is com-

pleted and the degree to which an intervention is

sustained in a delivery setting post research

funding are the key components to evaluating

the maintenance. Thus the data necessary

to determine efficacy or effectiveness of an

intervention (i.e., primary outcome, quality of

life, and potential negative outcomes) are identi-

cal to the data necessary to determine mainte-

nance with the only caveat being the time of

assessment. As continued concerns with recidi-

vism and poor adherence to newly acquired

health behaviors, the prevalence of research on

individual-level maintenance has increased. Less

available in the literature is information on the

degree to which programs are sustained once

research is completed. This is not surprising as

most research studies are not designed to lead to

a sustained program over time. However,

researchers embedded within delivery systems

like the Veterans Administration are beginning

to examine the degree to which new behavioral

interventions can be sustained once the formal

testing of effectiveness is completed (Stetler,

Mittman, & Francis, 2008).

A common question related to the RE-AIM

framework is: Which dimension is most impor-

tant? Some argue that the answer is obvious –

effectiveness. However, one could also argue that

reach is equally important. For example, an inter-

vention with no potential for broad reach is just as

irrelevant as one with no potential for effective-

ness. From a setting level, if an intervention

cannot be adopted in typical delivery settings, or

implemented as intended, or sustained, it will

not achieve a strong public health impact

even if research studies indicate it is highly

effective. Still, there is some interest in

understanding how the dimensions of RE-AIM

may interact to generate a significant public

health impact (Glasgow, Klesges, Dzewaltowski,

Estabrooks, & Vogt, 2006). Future research into

the interplay between reach, effectiveness, cost or

adoption, implementation, and sustainability will

help to inform public health practice related to

health behavior interventions. Other areas of

promise include examining cost across RE-AIM

dimensions, rather than just as it is associated

with implementation, and cost-effectiveness and

the role of adaptation and local innovation in

real-world implementation studies.
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Definition

A trait that is inherited in a recessive fashion only

manifests phenotypically in homozygous indi-

viduals, i.e., when the individual has two copies

of the same recessive allele. Humans have two

versions of all autosomal genes, called alleles,

one from each parent. The recessive trait is hid-

den in the heterozygous individual (Dd) if the

other allele is inherited in a dominant fashion,

and so this person is a called a “carrier” of the

recessive allele, but does not manifest the disease

or trait. A recessive trait can only be passed to the

offspring if both parents carry (Dd or dd) and

transmit the recessive allele to their offspring. In

the scenario where both parents are heterozygous

carriers of the recessive trait, the children have

25% chance of inheriting two copies (dd) of the

recessive allele and exhibiting the recessive trait

(see pedigree figure, Fig. 1). An example of a dis-

ease with a recessive inheritance is Tay-Sachs

disease that occurs when a child has two defec-

tive copies of the HEXA gene, neither of which

can be successfully transcribed and form

a functional enzyme product (Myerowitz &

Costigan, 1988).

Dd Dd

dd DD Dd Dd

Recessive Inheritance, Fig. 1 Recessive inheritance

diagram. Highlighted individuals are affected by the dis-

ease after inheriting one recessive allele from each carrier

parent (dd)
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Synonyms

Recruitment of research participants

Definition

Recruitment of research subjects is the process by

which individuals are recruited as potential

subjects in a research study. Upon learning

full details of the study by reading the Informed

Consent Form, eligible individuals may or may

not decide to participate: Nonetheless, they have

participated in the process of recruitment.

Description

While individual investigators can play an

important role in subject recruitment – their

access to potential subjects likely having been

a reason for their being selected to participate in

the trial – the primary responsibility for subject

recruitment can fall on the principal investiga-

tor/holder of the grant that is funding the behav-

ioral medicine research study. For all but the

smallest studies, creation and implementation

of a recruitment strategy and plan is an impor-

tant and potentially critical operational step.

This plan should be a formal written document

that carefully considers best-case and worst-

case scenarios, takes into account various timing

influences (e.g., national holidays and typical

vacation periods, seasons of the year, likely

onset of flu season), and has contingencies

built in to address all anticipated potential

recruitment barriers.

Spilker (2009) provided the following opera-

tional definition of recruitment:

• Identifying potential pools of subjects and

specific individual subjects who may be eligi-

ble to enroll in the trial.

• Attracting those individuals to consider

participation.

• Discussing the trial with them.

• Prescreening subjects.

• Having subjects read an informed consent

form, answering any questions they may

have, and then having the subjects sign the

consent form.

• Conducting a more complete and formal

screening procedure.

• Being able to state that subjects are now

enrolled in the trial.

Recruitment is of ongoing interest to

a principal investigator throughout a trial, and

there are several common metrics addressing
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this. One is “first subject first visit,” the date on

which the first subject completes his or her first

visit to the investigational site. In cases where

there are multiple investigational sites another

metric of interest is the date when 50% of the

sites have each enrolled at least one subject.

Traditional subject recruitment strategies

include the following:

• Advertisements on radio and television, and in

print media.

• Mailing flyers to individuals and patient

advocacy groups.

• Data mining from insurance company

databases.

• Using web sites to publicize the trial.

• Posting information on a hospital’s bulletin

board.

• Hospital staff wearing lapel pins that bring

attention to the trial.

Cabell (2009) recently discussed another

approach that focuses on understanding and uti-

lizing the “patient pathway,” the route by which

patients receive treatment. By understanding and

documenting the pathway via which patients with

the disease or condition of clinical concern

receive their current medical care, it becomes

possible for recruitment specialists to reach out

to clinicians and other behavioral medicine spe-

cialists who provide the care. This allows the

specialists to access the appropriate patients

and, should they be willing, recruit them as sub-

jects for the trial.

While this entry focuses primarily on subject

recruitment, it has become widely accepted that

principal investigators need to devote consider-

able resources to subject retention as well as

recruitment: The ultimate goal is for an enrolled

subject to complete participation in the trial.

Many characteristics of a subject’s participation

in the trial can influence the likelihood that he or

she will complete the trial, including:

• The length of the treatment period. All sub-

jects have personal and professional lives, and

events that preclude trial completion – per-

sonal or family illness, relocating, financial

difficulties – do and will happen. Some trials

have relatively long treatment periods, and the

researcher cannot alter this, but the length

should alert the researcher to the need for

appropriate contingency plans.

• How onerous participation is. If the trial’s

protocol requires subjects to undergo many

procedures at many visits, withdrawal rate

may increase. The burden of the trial should

be considered at the protocol development

phase, with an eye to decreasing noncritical

subject tasks, such as filling out a large num-

ber of questionnaires that do not address the

primary objective.

• Ease of traveling to the investigational site(s).

If many subjects participating at a given site

have to travel a considerable distance, and/or

at considerable expense, each time they visit

the site, the PI is well advised to address this

proactively.

Specific retention strategies include:

• Providing reimbursement for expenses such as

parking, meals, and babysitting.

• Calling subjects shortly before each visit to

remind and assure them that provisions for

their attendance are in place.

• Paying for, or actually providing transporta-

tion to and from the site.

• Providing escorts from and back to a parking

lot, particularly if it is not well lighted, and/or

in bad weather.

• Optimizing the environment in the subject

waiting area. This can include having suffi-

cient and appropriate magazines that are not

5 years out of date, providing toys for children

who accompany subjects out of necessity, and

ensuring that all trial staff treat the subjects

courteously at all times.

• Reminding the subjects throughout the trial

that their participation is extremely valuable

in evaluating a new behavioral medicine inter-

vention that, if successful, may provide con-

siderable benefit to many patients. This can be

done verbally and also by sending out regular

newsletters.

Cross-References

▶ Informed Consent
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Recurrence Risk Ratio
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Definition

Recurrence risk ratio is a measure of familial

aggregation of disease. When a genetic factor(s)

cannot be measured directly, information on dis-

ease status among family members of an affected

individual can be used to derive a genetic risk

ratio. It can provide a rationale for performing

genetic studies to identify the susceptibility

alleles and has been used extensively in the map-

ping of complex diseases. The recurrence risk

ratio, lR, is the ratio of disease manifestation in

other family members to the affected individual

compared with the disease prevalence in the gen-

eral population.

The sibling recurrence risk ratio is commonly

used, where the numerator would represent the

risk of manifesting the disease given that one’s

sibling is affected:

lS ¼ Pr D in a sibling affected case=ð Þ
K

where K is the prevalence of the disease in the

general population.
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Regional Enteritis

▶Crohn’s Disease (CD)

Regression Analysis

J. Rick Turner
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Synonyms

Linear regression; Multiple regression;

Regression modeling

Definition

In regression analysis it is assumed that a change

in variable x will lead to a change in variable y. It

is often the case that the researcher wishes to

predict the value of y for a given value of x

(Campbell, Machin, & Walters, 2007).

Consider the case of linear regression and

the plotting of a fitted regression line. In cases

where linear regression is appropriate there is

only one independent variable. Conventionally,

the dependent variable is plotted on the vertical

axis (y-axis) and the independent variable is plot-

ted on the horizontal axis (x-axis). The equation
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y ¼ a + bx is defined as the linear regression

equation. Alpha (a) is the intercept, and Beta

(b) is the regression coefficient (Greek letters

are used to clarify that these are population

parameters). The regression equation is a model

that is used to describe or model the relationship

between y and x. When the graph is plotted, alpha

is the value of the equation when x ¼ 0, and beta

is the slope of the line drawn (plotted). An

increase of x of one unit will be associated with

a change in y of beta units.

A set of data is used to create the plot, and then

to draw the regression line. Imagine a set of data

describing hemoglobin levels and age in a set of

20 women. The individual subjects’ data can be

represented as a set of 20 paired observations, and

these points can be plotted on the graph. The best

fitting linear regression line is then drawn. This

line enables the determination of alpha and beta.

Then, for any value of x, the appropriate value of

y as given by this model can be calculated.

Since outcomes in behavioral medicine

research are often influenced by more than one

independent variable, the linear regression model

can easily be extended to the technique of multi-

ple regression. Multiple regression can address

various questions of interest, including examina-

tion of the relationship between continuous vari-

ables while allowing for a third variable, and

adjusting for differences in confounding factors

between experimental groups (Machin et al.,

2007). Examples are provided in the “References

and Readings” section of this entry.
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Regulation of Expression

▶Gene Expression

Rehabilitation

Bengt H. Sjölund

University of Southern Denmark, Odense,

DK, Denmark

Synonyms

Habilitation

Definition

According to the World Report on Disability,

rehabilitation is “a set of measures that assist

individuals who experience, or are likely to expe-

rience, disability to achieve and maintain optimal

functioning in interactionwith their environments”

(World Health Organization [WHO], 2011).
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Description

Rehabilitation literally means “redressing” (Latin

habitat – dress). While there are many definitions

of this concept, the world health organization

(WHO) has defined rehabilitation as “a process

aimed at enabling disabled persons to reach and

maintain their optimal physical, sensory, intellec-

tual, psychological and social functional levels.

Rehabilitation provides disabled people with the

tools they need to attain independence and self-

determination.” Thus, the aim of rehabilitation

has traditionally been seen as facilitating the nor-

malization of human functioning after injury,

disease, or due to congenital defects. It is usually

said to comprise a number of coordinated mea-

sures of medical, psychological, social, educa-

tional and vocational nature. The Convention of

the Rights of Persons with Disabilities, in its

article 26 calls for “ appropriate measures . . . to

enable persons with disabilities to attain and

maintain their maximum independence, full

physical, mental, social and vocational ability,

and full inclusion and participation in all aspects

of life” (United Nations, 2006).

Background. Modern rehabilitation originated

in British experiences of people with spinal cord

injuries during the Second World War, where the

neurosurgeon Dr. Ludwig Guttman at Stoke-

Mandeville pioneered the development of reli-

able rehabilitation programs for those with para-

plegia and tetraplegia. Apart from crisis

intervention, these programs placed strong

emphasis on conservative treatment of the spinal

fractures and on preventive measures, such as

prophylactic bed positioning to avoid pressure

sores, to empty the urinary bladder at regular

intervals, and to train adequate techniques for

breathing and coughing in high injuries. Effective

techniques for independently taking care of per-

sonal hygiene as well as transferring were also

developed, e.g., between a bed, a chair, and

a wheelchair, including the effective handling of

transport vehicles. After post-acute rehabilita-

tion, a lifelong follow-up ensued. The result was

that the remaining number of life years increased

from 1 to 2 years after the injury (even in young

people), to today’s normal life span for

a paraplegic person, usually at an independent

level, and a moderately reduced life span for the

tetraplegic person, as a rule partly dependent.

In the mid-twentieth century, Physical and

Rehabilitation Medicine (PRM) was established

as an independent specialty in Western health

care. It currently defines itself as “concerned

with the promotion of physical and cognitive

functioning, behavior, quality of life (activities

and participation) and with the prevention, diag-

nosis, treatment and rehabilitation management

of people with disabling medical conditions and

co-morbidity across all ages” (Gutenbrunner,

Ward, & Chamberlain, 2007).

Rehabilitation services have gradually been

expanded to include people disabled by stroke,

neurological disease, traumatic brain injury,

chronic pain, cardiac and pulmonary insuffi-

ciency, cancer, mental disorders, and other dis-

abling conditions. Generally speaking,

rehabilitation can be considered a re-adaptive

process, where the disabled person adapts his/

her set of values to a different, more restricted

life situation. Originally, rehabilitation was based

on a biomedical model, where problems in func-

tioning of an individual were seen as due to a

deviation from “normal” organ function. In the

1970s, the social model of disability was

launched by disabled people’s organizations,

where problems in functioning were instead

viewed as society’s exclusion (by its design and

organization) of such persons. These models have

more recently been replaced by the

biopsychosocial model of disability, recognizing

biological as well as social factors (ICF, WHO,

2001). This model is now acknowledged among

both organizations of people with disabilities and

among professional organizations.

The Interdisciplinary Team

It was recognized that many different health

professions apart from physicians and nurses

were necessary in the daily work to fulfill the

multiple needs of people receiving rehabilitation

services. This led to the development of rehabil-
itation teams, supervised by the rehabilitation

physician. Today, these teams ideally contain

psychologists (with cognitive-behavioral or
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neuropsychological background), physiothera-

pists, occupational therapists, social workers,

nurses and sometimes vocational specialists,

speech therapists, and recreational therapists.

The expected norm in such interdisciplinary

teams is group decision making, both in assess-

ment, rehabilitation planning, and treatment. In

the team, the disabled person is considered the

most important member, both in planning and in

decision making.

Rehabilitation Strategies

Common rehabilitation strategies are used, where

the various team professionals contribute impor-

tant components. The team members share

responsibility for the rehabilitation given. The

team conference, led by anyone of the team mem-

bers, is the important forum for lateral communi-

cation and for decision making. A comprehensive

rehabilitation plan is formulated, where time

frames, types of intervention, and responsible ther-

apists are given, all communicated to and agreed

with the disabled person. This concept allows

a free exchange of ideas, may benefit from group

synergies in problem solving, and facilitates the

use of common strategies and coordination. How-

ever, it can be time consuming and the teammem-

bers need training in the team process.

Disability Assessment, Rehabilitation and

the ICF

An important part of the work is disability

assessment, usually with a team approach, and

greatly helped by the development of the Inter-

national Classification of Functioning, Disabil-

ity and Health (ICF) (WHO, 2001). Special

rating instruments provide supplementary infor-

mation in this task. The ICF is based on the

biopsychosocial model and is a components of
health classification. It has advanced the under-

standing and assessment of disability in that it

classifies both problems in human functioning

(health conditions) and the context in which peo-

ple with different levels of functioning live and

act. The problems are characterized in three

interconnected areas:

Impairments are problems in body function or

structure such as a significant deviation or loss.

Activity limitations are difficulties an individual

may have in executing activities.

Participation restrictions are problems an indi-

vidual may experience in involvement in life

situations.

It is the interaction between a health condition

and contextual factors, both environmental and

personal that may be experienced as a disability.

Environmental factors make up the physical,

social, and attitudinal environment in which peo-

ple live and conduct their lives, whereas personal

factors are the particular background of an indi-

vidual’s life and living, and may include gender,

race, age, other health conditions, fitness, life-

style, habits, upbringing, coping styles, social

background, education, profession, past and cur-

rent experience, overall behavior pattern and

character style, individual psychological assets,

and other characteristics.

Disability and Rehabilitation. Defining dis-

ability as an interaction means that disability is

no longer the attribute of the person (World

Report on Disability; WHO & World Bank,

2011).The prevalence of disability in different

countries varies greatly, not only due to differences

in definitions but also in context, including cultural

values. The current definition of rehabilitation

(supra), “a set of measures that assist individuals

who experience, or are likely to experience, dis-

ability to achieve and maintain optimal function-

ing in interaction with their environments,”

emphasizes firstly that disability is something

experienced, i.e., subjective, and secondly that

changing an individual’s environment, e.g., by

housing adaptation or by educating the family to

change attitudes, is also part of rehabilitation. Con-

sequently, rehabilitation is cross-sectional and

often carried out by health professionals in coop-

eration with specialists on education, social wel-

fare and employment. The fact that disability is

seen as a subjective experience may also explain

the core role of cognitive therapy as an important

component in many rehabilitation programs,

where modifications of thought patterns along

with influencing the links between the individual’s

thoughts, emotions, and behaviors is vital.

ICF and Rehabilitation. It is obvious with the

evolvement of the ICF as a conceptual model and
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the disability concept that rehabilitation should

be defined in relation to these notions. An attempt

to do so was elaborated in cooperation with sev-

eral professional rehabilitation organizations by

Stucki, Cieza, and Melvin (2007) and impor-

tantly, further developed by integrating the per-

spective of the disabled person to describe

rehabilitation as a health strategy (Meyer et al.,

2011) (Table 1).

Community-Based Rehabilitation

If there are few health professional resources

such as in developing countries, community-
based rehabilitation (CBR) performed locally by

community groups, health assistants, families, and

friends may be an alternative (Chatterjee, Patel,

Chatterjee, & Weiss, 2003; Gona, Xiong, Muhit,

Newton, & Hartley, 2010; Dalal, Zawada, Jolly,

Moxham, & Taylor, 2010). CBR started in Europe

as rehabilitation in the home or in the work place

in the 1970s as a cheaper alternative to institution-

based rehabilitation and has spread rapidly in low-

income countries, often advocated and performed

by human rights activists and non-health

professionals working with development with the

additional goal to transform and strengthen local

communities in third world countries.

The Effectiveness of Rehabilitation

The evidence base for the effectiveness of mod-

ern rehabilitation is now considerable, e.g., for

traumatic brain injury and stroke (Cicerone, et al.,

2011), spinal cord injury (Martin Ginis, Jetha,

Mack, & Hetz, 2010), chronic musculoskeletal

pain (Norlund, Ropponen, & Alexanderson,

2009; Schonstein, Kenny, Keating, & Koes,

2003), cardiac insufficiency (Dalal et al., 2010),

breast cancer (Duijts, Faber, Oldenburg, van

Beurden, & Aaronson, 2011), and some mental

diseases (Twamley, Jeste, & Lehman, 2003).

In summary, rehabilitation as the health strat-

egy of functioning represents a unique health

service delivery system that contributes markedly

to restoring and maintaining health for people

with disabilities in most developed countries,

but has insufficient resources in others. It is

often substituted by voluntary community-based

services in developing countries. Since many of

the functional disturbances treated emanates

from the nervous system, the rapidly expanding

new neurobiology, having demonstrated plastic-

ity, regeneration, and adult-born neural stem cells

in adult man, will provide fascinating new

therapeutical possibilities for the rehabilitation

of persons with disabilities in the years to come.
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Rehabilitation is the health strategy which, based on

WHO’s integrative model of functioning, disability and

health applies and integrates

Approaches to assess functioning in light of health

conditions

Approaches to optimize a person’s capacity

Approaches that build on and strengthen the resources of

the person

Approaches that provide a facilitating environment

Approaches that develop a person’s performance

Approaches that enhance a person’s health-related quality

of life in partnership between person and provider and in

appreciation of the person’s perception of his or her

position in life over the course of a health condition and

in all age groups; along and across the continuum of care,

including hospitals, rehabilitation facilities and the

community, and across sectors, including health,

education, labor and social affairs; with the goal to enable

persons with health conditions experiencing or likely to

experience disability to achieve and maintain optimal

functioning
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Rehabilitation Psychology

▶ Psychosocial Adjustment

Relapse, Relapse Prevention

M. Kathleen B. Lustyk

School of Psychology, Family, and Community,

Seattle Pacific University, University of

Washington, Seattle, WA, USA

Synonyms

Remission and remission prevention

Definition

Relapse, as a clinical term, is the loss of ground

gained toward health or the return of a bad habit

following a period of cessation. Not unlike

a lapse, which is a single occurrence of the habit-

ual behavior, relapse is often associated with

feelings of guilt and shame, and accompanied

by self-degrading thoughts. Relapse prevention

is an approach to therapy or education that

teaches ways to indentify and anticipate triggers

or precipitators of relapse. Relapse prevention

also teaches behavioral coping strategies for

managing high-risk situations in which triggers

are present as well as coping strategies for urges,

cravings, and negative emotional states that often

precipitate relapse.

Description

In the model of addiction, relapse is the return to

problematic substance use following a period of

abstinence. Relapse is a major roadblock to treat-

ment efficacy, as the majority of addicts who

attempt abstinence will relapse. Given what we

know about the neurobiology of addiction, the
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high occurrence of relapse is not surprising.

With addiction, the brain’s pleasure circuit is

usurped such that what was once perceived as

a pleasurable experience (e.g., drug use) becomes

necessary to prevent a painful experience (i.e.,

withdrawal). With addiction, habit circuits

involved in behavior, become entrained. For

example, with habitual drug use, a trigger can

produce a small amount of activity in the pleasure

circuit and this pleasure “appetizer” can increase

the desire or craving for the abused substance as

well as the motivation to seek out and use the

abused substance. Thus triggers can tap the habit

circuitry, which may ultimately result in relapse.

Triggers or precipitators of relapse often arise

in interpersonal situations where people or the

environment can serve as powerful reminders of

the pleasure and behaviors that once sustained the

addiction. For example, an abstinent alcoholic

may find the pub they used to frequent a powerful

cue for drinking. Stress and other negative emo-

tional states may also serve as triggers, especially

if the habitual behavior served to reduce stress or

improve negative affect.

Components of Relapse Prevention Intervention Strategies

Identity High Risk
Situation Contract to limit use

Utilization of skills
(e.g. urge
surting/mindfulness
meditation)

Positive coping
response and
awareness of
Apparently Irrelevant
Decisions (AIDS)

No coping response

Lapse/Slip=mistake

Decreased self-
efficacy

Lapse/Slip-personal
failure

Abstinence violation
effect

Enhance Self-Efficacy

Lapse Management

Cognitive
Restructuring

Intervention Components Client Responses Outcomes

III. Relapse
(if lapse occurs)

II. Relapse Prevented
(if lapse occurs)

I. Abstinence
Maintained

Relapse, Relapse Prevention, Fig. 1 During the early

stages of relapse prevention treatment, the client and

clinician collaborate to (a) identify high-risk situations,

(b) enhance client self-efficacy, (c) prepare for possible

lapses or slips (d), and undergo cognitive restructuring

(see Intervention Components boxes on left). Implemen-

tation of these four primary intervention components

results in a reduced probability of relapse by increasing

positive responses from the client. For example, absti-

nence is maintained through positively responding to

high-risk situations and utilizing skills such as urge surfing

to cope with cravings (see first two Client Responses
boxes). In the case that a lapse or slip occurs, clients are

encouraged to adhere to a contract to limit use and avoid

full-scale relapse (see third and fourth Client Responses
boxes). In addition to skills that promote increased self-

efficacy, cognitive aspects of relapse are also addressed

with the client. Lapses are reframed to equate with mistakes

rather than personal failures. Subsequently, the guilt and

shame of a “personal failure” are supplanted by a learning

experience. Through lapse management and cognitive

restructuring, the abstinence violation effect is avoided,

and relapse is prevented. Poor client responses and potential

outcomes are illustrated via the dashed Client Responses
boxes and pathways from Intervention Components to Out-
comes (Adapted from Marlatt & Donovan, 2005)
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An abstinence violation effect (AVE) may

compound the impact of negative affect on

relapse. In the presence of a trigger, relapse is

not inevitable. The way in which a person

approaches the trigger can have profound effects

on the outcome. If, for example, people find

themselves in high-risk situations whereby trig-

gers result in a lapse, theymay respond by remov-

ing themselves from that situation and chalk it up

to a learning experience such that they will need

to face similar situations differently in the future.

Another response would be to suffer an AVE

whereby the person berates himself or herself

for failing to remain abstinent. They may con-

vince themselves that they will never be success-

ful in managing their addiction and give in to full

relapse.

Relapse prevention therapy targets these high-

risk situations by helping people recognize them

while offering helpful coping skills and manage-

ment strategies to avoid relapse. In terms of

changing habits, willpower as the motivation to

change needs to be linked with “skillpower” – as

the saying goes, “where there’s a will, there’s

a way.” Coping skills provide the “way” to

change addictive behavior in relapse prevention.

The components of relapse prevention therapy

along with client responses and potential out-

comes are shown in Fig. 1. By identifying high-

risk situations and engaging in behaviors aimed at

enhancing self-efficacy, managing lapses, and

restructuring thought processes, the substance

abuser may prevent relapse. As shown in Fig. 1,

client responses that are associated with relapse

prevention and maintained abstinence include

positive coping responses and skill utilization

which may involve overt behaviors such as

removing oneself from a high-risk situation to

engaging in mental training aimed at reducing

the negative consequences of craving. An inno-

vative therapy known as mindfulness-based

relapse prevention builds upon the basic tenets

of relapse prevention therapy while incorporating

mindfulness training as a way of tapping one’s

metacognitive abilities to further cope with urges

and cravings. Specifically, mindfulness teaches

one how to cultivate nonjudgmental, nonreactive

present moment awareness. This type of

awareness can allow for a kind of “space”

between a person’s sensations or feelings and

their ultimate reaction to them. This space may

ultimately break the habit cycle. Readers inter-

ested in learning more about mindfulness-based

relapse prevention therapy are referred to the

Bowen, Chawla, and Marlatt (2011) reference

listed below.
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Relationship Stress

▶ Family Stress

Relative Risk

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Relative risk is best defined in conjunction with

absolute risk. For this example, we can define risk

as the likelihood of an adverse consequence in

two behavioral medicine interventions, Treat-

ment A and Treatment B. Imagine that the risk

is 1 in 10 for Treatment A and 2 in 10 for Treat-

ment B. In this case, a relative risk statement can

be made, saying that the probability of the event

occurring following Treatment B is twice the

probability of the event occurring following

Treatment A. However, the same relative risk

statement can be made for probabilities of 1 in

1,000,000 and 2 in 1,000,000. However, the

absolute risks are vastly different: 1 and 2 in 10;

and 1 and 2 in a million.

Description

Relative risk is often captured by a relative risk

ratio. Consider a hypothetical trial in which the

interventional treatment group receives a stress-

reduction program intended to become an add-on

treatment for patients with a serious disease that

leads to heart attacks. This group of subjects is

already receiving certain medication that is the

“standard of care” for this condition. Subjects in

the control group do not receive the stress-

reduction intervention, but they too are receiving

the standard of care medication. The trial is

designed to investigate whether the standard of

care medication plus the add-on intervention

leads to fewer heart attacks than the standard of

care medication alone.

The number of heart attacks is determined for

each treatment group, and a relative risk ratio is

calculated by considering the number of heart

attacks in the treatment group as the numerator

and the number of heart attacks in the control

group as the denominator. If the number of events

in each treatment group were to be precisely the

same (the likelihood of which is vanishingly

small), the value of the risk ratio will be unity,

represented here as 1.00. If the number of events

in the treatment group is less than that for the

control treatment group, the value will be less

than 1.00. Conversely, if the number of events

in the treatment group is greater than that for the

control treatment group, the value will be greater

than 1.00.

Imagine that the value of the relative risk ratio

is 0.80. This value conveys that, in this single

trial, the addition of the stress-reduction program

to the standard of care medication led to a 20%

reduction in risk of heart attack. To estimate the

true but unknown relative risk for the general

patient population, confidence intervals (CIs)

are placed around this value of 0.80, which in

this context is called the relative risk point esti-

mate. Let us calculate a two-sided 95% CI, which

can be defined as a range of values that we are

95% confident that will cover the true but

unknown population risk ratio. Imagine that the

lower and upper limits of the 95%CI are 0.70 and

0.92, respectively. (The calculation of a ratio

means that these limits do not fall symmetrically

around the point estimate.) The confidence inter-

val provides insight into the likely occurrence of

heart attacks in the general population receiving

the stress-reduction program. The following

statement can now be made:

• The data obtained from this single trial are

compatible with as little as an 8% decrease

and as much as a 30% decrease in the risk of

a heart attack in the general population, and

our best estimate is a decrease of 20%.

Consider now a scenario in which the relative

risk point estimate is 1.50, and the lower and

upper bounds of a two-sided 95% CI placed

around this point estimate are 1.35 and 1.68,
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respectively. Such data would show that adding

the stress-reduction intervention to the standard

of care medication actually increased the risk of

heart attack. The interpretation of such results is

as follows:

• The data obtained from this single trial are

compatible with as little as a 35% increase

and as much as a 68% increase in risk of

heart attack in the general population, and

our best estimate is an increase in risk of 50%.

Cross-References
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▶ Stress Management

Relaxation: Techniques/Therapy

Hiroe Kikuchi

Department of Psychosomatic Research,

National Institute of Mental Health, National

Center of Neurology and Psychiatry,

Tokyo, Japan

Definition

Relaxation techniques/therapy are techniques for

reducing stress and inducing relaxation. Relaxa-

tion techniques/therapy increase parasympathetic

nervous system activity, thereby decreasing the

opposing sympathetic nervous system activity

such as the fight or flight phenomenon and

decreasing arousal. There are a variety of tech-

niques for inducing relaxation. Probably, the

most common are variants of Jacobson’s progres-

sive muscle relaxation training. Other methods

include autogenic training, use of relaxation

imagery, biofeedback, and practices derived

from meditation and yoga techniques (Jorm,

Morgan, & Hetrick, 2008).

With regard to psychiatric illnesses, relaxation

techniques/therapy are often used as a competing

stimulus during systematic desensitization and as

part of a comprehensive intervention strategy for

the reduction of anxiety. They are more effective

at reducing self-rated depressive symptoms than

no or minimal treatment, while data on clinician-

rated depressive symptoms are less conclusive.

However, they are not as effective as psycholog-

ical treatment (Jorm et al., 2008). In addition,

progressive muscle relaxation training has signif-

icant therapeutic efficiency in chronic insomnia

in adult patients (Taylor & Roane, 2010).

With regard to physical symptoms or diseases,

relaxation techniques/therapy have positive

effects on pain reduction (Palermo, Eccleston,

Lewandowski, Williams, & Morley, 2010). In

addition, they have a mild to moderate effect on

reducing hot flushes in women with a history of

breast cancer (Rada et al., 2010). Although many

studies tried to investigate the effect of relaxation

techniques/therapy on primary hypertension, the

evidence in favor of causal association between

relaxation and blood pressure reduction is weak

due to the poor quality of the studies (Dickinson

et al., 2008). Therefore, further research is

required to investigate the possibility of relaxa-

tion on physical symptoms or diseases.

Cross-References
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Reliability and Validity

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB), Jette,

Belgium

Definition

These two concepts are the basis for assessment in

most scientific work in medical and social sci-

ences. Reliability refers to the degree of consis-

tency in measurement and to the lack of error.

There are several types of indices of reliability.

Internal reliability (measured by Cronbach’s

alpha) is a measure of repeatability of a measure.

In psychometrics, a questionnaire of, for example,

10 items, is said to be reliable if its internal reli-

ability coefficient is at least 0.70. This reflects

approximately the mean correlation between each

score on each item, with all remaining item scores,

repeated across all items. Methodologically, this

reflects a measure of repeatability, a basic premise

of science. Another type of reliability is inter-rater

reliability, which refers to the degree of agreement

between two or more observers, evaluating

a patient’s behavior, for example. Thus, in the

original type A behavior interview, which cur-

rently places more emphasis on hostility,

researchers provide a measure of inter-rater reli-

ability, reflecting their agreement on an observed

behavior. Finally, test-retest reliability refers to

stability of a measure over time, for example,

over 2 weeks, 1 month, or 4 years. For example,

hostility has a strong test-retest reliability

over 1 year of r ¼ 0.85, p < .0001 (Barefoot,

Dahlstrom, & Williams, 1983). This reliability

can indicate stability of a measure and of the

psychological phenomenon being assessed.

Validity of instruments refers to the degree to

which instruments assess the construct they aim to

measure. To test this, researchers have developed

several types of validity indices. Face validity

reflects the degree to which items of a scale

“appear” to assess the construct they claim to,

based on the meaning of items. This can be judged

by participants or experts rating the relevance of

each item to the construct being investigated. Con-

struct validity refers to the degree to which scores

on a scale correlate with scores on other measures

of other constructs with which they should be

theoretically correlated. For example, a scale of

anxiety would be expected to correlate with life

events in one’s past, the latter being a possible

trigger of current anxiety levels. Concurrent

validity refers to correlations between scores of

two different measures of the same construct, for

example, between two anxiety scales. Criterion

validity occurs when scores on an instrument

predict or correlate with an accepted criterion,

for example, anxiety being associated with

observed behavioral responses to a stressor.

Alternatively, criterion validity can be measured

by showing that anxiety scores of a group of

patients with clinically high anxiety levels

(post-traumatic stress disorder) are higher than

those of a healthy control group, also referred to

as discriminant validity. Finally, predictive valid-

ity reflects the degree to which scores on an instru-

ment predict in time the outcome of people in

future. For example, an anxiety scale has predic-

tive validity if it predicts health-care utilization

over the next 12 months.

Another type of validity, a very important one,

is internal validity. This reflects the confidence

a researcher may have in his or her inferences

from a study. This can be achieved by choosing
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an adequate study design and methodological and

statistical control over confounders. However, it

also results from close consideration and mea-

surement of all possible variables in a study,

from sampling, to reliability and validity of

tests, to control over confounders. To the extent

that these are achieved, the attribution of

observed results to an independent variable or

predictor variable may be internally valid. Inter-

nal validity is perhaps the outmost important

issue in scientific investigation, and a study can

be scientifically valid if its internal validity is

maintained.
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▶Religiousness/Religiosity
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Religion/Spirituality
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Castletroy, Limerick, Ireland

Synonyms

Religiosity; Religiousness; Spiritual; Spirituality

Definition

Even though there is much dispute among

researchers regarding accurate definitions of spir-

ituality and religion, it is generally accepted that

spirituality concerns the exploration for sacred,

celestial, or the transcendent side of life, while

religion can be defined as a perception, influence,

and behavior which emerges from a conscious-

ness of, or alleged contact with, metaphysical

entities which are deemed to perform an essential

role in human life. Moreover, in contemporary

society, the formation of a dichotomy is being

witnessed: with spirituality representing the per-

sonal, subjective, inner-directed, unsystematic,

liberating expression, and religion signifying a

formal, authoritarian, institutionalized inhibiting

expression. Yet the concept of religion may fur-

ther be separated into two categories: intrinsic

and extrinsic religion. Intrinsic religion is an

internalized faith which becomes an innate out-

look on life. Extrinsic is focused more on indi-

vidual practices driven by external motives, such

as improved social standing or acceptance.

Although religion and spirituality at times appear

to be polarized concepts, for the moment, at least,

it is impossible to completely segregate the two

concepts as the search for the sacred occurs

within various faith traditions, and most

researchers agree that they are in fact overlapping

constructs.

Description

Associations Between Spirituality, Religion,

and Health

Historically, it was argued that the study of the

natural and explicable phenomena belonged to

science whereas the relatively unexplained

belonged to religion. This was very pertinent to

the field of medicine. Nowadays, however, there

is a strong realization that health involves the

interaction of mind, body, and more. In fact,

health is far more than a physical matter. Much

of this realization has been attributed to a sub-

stantial body of literature which has accumulated

over the last number of decades connecting
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spirituality, religion, and communal religious

involvement to a variety of health outcomes

(Hill & Pargament, 2003; Koenig, 2009;

McCullough & Willoughby, 2009; Powell,

Shahabi, & Thoresen, 2003). The links between

spirituality and health are discussed elsewhere in

this encyclopedia (see ▶Spirituality). Even

though the vast majority of studies report

a beneficial effect of religion on health, this

research has been the subject of considerable

controversy. For example, religious involvement

is strongly correlated with health-related factors,

such as functional status, lifestyle, and social

support, which may confound associations

between religious observance, beliefs, and health

(Sloan, Bagiella, & Powell, 1999). Further, lon-

gitudinal studies have found differential stress

buffering effects: protective against multiple

events but not discrete events (Schnittker,

2001). It could be that religious coping is used

as a last resort when individuals feel

overwhelmed when dealing with multiple stress-

ful episodes, especially when their personal cop-

ing resources fail or prove to be inadequate.

However, what adds to this controversy is that

the precise mechanisms behind the links between

religion and health are not yet clear and are the

subject of much research(Powell, Shahabi, &

Thoresen, 2003; Seeman, Dubin, & Seeman,

2003).

A number of possible psychological, social,

and physiological mediators have been proposed

to account for this connection. For example, it

could be that prayer may help people deal with

unpleasant situations or that faith promotes

a positive disposition which facilitates coping. It

is also becoming increasingly evident that reli-

gious/spiritual coping strategies can be divided

into positive (e.g., seeking support from clergy,

forgiveness, reappraisal) and negative (e.g., spir-

itual discontent, pleading for direct intercession,

punishing God reappraisal) forms; positive forms

typically relate to more positive outcomes,

whereas negative religious coping strategies are

generally related to more negative outcomes (Hill

& Pargament, 2003). Moreover, religious affilia-

tions are associated with the practice of healthy

lifestyles and the social aspect of attending

religious rituals, i.e., church, promotes social

integration, all of which are linked to better

health (Sloan & Ramakrishnan, 2006). Further,

religious attendance has been found to be

inversely related to inflammatory cytokines high

interleukin �6 levels (>5 pg/ml), providing sup-

portive evidence of a direct link between reli-

gious observance and health (Koenig, et al.,

1997); this observed association was somewhat

attenuated after controlling for age, sex, race,

education, chronic illnesses, and physical func-

tioning, implying that other factors may be driv-

ing the observed effects. In addition, the

proponents of these links between religion and

health would argue that the strongest evidence

comes from intervention studies, demonstrating

the positive effect of intercessory prayer on car-

diovascular health (Townsend, Kladder, Ayele,

& Mulligan, 2002). However, in a very recent

Cochrane Review, it was found that this particu-

lar evidence was rather weak and that trials of this

type of intervention should not be undertake,

stating that they “would prefer to see any

resources available for such a trial used to inves-

tigate other questions in health care (Roberts,

Ahmed, Hall & Davidson, 2009).” Another

issue that needs to be addressed is the differential

effects of intrinsic and extrinsic religion on psy-

chological distress. Studies have indicated that

intrinsic religious individuals who attend reli-

gious services demonstrate reduced anxiety

whereas extrinsically motivated individuals who

attend services tend to portray anxiety (Koenig,

2009). How these different religious concepts

relate to physical health outcomes is still unclear,

but the link between psychological distress and

ill-health is well established (Roberts, Ahmed,

Hall & Davidson, 2009; Rugulies, 2002).

How to Measure Spirituality and Religion

Measuring spirituality and religion has proven to

be a very difficult task due to researcher’s inabil-

ity to completely differentiate between religion

and spirituality. This inadequacy has unlocked

Pandora’s Box, due to the paradoxical question:

is one measuring/or has one measured spirituality

or religion? Or are these religious measurements

tapping into other constructs such as social
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support? Nonetheless, there are a number of mea-

sures available for measuring spirituality (see

entry on ▶ Spirituality) and religion: the Reli-

gious Involvement Scale (Piedmont, Ciarrochi,

Dy-Liacco, & Williams, 2009) is a useful scale

to test how involved individuals are in religious

activities; the Multi-Religion Identity Measure

(Abu-Rayya, Abu-Rayya, & Khalil, 2009) is

a scale which can be used accurately in order to

distinguish between members of different reli-

gions; and the religious coping scale (RCOPE)

(Pargament, Koenig, & Perez, 2000) can be used

to assess religious coping. If one wants to mea-

sure both spirituality and religion, the Assess-

ment of Spirituality and Religious Sentiments

ASPIRES (Piedmont, 2004) scale can be used,

which has proved to have reliability and discrim-

inant validity. Finally, and more recently, an

Implicit Christian Humanist Implicit Association

Test (Ventis, Ball, & Viggiano, 2010) has been

developed to measure both religion and spiritual-

ity which may have stronger behavioral

correlates.
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Religious Coping

Jennifer Wortmann

Department of Psychology, University of

Connecticut, Storrs, CT, USA

Synonyms

Negative religious coping; Religious struggle;

Spiritual coping; Spiritual struggle

Definition

Religious coping is religiously framed cognitive,

emotional, or behavioral responses to stress,

encompassing multiple methods and purposes as

well as positive and negative dimensions.

Description

Religion and spirituality translate into coping

responses to stress insofar as they serve as avail-

able and compelling orienting systems and espe-

cially when stressors test “the limits of personal

powers” (Pargament, 1997, p. 310). Religion

can provide a framework for understanding

emotional and physical suffering and can facili-

tate perseverance or acceptance in the face of

stressors. Religious coping encompasses reli-

giously framed cognitive, emotional, or behav-

ioral responses to stress. It may serve many

purposes, including achieving meaning in life,

closeness to God, hope, peace, connection

to others, self-development, and personal

restraint (Pargament, 1997). Who uses religious

coping depends on individual (e.g., degree of

personal religious commitment), situational

(e.g., stressfulness of the event), and cultural

factors (Harrison, Koenig, Hays, Eme-Akwari,

& Pargament, 2001). The outcomes of religious

coping depend on the appropriateness of the cop-

ing method to the stressor (Pargament, 1997).

Early measures of religious coping were

limited in breadth and depth. For instance,

Ways of Coping (Lazarus & Folkman, 1984)

measures one religious practice: prayer. The

COPE (Carver, Scheier, & Weintraub, 1989)

assesses religious coping with four items: “I

seek God’s help,” “I put my trust in God,” “I try

to find comfort in my religion,” and “I pray.” The

RCOPE religious coping scale by Pargament and

colleagues expands measurement of religious

coping to include methods to find meaning, to

gain control, to gain comfort and closeness to

God, and to achieve a life transformation

(Pargament, Koenig, & Perez, 2000). Measure-

ment of multiple methods of religious coping

permits researchers and clinicians to assess

specific beliefs, experiences, or practices that

differentially relate to health.

Religious coping may be active or passive in

nature. In fact, a collaborative religious coping

style in which a person considers him or herself

partners with God in resolving a problem was

found to be more common and more effective

than either a self-directing or passive style

(Pargament, 1997). Religious coping methods

that have been shown to have a generally positive

relationship with psychological outcomes

(Ano & Vasconcelles, 2005), hence positive reli-

gious coping, include the collaborative style,

benevolent reappraisal of the stressor, and

seeking spiritual support from God, clergy,

or members of one’s religious group. Religious

coping is increasingly being researched in the

contexts of multiple illnesses, and suspected

mechanisms through which religious coping can

influence health include relaxation, sense of con-

trol, and the promotion of healthy behaviors.

Although research has failed to show consistent
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relations between positive religious coping

methods and physical health, future research

may incorporate sophisticated design and

proposed psychosocial (e.g., meaning, social sup-

port, meditation) and physiological mediation

pathways (Park, 2007; Seybold, 2007).

Research has demonstrated more consistent

relations between negative religious coping

methods and poorer mental and physical health

(Ano & Vasconcelles, 2005; Powell, Shahabi, &

Thoresen, 2003). Negative religious coping, also

known as spiritual struggle, encompasses inter-

personal, intrapersonal, and divine categories,

including conflict with religious others,

questioning, guilt, and perceived distance from

or negative views of a higher power (Pargament,

2007). Religious coping may also be a negative

force in health if it interferes with receipt of

necessary treatments (e.g., passive religious

deferral). Although generally less common than

positive coping in response to stress, negative

religious coping is common in people facing seri-

ous or life-threatening illness. As such,

researchers have recommended incorporating

assessment of positive and negative religious

coping in clinical practice to identify those at

risk for the negative impacts of spiritual struggles

and have begun to develop recommendations

regarding and interventions targeted at spiritual

struggles (Pargament, 2007).

Cross-References
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▶ Spirituality
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Synonyms

Church attendance; Prayer; Religious ceremony;

Religious practice; Religious service; Service

attendance
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Definition

A religious ritual is any repetitive and patterned

behavior that is prescribed by or tied to a religious

institution, belief, or custom, often with the inten-

tion of communicating with a deity or supernat-

ural power. Rituals may be performed

individually or collectively during predetermined

times (e.g., praying at specific times of day),

elicited by events (e.g., mourning rituals

performed after a death), or performed sporadi-

cally (e.g., praying at various times throughout

the day).

Description

Rituals are an important aspect of religion

because they allow believers to express and

reaffirm their belief systems. One of the primary

purposes of rituals is communication. Rituals

communicate or are intended to communicate to

self, others, or deities. They convey information

regarding the commitments, beliefs, and values

of the individuals performing the ritual and link

them to the larger religious tradition. They

reaffirm the religious frameworks individuals

use to conceptualize and understand life and,

thus, endow a sense of meaning. Religious rituals

also serve other psychosocial functions such as

emotional control, social support, and commu-

nity cohesion. By structuring and prescribing

behavior, rituals may ease anxiety and uncer-

tainty and promote stability and understanding

in social interactions. It is thought that religious

rituals may affect physical and mental health

through the psychosocial functions that they

serve.

In the context of health, prayer is one of the

most common religious rituals examined. Studies

of relationships between prayer and health have

produced contradictory findings. Some have

demonstrated favorable links between the two.

For example, a longitudinal study of healthy

elderly adults found that prayer was related to

reduced mortality rates even after many potential

confounds such as demographics, health prac-

tices, and social support were controlled for

(Helm, Hays, Flint, Koenig & Blazer, 2000). In

contrast, cross-sectional studies have found unfa-

vorable relationships between prayer and health

such that higher levels of prayer are related to

more disability and pain. A possible explanation

for this negative relationship is that those who are

ill and suffering may turn to prayer as a way to

deal with their distress. Prayer may become par-

ticularly relied upon when individuals are facing

stress or illness in that prayer can be an important

coping resource. The contradictory findings

regarding prayer and health may also be due to

the failure of many studies to examine factors

such as frequency and content of prayer. Prayer

can be categorized into different types based on

its content, and evidence suggests that different

types of prayer may have differing relationships

with health and well-being. As of now, it seems

that the relationship between prayer and health is

a complex one and one that is yet to be fully

explored or understood.

Numerous studies have also looked at rela-

tionships between frequency of service atten-

dance and health. Ample evidence points to

a strong positive relationship between the two.

For example, a review of the literature concluded

that there was a 25% reduction in mortality rates

among those who attended religious services

even after confounds and risk factors (such as

demographics, healthy lifestyle, social support,

and depression) were taken into account (Powell,

Shahabi, & Thoresen, 2003). A meta-analysis

that included data from over 125,000 participants

found a similar 25% reduction in mortality rates

even after potential confounding variables were

taken into account (McCullough, Hoyt, Larson,

Koenig, & Thoresen, 2000). Many pathways

through which service attendance affects health

have been proposed; service attendance may

affect health by generating strong positive emo-

tions, encouraging healthy behaviors, and provid-

ing access to resources and social support.

Other forms of religious rituals exist besides

religious service and prayer, and such forms of

rituals may be related to health as well. For

example, religious mourning rituals have been

postulated to play a role in constructively dealing

with grief. Mourning rituals may provide a sense
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of mastery and control during a highly stressful

and uncertain time by prescribing to individuals

what ought to be done. Other collective rituals

such as participation in religious festivals or cer-

emonies may foster social bonding and yield

a sense of community and social support.

Although it can be reasoned that such forms of

rituals may affect health as it is related to many

salutary psychosocial functions such as social

support and a sense of control, currently there is

very little empirical literature linking them to

health.

In conclusion, although scholars have theo-

rized that religious rituals serve a wide array of

functions such as social cohesion, sense of mean-

ing, emotional control, and personal control, all

of which have been shown to be related to better

health, very little research has examined the full

linkages. With the exception of participation in

formal worship services as strongly linked to

better health, few solid conclusions regarding

links between religious rituals and physical

health can be drawn at this point. These questions

await further empirical attention.
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Synonyms

Church-based support

Definition

Religious social support can be described as the

social support individuals receive as a result of

their religious beliefs and participation in reli-

gious activities. Social support refers to the size

of one’s social network and the perception of

belonging to one or more groups. It also includes

perceptions of received, provided, and expected

emotional and tangible support from one’s social

network (Cohen, Underwood, & Gottlieb, 2000).

Thus, religious social support refers to the emo-

tional and tangible support that one receives, pro-

vides, and expects from one’s religious
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community. It may also refer to the size of one’s

social network as a result of participation in reli-

gious and spiritual activities (Debnam, Holt,

Clark, Roth, & Southward, 2011; Krause, Ellison,

Shaw, Marcum, & Boardman, 2001). Religious

support is a multidimensional construct that has

sometimes been operationalized differently

across various studies. Most definitions of reli-

gious social support include the amount of reli-

gious involvement (usually indicated by

frequency of attending religious services and

related activities). Religious involvement is

intended as a proxy measure of the social inter-

action and supportive relationships that one may

form with fellow members of a religious commu-

nity. Religious social support can be further spec-

ified according to type (emotional or spiritual)

and source (clergy or laity members) of the sup-

port (Debnam et al., 2011). Occasionally, reli-

gious support includes a person’s perception of

emotional and tangible support received from

supernatural entities as a result of religious or

spiritual beliefs and activities. A four-dimensional

model of religious social support has been

described in the Brief Multidimensional Measure

of Religiousness/Spirituality for Use in Health

Research (NIA working group/Fetzer Institute,

1999). The four dimensions are emotional support

provided, emotional support received, negative

interaction, and anticipated support.

Description

There is a broad literature linking religiosity and

spirituality to mental and physical health

(George, Ellison, & Larson, 2002; Koenig,

2009; Koenig, McCullough, & Larson, 2001;

Oman & Thoresen, 2005). In general, though

not always, the large number of studies examin-

ing the relationship between religiosity and spir-

ituality and mental and physical health suggest

that religious and spiritual activities have

a salutary influence on a variety of variables

related to mental and physical health. Numerous

studies involving participants in a variety of set-

tings, from different ethnic backgrounds, in dif-

ferent age groups, and in different countries,

some of which used longitudinal designs or ran-

dom controlled trials, have found evidence that

religious and spiritual activities are mostly

related to better coping with stress and less

depression, suicide, anxiety, and substance

abuse (Koenig, 2009). The positive influence of

religion and spirituality goes beyond the mere

absence of psychopathology to include greater

general happiness, satisfaction with life, and

sense of meaning and purpose (Miller & Kelley,

2005). They are also related to better physical

health, better health behaviors, and longer sur-

vival (George, Ellison, & Larson, 2002; Oman &

Thoresen, 2005; McCullough, Hoyt, Larson,

Koenig, & Thoresen, 2000; Powell, Shahabi &

Thorensen, 2003). People who attend religious

services and activities once a week or more tend

to have fewer illnesses, recover more quickly

from illness, and live longer than those who

attend less frequently (George et al., 2002).

There is also evidence that they have lower

blood pressure and reduced risk of hypertension.

Many religious communities encourage health-

promoting behaviors. Individuals who attend reli-

gious activities tend to engage in more exercise

and less smoking and heavy drinking, and they

tend to wear their seat belts more often. Further,

they are more likely to seek preventative medical

care and comply with medical treatment. At least

one longitudinal study of over 2,500 community

participants spanning 30 years found that people

who attended religious services more often were

also more likely to adopt and maintain healthy

behaviors, such as exercising and avoiding

smoking and abusing alcohol (Oman&Thoresen,

2005). At least two reviews found evidence from

several large-scale studies that religious involve-

ment is related to lower mortality rates

(McCullough et al., 2000; Powell et al., 2003).

In both studies, on average, increased religious

activity reduced mortality rates by about 25%.

It is likely that the influence religion and spir-

ituality have on mental and physical health is

partially mediated by religious social support.

Social support in general, (i.e., social support

that is not specific to religiously based social

support) has often been related to better physical

and mental health (Taylor, 2011). Involvement in
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religious and spiritual communities seems to pro-

vide individuals with opportunities to develop

greater social support. Individuals who partici-

pate in religious and spiritual communities may

have additional, and/or unique, opportunities to

benefit from social support. People who regularly

attend religious and spiritual activities, compared

to those who attend less frequently, typically

have larger social networks and engage in more

activities in which they provide or receive social

support (Ellison, Hummer, Burdette, & Benja-

mins, 2010; Oman & Thoresen, 2005). Increased

participation in religious community activities is

associated with larger and more stable social

networks and with more perceived social, and

emotional, support (George et al., 2002;

Strawbridge, Shema, Cohen, & Kaplan, 2001).

Further, the quality of religious social support

may be better. Members of religious and spiritual

communities tend to share similar beliefs, world-

views, values, backgrounds, and experiences.

They may also have more opportunities to share

intimate moments, significant life experiences,

and develop long-term friendships and bonds.

They may feel more closely connected as

a result of participating in common worship,

prayer, services, or social groups and activities.

In addition, religious and spiritual teachings that

promote prosocial values can encourage and

facilitate providing and receiving emotional and

tangible support, especially during times of stress

(Ellison & George, 1994).

Religious social support may help individuals

cope with stress by encouraging healthy coping

strategies and may help them construct a sense of

meaning and purpose. Religious social support

can also provide individuals with a sense of

shared burden and comfort. Another way reli-

gious social support may influence physically

and mentally is by encouraging healthy behav-

iors. Most religious and spiritual communities

encourage their members to abstain from harmful

behaviors such as drug and alcohol abuse,

smoking, and unsafe sex. Dimensions of religious

social support have been related to better eating

and exercising habits (Debnam et al., 2011;

Oman & Thoresen, 2005; McCullough et al.,

2000; Powell et al., 2003). However, the evidence

for the mediating role of religious social support

is mixed with some studies finding evidence for

the mediating role of religious social support and

some not finding this (George et al., 2002).

It is also important to note that increased

involvement in religious and spiritual communi-

ties can sometimes have negative consequences.

Religious and spiritual participation can some-

times be a source of stress rather than comfort.

Interactions may be more negative than positive.

For example, in religious communities where

certain things such as divorce or homosexuality

are strongly condemned, individuals and families

experiencing these issues may encounter

a variety of negative interactions with commu-

nity members. In some cases, religious commu-

nities may reinforce unhealthy beliefs and

behaviors. They can promote perfectionism, neg-

ative self-views, and exacerbate feelings of guilt,

worry, and anxiety. They can perpetuate mental

illness by interpreting pathological symptoms in

religious and moralistic terms. Further, some reli-

gious communities may discourage members

from seeking and adhering to medical treatment

for physical and mental health issues (Exline &

Rose, 2005; Miller & Kelley, 2005). Quite often,

the negative reality of religious and spiritual

activity exists alongside the positive benefits.

Thus, religious social support includes both pos-

itive and negative elements.

Elements of religious and spiritual activities

likely to influence health and mental health include

public participation (e.g., attendance at religious

services and related activities), religious affiliation

(i.e., belonging to religious groups or denomina-

tions), private religious practices (e.g., prayer, med-

itation, reading religious literature), and religious

coping (relying on religion to help cope with stress-

ful situations) (George, Ellison, & Larson, 2002).

Cross-References
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Definition

The terms religiousness/religiosity are used

interchangeably but often defined as an individ-

ual’s conviction, devotion, and veneration

towards a divinity. However, in its most

comprehensive use, religiosity can encapsulate

all dimensions of religion, yet the concept can

also be used in a narrow sense to denote an

extreme view and over dedication to religious

rituals and traditions. This rigid form of

religiosity in essence is often viewed as

a negative side of the religious experience, it

can be typified by an over involvement in

religious practices which are deemed to be

beyond the social norms of one’s faith.

Description

Religiousness/Religiosity and Health

As the use of the concept religiosity has a certain

ambiguity in its definition, the lack of clarifica-

tion can lead to much confusion among

researchers. Further, adding to this complexity

is the fact that research has found both negative

and positive relationships between religiosity

and a variety of health outcomes (Miller &

Kelley, 2005). Thus, future researchers may

need to investigate not only linear patterns, but

to test for nonlinear associations between these

particular constructs and need to appreciate that

religiosity can often be used to represent an

extreme view and over dedication to religious

rituals and traditions that are positioned outside

social norms. Indeed, such obsessive behaviors

are frequently viewed as pathological, and

perhaps it is these excessive practices that

underlie the negative ill-health associations

that have been observed. Moreover, some

researchers have proposed a bidirectional and

interaction model to explain these complex rela-

tionships (Erwin-Cox, Hoffman, Grimes, &

Fehl, 2007).

Measuring Religiosity/Religiousness

When one is measuring religiosity and religious-

ness, they are in fact measuring how religious an

individual is. The Faith Maturity Scale (Benson,

Donahue, & Erikson, 1993) is an 11-item

self-report questionnaire which is segregated

into two subscales: horizontal and vertical faith

maturity. The vertical scale assesses closeness to

God, while the horizontal subscale reviews the

existent to which faith has motivated an individ-

ual to assist another person. Also, religiousness

can be measured using a number of scales such as

the Religiosity Index, (Piedmont, 2001) and the

Religion Schema Scale (Streib, Hood, &

Klein, 2010). However, as researchers neglect to

consider that religiousness may also denote

religiosity, one must analyze specific questions

from the scales in order to assess the religiosity of

an individual. Similarly, is not yet clear whether

these scales allow for assessment of the more

extreme aspects of religiosity which have been

associated with ill health.

Cross-References
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REM Sleep
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Synonyms

Active sleep; Paradoxal sleep; Phasic REM;

Tonic REM

Definition

Rapid eye movement (REM) sleep is a behavioral

classification of sleep that is characteristic to

rapid jerky eye movements and is associated

with increased incidence of dream activity.

REM is present in humans from birth throughout

the life span and is expressed by all terrestrial

mammals as well as birds.

Description

Rapid eye movement (REM) sleep is widely

known by its shortened acronym “REM” sleep –

when pronounced, REM rhymes with “gem.”

Sleep can be measured with polysomnography

(PSG). Polysomnographically measured sleep

can be classified into distinct categories that

include N1, N2, N3, and REM – the focus of

this entry. REM can be classified as defined by

the 2007 American Academy of Sleep Medicine

sleep scoring manual (Iber, Ancoli-Israel,

Chesson, & Quan, 2007) and is similarly classi-

fied according to the Rechtschaffen and Kales

“classic criteria” (Rechtschaffen & Kales,

1968). REM sleep was given its name due to the

rapid and jerky eye movements that occur during

this behavioral state. Another common term used

to describe REM sleep is “paradoxal sleep”

because brain activity during REM sleep has

a striking resemblance to that observed during

wakefulness, hence the paradox. The term

“paradoxal sleep” was coined in the late 1950s

by Michel Jouvet, M.D.

REM sleep was discovered and first reported

in the early 1950s by Eugene Aserinsky, Ph.D.

and his mentor Nithaniel Kleitman, Ph.D. The

discovery was made through Aserinsky’s doc-

toral dissertation study, serendipitously, when

Aserinsky observed rapid eye movements

among his sleeping participants (Aserinsky &

Kleitman, 1953). During the late 1950s and

early 1960s, William C. Dement, M.D., Ph.D.

began researching REM sleep in greater detail

(e.g., Dement & Kleitman, 1957), which initiated

his to-be legendary career in sleep science, and

provided a platform for sleep science to advance.

During the 1950s and 1960s era, the ground-

breaking discovery of REM sleep lead to the

acknowledgment of brain activity during sleep,

which countered the conventional wisdom that

the brain was inactive during this behavioral

state. In sum, the discovery of REM sleep prop-

agated the investigations that built the foundation

for the development of modern sleep medicine as

it stands today (Dement, 2005).

A characteristic component of REM sleep is

an unstructured pattern of low amplitude

(4–7 Hz) mixed frequency neurological activity,

as measured by electroencephalography. The

neurological activity during REM sleep displays

sawtooth wave forms or trains of sharp triangular

waves that occur at 2–6 Hz. Behavioral and phys-

iological changes occur during REM sleep,

including rapid eye movements, poikilothermia,

atonia (i.e., low or absent muscle tone), fast bursts

of transient muscle activity, shallow irregular

breathing, increased heart rate and blood pres-

sure, increased genital blood flow, and increased

neurological oxygen and glucose metabolism.

Poikilothermia is the loss of thermoregulatory

control, resulting in the body temperature gravi-

tating toward the ambient environmental temper-

ature; sweating and shivering also cease. Atonia

is when the skeletal musculature essentially

enters a state of paralysis, which likely functions

to avoid acting out the dreams that typically occur

during REM sleep. Transient increases in heart

rate, blood pressure, and irregular breathing typ-

ically occur during dream content and co-occur

with rapid eye movements. Increased genital

blood flow leads to erections that are unrelated
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to dream content for men and increased vaginal

blood flow for women. Dreams typically occur

during REM sleep (Dement & Kleitman, 1957);

brain activity associated with dreams increases,

which propagates increased neurological oxygen

and glucose metabolism. Due to the multiple

physiological and behavioral expressions during

REM sleep, REM sleep can be further

subdescribed as phasic or tonic. Phasic is the

occurrence of rapid eye movements and muscle

twitches, whereas tonic is the more constant state

of REM between the phasic events.

Typically, sleep transitions from wake into

N1, followed by N2, followed by N3, and then

followed by REM – this progressive series is

termed a “sleep cycle.” Sleep cycles typically

occur throughout sleep at approximately 50-min

intervals among infants and approximately

90–110-min intervals among adults. Several

sleep cycles occur throughout the night, and the

time spent in the different sleep stages changes

within each sleep cycle. During the first sleep

cycle, REM may only last several minutes;

REM episodes within each subsequent sleep

cycle become progressively longer throughout

the night. Thus, typically, the first portion of

the night primarily consists of non-REM sleep

(i.e., N1, N2, and N3), and the second portion of

the night primarily consists of REM sleep.

Although the true function of sleep, and par-

ticularly REM sleep, is unknown, to date several

functions of REM sleep have been delineated

(e.g., Rector, Schei, Van Dongen, Belenky, &

Krueger, 2009; Siegel, 2009). Dreams typically

occur during REM sleep; although, the purpose

of dreaming remains unknown. REM sleep may

stimulate the brain during sleep through dream-

ing. REM sleep appears central to memory for-

mation, where REM sleep and non-REM sleep

(N1, N2, N3) complement each other to process

and consolidate various memory forms

(Diekelmann & Born, 2010; Stickgold &Walker,

2007). REM sleep also appears to be central to

emotion regulation (Walker & van der Helm,

2009). Despite the unknown purpose of REM

sleep, it appears necessary to obtain. For exam-

ple, total sleep deprivation, as well as experimen-

tally induced REM sleep deprivation, leads to

a compensatory increase in time spent in REM

sleep during the following sleep episode, a phe-

nomenon known as REM rebound. Furthermore,

REM sleep has been observed among all terres-

trial mammals and birds, but not reptiles.

Entering directly into REM sleep from wake,

instead of into N1 first, is associated with a sleep

disorder called narcolepsy. Several parasomnias

are particularly linked to REM sleep, including

nightmares, isolated sleep paralysis, and REM

sleep behavior disorder. REM sleep disturbances

are implicated in and are associated with

numerous psychiatric disorders, including

depression, schizophrenia, bipolar disorder, and

posttraumatic stress disorder.

Human Development: From birth to approxi-

mately 6 months post-term, infant sleep patterns

are classified into either REM or NREM; during

the birth–6-month postterm period, these classi-

fications are also referred to as active sleep and

quiet sleep, respectively. Following 6 months

post-term, infant NREM sleep patterns become

more complex and can be categorized into N1,

N2, and N3 sleep stages – in addition to REM

sleep. During the first few postterm months,

infants spend approximately 50% of time in

both REM and NREM sleep. During childhood,

the percentage of time spent in REM sleep drops

off, levels out to approximately 25% of the entire

sleep time, and then gradually decreases across

the life span. Across the life span, generally, the

percentages of N1 and N2 sleep increase,

whereas N3 and REM sleep decrease (Ohayon,

Carskadon, Guilleminault, & Vitiello, 2004).

Cross-References
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George J. Trachte

Academic Health Center, School of

Medicine-Duluth Campus, University of

Minnesota, Duluth, MN, USA

Definition

General Background

Renin is an aspartyl protease secreted primarily

from the kidney that raises blood pressure, retains

sodium, and produces various changes in gene

transcription that are usually associated with

pathological damage, particularly to the kidney

and heart. Specifically renin cleaves a 10 amino

acid peptide (angiotensin I) from a large protein

(angiotensinogen) secreted by the liver. The

angiotensin I is subsequently modified by

removal of two amino acids by angiotensin

converting enzyme to form an eight amino acid

product, angiotensin II. Angiotensin II is the pri-

mary mediator of renin effects. Pathological con-

ditions involving this system include the

following: congestive heart failure, myocardial

infarction, hypertension, and diabetes mellitus

(renal damage). Inhibitors of the system are

beneficial in treating these pathologies and

include direct renin inhibitors (aliskerin),

converting enzyme inhibitors (lisinopril

and other “prils”), and angiotensin receptor

antagonists (candesartan and other “artans”).

Physiological Relevance

The renin-angiotensin system is thought to be

important in adaptations to low-salt diets

and normal development of the kidneys in

utero. Inhibition of the system with converting

enzyme inhibitors has resulted in greater fetal

mortality and children born with malformed

kidneys.

Control of Renin Release

Renin is secreted in response to the following:

a drop in pressure in the renal artery, reduced

dietary sodium intake, sympathetic nerve acti-

vation leading to the stimulation of ß1 receptors,

and prostaglandins. Renin release is inhibited

by: elevated renal artery pressure, increased

sodium consumption, ß receptor antagonists,

and atrial natriuretic peptide. The drop in renal

artery pressure is the specific stimulus for renin

release leading to hypertension in renal artery

stenosis. Dietary sodium status is primarily

responsible for the daily fluctuations in renin

levels. Prostaglandins are the specific stimulus

leading to excessive activity of this system

resulting in potassium depletion in Bartter’s

syndrome.
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Renin Tissue Localization and

Molecular Biology

In addition to the kidney, renin (REN) mRNA is

found in the following: adrenal gland, testis,

ovary, liver, brain, hypothalamus, salivary

gland, adipose tissue and, in lower levels, lung,

spleen, thymus, and prostate. The REN genes

code for a large 406 amino acid protein

(pre-prorenin). The removal of 23 amino acids

from the carboxyl terminal results in the forma-

tion of prorenin. The final step in the process

involves removal of 43 amino acids from the

amino terminal to form the 340 amino acid active

protein known as renin. Both renin and prorenin

are secreted into the circulation. Prorenin can be

activated by binding to its receptor even in the

absence of conversion to renin. The enzyme

converting prorenin to renin has not been identi-

fied but is believed to be specific to the kidney

because nephrectomized patients or animals

contain no renin in their circulation but prorenin

is present. Inhibitors of the prorenin receptor

have been shown to be beneficial in diabetic

nephropathy.

Behavioral Actions of Renin

Renin and other components of the renin-

angiotensin system are present in the brain and

are believed to impact memory negatively and to

exacerbate neurogenic diseases such as

Alzheimer’s disease and other neurodegenerative

disorders.

Cross-References
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Reproductive Health

Ulrike Ehlert1 and Simona Fischbacher2
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Definition

As a part of general health and development,

reproductive health, which refers to the reproduc-

tive processes and functions, is essential in

adolescence and adulthood and also affects

one’s well-being beyond the reproductive years.

Healthy development of the reproductive system

in the fetus and during early childhood is required

to achieve reproductive capacity. Reproductive

maturity is usually reached after puberty, a

phase characterized by biologically based growth

and change processes modulated by psychosocial

factors. In adulthood, when reproductive capacity

is completely developed, a healthy menstrual
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cycle and male reproductive functioning are

biological requirements for reproduction.

Furthermore, individual reproductive goals need

to be developed and pursued. For women, the

fertile phase ends rapidly with menopause,

whereas men usually experience a gradual

decrease in fertility with increase in age.

Description

A Biopsychological Approach to

Reproductive Health

From a biopsychological perspective, the associ-

ation between psycho-endocrinological or psy-

cho-immunological factors and reproductive

processes is of interest. Deviations from the

healthy sex hormone secretion are associated

with the development andmaintenance of various

chronic diseases and modulate neurotransmitter

systems associated with psychiatric disorders. On

the other hand, infertility and diseases of the

reproductive system affect one’s psychological

well-being and may lead to impairments in

social life, work productivity, interpersonal

relationships, and sexuality (Stanton, Lobel,

Sears, & Stein De Luca, 2002).

Stress is one of the most potent factors affect-

ing reproductive health and is related to several

reproductive disorders, such as cycle length dis-

orders, infertility, premenstrual syndrome, or

erectile dysfunction. The bidirectional interac-

tion between the hypothalamic-pituitary-adrenal

(HPA) axis, as the most prominent stress-

associated hormone system, and the hypotha-

lamic-pituitary-gonadal (HPG) axis is well

documented. The HPA axis exerts an inhibitory

effect on the HPG axis, due to the inhibiting

action of corticotropin-releasing hormone

(CRH), arginine-vasopressin (AVP), and CRH-

induced beta-endorphin release. In addition, cor-

tisol suppresses secretion of the gonadotropin-

releasing hormone (GnRH) and the luteinizing

hormone (LH), and inhibits ovarian sex steroids

(estrogen and progesterone) and testosterone.

Sex steroids, on the other hand, have a modulating

effect on the HPA axis (Creatsas, Mastorakos, &

Chrousos, 2006).

Women’s Reproductive Health

Women’s reproductive health includes not only

reproductive processes, a healthy reproductive

system, and reproductive functioning, but also

psychological well-being and a safe and satisfy-

ing sexual life. The biological basis of women’s

reproductive health is a healthy and ovulatory

menstrual cycle. This entry will give a brief over-

view on the endocrinological processes of

a healthy menstrual cycle.

Endocrinology of female reproduction and

the menstrual cycle: The most important physio-

logical function of the hypothalamic-pituitary-

ovarian (HPO) axis is the control of reproduction.

This hormonal system includes the hypothalamic

GnRH, which is controlled by the GnRH-pulse

generator, the pituitary gonadotropes, and sex-

hormones produced by the ovaries. The men-

strual cycle can be divided into three successive

phases: the follicular phase, the ovulatory phase,

and the luteal phase. Menstrual bleeding marks

the first day of the follicular phase and occurs

after the decrease in levels of progesterone and

estrogen at the end of the previous cycle. At the

beginning of the follicular phase, the follicle-

stimulating hormone (FSH) stimulates the devel-

opment of several follicles, resulting in a slow

increase in a woman’s estrogen level. As the

estradiol level increases, its negative feedback

on the pituitary inhibits secretion of FSH; conse-

quently, the FSH level decreases. Shortly before

ovulation occurs, maturation of the dominant fol-

licle and the corresponding peak in estrogen level

lead to a positive feedback on LH, generating

a preovulatory LH surge. This surge causes the

follicle to swell and rupture. Ovulation usually

occurs after the LH surge. The following luteal

phase is characterized by the formation of the

corpus luteum and its production of progesterone

and estrogen, which help to prepare the endome-

trium for implantation and maintenance of

pregnancy. High progesterone level exerts

negative feedback on the GnRH pulse frequency,

and consequently, FSH and LH secretions

decrease. Lacking stimulation by FSH and LH,

the corpus luteum regresses after approximately

14 days. The following decline in estrogen and

progesterone levels remove the negative
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feedback control on FSH, and its level increases

again to initiate the next menstrual cycle.

The first day of menstrual bleeding is counted

as the beginning of the menstrual cycle, which

lasts until the day before the next onset of menses.

Between the ages of 20 and 40 years, the average

cycle length ranges from 27 to 30 days. Whereas

the follicular phase can vary in length

(13–15 days), the luteal phase lasts approxi-

mately 14 days, correlating with the life span of

the corpus luteum. Menstrual cycle lengths vary

most after menarche and before menopause,

mainly because of anovulatory cycles

(Rees, Hope, & Ravnikar, 2005).

Women’s Reproductive Disorders

Reproductive health is influenced by a number of

different factors, such as age, genetics, lifestyle,

and exposure to environmental toxins. Thus,

women’s reproductive health not only includes

the healthy aspects of reproduction but also

diseases and conditions that negatively affect

the female reproductive system. Reproductive

disorders, defined as abnormalities in the repro-

ductive system, reduce reproduction and often

affect overall health, psychological well-being,

and sex life. This section will provide a brief

outline of selected menstrual cycle–related repro-

ductive disorders from the perspective of behav-

ioral medicine.

Menstrual Cycle–Related Disorders

Cycle Length Disorders and Bleeding Disorders:
Cycle length disorders and bleeding disorders are

deviations from normative patterns of menstrual

functioning in terms of menstruation frequency

or bleeding pattern. Cycle length disorders

and bleeding disorders are often associated

with anovulatory cycles and infertility. The

most common are oligomenorrhea, amenorrhea,

menorrhagia, and spotting or breakthrough bleed-

ing. Oligomenorrhea is defined as infrequent

menstruation, with 5–9 periods within 1 year;

amenorrhea is the absence of a menstrual period.

Primary amenorrhea (or the absence of a men-

strual period until the age of 16) is a relatively

rare disorder, whereas secondary amenorrhea

(i.e., the absence of a menstrual period for 3 or

more months) affects about 3% of women during

the reproductive years (Rees et al., 2005). Men-

orrhagia is defined as prolonged and/or abnor-

mally heavy periods, with a blood loss of more

than 80 ml/period. Spotting or breakthrough

bleeding usually affects young or perimeno-

pausal women. Cycle length disorders or bleed-

ing disorders can have organic, endocrine, or

psychosocial causes. Exposure to chronic stress

or traumatic events seems to influence the hypo-

thalamic pulse generator, leading to a disturbance

of reproductive function. Behavioral factors

like restraint eating or excessive exercise may

contribute to the development of menstrual

disorders. In addition, there is a close association

between eating disorders, such as anorexia

nervosa or obesity, and cycle length disorders

(Creatsas et al., 2006).

Dysmenorrhea: Dysmenorrhea is defined as

pelvic pain associated with the bleeding phase

of the menstrual cycle and can be classified as

either primary or secondary, depending on the

absence or presence of an identifiable pelvic

pathology. Painful cramping is felt in the lower

abdomen or back area and is often accompanied

by somatic or psychological symptoms, for

example, headache, nausea, vomiting, dizziness,

restlessness, fatigue, and depressed mood.

Dysmenorrhea often interferes with daily activi-

ties and may result in absenteeism from school or

work (Stanton et al., 2002). The cause of dysmen-

orrhea can be either organic (e.g., endometriosis)

or functional (associated with excessive produc-

tion of prostaglandines). Studies have shown that

affected women show a learning history of

enhanced body vigilance and anticipated pain-

avoidance behavior. The widely used therapy

options for dysmenorrhea are nonsteroidal anti-

inflammatory drugs (NSAIDs) to inhibit prosta-

glandin production and oral contraceptives to

suppress ovulation. Pain relief can also be

achieved by behavioral therapy methods, such

as relaxation techniques or an increase in (phys-

ical) activity.

Premenstrual Syndrome and Premenstrual
Dysphoric Disorder: Up to 90% of women of

reproductive age experience some degree of pre-

menstrual symptoms. A smaller group of women
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report symptomsmeeting criteria of premenstrual

syndrome (PMS), and less than 10% of women

are classified as having premenstrual dysphoric

disorder (PMDD). According to the Diagnostic

and Statistical Manual of Mental Health Disor-

ders 5th edition (in development process; www.

dsm5.org), indications of PMDD include depres-

sive symptoms (decreased interest in usual activ-

ities, depressed mood, self-deprecating thoughts,

difficulty concentrating, hopelessness, affective

lability, and change in sleep and appetite), anxi-

ety symptoms (feeling of tension or anxiety, irri-

tability or anger, and feeling overwhelmed), and

physical symptoms (bloating, breast tenderness,

and joint or muscle pain). Symptoms begin in the

late luteal phase and remit after the onset of the

follicular phase. Women suffering from PMDD

often experience impairment of work productiv-

ity and interpersonal relationships and increased

healthcare utilization. Although the etiology of

PMS/PMDD has not been definitely established,

studies suggest that the cause of PMS/PMDD is

allopregnanolone and GABAA receptor dysfunc-

tion, serotonin abnormalities, and a special sen-

sitivity to the withdrawal or fluctuation of

estrogen and progesterone (Freeman, 2003).

Depending on the predominant symptoms, differ-

ent treatment options seem to be effective: oral

contraceptives, stress management training, exer-

cise, dietary regulation, vitamins, herbal prepara-

tions, cognitive behavioral therapy (CBT), and

selective serotonin reuptake inhibitors (SSRIs)

(Rapkin, 2003).

Endometriosis: Endometriosis is a common

gynecological condition that affects women of

reproductive age. It is a condition in which extra-

uterine, glandular, and stromal endometrial-like

tissue grows in physiologically abnormal loca-

tions, often within the fallopian tubes, on the

outside of the tubes and ovaries, or on the surface

of the uterus and intestines. These cells are

influenced by monthly hormonal changes; they

build up during the menstrual cycle and are shed

as levels of sex steroids decrease. Endometriosis

is associated with several symptoms, including

chronic pelvic pain, dysmenorrhea, menstrual

disorders, infertility, dyspareunia (painful inter-

course), and dysuria (painful or difficult

urination). The exact cause of endometriosis

remains unknown; several factors have been

suggested, for example, the presence of estrogen,

retrograde menstruation, hereditary factors,

immune system function, and environmental

influence. In addition, discrepancies between the

reported location of pain and endoscopic findings

make it difficult for women and their gynecolo-

gists to handle the symptoms. Affected women

present greater susceptibility to mood distur-

bances, and depressive or anxiety symptoms

may play a role in the maintenance of pelvic

pain (Gao et al., 2006).

Polycystic Ovary Syndrome: Polycystic ovary

syndrome (PCOS) is one of the most common

endocrine disorders, affecting about 5–10%

of women of childbearing age. Symptoms are

heterogeneous and include oligo- or anovulation,

biochemical or clinical hyperandrogenism

(hirsutism, acne, and alopecia), polycystic

ovaries, hyperinsulinemia, infertility, and obe-

sity. The exact etiology has not yet been clarified,

but considerable knowledge of the underlying

pathophysiologic mechanism and management

has been gained. Various lines of evidence sug-

gest a genetic component, but the candidate genes

have yet to be identified. Several hypotheses have

been proposed to explain the pathogenesis of

PCOS:

(a) An alteration in LH pulse frequency and

amplitude, resulting from an increased fre-

quency of GnRH pulses and leading to

increased androgen synthesis in the theca

cells within the ovary

(b) Hyperinsulinemia, resulting from insulin

resistance and acting synergistically with

LH to stimulate ovarian testosterone produc-

tion and decrease serum sex hormone–bind-

ing globulin (SHBG) concentrations

(c) A primary defect of sex steroid synthesis,

leading to increased androgen production

and anovulation

The treatment of PCOS depends on the pre-

dominant symptoms and the women’s stage of

life (Jones, Hall, Balen, & Ledger, 2008). The

management (e.g., lifestyle management and

exercise) of PCOS is directed toward improving

the woman’s health-related quality of life.
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A growing body of evidence suggests that

affected women are at increased risk for cardio-

vascular disease, type II diabetes mellitus,

dyslipidemia, metabolic syndrome, and affective

disorders (Azziz, 2007).

Reproductive Health Issues Not Related to the

Menstrual Cycle

The following disorders are not related to the

endocrinological processes of the menstrual

cycle but to female sexual health.

Vulvodynia: Vulvodynia is defined as vulvar

discomfort (burning, irritation, or sharp pain)

often accompanied by sexual dysfunction and

affective distress in the absence of anatomic or

neurologic findings. Many factors have been pro-

posed to be possible causes (e.g., genetic,

immune, or hormonal factors), yet the etiology

remains unknown. Comorbidity with psychoso-

matic disorders, such as irritable bowel syndrome

or fibromyalgia, points to a potential psychoso-

matic cause. Vulvar discomfort affects one’s psy-

chological well-being, relationship quality, and

sexuality; however, only a few randomized con-

trolled studies have been conducted to study

vulvodynia. Apart from numerous medical treat-

ment options (including topical, oral, and inject-

able medications), biofeedback and relaxation

techniques are helpful, especially when vaginis-

mus is concomitant. There is growing evidence

that CBT for pain management reduces pain

severity and improves sexual functioning in

women suffering from vulvodynia.

Pruritus Vulva: Pruritus vulva is characterized

by severe itching of the external female genitalia.

It can be caused by infections, systemic diseases,

or mechanical stimulation. Scratching, which

relieves the physical discomfort, may eventually

lead to chronic painful sensations in the

vulva area. Therapeutic interventions, such as

psychoeducation, diverting attention, and devel-

opment of new coping skills, seem to be promis-

ing approaches.

Other Common Reproductive Diseases/Disorders

– Ovarian cancer

– Cervical cancer

– Neoplasia and dysplasia of the cervix

– Uterine cancer

– Sexually transmitted diseases

– Pelvic inflammatory disease/pelvic pain

– Ovarian cysts

– Benign/malignant breast ailments

– Medical complications during gestation

– Low birth weight

– Reduced fertility/infertility

Male Reproductive Health

The endocrinology of male reproduction and

a healthy reproductive system are biological

requirements for successful reproduction and

an important part of overall health in men. The

following section will describe the endocrinology

of male reproduction and the healthy male repro-

ductive system.

Endocrinology of Male Reproduction and
the Male Reproductive System: The male

morphologic reproductive system includes the

hypothalamic-pituitary-testicular (HPT) axis,

penis, scrotum, epididymis, vas deferens, acces-

sory glands, seminal vesicles, prostate, and

urethra. The testes have two important functions:

production of sperm and synthesis of androgen

(testosterone). Both functions are regulated by an

endocrine feedback mechanism of the hypothal-

amus and the pituitary. The pulsatile hypotha-

lamic release of GnRH causes the secretion of

FSH and LH. Whereas FSH primarily acts on

Sertoli cells to facilitate spermatogenesis, LH

acts on Leydig cells in the testicular interstitium

to stimulate steroidogenesis, particularly of

testosterone. Testosterone is necessary for sper-

matogenesis, and together with inhibin (which is

secreted by the Sertoli cells), it downregulates

LH and FSH release via a negative feedback

loop (Nieschlag & Behre, 2001).

Male Reproductive Disorders

The above-mentioned endocrinological function-

ing of male reproduction describes healthy male

reproduction. However, male reproduction can

be diminished by a variety of diseases and condi-

tions. In the following section, selected male

reproductive disorders will be discussed.
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Hypogonadism: Primary or secondary

hypogonadism is a defect of the testes, resulting

in inadequate production of androgen (causing

androgen deficiency) and germ cells. Primary

hypogonadism is caused by abnormal testicular

function. Reasons for primary hypogonadism

include genetic disorders (e.g., Klinefelter’s

syndrome), viral orchitis, and the influence of

toxins, among others. Secondary hypogonadism

results from a malfunction in the hypothalamus

or pituitary gland, which inhibits secretion of

pituitary hormones. Symptoms of hypogonadism

can be observed in the developing fetus (e.g.,

improperly formed external genitals), during

puberty (e.g., absence of testicular growth and

secondary sexual characteristics), and adulthood

(e.g., decreased fertility). Hypogonadism is

associated with loss of libido, erectile dysfunc-

tion, concentration problems, decreased interest

in activities, depression, irritability, sleep disor-

ders, loss of muscle strength, and loss of bone

density. The most commonly used therapy for

hypogonadism is testosterone replacement ther-

apy (Nieschlag & Behre, 2001).

Erectile Dysfunction: Erectile dysfunction is

defined as the “consistent inability to achieve or

maintain an erection sufficient for satisfactory

sexual performance.” The prevalence rate ranges

from 7% for men aged between 18 and 29 years to

18% for men aged between 50 and 59 years. The

cause of erectile dysfunction can be organic or

psychogenic. Several risk factors have been

detected, including cardiovascular disease,

hypertension, smoking, stress, and alcohol or

drug abuse. Psychosocial distress, relationship

problems, depression, and performance anxiety

seem to be potential psychosocial causes.

The management of erectile dysfunction includes

lifestyle modification, medication (sildenafil

citrate), psychotherapy, and surgery. There is

evidence that psychotherapy improves erectile

functioning, interpersonal assertiveness, and

relationship satisfaction and reduces anxiety in

men suffering from erectile dysfunction

(Nieschlag & Behre, 2001).

Chronic Prostatitis/Chronic Pelvic Pain

Syndrome: Chronic prostatitis/chronic pelvic

pain syndrome (CP/CPPS) is characterized by

pain in the pelvis or perineum, which may

be accompanied by ejaculatory disturbances,

dysuria, fatigue, low libido, and erectile dysfunc-

tion. Chronic prostatitis/chronic pelvic pain syn-

drome can result either from a bacterial infection

(5–10% of all cases) or may not be associated

with an identifiable cause, which is the most

common type of CP/CPPS. Several different

causes have been suggested (including immuno-

logical, neurological, endocrine, and psychologi-

cal causes), yet the actual cause remains

unknown. Recently published studies have

shown that several traditionally used medications

(antimicrobials, anti-inflammatories, and alpha-

blockers) do not significantly ameliorate symp-

toms of CP/CPPS (Tripp, Nickel, Landis, Wang,

&Knauss, 2004). Affected men often report help-

lessness, catastrophic thinking about pain, pain-

contingent resting for coping with pain, and a low

perceived control over pain. There is primary

evidence that psychotherapy, which focuses on

decreasing negative thoughts and emotional

responses related to pain while building up self-

management skills, is predictive of positive treat-

ment outcomes for patients with CP/CPPS

(Nickel, Mullins, & Tripp, 2007).

Other Common Reproductive Diseases/Disorders

– Infertility

– Sexually transmissible diseases

– Testicular cancer

Reproductive Health in Middle-Aged and

Elderly Men

Whereas women show an unavoidable clear ces-

sation of reproductive capacity, men usually

maintain fertility through old age. Similar to

women, men may also experience physical and

psychological symptoms due to changing con-

centrations of steroid hormones from midlife

onward. Age-related decline in insulin, growth

hormone, thyroid hormones, aldosterone, mela-

tonin, and progesterone has been demonstrated.

Cortisol, on the other hand, increases with

advancing age. Testosterone and bioavailable

testosterone show a decline of 35–50% between
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the ages of 20 and 80 years, whereas the LH level

increases slightly with age. In addition to age-

related variations in hormone concentrations,

loss of circadian rhythm of LH and testosterone

levels has been demonstrated. Furthermore,

sex hormone–binding globulin (SHBG) increases

with age, leading to reduced bioavailable testos-

terone (Hermann, Untergasser, Rumpold, &

Berger, 2000).

Partial Androgen Deficiency in Aging Men: If

decline in testosterone levels is associated with

symptoms of androgen deficiency, the condition

is called andropause, androgen deficiency in

aging men, or partial androgen deficiency in

aging men. The incidence and prevalence of

androgen deficiency (or unequivocally low

serum testosterone levels) in middle-aged men

and elderly men are difficult to determine, partic-

ularly because of controversial diagnostic criteria

and because some of the symptoms are also expe-

rienced by normal aging men. Androgen defi-

ciency is associated with symptoms similar to

those experienced by menopausal women or

men suffering from hypogonadism. Several stud-

ies have indicated that testosterone replacement

therapy can improve many of these parameters in

middle-aged and elderly men. However, the risks

of testosterone replacement therapy (e.g., cardio-

vascular disease) have not been fully assessed.

Other Age-Associated Disorders: Several age-
associated histomorphological alterations of the

testes have been observed. Age seems to have

a negative impact on spermiogenesis, and there

is an association between chromosomal abnor-

malities in spermatozoa and age. One of the

most common age-associated morbid changes is

prostate hyperplasia (benign enlargement of

the prostate); it is sometimes accompanied by

erectile dysfunction, which affects quality of

life and can cause mood disorders and relation-

ship problems. The major risk factor for erectile

dysfunction is age, with an incidence rate of

5–15% for complete impotence and

a prevalence of 52% (of erectile dysfunction of

any grade) in men between the ages of 40 and

70 years.

Summary

As a part of general health, reproductive health,

which refers to the processes and functions of the

reproductive system, is essential across the life

span. From a biopsychological perspective,

a close association between the endocrinology

of the reproductive system and psychosocial

well-being is of interest. Normal and healthy

functioning of the reproductive system and pro-

cesses is one of the biological fundaments of

psychosocial well-being. Nevertheless, reproduc-

tive health includes the diseases, disorders, and

conditions that affect the functioning of the male

and female reproductive system, their sexual life,

and mental health.
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Research Methodology

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Study methodology

Definition

Research methodology falls in between study

design (including the design of a clinical trial)

and data management and analysis. It is

concerned with the acquisition of optimum qual-

ity data.

Three factors are of central importance in

determining the attainment of statistical

significance:

1. Variation between the two sets of data (one

receiving the behavioral intervention of inter-

est, the test treatment group, and one receiving

a control treatment, the control treatment

group). This is between-groups variation.

2. Variation within the two sets of data, or

within-groups variation.

3. The total number of subjects participating in

the study (the sum of subjects in each treat-

ment group), sometimes expressed as the size

of the trial.

The following statements can then bemade for

each of these factors, assuming in each case that

the other two factors remain constant:

• The greater the between-groups variation

(operationalized as the greater the difference

between the group means, i.e., the greater the
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treatment effect), the more likely it is that the

difference will attain statistical significance.

• The greater the within-groups variation, the

less likely it is that the difference will attain

statistical significance.

• The greater the number of subjects partici-

pating in the trial, the more likely it is

that the difference will attain statistical

significance.

Notice that two of these three factors address

variation. Consider the first statement, which is

intuitively the most straightforward. The larger

the treatment effect, the more likely it is to attain

statistical significance. That is, all other factors

being constant, the greater the treatment’s effi-

cacy the more likely it is that compelling

evidence for the use of the new treatment is

provided.

The influence of the treatment can be consid-

ered a systematic influence. It is the signal in

which we are interested. In contrast, in the pre-

sent context, the within-groups variation can be

regarded as nonsystematic variation, or the noise

against which we desire to detect the signal. This

noise has two components: biological variation

and random error. Since we all have unique bio-

logical systems, including those pertinent to

a treatment’s influence on the body (a statement

that is true for identical twins and other identical

births given the gene-environment interactions

they experience), biological variation is inevita-

ble and perfectly normal.

In contrast, random error can be addressed.

Indeed, minimizing random error is a key focus

of research methodology. There are multiple

instances where such error can occur, with the

following being just a few examples:

• Administering the wrong behavioral treatment

to a subject on one or more occasions during

the trial.

• Employing measurement equipment that is

substandard (e.g., blood pressure monitors).

• Conducting blood pressure measurements in

an inconsistent manner (e.g., using the domi-

nant arm sometimes and the nondominant arm

at others).

• Recording a measurement incorrectly.

• Misplacing data.

Optimum quality research methodology con-

tributes to optimum quality data. All researchers

must strive to the greatest extent possible to exe-

cute their role in a study flawlessly to reduce

random error, thus allowing the trial the best

opportunity of accurately assessing the test treat-

ment’s characteristics.

Cross-References

▶Efficacy

Research Participation, Risks and
Benefits of

Marianne Shaughnessy

School of Nursing, University of Maryland,

Baltimore, MD, USA

Synonyms

Research benefits; Research risks

Definition

Voluntary decision to engage in a process of

organized scientific inquiry (research).

Description

The conduct of human subjects research relies on

the voluntary participation of persons in research

studies. The design of a particular study and

definition of the population of interest will define

which person or populations will be sought for

recruitment into a research study. The decision to

participate in a research study begins with

a process known as informed consent. Informed

consent is referred to as a process because

continued review and education must be offered

throughout every stage of participation in a study,

and consent to continue participation is ongoing.
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Through this process, participants are continually

informed about the requirements of their

participation, any known risks associated with

participation, and any potential benefits

(to themselves or to a larger community) that

may result from their participation. Prior to the

start of research projects, an institutional review

board will review the risks and benefits of

proposed research from a scientific and human

subject’s perspective. However, before actually

enrolling in a research study, every participant

(or legally authorized representative, in the event

the participant cannot consent on his/her own

behalf) should understand the potential risks and

benefits to the individual associated with partici-

pation in the research. The risks and benefits of

participation must be explained completely to all

potential participants and, ideally, the participant

communicates a thorough understanding of the

research procedures, risks, and benefits prior to

providing initial consent. In some cases, not all

the risks of participation may be known. It is

not uncommon for researchers to include

a statement in the consent form advising potential

participants that there may be unknown risks to

participation.

Examples of some of the risks involved in

research participation may include physical

injury, as may occur when testing the safety of

a new drug or medical device, or psychological

injury, such as the diagnosis of a mental health

problem during testing or data collection. There

may also be a financial cost associated with

research participation, such as treatment of

research related illnesses or injuries not covered

by the research study or the participant’s medical

insurance. However, generally speaking, the

most common risk encountered is the breach of

confidential information collected during the

course of participation in human subjects

research. The Health Insurance Portability and

Accountability Act of 1996 (HIPAA) has had

a significant impact on the way all protected

health information (PHI) is collected and stored

in both clinical and research arenas; therefore,

researchers are required to make provisions to

safeguard an individual’s health information

collected as part of their research participation

(U.S. Department of Health & Human Services

[DHHS], 2011).

Examples of some of the benefits of

research participation may include direct phys-

ical benefit, such as relief from disease symp-

toms from the use of an experimental drug or

other intervention. Psychological benefits may

evolve through a targeted mental health inter-

vention. Often, subjects will agree to partici-

pate in research with the knowledge that there

may be no direct benefit to self but that they

are making a contribution to science and there-

fore the greater good of society. Some research

studies offer direct financial compensation for

participation, but this practice causes concern

regarding the potential for payment to unduly

influence participation and thus obscure risks,

impair judgment, or encourage misrepresenta-

tion (Grady, 2005). The research application

and consent form should state how any risks

will be minimized, and the institutional review

board or regulatory body overseeing research

should carefully evaluate the research study

protocol to ensure that overall, benefits out-

weigh the risks.

Cross-References
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Research to Practice Translation

Bonnie Spring, Alex Pictor, Andrew DeMott,

Molly Ferguson and Arlen C. Moller

Department of Preventive Medicine, Feinberg

School of Medicine, Northwestern University,

Chicago, IL, USA

Synonyms

Dissemination and implementation; Knowledge

translation; Translational research

Definition

Research to practice translation is the process of

adapting principles and findings from scientific

investigation in order to apply them in real world

practice (Sung et al., 2003; Woolf, 2008). The

translational process typically proceeds through

a series of phases: T1 (translation of fundamental

research findings to develop new practical appli-

cations), T2 (adaptation of efficacious treatments

into a form that is effective in usual practice

settings), and T3 (dissemination and implemen-

tation of research-tested interventions so that they

are taken up widely by care systems and become

usual practice). Although T1, T2, and T3 are all

part of research to practice translation, the phrase

connotes an emphasis on the later stages, partic-

ularly T3. The problem addressed is the slow and

incomplete uptake of scientific discoveries into

clinical and public health practice. Barriers that

impede translation include lack of resources for

practitioner training, resistance to change, com-

peting institutional priorities, and lack of infra-

structure to support new practices.

Description

Background

A bifurcation between basic and applied research

has characterized US science policy since the

mid-1940s. In the wake of World War II,

Vannevar Bush, Science Advisor to President

Franklin D. Roosevelt, wrote an advisory entitled

“Science: The Endless Frontier.” In it, he advo-

cated for major federal investment in basic

science research as the engine that would drive

the post-war economy. Bush drew a distinction

between basic research, motivated fundamentally

by curiosity and a quest for understanding, versus

applied research, motivated by the need to solve

practical problems. He contended that new

insights from basic research are the prime

mover of technological and medical progress.

Because major advances result from discoveries

in remote, unexpected scientific domains, it is

virtually impossible to predict which basic scien-

tific inquiries will produce major advances. Con-

sequently, Bush aimed to protect unfettered,

curiosity-driven pursuit of scientific understand-

ing from being constrained by worries about

whether the knowledge to be gained had any

practical use. Arguing that industrial and medical

progress would stagnate if basic research were

neglected, he succeeded in prompting major fed-

eral investment in basic research, including crea-

tion of what was to become the National Science

Foundation.

Over the next half century, it gradually

became apparent that the insights emerging

from basic science research were not being trans-

lated into practical applications. An analysis by

Balas and Boren (2000) indicated that, even after

17 years, only 14% of research knowledge is

adopted into practice. By 2001, the Institute of

Medicine (IOM) used the term “chasm” to

describe the gap between scientific knowledge

and actual clinical practice. There was also grow-

ing realization that Vannevar Bush’s contention

that “applied research invariably drives out pure”

drew too sharp a dichotomy. In a 1996 book

entitled, Pasteur’s Quadrant, Donald Stokes

presented a fourfold table, whereby research

could be either low or high on both quest for

fundamental understanding and considerations

about use. Stokes argued that the most generative,

valuable research falls into Pasteur’s Quadrant,
inspired simultaneously both by the need to solve

a practical problem and by curiosity to under-

stand how nature works. A consequence of these
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realizations has been some realignment of

budget allocations at the National Institutes of

Health (NIH) to support greater investment in

translational and applied research. In fiscal year

1998, the NIH allocated 31% of its budget to

applied research and 57% to basic science (Insti-

tute of Medicine [IOM], 1998). By fiscal year

2007, the amount allocated to applied research

was 41%, increasing to 46% by fiscal year 2010

(National Science Board, 2004).

New Research Approaches to Facilitate

Translation

In 2003, the Institute of Medicine’s Clinical

Round Table presented a schema to conceptual-

ize blockades within the translational pipeline

(Sung et al., 2003). The identified obstacles are

shown in Fig. 1 (adapted from Sung et al., 2003).

Although T1 translation remains a concern,

attention has focused increasingly on blockages

later in the pipeline. There has been major federal

investment in Comparative Effectiveness

Research to address a T2 blockade: determining

which treatments work best in usual practice, as

contrasted with research settings. Moreover, a

further translational phase (T3 – Implementation)

has been recognized, acknowledging the need

to overcome system-level obstacles that impede

uptake of best research-tested practices into

institutions and health care systems (Westfall,

Mold, & Fagnan, 2007) (see also entry on

“▶Translational Behavioral Medicine”).

Practice-Based Research and Community-

Based Participatory Research (CBPR) are two

research approaches now being applied to learn

how to overcome implementation barriers

(Woolf, 2008).

An insight that is driving attention toward

later phase translation is the desire to scale evi-

dence-based interventions to bring their benefits

to more of the population. A highly efficacious

treatment available to very few will have less

public health impact than a less effective treat-

ment available to many (Glasgow, Klesges,

Dzewaltowski, Estabrooks, & Vogt, 2006).

Stated differently, population level impact is

the product of efficacy and reach (Abrams

et al., 1996).

Comparative Effectiveness Research

The U.S. Agency for Health Research and Qual-

ity (AHRQ) defines Comparative Effectiveness

Research (CER) as the conduct and synthesis of

research that compares the benefits and harms of

Basic Biomedical
Research

Clinical Science
and Knowledge

Improved
Health

Obstacles to Translation:

T1 T2

Translating New
Knowledge From

Controlled Research
Settings to Usual Care

Translating New
Knowledge from Basic

Science to Human
Subjects Research

Lack of Willing Participants
Career Disincentives
Regulatory Burden
Practice Limitations

High Research Costs
Incompatible Databases
Lack of Funding
Lack of Qualified Investigators

Fragmented Infrastructure

•
•
•
•

•
•
•
•

•

Research to Practice Translation, Fig. 1 Translating basic biomedical research into clinical practice and improved

health outcomes (Adapted from Sung et al. (2003))
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different strategies to prevent, diagnose, treat,

and monitor health conditions in “real world”

settings. CER is a T2 research strategy that

addresses practitioners’ need to know the relative

merits of the treatment options available to them.

CER takes two main forms: (1) systematic evi-

dence reviews that evaluate benefits and harms of

treatment options for different groups of people

on the basis of preexisting research and (2) new

studies that generate evidence about the effec-

tiveness of health care practices in usual practice.

The most common CER methodologies have

been Randomized Controlled Trials (RCTs)

(60% of total CER), followed by systematic

reviews (14%), and retrospective observational

studies (6%). The most common CER interven-

tions have been: pharmacological (34% of total

CER), delivery system (20%), and behavioral

(16%) (Department of Health and Human Ser-

vices [DHHS] & Federal Coordinating Council

for Comparative Effectiveness Research, 2009).

Implementation Research

The aim of T3 or Implementation Research (IR)

is to learn how to overcome barriers that limit the

uptake of evidence-based practices into usual

care. A core insight is that “If we want more

evidence-based practice, we need more practice-

based evidence” (Green & Kreuter, 2005).

A common implementation barrier is that few

practitioners appreciate being admonished by

academic researchers for not following scientific

practices. Practitioners note that translational

processes need to be bidirectional, so that an

understanding of the practice context informs

the genesis of relevant research.

Practice-Based Research

Because primary care is the gateway health care

provider for most of the population, it offers

a major channel to deliver evidence-based care

to the public. In 1999, Congress enabled the

AHRQ to establish Practice-Based Research Net-

works (PBRNs) that engage groups of experi-

enced, practicing clinicians in framing research

questions whose answers could improve the prac-

tice of primary care (Green & Hickner, 2006). By

helping practices collaborate to address quality

improvement questions with rigorous research

methods, AHRQ hopes the PBRN can produce

research findings that are immediately relevant to

the clinician and readily assimilated into every-

day practice.

Community-Based Participatory Research

Community-Based Participatory Research

(CBPR) steps beyond the clinical practice to

engage the entire community as a co-equal part-

ner in research collaboration. Guided by a core

set of values, CBPR builds on community

strengths and resources, facilitates collaboration,

co-learning, and capacity building, and balances

research with long-term commitment to action

that benefits the community and eliminates dis-

parities (Israel, Schulz, Parker, & Becker, 2008).

A guiding principle of CBPR is that culture,

religious values, and economic factors specific

to a community are integral to any decision

about best practices.

Educating Researchers and Practitioners

About Translation

Because research to practice translation is still an

evolving field, efforts to educate researchers and

practitioners about this area will continue to play

a role in improving healthcare. Several training

resources are available. First, the NIH Office of

Behavioral and Social Science Research

(OBSSR) offers a 5-day residential summer train-

ing institute on Dissemination and Implementa-

tion Research in Health (http://conferences.

thehillgroup.com/OBSSRinstitutes/TIDIRH2011/

index.html) Another OBSSR-funded resource that

can be accessed remotely and free of charge is the

Evidence-Based Behavioral Practice (EBBP) site

available at www.ebbp.org. Among the interactive

online learning modules available at ebbp.org are

several dedicated to: (a) shared decision making

with communities, (b) stakeholder perspectives

about research and evidence-based practice, and

(c) implementation. Finally, a third set of

resources involve several new scholarly journals:

The Journal of Translational Medicine (2003),

Science: Translational Medicine (2009), and

Translational Behavioral Medicine (2011).

R 1670 Research to Practice Translation

http://conferences.thehillgroup.com/OBSSRinstitutes/TIDIRH2011/index.html
http://conferences.thehillgroup.com/OBSSRinstitutes/TIDIRH2011/index.html
http://conferences.thehillgroup.com/OBSSRinstitutes/TIDIRH2011/index.html
http://www.ebbp.org


Cross-References

▶Evidence-Based Behavioral Medicine

(EBBM)

▶Translational Behavioral Medicine

References and Readings

Abrams, D. B., Orleans, C. T., Niaura, R., Goldstein, M. G.,

Prochaska, J. O., & Velicer, W. (1996). Integrating

individual and public health perspectives for treatment

of tobacco dependence under managed care:

A combined stepped care and matching model. Annals
of Behavioral Medicine, 18, 290–304.

Balas, E. A., & Boren, S. A. (2000). Managing

clinical knowledge for health care improvement.

In J. Bemmel & A. T. McCray (Eds.), Yearbook of
medical informatics (pp. 65–70). Stuttgart, Germany:

Schattauer Publishing Company.

Bush, V. (1945). Science, the endless Frontier: A report to
the president by Vannevar Bush, director of the office
of scientific research and development. Washington,

DC: United States Government Printing Office.

Department of Health and Human Services, Federal Coor-

dinating Council for Comparative Effectiveness

Research. (2009, June 30). Report to the president
and the congress [Internet]. Washington, DC: HHS;

[cited 2011 Jan 11]. Available from http://www.hhs.

gov/recovery/programs/cer/cerannualrpt.pdf

Glasgow, R. E., Klesges, L. M., Dzewaltowski, D. A.,

Estabrooks, P. A., & Vogt, T. M. (2006). Evaluating

the impact of health promotion programs: Using the

RE-AIM framework to form summary measures for

decision making involving complex issues. Health
Education Research, 21(3), 688–694.

Green, L. A., & Hickner, J. (2006). A short history of

primary care practice-based research networks: From

concept to essential research laboratories. The Journal
of the American Board of Family Medicine, 19(1),
1–10.

Green, L. W., & Kreuter, M. W. (2005). Health program
planning: An educational and ecological approach
(4th ed.). Boston: McGraw Hill.

Institute of Medicine Committee on the NIH Research

Priority-Setting Process. (1998). Scientific opportuni-
ties and public needs: Improving priority setting and
public input at the national institutes of health. Wash-

ington, DC: National Academies Press.

Israel, B. A., Schulz, A. J., Parker, E. A., & Becker, A. B.

(2008). Review of community-based research:

Assessing partnership approaches to improve public

health. Annual Review of Public Health, 19, 173–202.
National Science Board. (2004). Science and engineering

indicators 2004 (NSB 04–01). Arlington, VA:

National Science Foundation, Division of Science

Resources Statistics

Stokes, D. (1997). Pasteur’s quadrant: Basic science and
technological innovation. Washington, DC: Brookings

Institute.

Sung, N. S., Crowley, W. F., Jr., Genel, M., Salber, P.,

Sandy, L., Sherwood, L. M., et al. (2003). Central

challenges facing the national clinical research enter-

prise. Journal of the American Medical Association,
289, 1278–1287.

Westfall, J. M., Mold, J., & Fagnan, L. (2007). Practice-

based research-“blue highways” on the NIH roadmap.

Journal of the American Medical Association, 297(4),
403–406.

Woolf, S. H. (2008). The meaning of translational

research and why it matters. Journal of the American
Medical Association, 299(2), 211–213.

Residential Treatment

▶ Substance Abuse: Treatment

Resilience

Judith Carroll1 and Chris Dunkel Schetter2

1Cousins Center for Psychoneuroimmunology,

University of California, Los Angeles, CA, USA
2Department of Psychology, UCLA, Los

Angeles, CA, USA

Synonyms

Adaptation; Hardiness; Personal growth; Psycho-

logical thriving; Recovery

Definition

Resilience is a process of “bouncing back” or

recovering quickly from adversity, and is not

considered a trait disposition. As a dynamic pro-

cess, resilience involves sustaining psychological

functioning during stress, recovering from

stressors as rapidly as possible to resume normal

functioning, and, in some cases, experiencing

psychological growth in the aftermath (Zautra,

Arewasikporn, & Davis, 2010). One could think
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of a person’s resilience as akin to a trampoline

with the forces jumping on it as various stressful

demands and the strength of the trampoline as the

degree of resilience. In this scenario, a major

stressor would be a substantial force pressing

down on the trampoline, which may or may not

cause permanent damage to the trampoline and

allow it to remain resistant to stress. In essence,

resilience is a process by which a person is able to

appraise stressful circumstances in an accurate

and constructive way. It involves cognitions,

behaviors, and resources that are available or

learned and that can support coping and growth

from the stressful or traumatic experience.

Although traditionally studied in the context of

traumatic or major stressful life events such as

major illnesses, childhood adversity, or loss of

a loved one, resilience can also be examined in

the context of chronic stressors – constant or

recurrent demands – that are known to have

a pronounced biological impact on health

(Schneiderman, Ironson, & Siegel, 2005). In

these circumstances, individuals often experience

psychological and physiological exhaustion if

their resources are inadequate to cope with stress-

ful demands over the long term. Inversely,

a person who has strong resilience resources can

sustain normal functioning in the face of chronic

stress. Dunkel Schetter and Dolbier (2011) devel-

oped a taxonomy of resilience resources at the

individual level to foster comprehensive assess-

ments of resilience in research that are pertinent

to behavioral medicine. This taxonomy involves

individual difference resources (i.e., positive

affectivity, optimism), self and ego-related

resources (i.e., self-efficacy, self-esteem), inter-

personal/social resources (i.e., social support,

social networks), worldviews and cultural beliefs

(i.e., religiosity, life purpose, collectivism),

behavioral and cognitive skills (emotion regula-

tion, problem solving skills), and endowed or

acquired resources (i.e., intelligence, health

behaviors). Similarly, the American Psychologi-

cal Association (APA, 2012) has described key

factors that foster the development of resilience,

including developing self-worth and self-efficacy,

meaning making and positive cognitions, con-

structive coping, emotion regulation, social

support, self-care behaviors (e.g., getting exercise,

eating well, sleeping), expressive writing, spiritu-

ality, and meditation (www.apa.org). While much

remains to be learned about resilience, scientific

understanding has grown substantially in the wake

of major disasters in the last decade.
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Synonyms

Hardiness; Resiliency; Sense of coherence –

measurement

Definition

Resilience is defined as the capability of success-

fully restoring, sustaining, or enhancing adaptive

competences in the face of significant adversity.

Description

Several core elements are part of the definition of

resilience: (a) Occurrence of a stressor is an

essential antecedent of resilience. (b) There is

a beneficial outcome as a consequence of nega-

tive experiences. (c) A life span perspective is

required, encompassing varying trajectories such

as short-term recovery, delayed reactions, and

chronic dysfunction (Bonanno, 2004; Bonanno &

Mancini, 2008). Despite general consent on these

conceptual core elements, there are ambiguities in

defining type, severity, and frequency of stress

experience as well as domain and level of possible

subsequent competence.

Regarding stress experiences, operationa-

lization usually depends on individual study

aims and populations of interest. This results in

numerous highly heterogeneous measurements of

stressors. In studies on children and adolescents,

focus is on socioeconomic deprivation as

a variant of prolonged stress or aversive early

life events (such as childhood trauma), whereas

isolated critical life events or traumatization

occurring during the adult life span are subject

of numerous studies in adults. Most of these stud-

ies adopt self-report measurement approaches

using structured interviews or administering

checklists and questionnaires to retrospectively

assess negative experiences. These subjective

measures may be complemented by biological

parameters, such as brain activity as well as endo-

crinological, autonomic, or immunological

parameters which may constitute valuable indi-

cators of often long-lasting physiological

changes in stress-response systems precipitated

by adverse experiences (McEwen, 2008).

In order to measure adaptive competences
after previous exposure to stress, researchers

examining children and adolescents often gener-

ate composite indices across multiple behavioral

domains of functioning (e.g., school or recrea-

tional activities). Also, achievement of develop-

mental milestones can be used as a measurement

of successful adaptation (Atkinson, Martin, &

Rankin, 2009). These measurements commonly

rely on evaluations and ratings provided by par-

ents or teachers. In contrast, studies investigating

adults are mostly designed within a clinical con-

text. As a consequence, definition of resilience

usually equals absence of somatic symptoms,

physical illness, psychological distress or psy-

chopathology, and measurement of resilience is

reflected by this. The assessment of physical and

mental well-being usually relies on experiential

statements made by the individual under investi-

gation himself or herself (Atkinson, Martin, &

Rankin, 2009).

Several psychometric instruments have been

developed on the basis of rather comprehensive

theoretical conceptualizations, such as sense

of coherence (Antonovsky, 1979), hardiness

(Kobasa, 1979), or ego-resiliency (Block &

Block, 1980). Apart from these broader concepts,

a number of more specific characteristics have

been commonly associated with resilience:

cognitive flexibility, internal locus of control,

self-efficacy, positive affectivity, optimism,
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self-esteem, active coping, and social support,

among many others (Earvolino-Ramirez, 2007;

Mancini & Bonanno, 2009). At present, a number

of self-report questionnaires assessing at least

some of these characteristics have gained consid-

erable attention (Ahern, Kiehl, Sole, & Byers,

2006; Windle, Bennett, & Noyes, 2011). Promi-

nent examples (in terms of good psychometric

properties and/or international use in empirical

studies) are the Resilience Scale (RS; Wagnild &

Young, 1993), the Connor-Davidson Resilience

Scale (CD-RISC; Connor & Davidson, 2003),

and the Resilience Scale for Adults (RSA;

Friborg, Hjemdal, Rosenvinge, & Martinussen,

2003). The RS was developed based on inter-

views with community-dwelling older women

after experience of critical life events, conceptu-

alizing resilience as an individual trait. Principal

component analysis of the 25 items revealed two

factors labeled “personal competence” and

“acceptance of self and life.” The scale has been

employed in population-based as well as clinical

contexts. The CD-RISC, by contrast, predomi-

nantly consists of questions addressing stress-

coping behavior. A preliminary validation study

conducted by the authors yielded a structure of

five factors based on the 25 items of the test.

Application of the instrument has so far mostly

been limited to clinical trials. Finally, the

RSA incorporates items on external protective

resources such as social support. Overall, five

dimensions were empirically found to adequately

describe the resilience concept as suggested by

the authors, namely, personal competence, social

competence, family coherence, social support,

and personal structure. The scale has been used

in studies in both healthy participants and patient

samples.

While resilience has been traditionally exam-

ined using psychometric assessments, more

recent research has sought to evaluate the biolog-

ical underpinnings and physiological correlates

of resilience in both animals and humans

(Charney, 2004; Cicchetti & Blender, 2006;

Feder, Nestler, & Charney, 2009; McEwen,

2008; Stein, 2009; Yehuda, Flory, Southwick, &

Charney, 2006). Studies in this area of research

usually utilize experimental designs directed at

exploring the dynamic biological processes

involved in the promotion of general well-being,

with the goal of identifying genetic, neuronal,

and physiological mechanisms in resilient

humans. Research incorporating multidis-

ciplinary approaches and addressing the role of

biopsychosocial mechanisms of resilience holds

substantial promises for a better understanding of

how individuals are capable of thriving in the

face of adversity.
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Resiliency

▶Resilience: Measurement

Resistance Training

Roland Thomeé

Department of Rehabilitation Medicine,

Sahlgrenska University Hospital, Öjersjö,

Göteborg, Sweden

Definition

Resistance training has an impact on many-body

systems such as the muscular, respiratory, skele-

tal, and neural, but also the immune, endocrine,

and metabolic (Deschenes & Kraemer, 2002).

Description

Resistance training has been used for a very long

time. There is documentation from 700 B.C. of

the very strong Bybon in Greece lifting a 140 kg

rock over his head with only one hand. The leg-

endary Milon from Italy lifted a new born calf

every day until the calf was a full-grown bull.

This is the first documentation of progressive

resistance training (Fry & Newton, 2002).

Among the pioneers in research on resistance

training Thomas L. De Lorme needs to be men-

tioned. In 1946 he presented a method for resis-

tance training using the one repetition maximum

(1RM) (De Lorme, 1946). This concept is still

widely used today describing the intensity used in

resistance training programs.

In order to achieve the desired response on the

body it is important to understand the basic prin-

ciples of resistance training. Resistance training

can, according to the American Sports Medicine

Institute (http://www.asmi.org/), be defined as

a gradual overload of the musculoskeletal system

resulting in improved capacity. In general resis-

tant training is often synonymous with strength

training. Depending on the design the resistance

training program can result in improved muscle

strength, muscle volume, muscle power, or mus-

cle endurance. Motor control can improve with

better balance, coordination, and technique. Also

tendons, ligaments, articular cartilage, and bones
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can improve their capacity as a result of resis-

tance training (Deschenes & Kraemer, 2002).

There are several methods available and vari-

ous effects of the resistance training program are

achieved depending on the frequency, intensity,

and volume of the training (Wernbom,

Augustsson, & Thomee, 2007). The program

needs to specify the number of weeks of training,

the number of training sessions performed per

week, the number of exercises used for each

muscle group, the number of sets and repetitions

used for each exercise, and how long time of rest

is given in between sets and exercises. For gen-

eral strength training it can be recommended that

the program consists of two session per week, two

exercises per major muscle group, two to three

sets of 8–12 repetitions per exercise with 30 s of

rest in between sets and exercises (Haskell et al.,

2007). In order to improve muscle power, i.e., the

ability to produce a high force rapidly, a moderate

load moved as fast as possible is recommended.

For muscular endurance the number of repeti-

tions should exceed 20 and the rest between sets

and exercises decreased to a minimum

(Wernbom et al., 2007).

One mode of strength training can be classified

as dynamic external resistance, including free

weights and weight machines, where the resis-

tance is moved through the range of motion of

the joint. Another mode can be classified as

accommodating resistance, for example,

isokinetic (the speed of movement is constant

and the resistance offered by the machine accom-

modates to the applied force through the whole

range of motion). A third mode can be classified as

isometric resistance where no movement occurs

duringmuscle force development. For the first two

modes one usually differs concentric from eccen-

tric muscle action. In a concentric muscle action

the muscle shortens while developing force and in

the eccentric muscle action the muscle lengthens

while developing force. There is no evidence as of

now for the superiority of any mode and/or type of

muscle action over other modes and types

(Wernbom et al., 2007). Given sufficient fre-

quency, intensity, and volume of work, all three

types of muscle actions can induce significant

increased muscle volume at an impressive rate.
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Respiratory Sinus Arrhythmia

Randall Steven Jorgensen

Department of Psychology, Syracuse University,

Syracuse, NY, USA

Synonyms

Heart rate variability (HRV)

Definition

Inmammals, heart rate (HR) ordinarily accelerates

during inspiration and decelerates during expira-

tion, and the tenth cranial nerve (i.e., vagus nerve)

exerts a profound influence on this heart rate
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variability (HRV). This oscillation of R-wave (the

sharp upward spike of the QRS complex associ-

ated with the contraction of the heart) to R-wave

intervals (RRI) is a cardiorespiratory phenomenon

called respiratory sinus arrhythmia (RSA);

since RRI, which are inversely related to

moment-to-moment HR, reflect vagal stimulation,

noninvasive measures of RSA are commonly used

to estimate autonomic cardiovascular control

(Grossman & Taylor, 2007). The “peak to valley”

time-domain estimate, usually quantified in

milliseconds (ms), corresponds to the inspiratory-

expiratory difference in RRI. For estimates based

on spectral analysis and other frequency-domain

approaches, RRI variation is estimated within the

respiratory frequency range (.15–.4 Hz); to reflect

statistical units of variance, ms2 is commonly

used. For steady-state conditions (viz., respiratory

parameters, momentary physical activity,

metabolic activity, and autonomic tone remain

nearly constant), these estimates are almost

perfectly correlated (Grossman and Taylor).

These noninvasive measures’ covariation with

cardiac vagal tone, however, can be confounded

by such factors as respiratory rate and volume,

changes in physical and metabolic activity, body

weight, age, and sympathetic nervous system tone;

this confounding is more pronounced in between-

group designs (e.g., high blood pressure vs. normal

blood pressure groups) thanwithin-subject designs

(e.g., examining within-person changes in RSA

following atropine administration) (Grossman &

Taylor, 2007).

The vagus has been posited to be a key factor

in emotional regulation and health (Thayer &

Lane, 2009). Researchers, therefore, have used

noninvasive measures of HRV and RSA to

predict health and psychological well-being.

These ostensible markers of cardiac vagal tone

are reported to covary with cardiovascular

disease, anxiety, depression, and childhood

behavior disorders (Berntson, Cacioppo, &

Grossman, 2007; Thayer & Lane, 2007). Even

when the predicted associations are revealed,

the (a) correlational designs; (b) paucity of

multivariate/multilevel studies cutting across

anatomical, physiological, and behavioral

domains; and (c) inadequate controls of

confounds (e.g., bodily motion and respiration

rate) make interpretation of underlying causal

and multiply determined pathways ambiguous

(Berntson et al., 2007). At minimum, it is impor-

tant to take into account and address the

confounding variables discussed earlier (for

guidelines, see Grossman & Taylor, 2007).
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Response Bias

▶Bias

Response Inhibition

▶Behavioral Inhibition

Response to Disability

▶ Psychosocial Adjustment

Response to Disability 1677 R

R

http://dx.doi.org/10.1007/978-1-4419-1005-9_805
http://dx.doi.org/10.1007/978-1-4419-1005-9_101228
http://dx.doi.org/10.1007/978-1-4419-1005-9_989
http://dx.doi.org/10.1007/978-1-4419-1005-9_1093
http://dx.doi.org/10.1007/978-1-4419-1005-9_917


Responses to Stress

▶General Adaptation Syndrome

Responsibility

▶ Self-Blame

Rest Pain

▶ Peripheral Arterial Disease (PAD)/Vascular

Disease

Retrospective Study

Jane Monaco

Department of Biostatistics, The University of

North Carolina at Chapel Hill, Chapel Hill,

NC, USA

Definition

A study in which the outcome of interest has

already occurred when the study initiated is com-

monly referred to as retrospective study.

Some investigators have used the terms retro-

spective and case control interchangeably. This

usage is misleading since study designs other

than case-control studies can be retrospective.

For example, in a retrospective cohort study

(Okasha, McCarron, McEwen, & Davey Smith,

2002) examining the relationship between body

mass index (BMI) during early adulthood and

cancer death, both the exposure and the outcome

had occurred at the initiation of the study. Uni-

versity students’ weight and height information

was obtained from annual physical records at the

University of Glasgow health service from 1948

to 1968. Cancer mortality was determined based

on a central registry in Scotland that identifies the

cause of death (National Health Service Central

Register). Subjects with BMI in the highest quar-

tile were found to be at higher risk of cancer death

than individuals in the lowest BMI quartile.

In a retrospective study, data may be collected

based on clinical records, employment records, or

memory. These retrospective data can be more

prone to bias, such as recall bias, than prospective

designs studying the same association.

Some investigators may also use the term

“retrospective” in a different way, referring to

the timing of the measurements of the exposure

and outcome; studies in which the exposure is

measured after the outcome is measured can

be referred to as retrospective (Rothman &

Greenland, 1998, pp. 74–75).
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Return to Baseline

▶ Psychophysiologic Recovery

Revised Life Orientation Test (LOT-R)

▶Optimism and Pessimism: Measurement
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Rheumatoid Arthritis: Psychosocial
Aspects

Toshihide Hashimoto

Department of Rehabilitation, Graduate School

of Medicine, Gunma University, Maebashi,

Gunma, Japan

Synonyms

RA

Definition

Rheumatoid arthritis is a chronic, systemic, pro-

gressive inflammatory disease characterized by

swelling, pain, and deformity of the joints. It

affects not only synovial joints but also many

tissues and organs of the body.

Description

Rheumatoid Arthritis (RA)

RA affects about 0.5–1.0% of the general popu-

lation. The prevalence shows similarity by region

and race worldwide. Women are afflicted two to

three times more often than men. Individuals

between 40 and 60 years of age are most liable

to RA, but people at any age can be affected.

Although the cause of RA has not been

fully elucidated, the abnormal autoimmune

response which attacks the body’s own tissue

plays a major role in the onset and progression

of RA.

The first symptoms of RA generally occur

in the smaller joints (e.g., finger or wrist joints)

and gradually spread symmetrically to the

larger joints (e.g., elbow or knee joints). In

affected joints, inflammation first occurs in the

synovial membrane. Abnormal synovium, called

“pannus,” multiplies gradually and results in

cartilage damage and bone erosion and eventu-

ally the destruction of the joints. Consequently,

RA patients suffer from joint symptoms such as

pain, swelling, stiffness, deformity, and restric-

tion of motion.

In addition, inflammation involved in RA may

affect various organs, including fibrosis or

pleuritis in the lungs, pericarditis or cardiovascu-

lar disease in the heart, osteoporosis in the bones,

vertebral malalignment or subluxation in the cer-

vical spine, and rheumatoid nodules in the skin.

RA patients also experience some general symp-

toms due to chronic inflammation, such as ane-

mia, fatigue, low-grade fever, sleep disorder, and

lack of appetite.

Such symptoms cause multiple joint pains,

physical disability, and various comorbidities in

RA patients. As a result, many RA patients expe-

rience loss of income, loss of recreational and

social activities, and disability in doing house-

work and taking care of children. These physical

and social disabilities are likely to disturb inter-

personal relationships and lead to psychological

disorders. Depression and anxiety have also been

known to cause increased pain and other RA-

related symptoms (Firestein, 2009; Harris et al.,

2009).

Psychological Distress of RA Patients

Depression is significantly more common among

RA patients than healthy individuals. The preva-

lence of depression in patients with RA varies from

20% to 40%. This varying range may be due to

both the RA patient population and the evaluation

method of depression. RA-related symptoms (i.e.,

fatigue, sleep disturbance, or loss of appetite) cor-

respond to physical symptoms of patients with

general depression. When prevalence is measured

satisfactorily independent of the severity of RA

symptoms, it is more likely to be about 20%.

This figure is presumed to be similar to those of

other chronic conditions and two or three times

higher than that of the general population.

Many factors have been associated with

depression of RA patients. In terms of RA-related

symptoms, the increase in subjective self-

reported pain, fatigue, and physical disability is

likely to lead to a more depressive state. The

causal relationship between pain, fatigue, disabil-

ity, and depression is complex and considered

multidirectional. On the other hand, disease
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factors that are indices of inflammation (e.g.,

C-reactive protein (CRP), erythrocyte sedimen-

tation rate (ESR), swollen joint count, grip

strength, and radiological status) are generally

not associated with depression.

Recently, psychosocial factors have been

emphasized as important variables associated

with depression. Generally, increased depression

of RA patients is related to being female, younger

age, lower income, less employment, greater work

disability, more social stress, less social support,

dysfunctional familial background, maladaptive

coping strategy, and distorted cognition.

In clinical practice, objective clinical vari-

ables (CRP, ESR, or joint count) and subjective

patient-reported physical symptoms are regarded

as important indices of treatment effects. How-

ever, clinicians do not tend to pay close attention

to mood states of RA patients. Depressed RA

patients may not verbally express their emotion,

because they judge that their emotional and phys-

ical conditions are a part of their RA symptoms.

Accordingly, depression in RA patients is most

likely underestimated by clinicians. All health-

care professionals should thus try to observe

whether RA patients have latent depression

(Sheehy, Murphy, & Barry, 2006; Travis, 2008).

Relationship Between RA-Related Symptoms

and Psychosocial Factors

Pain, fatigue, and physical disability are RA-

related symptoms that need to be addressed by

all health-care professionals. Pain is the most

common and basic symptom in RA patients.

Fatigue is also common and themost burdensome

symptom. The prevalence of fatigue ranges

greatly from 40% to 80%, most likely because

the definition and method of measurement are not

uniform. Fatigue is perceived as a frustrating or

exhausting state, impacts every situation of life,

and persists for a long time. Pain, fatigue, and

physical disability influence psychological well-

being and social participation of RA patients.

Moreover, psychosocial factors, e.g., perception

of symptoms, self-efficacy, coping strategy,

social stress, and social support, play important

roles in modifying the process and outcome of

RA-related symptoms and psychological distress.

Perception of symptoms is an individual belief

in how RA will influence oneself, how long RA

will last, whether RA can be controlled, and

what the outcomes of RA are. RA patients with

negative beliefs, such as “catastrophizing” (the

tendency to focus on symptoms and predict

extremely negative outcomes) or “helplessness”

(the belief that nothing can be done by oneself to

deal with symptoms), may demonstrate increased

symptoms and poor psychological well-being.

On the other hand, self-efficacy (the confidence

in one’s ability to accomplish sufficiently a

desired outcome) and an adaptive coping strategy

(the suitable and effective process to deal with

stresses and difficulties of life) are considered to

improve symptoms and psychological distress.

All health-care professionals should make

efforts to inform RA patients of the cause, treat-

ment, clinical course, and result of RA at the early

stage of their disease before they have poor per-

ception of symptoms and acquire maladaptive

coping strategies. In patients who have already

experienced physical and psychological distress,

several interventions (e.g., cognitive behavioral

therapy, patient education, and physical exercise)

have been implemented, but the evidence of these

interventions has not been clarified. All health-

care professionals should take note of any psy-

chological distress of RA patients, accurately

evaluate the patients’ social stress and social sup-

port, and provide them with information about

available care and support, in order to promote

better self-efficacy and more adaptive coping

strategies (Backman, 2006; Repping-Wuts, van

Riel, & van Achterberg, 2009; Sheehy et al.,

2006; Travis, 2008).

Relevance to Clinical Practice

In the past decade, drug treatment of RA has

improved greatly. Disease-modifying antirheu-

matic drugs (DMARDs) and biological

DMARDs (drugs to block or modify the effect

of factors of the immune system, such as cyto-

kines and lymphocytes) have been introduced to

RA patients at the early stage. These new medi-

cations effectively reduce inflammation of RA

and prevent the advancement of joint erosion

and deformities. These drug therapies have
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possibility of reducing not only pain but also

fatigue or depression. As a result, the clinical

course of RA could change significantly, leading

to a decrease in the number of patients who suffer

from fatigue and depression in the future.

However, such medications have several

problems, including potential side effects (e.g.,

infection or blood disease), ineffectiveness for

some patients, and high cost of treatment. Some,

but not all, RA patients are expected to benefit

from these medical advancements in RA, and

they will probably experience new psychosocial

problems. Health-care professionals need to fur-

ther examine psychosocial factors that accom-

pany new therapies to evaluate both the positive

and negative influences on patients (Genoves,

2009; Saag et al., 2008; Smolen et al., 2010).
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a son. Rief studied physics at the University of
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sional organizations. He was President of the

German Society of Behavioral Medicine and

Behavior Modification (DGVM; 2001–2005).

He served as Member and as Chair of the speaker

group of the section for “Clinical Psychology and

Psychotherapy” in the German Psychological

Society (Fachgruppe Klinische Psychologie und

Psychotherapie in der Deutschen Gesellschaft f€ur

Psychologie DGPs; 1996–1998; 2005–2008). He

was one of the founding members of the German

Society of Biofeedback, and later served as Pres-

ident in this organization (DGBFB 2000–2004).

He organized many national and international

scientific meetings, for example, the “Interna-

tional Symposium on Somatoform Disorders”

(co-sponsored by the Division of Mental Health

of the World Health Organization; Prien, 1997),

the Congress of the German Society of Behav-

ioral Medicine (Prien, 1999, co-organized with

Prof. Dr.Manfred Fichter), the International Con-

gress “Somatoform Disorders” (Marburg 2002),

the International Congress of Behavioral

Medicine (Mainz 2004, co-organized with Prof.

Dr. Wolfgang Hiller), and the Annual Meetings

of the German Society of Biofeedback (2001,

2007). Rief is recipient of the Biofeedback Foun-

dation of Europe Award for Excellent Scientific

Contribution (2004).

Rief has been appointed as reviewer for several

research funding organizations, including

the Deutsche Forschungsgemeinschaft (DFG)

(German Research Foundation), Swiss National

Fonds (SNF), NIHR Biomedical Research Center

for Mental Health, and the Institute of Psychiatry/

King’s College London. In 2011, he was elected as

coordinator for DFG grants in the field of clinical

and health psychology in Germany. He currently

serves or has served as an editorial board member

in several scientific journals (Behavioural and
Cognitive Psychotherapy; British Journal of

Health Psychology;Cognitive Behaviour Therapy;

Current Opinion in Psychiatry; Psychology and
Health; Psychotherapie in Psychiatrie,

Psychosomatik und Klinischer Psychologie;

Verhaltenstherapie; Zeitschrift f€ur Psychiatrie,
Psychologie und Psychotherapie ZPPP).

Major Accomplishments

Rief is a world-leading scientist in the field of

somatoform disorders. For more than 20 years,

his research has considerably advanced the

knowledge about epidemiology, etiology, and

effective treatments of somatoform disorders.

He has shown that medically unexplained symp-

toms are not only prevalent in medical settings,

but also common in the general population. With

the Screening for Somatoform Symptoms

(SOMS) he and Professor Wolfgang Hiller
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provided a reliable and valid instrument to assess

somatoform syndromes that are associated with

considerable distress, disability, and health care

utilization. One of his most recent research pro-

jects (funded by a DFG grant) aimed to investi-

gate course and classification of medically

unexplained physical complaints in the general

population. Against the background of current

proposals to improve the classification of

somatoform disorders and related syndromes in

the Diagnostic and Statistical Manual of Mental

Disorders DSM-5 and the International Classifi-

cation of Diseases ICD-11, Rief and colleagues

were the first who tested the most prominent

classification proposals (such as the Complex

Somatic Symptom Disorder). Their results

showed that classification criteria that include

positive psychological features (such as somatic

illness attribution and illness behavior) are

advantageous in identifying people with health

care needs and disability as compared to

approaches that focus simply on symptom count

and the absence of sufficient medical

explicability (Rief, Mewes, Martin, Glaesmer,

& Braehler, 2011). Based on his expertise in the

classification of somatoform disorders Rief was

appointed as an ICD-11 representative of the

International Association for the Study of Pain

IASP to coordinate revision proposals for pain

diagnoses, and he was Member of the Expert Con-

ference on Somatic Presentations of Mental

Disorders (Task: Preparation of classification

criteria for ICD-11 and DSM-V) under the aus-

pices of the American Psychiatric Association

(APA), the National Institute of Health (NIH),

and theWorld Health Organization (WHO) 2006).

Rief has always been interested in processes

that contribute to etiology and maintenance of

somatoform disorders. He demonstrated the

roles of cognitive processes such as symptom

interpretation and memory biases (Rief,

Heitm€uller, Reisberg, & R€uddel, 2006), of illness
behaviors, and especially of neurobiological

and psychoneuroimmunological processes in

somatoform disorders (Rief & Barsky, 2005;

Rief & Broadbent, 2007).

Rief and his colleagues conducted a number of

randomized clinical trials to evaluate the effects

of different intervention strategies in somatoform

syndromes (all funded by research grants from

the DFG, the Federal Ministry of Education,

Research BMBF Germany, and others). These

studies demonstrated, for example, that

a cognitive-behavior group–based inpatient treat-

ment is effective in somatoform disorders, and

that even a minimal intervention program

designed for subjects in primary care results in

symptom improvement. The evaluation of

a special training program for general practi-

tioners to improve management of patients with

unexplained physical symptoms showed

a reduction in health care utilization, but

appeared not to be sufficient to improve disability

in patients. Rief will continue to develop psycho-

logical treatments further to enhance their

clinical effects in somatoform disorders.

Placebo effects and placebo and nocebo

mechanisms are one of Rief’s most recent

research fields (Rief, Avorn, & Barsky, 2006).

He has published meta-analytical results showing

that close to 70% of positive effects of antide-

pressants are already reported for the placebo

group. In line with his interest in the development

of somatic symptoms, he was able to show that

expectation of side effects results in higher side

effect rates in clinical trials. Consequently, many

subjects discontinuing drug intake because of

side effects were shown to be in the placebo

group. He is the spokesperson of a German

Research Unit “Expectation and conditioning as

basic mechanisms of placebo and nocebo

effects,” which covers eigth subprojects on

placebo and nocebo mechanisms (total budget

about 2.7 Mio. EUR; local budget for Rief’s

work is 640,000,– EUR). Together with col-

leagues of this research unit, he has published

new proposals for study design in clinical trials

(Rief, Bingel, Schedlowski, & Enck, 2011).

Rief’s breadth of research interests in the field

of behavioral medicine is demonstrated by addi-

tional studies he has conducted in obesity (e.g.,

BMBF grants’ “Counseling of obese patients

including genetic findings” and “Psychosocial,

legal, and ethical aspects of genetic and molecu-

lar obesity research”), cancer (Rief et al., 2011),

tinnitus (e.g., DFG grant “Psychophysiological
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aspects and treatment of chronic tinnitus”

(Weise, Heinecke, & Rief, 2008), chronic pain,

CBT in schizophrenia, side effect assessment in

clinical trials, and public health issues. In

international projects, he has collaborated with

distinguished members of Harvard Medical

School (A. Barsky), UCSD (J. Dimsdale),

Auckland Medical School (K. Petrie), and many

others. His current publication record includes

more than 300 publications in peer-reviewed

journals, 15 books and co-edited books, and

numerous book sections.
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Risk Factors and Their Management
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Department of Public Health and Clinical

Medicine, Umeå University, Umeå, Sweden

Definition

The term “risk factor” describes factors that are

associated with an increased risk of developing

a disease but that are not sufficient to cause the

disease. In this topic, risk factors for our most

important noncommunicable diseases, such as

cardiovascular disease (CVD), type 2 diabetes,

and certain forms of cancer, are discussed. Spe-

cial emphasis is on explaining the link between

an individual’s choice of lifestyle (behaviors) and

these diseases. This link is called “the metabolic

syndrome” and can be described as a group of

risk factors that occur together, are modifiable by

lifestyle change, and increase the risk for CVD
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and diabetes. Some implications of this lifestyle

metabolic syndrome association may also be

drawn to other diseases, such as dementia and

depression. Management of these cardio-

metabolic risk factors is primarily behavior mod-

ification or long-term lifestyle change. Often, the

lifestyle treatment needs to be complimented by

pharmacologic treatment for some specific risk

factors, such as LDL-cholesterol and high blood

pressure.

Description

Risk Factors

During the last four decades, it has been said that

three risk factors, often called the traditional risk

factors, could explain 50% of the risk of getting

an acute heart attack or an acute myocardial

infarction (AMI). The three risk factors were

smoking, serum cholesterol, and blood pressure.

In 2004, the Interheart study was published, and

this worldwide case–control study found nine

modifiable risk factors to explain 90% of

the risk of getting AMI (Yusuf et al., 2004). The

study compared 15,000 cases of AMI with the

same number of controls without having AMI.

They found that smoking and lipid disorder,

mainly high total and LDL-cholesterol, were the

most powerful of these nine risk factors. The

others were blood pressure, diabetes, abdominal

obesity, psychosocial factors, physical activity,

fruit and vegetables, and alcohol consumption.

The last three of these risk factors were in reality

protecting factors, since a higher level of physical

activity, fruit and vegetables, and alcohol were

associated with a lower rate of AMI. The strength

of this worldwide study is that the risk factor

pattern for AMI was the same among men and

women, between different geographical regions

of the world and also between different racial or

ethnic groups (Yusuf et al., 2004).

Smoking

Smoking is perhaps the most important risk factor

for cardiovascular disease (CVD), and if one was

to be confronted with a patient with CVD and

several other risk factors, who still was a smoker,

the foremost advice would be to discuss how to

stop smoking (Burell & Lindahl, 2008). The con-

sequences of smoking and how to work with

tobacco and smoking cessation will be dealt

with elsewhere.

Lipids

Disturbances in blood lipids are strong risk fac-

tors for atherosclerosis and cardiovascular dis-

ease, such as coronary heart disease, stroke, and

peripheral artery disease. There are two main

forms of lipids in the blood: cholesterol and tri-

glycerides. Total cholesterol can be subdivided

into low density lipoprotein (LDL)-cholesterol,

sometimes called bad cholesterol since it

increases the risk of cardiovascular disease, and

high density lipoprotein (HDL)-cholesterol,

sometimes called good cholesterol since it

reduces the risk of cardiovascular disease

(Faergeman, 2008). As a rule of thumb, in order

to avoid atherosclerosis and risk of CVD, an indi-

vidual’s total cholesterol should be below

5 mmol/L, LDL-cholesterol below 3 mmol/L, tri-

glycerides below 2 mmol/L, and HDL-cholesterol

above 1 mmol/L. For some individuals, the lipid

goals need to be even more advanced. In second-

ary prevention, for instance, when you already

have had one heart attack and you want to prevent

another one, the aim for the LDL-cholesterol level

may be below 2.5 mmol/L or 2.0 mmol/L. All

patients with cardiovascular disease, diabetes,

and familial high cholesterol belong to this

group of individuals (Faergeman, 2008).

Obesity, Insulin Resistance, and the

Metabolic Syndrome

Obesity has long been the main modifiable risk

factor for type 2 diabetes, and during the last

decade, a nearly explosive growth over the

world of both obesity and diabetes has been dem-

onstrated. This development has mostly been

attributed to developed countries, but has also

increasingly been found in many developing

countries (Barnett & Kumar, 2004; Björntorp,

2001). Obesity is often defined as a condition of

excessive fat accumulation in adipose tissue to

the extent that health may be impaired and is the

result of an imbalance between energy intake and
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expenditure (Björntorp, 2001). If an individual

consumes more energy than he/she spends, fat

tissue will accumulate, and obesity may follow.

According to the World Health Organization

(WHO), obesity is defined as a body mass index

(BMI) of 30 kg/m2 or more. Although obesity per

se is a strong risk factor for diabetes and CVD, it

was discovered already in the beginning of the

1950s that the male form of obesity having most

of the fat deposit localized around the waist,

i.e., abdominal obesity, was an even stronger

risk factor (Barnett & Kumar, 2004; Björntorp,

2001). A waist circumference of 94 cm (37 in.) in

men and 80 cm (32 in.) in women has been shown

to increase the risk of getting diabetes and CVD,

and this risk is further increased with a waist of

102 cm (40 in.) or above in men and 88 cm (35 in.)

or above in women. The first level could be seen as

an alerting zone, i.e., an obligation to inform the

individual about the increased risk and discuss

possible solutions. The second level is often called

“an action level,” implying that these individuals

really ought to be offered inclusion in a lifestyle

program (Björntorp, 2001).

Portal-Visceral Hypothesis and Insulin Resistance

Several of the nine modifiable risk factors from

the Interheart study are highly correlated to each

other, i.e., they are more often than by chance

found together in the same individual. As shown

in Fig. 1, low physical activity in combination

with high energy intake and sustained psychoso-

cial stress will increase the risk of developing

obesity and especially abdominal obesity.

A large amount of abdominal fat, which is more

metabolically active than subcutaneous fat, will

release large amounts of fatty acids to the blood

circulation. Large amounts of free fatty acids at

muscular level will reduce the uptake of glucose

due to a subnormal insulin action. A state of

insulin resistance will follow, which may be

defined as a state in which a given concentration

of insulin produces a less than expected biologi-

cal effect. The small increase in glucose concen-

tration in the circulation that will follow will in

turn increase the secretion of insulin from the

beta cells in the pancreas. Glucose uptake at

muscular level will be restored, despite that

insulin resistance still exists. However, the price

to pay is a larger than normal insulin secretion.

This could go on for years with increasing body

weight, waist circumference, insulin resistance,

and high beta cell activity. The long-term prob-

lem is that the beta cells get exhausted and lose

their ability to produce insulin (Kumar &

O’Rahilly, 2005).

In the beginning of such a development, the

amount of insulin secreted is not high enough to

take care of the carbohydrates after a meal and

plasma glucose often rises to levels beyond the

normal. This is called a state of impaired glucose

tolerance (IGT), and without a lifestyle change,

this state will worsen to type 2 diabetes in about

50% of the cases within a 10-year period. IGT is

a reversible state, and much attention in primary

prevention of type 2 diabetes has been devoted to

find and to treat this group of high-risk individuals.

Impaired glucose tolerance (IGT) as well as

impaired fasting glucose (IFG), i.e., having

a higher than normal plasma glucose in the fasting

state but not after ameal, may be called prediabetic

states (Ganz, 2005; Kumar & O’Rahilly, 2005).

Other effects of insulin resistance and high

insulin secretion are the appearance of risk fac-

tors such as high blood pressure and a specific

lipid disturbance, characterized by high levels of

triglycerides and low levels of HDL-cholesterol.

This lipid combination is relatively common and

considered to be a strong risk factor for CVD. The

combination of these multiple risk factors for

diabetes and cardiovascular disease is called

“the metabolic syndrome” (Fig. 1). Other names

for this risk state are syndrome X, the deadly

quartet, or the insulin resistance syndrome.

The description above is based upon the portal-

visceral hypothesis for the mechanism of

developing insulin resistance. However, other

mechanisms have also been discussed (Kumar &

O’Rahilly, 2005).

Adipose Tissue as an Endocrine Organ

During the last 15 years, our knowledge of fat

tissue has changed tremendously, from being just

a reservoir for energy to being the largest endo-

crine organ in the body. The handling of energy

intake and expenditure and of hunger and satiety
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as well as effects on blood pressure and inflam-

matory systems are regulated, at least in part, by

hormones or hormone-like substances

(adipokines) produced and secreted from fat cells

in adipose tissue (Kumar & O’Rahilly, 2005).

Ectopic Fat Accumulation

A third possible mechanism for the development

of insulin resistance and increased risk for diabe-

tes is “ectopic fat” accumulation. The definition

of ectopic fat is that it is accumulation of fat cells

in other tissues than adipose tissue. It has been

shown that ectopic fat in liver and muscle tissues

is associated with central (liver) and peripheral

(muscles) insulin resistance, and accumulation of

fat droplets in the neighborhood of the beta cells

in the pancreas has been associated with

a disturbance in insulin secretion (Kumar &

O’Rahilly, 2005).

Type 2 Diabetes and Cardiovascular Disease

From population studies, using different meta-

bolic syndrome definitions, as much as 20–25%

of the adult population has been found to have

a metabolic syndrome. Besides having the risk of

developing diabetes, the risk of getting CVD is

two- to threefold higher among those with the

metabolic syndrome. Today, type 2 diabetes,

due to its strong correlation with CVD

(macrovascular complications of diabetes), is by

many considered to be in its essence

a cardiovascular disease, and among diabetes

patients, there is a three- to fourfold increased

risk for CVD. Importantly, much points to the

fact that the CVD risk already starts to rise

when the individuals start to accumulate body

fat and is clearly increased in the state of the

metabolic syndrome, and even more so in

impaired glucose tolerance. In other words, the

risks of developing type 2 diabetes and cardio-

vascular disease should be seen as parallel phe-

nomena, and not as a simple case of diabetes

being followed by CVD (the “common soil”

hypothesis). This has of course large implications

on when in this process of development it is opti-

mal to start the prevention or treatment of these

risk states or diseases (Ganz, 2005; Kumar &

O’Rahilly, 2005).

The strong association between diabetes and

CVD could also be demonstrated from another

point of view. In a recent Swedish study on acute

myocardial infarction patients submitted to
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hospital care and followed up 3 months later with

among other things an oral glucose tolerance test,

it was demonstrated that only 35% of the AMI

patients had normal glucose concentrations.

A majority of the cases (65%) had either

unknown diabetes or prediabetes (Norhammar

et al., 2002).

Other Related Diseases

The same kind of reasoning as above, using the

same risk factor pattern, has also given rise to

implications for other types of diseases (out-

comes), such as certain types of cancers (mainly

breast, colon, and prostate), dementia, and

depression. However, our knowledge is much

more limited in this area of research.

Management of Risk Factors

Behavior Modification and Long-Term

Lifestyle Change

As discussed above, in reality, many of our most

important risk factors for noncommunicable dis-

eases, such as type 2 diabetes and cardiovascular

disease as well as certain forms of cancer, demen-

tia, and depression, are the same and are also

associated with each other in a complex pattern

of interrelationships, such as in the metabolic

syndrome (Fig. 1). An individual’s choice of life-

style will have great impact on these relation-

ships, and the metabolic syndrome may be seen

as the link between the lifestyle of an individual

and the risk to develop type 2 diabetes and car-

diovascular disease for that individual. Of course,

heredity also influences many of these interrela-

tionships, but this is a risk factor that, at least

today, is unmodifiable. Behavior modification

inducing long-term lifestyle change with

increased physical activity and a lowered energy

intake, often based upon a low-fat high-fiber diet,

and sometimes also the inclusion of stress man-

agement techniques in the lifestyle change, has

been the standard for an intensive lifestyle

change program. Studies using this approach

often achieve a weight loss of 5–10% of the initial

body weight (Barnett & Kumar, 2004; Burell &

Lindahl, 2008; Ganz, 2005). Although, this is

a relatively modest weight loss for someone hav-

ing obesity, it has been shown to generate large

beneficial effects on the metabolism. However, it

seems crucial that the weight loss is achieved by

a lifestyle change. An intensive lifestyle program

induces a multitude of effects that protect against

both cardiovascular disease and type 2 diabetes.

In the Finnish Diabetes Prevention Study (DPS),

a weight loss difference between the intensive

lifestyle group and the control group of 2.7 kg

after 2 years resulted in a reduction of diabetes

development of 58% at the 3-year follow-up

(Tuomilehto et al., 2001).

Effects of Physical Activity

There is a strong inverse relationship between

physical activity, type 2 diabetes, and cardiovas-

cular disease, and the evidence for this relation-

ship must be considered as solid (Burell &

Lindahl, 2008). Furthermore, a large body of

evidence examining the effects of physical

activity on cardiovascular risk factors has also

documented beneficial effects, mainly a lowering

of blood pressure and a less atherogenic lipid

profile. A paradigm shift concerning physical

activity was launched in 1995, proclaiming that

even less intensive and shorter bouts of physical

activity may have health promoting effects (Pate

et al., 1995). It was shown that a dose

corresponding to an energy expenditure of

1,000 kcal per week significantly lowered all-

cause mortality by 20–30%, and CVD mortality

possibly even more. This level of energy expen-

diture corresponds to about 30 min of moderately

intensive physical activity each day, i.e., brisk

walks, bicycling, and swimming. An updated

version of this physical activity statement was

published in 2007 (Haskell et al., 2007).

Effects of a Healthy Diet

In the last decade, our understanding of how

nutrients and foods promote cardiac health or

increase the risk for diabetes and cardiovascular

disease has grown substantially, but the search

for an optimal composition of food intake is far

from over. Diets that are higher in monounsatu-

rated fatty acids, fiber, and low glycemic foods

(slow carbohydrates) appear to improve insulin

resistance, blood glucose, and blood lipids. Addi-

tionally, three food intake strategies to prevent
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cardiovascular disease have been suggested.

First, to increase intake of unsaturated fats and

decrease intake of saturated and trans-fats, sec-

ond, to increase intake of omega-3 fatty acids,

and last, to increase consumption of fruits, vege-

tables, nuts, and whole grains (Hu & Willett,

2002).

Adherence to a Long-Term Lifestyle Change

Two key features of such an intensive lifestyle

program in order to achieve adherence are goal-

setting and self-monitoring. The goals should be

realistic, measurable, concrete, and engaging,

and there should be both short- and long-term

goals. Simple ways of self-monitoring key behav-

iors, such as food intake and physical activity,

should also be included in such a lifestyle pro-

gram (Burell & Lindahl, 2008; Ganz, 2005).

Management of Specific Risk Factors:

High LDL-Cholesterol and High Blood Pressure

In addition to a comprehensive lifestyle program,

some specific risk factors need to be treated with

medications, either because the lifestyle program

is insufficient to handle the risk factor in an opti-

mal way or because healthy lifestyle change does

not impact enough on the risk factor in question. In

order to lower LDL-cholesterol, lipid-modifying

drugs, especially use of statins, are the standard

treatment in cases with familial high cholesterol

levels and in patients with cardiovascular disease

and type 2 diabetes (Faergeman, 2008). In order to

control high blood pressure, a lifestyle change is

often not enough, and the use of antihypertensive

drugs is customary.

Cross-References

▶Behavior Change
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Definition

Risk perceptions are beliefs about potential

harm or the possibility of a loss. It is a subjective

judgment that people make about the character-

istics and severity of a risk.

Description

The degree of risk associated with a given behav-

ior is generally considered to represent the like-

lihood and consequences of harmful effects that

result from that behavior. To perceive risk

includes evaluations of the probability as well

as the consequences of an uncertain outcome.

There are three dimensions of perceived risk –

perceived likelihood (the probability that one will

be harmed by the hazard), perceived susceptibil-

ity (an individual’s constitutional vulnerability to

a hazard), and perceived severity (the extent of

harm a hazard would cause). Risk perceptions are

central to many health behavior theories.

For example, models that have been developed

specifically to predict health behavior such as

the health belief model (Rosenstock, 1966),

protection motivation theory (Rogers, 1975),

and the self-regulation model (Leventhal,

Meyer, & Nerenz, 1980) all contain constructs

that explicitly focus on risk perceptions. In

addition, other models such as the theory of

reasoned action (Fishbein & Ajzen, 1975), the

theory of planned behavior (Ajzen, 1985), and

social cognitive theory (Bandura, 1977) also

include perceptions of risk indirectly via other

constructs.

Biases and Heuristics in Risk Assessment

The estimation of risk tends to be a complex

process that depends on factors such as the con-

text in which the risk information is presented,

the way the risk is being described, and also on

personal and cultural characteristics. Tversky and

Kahneman (1973) proposed that when faced with

the difficult task of judging risk, people use

a limited number of strategies, called heuristics,

to simplify these judgments. These heuristics can

be useful shortcuts for thinking, but they may

lead to inaccurate judgments in some situations

in which case they become cognitive biases.

There are three broad biases that can affect risk

perceptions and these are the availability heuris-

tic, the representativeness heuristic, and anchor-

ing and adjustment heuristic.

Availability heuristic is a phenomenon in

which people predict the frequency or likeli-

hood of an event, or a proportion within

a population, based on how easily an example

can be brought to mind (Tversky & Kahneman,

1973). Representativeness heuristic is an occur-

rence in which individuals assess the frequency

of a particular event based solely on the general-

ization of a previous similar event (Gilovich,

Griffin, & Kahneman, 2002). Anchoring and

adjustment heuristic is a phenomenon in which

people start with one piece of known informa-

tion, known as an anchor, and then adjust said

information to create an estimate of an unknown

risk (Epley & Gilovich, 2006).

Psychometric Paradigm of Risk Assessment

The “psychometric paradigm” developed by

Slovic, Fischhoff, and Lichtenstein was a land-

mark in research about public attitudes toward

risks (Fischhoff, Slovic, & Lichtenstein, 1983;

Fischhoff, Slovic, Lichtenstein, Read, & Combs,

1978; Slovic, Fischhoff, & Lichtenstein, 1980,

1982, 1985). These studies demonstrated that

the public is not irrational. Ordinary people sim-

ply use a broader definition of “risks” than

experts when making their judgments about

which ones are of most concern to them.

“Experts” base their risk ratings on the expected

number of fatalities. “Lay people,” in contrast,

have a richer definition of risk. This incorporates

a number of more qualitative characteristics such

as “voluntariness” (whether people have a choice

about whether they face the risk), “immediacy of

effect” (the extent to which the effect is immedi-

ate, or might occur at some later time), and “cat-

astrophic potential” (whether many people would

be killed at once). Slovic et al.(1985) identified

and analyzed 18 characteristics of this kind using

factor analysis and found that they could be

resolved into three factors broadly defined

as “dread,” “unknown,” and “exposure.” Further,
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high perceived risk, and hence a desire for

societal regulation, was associated.

Research within the psychometric paradigm

turned to focus on the roles of affect, emotion,

and stigma in influencing risk perception.

Psychometric research identified a broad domain

of characteristics that may be condensed into

three high order factors: (1) the degree to which

a risk is understood, (2) the degree to which it

evokes a feeling of dread, and (3) the number of

people exposed to the risk. A dread risk elicits

visceral feelings of terror, uncontrollability,

catastrophe, and inequality. An unknown risk is

new and unknown to science. The more a person

dreads an activity, the higher its perceived risk

and the more that person wants the risk reduced

(Slovic et al., 1982).
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Risk Taking
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Risk-Benefit Ratio

▶Benefit-Risk Estimation
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Tereza Killianova

Free University of Brussels (VUB), Jette,
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Synonyms

Risk taking

Definition

Risky behavior or risk-taking behavior is defined

according to Trimpop (1994) as “any consciously,

or non-consciously controlled behavior with

a perceived uncertainty about its outcome, and/or

about its possible benefits, or costs for the physi-

cal, economic or psycho-social well-being of one-

self or others.” In addition to this broad definition,

there are other definitions of risky behavior

depending on the field of research. While in the

economic view, risk is defined in terms of

the variability of possible monetary outcomes,

in the clinical literature, the risk is generally

defined as exposure to possible loss or harm

(Schonberg, Fox, & Poldrack, 2011). Turner

et al. (2004) described risk-taking behavior fur-

ther as either a socially unacceptable volitional

behavior with a potentially negative outcome in

which precautions are not taken, such as speed-

ing, drinking and driving, drugs abuse, unpro-

tected sex, . . ., or a socially accepted behavior

in which the danger is recognized (climbing,

competitive sports,. . .). This description is

important when looking at the relation between

risk-taking behavior and injuries. It has been

shown that risk-taking behavior is associated

with an increased chance of sustaining an injury.

However, this relation was not shown in the case

of high-skilled, risk-taking sports (Turner,

McClure, & Pirozzo, 2004). Risky behavior can

be a direct consequence and manifestation of

a risk-taking personality or of sensation-seeking

personality. These can be reliably assessed by

various existing questionnaires. In behavior

medicine, risk behavior is an important factor

to consider, since it is a predictor of various

adverse health outcomes. In the domain of driv-

ing, risky behaviors, such as excessive speeding

or driving under the influence of alcohol, are

known predictors of traffic accidents (Jonah,

1997), one of the 10 leading causes of mortality

worldwide. In infectious diseases, risky behavior

in the form of unprotected sex or having multiple

partners often co-occurs (Biglan et al., 1990) and

can increase the risk of HIV/AIDS, a leading

cause of death in Africa. Thus, identifying peo-

ple likely to perform risky behaviors and devel-

oping and testing interventions to prevent risky

behaviors are crucial for contributing to preven-

tion of diseases and adverse health outcomes at

the individual and social levels.
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Synonyms

Coding RNA; Messenger RNA; mRNA;

Noncoding RNA; Ribosomal RNA; rRNA;

Transfer RNA; tRNA

Definition

Ribonucleic acid (RNA) is a chain of multiple

nucleotides (a polynucleotide) consisting of

a molecule of sugar (ribose), a molecule of phos-

phoric acid, and a nucleic base (uracil, cytosine,

guanine, or adenine). In contrast to DNA, RNA

is normally single-stranded. Its main function

within the cell is the conversion of the genetic

information into proteins, i.e., gene expression.

There are different RNA molecules exerting

different functions, the so-called coding and

noncoding RNA. Coding RNA, also called

messenger RNA (mRNA), copies information

from the DNA and carries this information to

the ribosome, the cell organelle where protein

synthesis takes place. There are different forms

of noncoding RNA with transfer RNA and

ribosomal RNA being the most important.

Transfer RNA (tRNA) molecules take amino

acids and transport them to the ribosome.

Ribosomal RNA (rRNA) is the fundamental

part of the ribosome and catalyzes protein

synthesis.

Research has demonstrated that various types

of stressors modulate RNA. For instance, social

isolation, chronic stress, and low socioeconomic

status are associated with immunological impair-

ment mediated via alterations in immune-related

RNA expression. In contrast, there is also evi-

dence for an RNA-regulating effect of positive

psychological states.
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Basic Information

The RobertWood Johnson Foundation (RWJF) is

one of the world’s largest private philanthropic

foundations, with a mission of improving public

health in the United States. Upon his death,

Robert Wood Johnson II (of Johnson & Johnson

Services Inc.) dedicated virtually all of his

fortune to establish this foundation.

The RWJF funds projects that are

“innovative” and have “measurable impact” in

seven different program areas. These program

areas include childhood obesity, coverage

(health care), human capital (preparation of

health professionals), pioneer (innovative

health-related technologies), public health,

quality/equality (health care), and vulnerable

populations. Within these seven program areas,

the RWJF funds a variety of different types of

projects including service demonstrations,

gathering and monitoring of health-related

statistics, public education, training and

fellowship programs, policy analysis, health

services research, technical assistance, commu-

nications activities, and evaluations. In 2009, the

RWJF funded $350million in grants, and approx-

imately 20% of the funding was dedicated to

research-related projects.

Major Impact on the Field

The RWJF seeks to better society and the lives of

Americans through its philanthropic contribu-

tions. Some notable past efforts include the

creation of the 911 emergency response system

across the United States; the introduction of new

methods for the research, prevention, and treat-

ment of tobacco use; and the establishment of the

field of end-of-life/palliative care.

Each year, the RWJF publishes a book entitled

To Improve Health and Health Care: The Robert

Wood Johnson Foundation Anthology. The book
focuses on approximately 10 different topics

every year and describes why the foundation

funded certain topics, what the program activities

were, what was accomplished, how the program

fits with RWJF, and what lessons were learned.

The most recent volume (XIV) focused on health

and health care of vulnerable populations. This

anthology is one way the foundation examines its

impact on public health, and it is available on the

foundation’s website.
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Definition

Rumination is both a state and trait tendency

to focus on negative events, emotions, and
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symptoms, their occurrence, causes, and conse-

quences (Nolen-Hoeksema, 1991; Rydstedt,

Cropley, & Devereux, 2011). Multiple conceptu-

alizations of rumination exist, each having its

own measure, and tested in different contexts.

The majority of research has tested and shown

rumination to play a key role in the onset and

maintenance of depression. However, some

research also shows that it causes and maintains

distress in physically ill patients (see review by

Soo, Burney, & Basten, 2009). Rumination is

a marker of poor adaptation, since it is thought

to prolong one’s psychophysiological response to

a stressor even long after it has ended. In a review

of this domain, Brosschot (2010) views rumina-

tion as part of perseverative cognitions, where

people have a sustained cognitive representation

of past stressors, beyond their mere existence.

Brosschot also contends that much of the effects

of rumination could also be unconscious,

even impacting one’s well-being during sleep.

Furthermore, rumination is thought to mediate

the association between stress and one’s psy-

chophysiological responses. Rumination, which

amplifies one’s failure to achieve goals, can be

contrasted with more constructive self-reflection

which is more distant and less immersed in one’s

experiences. Supporting this, among people mod-

erately high on rumination, promotion failure

predicted depressive symptoms. In contrast,

among people high on self-reflection, promotion

failure was not predictive of severe increases in

depressive symptoms (Jones, Papadakis, Hogan,

& Strauman, 2009). Looking at physiological

indices of stress, Rydstedt et al. (2011) found

that rumination interacted synergistically with

job ambiguity (a known stressor) in relation to

morning cortisol in British workers. As such,

rumination amplified the effects of job ambiguity

on a physiological marker of stress, namely,

morning cortisol. Thus, rumination amplifies

and worsens the impact of negative events, both

in terms of their “duration,” and in terms of their

possible psychophysiological consequences.

Some research shows that meditation can reduce

levels of rumination, and this requires further

research.
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Synonyms

Analytes; Biomarkers; Saliva

Definition

Behavioral medicine research is increasingly

being influenced by theoretical models that

explain individual differences in behavior and

disease risk as a function of interrelated biologi-

cal, behavioral, social, and contextual forces.

This multi-level theoretical approach follows

technical innovations that have made measuring

the activity of many biological systems straight-

forward, portable, and cost efficient. Saliva,

in particular, has received attention as

a biospecimen; sample collection is perceived as

feasible, cost-efficient, and safe, and salivary

assays as reliable and accurate (see Table 1).

A single oral fluid specimen can provide

information about a range of physiologic sys-

tems, chemical exposures, and genetic variability

relevant to basic biological function, health, and

disease. The purpose of this review is to provide

a road map for investigators interested in inte-

grating this unique biospecimen into the next

generation of studies in behavioral medicine.

Description

Oral fluid as a biospecimen: “Saliva” is a com-

posite of oral fluids secreted from many different

glands. The source glands are located in the upper

posterior area of the oral cavity (parotid gland

area), lower area of the mouth between the cheek

and jaw (submandibular gland area), and under

the tongue (sublingual gland area). There are also
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many minor secretory glands in the lip, cheek,

tongue, and palate. A small fraction of oral fluid

(i.e., crevicular fluid) comes from serum leakage,

either from the cleft area between teeth and gums,

or from mucosal injury or inflammation. In the

presence of significant mucosal or epithelial

inflammation, however, serum constituents may

contribute substantially to oral fluids. Each secre-

tory gland produces a fluid that differs in volume,

composition, and constituents. Oral fluid is

water-like in composition and has a pH (acidity)

between 6 and 9; it has minimal buffering capac-

ity, so substances placed in the mouth can change

salivary acidity very quickly.

An understanding of how a given analyte

makes its way into oral fluid is key to interpreting

individual differences in that analyte, as well as

its association with outcomes of interest. Many

of the salivary analytes of interest in biobehav-

ioral research are serum constituents (e.g., steroid

hormones). Serum constituent analytes are

transported into saliva either by filtration

between the tight spaces between acinus or duct

cells in the salivary glands, or by diffusion
through acinus or duct cell membranes. In con-

trast, some analytes found in oral fluids are syn-

thesized, stored, and released from the granules

within the secretory cells of the salivary glands

(i.e., enzymes, mucins, cystatins, histatins). Still

others are components of humoral immunity

(antibodies, complement) or compounds (cyto-

kines) secreted by immune cells (neutrophils,

macrophages, lymphocytes). In addition to these

analytes, saliva contains sufficient cellular

material to obtain high quantity and quality

DNA (Zimmerman, Park, & Wong, 2007).

The rate of saliva secretion can significantly

influence levels of salivary analytes produced

locally in the mouth (e.g., alpha-amylase (sAA),

secretory IgA) as well as those that migrate into

saliva from blood by filtration (e.g., dehydroepi-

androsterone-sulfate and other conjugated ste-

roids) (Malamud & Tabak, 1993). Oral fluid

secretion is influenced bymany factors, including

the day-night cycle, chewing movement of the

mandibles, taste and smell, medications that

cause dry mouth, as well as medical conditions

and treatments that affect salivary gland function

(e.g., radiation therapy, Sjögren’s syndrome). It is

important to note, therefore, that for analytes

influenced by flow rate, the measured concentra-

tion or activity of the analyte (e.g., U/mL, pg/mL)

must be multiplied by the flow rate (mL/min).

The resulting measure is expressed as output as

a function of time (e.g., U/min, pg/min).

Sample Collection: Even under normative-

healthy conditions, more than 250 species of

bacteria are present in oral fluids (Paster et al.,

2001). During upper respiratory infections, oral

fluids are highly likely to contain agents of dis-

ease. Oral fluid specimens should, therefore, be

handled with universal precautions when used in

research and diagnostic applications.

Saliva collection devices have historically

involved cotton-based absorbent materials.

Placed in the mouth for 2–3 min, oral fluids rap-

idly saturate the cotton; fluids are subsequently

recovered by centrifugation or compression.

Salivary Biomarkers, Table 1 Perceived advantages of oral fluids as a research specimen compared to serum

“Minimally

invasive”

Considered “acceptable and noninvasive” by research participants and patients

Collection is quick, non-painful, uncomplicated

“Safety” Reduces transmission of infectious disease by eliminating the potential for accidental needle sticks

CDC does not consider saliva a class II biohazard unless visibly contaminated with blood

“Self-collection” Allows for community- and home-based collection

Enables specimen collection in special populations

“Economics” Eliminates the need for a health care intermediary (e.g., phlebotomist, nurse)

Resources for collection and processing samples are of low cost and available

“Accuracy” Salivary levels of many analytes represent the “free unbound fraction” or biological active fraction

in the general circulation

Source: US Department of Health and Human Services (2000)
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Most of the time, this approach is convenient,

simple, and time-efficient. However, when the

sample volume is small, the specimen can be

diffusely distributed in the cotton fibers, making

sample recovery problematic (Harmon, Hibel,

Rumyansteva, & Granger, 2007). The process of

absorbing oral fluid with cotton and other mate-

rials also interferes with several salivary immu-

noassays (Groschl & Rauh, 2006). Further, where

in the mouth oral swabs are placed may affect the

measured levels or activity of some salivary

analytes (e.g., Beltzer et al., 2010). Standardizing

swab placement instructions and monitoring

compliance can minimize this threat to measure-

ment validity.

In early studies, saliva flow was often stimu-

lated using techniques that involved chewing or

tasting various substances (e.g., gums, waxes,

sugar crystals, powdered drink mixes). When

not used minimally and/or consistently, some

of these methods may change immunoassay

performance (Granger et al., 2007). Indirectly,

stimulants also influence levels of salivary

analytes that depend on saliva flow rate (SIgA;

dehydroepiandrosterone-sulfate (DHEA-S); Neu-

ropeptide Y (NPY); Vasoactive Intestinal Peptide,

(VIP)). Researchers are advised to avoid these

techniques.

Collecting whole saliva by “passive drool”

(Granger et al., 2007) is an alternative collection

approach that minimizes many of the threats to

validity described above. Briefly, participants

imagine they are chewing their favorite food,

slowly moving their jaws in a chewing motion,

and allowing oral fluid to pool in their mouth.

Next, they gently force the specimen through

a short plastic drinking straw into a vial. The

advantages of this procedure include the follow-

ing: (1) A large sample volume may be collected

relatively quickly (3–5 min). (2) Target collec-

tion volume may be confirmed by visual inspec-

tion in the field. (3) The fluid collected is a pooled

specimen mixture of the output from all salivary

glands. (4) The procedure does not introduce

interference related to stimulating or absorbing

saliva. (5) Collection materials are of very low

cost. (6) Samples can be aliquoted and archived

for future assays.

Blood Leakage into Oral Fluid: Blood poses

a threat to the validity of salivary analyte mea-

surements because most analytes are present in

serum in much higher levels (10–100-fold) than

in saliva. Specifically, to meaningfully index

systemic (vs oral) biological activity, analyte

levels in saliva must be highly correlated with

levels measured in serum. This serum-saliva

association depends, in part, on circulating mol-

ecules being appropriately and consistently

transported into oral fluids (Malamud & Tabak,

1993). When the integrity of diffusion or filtra-

tion is compromised (e.g., through blood leakage

directly into salivary fluid), the level of the sero-

logical marker in saliva will be affected. Blood

leakage into oral fluid is more common among

individuals with poor oral health (i.e., open sores,

periodontal disease, gingivitis), certain infectious

diseases (e.g., HIV), and tobacco users. Samples

visibly contaminated with blood present varying

degrees of yellow-brownish hue. Kivlighan and

colleagues (2004) have proposed a five-point

Blood Contamination in Saliva Scale (BCSS) that

rates contamination from one (no visible color) to

five (deep, rich, dark yellow or brown). Under

healthy conditions, BCSS ratings (N ¼ 42) aver-

aged 1.33 (SE ¼ .08); after microinjury caused by

vigorous tooth brushing, ratings averaged 2.42

(SE ¼ .19).

Particulate Matter and Interfering Sub-
stances: As noted above, items placed in the

mouth can influence the integrity of oral fluid

samples. Food residue in the oral cavity may

introduce particulate matter in samples, change

salivary pH or composition, and/or contain sub-

stances (e.g., bovine hormones, active ingredi-

ents in medications, enzymes) that cross-react

with assays. Accordingly, research participants

should not eat or drink for 20 min prior to sample

donation. In the event that they do eat in this time

window, participants should rinse their mouths

with water. Importantly, however, they must wait

at least 10 min after rinsing before a specimen is

collected to avoid artificially lowering estimates

of salivary analytes. Access to food and drink

should be carefully planned and scheduled when

study designs involve repeated sample collec-

tions over long time periods.
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Sample Handling, Transport, and Storage:
Typically, once specimens are collected, they

should be kept cold or frozen. Refrigeration pre-

vents degradation of some salivary analytes and

restricts the activity of protolytic enzymes

and growth of bacteria. Conservatively, it is

recommended that samples be kept frozen. At

minimum, samples should be kept cold (on ice or

refrigerated) and frozen later on the day of collec-

tion. Repeated freeze-thaw cycles should be

avoided. DHEA, estradiol, and progesterone are

very sensitive to freeze-thaw, whereas DNA, corti-

sol, testosterone, and sAA are robust (up to at least

three cycles). Freeze-thaw cycles should be consid-

ered in the context of plans to aliquot and archive

frozen samples for future assays. It should also be

noted that some salivary analytes (e.g., neuropep-

tides) may require specimens be collected into pre-

chilled storage vials (Carter et al., 2007) or treated

with neuropeptidase inhibitors (e.g., EDTA,

aprotinin) to minimize degradation (Dawidson,

Blom, Lundeberg, Theodorsson, & Angmar-

Mansson, 1997). For large-scale national surveys,

investigators working in remote areas, or patients

collecting samples at home, freezing and shipping

these frozen samples can be logistically complex

and cost-prohibitive. In such circumstances, the

impact of the handling and storage conditions

should be documented by pilot work, or alternative

biospecimens should be considered.
Medications: As noted above, many medica-

tions can indirectly affect some analytes by

reducing salivary flow (e.g., diuretics, hypoten-

sives, antipsychotics, antihistamines, barbiturates,

hallucinogens, cannabis, and alcohol). Further, the

condition for which the medication is prescribed

or taken may itself directly influence analyte

levels or activity (Granger, Hibel, Fortunato, &

Kapelewski, 2009). Few behaviorally oriented

studies involving salivary analytes comprehen-

sively document medication usage. Further, a lack

of normative data coupled with wide individual

variation in salivary analyte levelsmakes it imprac-

tical to identify improbable values due to medica-

tion use (unless the value is not physiologically

plausible).

Medications that are applied intranasally,

inhaled, or applied as oral topicals (e.g., teething

gels) are of particular concern. Residue in the oral

cavity left by these substances may change saliva

composition and/or interfere with antibody-

antigen binding in immunoassays. The name,

dosage, and schedule of all medications taken

(prescription and nonprescription) within 48 h

should be recorded and used to statistically

evaluate the possibility that medication use is

driving analyte-outcome relationships.

Assays for Salivary Analytes: Immunoassays

are the main laboratory techniques employed to

assess levels and activity of salivary analytes.

Most immunoassays share two basic steps. Anti-

bodies prepared against a specific salivary ana-

lyte are coated to the bottom of a microtiter plate

well; these antibodies are used to capture the

target molecules. Conversely, antigens may be

coated to the wells to capture antibodies present

in the sample. Most modern assays employ

a labeling design known as enzyme immunoassay

(EIA), which uses enzymes coupled to antigens or

antibodies (i.e., the enzyme conjugate). To mea-

sure salivary cortisol, for instance, antibodies to

cortisol are fixed to the plastic surface of

a microtiter well. The specimen and a cortisol-

enzyme conjugate are added into the well and

incubated. During the incubation, cortisol from

the sample and the cortisol-enzyme conjugate

compete for available antibody-binding sites.

The well is then rinsed to remove unbound mate-

rials. Next, a substrate is added that reacts with

the enzyme conjugate to produce a color. The

degree of color in each reaction well is measured

in units of optical density (OD). Themore cortisol

in the sample, the lower the amount of cortisol-

conjugate that is bound to the plate, and the lower

the OD in that reaction well. To determine con-

centrations of cortisol in the unknown samples,

samples with known concentrations of cortisol

(standards) are analyzed as part of each assay.

Results from the standards are used to establish

a calibration curve from which concentration/

volume units can be interpolated from OD.

Operationalizing Individual Differences:

A “basal level” is the level or activity of an

analyte that represents the “stable state” of the

host during a resting period. One approach to

assessing “basal” levels is to sample early in the
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morning before the events of the day are able to

contribute variation. However, day-to-day vari-

ability differs across salivary analytes depending

on a number of factors including inherent varia-

tion in the production/release of the analytes, rate

of their metabolism/degradation, and their sensi-

tivity to environmental influences. Therefore,

a single time-point measure of salivary analytes

(other than invariant genetic polymorphisms) is

unlikely to yield meaningful insight into an indi-

vidual’s true “basal level.” The reliability of

“basal” estimates of salivary analytes can be

enhanced by sampling at the same time of day

across a number of days, then aggregating (by

averaging assay results or physically pooling

specimens) across days.

Most salivary biomarker/analyte studies have

involved a reactivity/regulation paradigm; this

approach uses repeated samples to evaluate

time-dependent changes in analytes (i.e., cortisol,

sAA) in response to (or in anticipation of)

a discrete event. The number of samples collected

depends on the research question and logistical

and practical issues (e.g., participant’s tolerance

for sampling burden). The optimal design for the

measurement of salivary cortisol and sAA reac-

tivity and regulation involves a pre-pre-[task]-

post-post-post sampling scheme with samples

collected on arrival to the lab (after consent)

immediately before the task, then again immedi-

ately, 10-, 20- and 40-min post-challenge.

Although some studies have yielded consistent

mean-level differences in the patterns of cortisol

response following a stressful or novel event,

there are more often significant individual differ-

ences in stress-reactivity. Some individuals

exhibit unexpected patterns of change (or no

change), as well as continuously increasing or

decreasing analyte levels over time.

An important component of variability in sal-

ivary analyte levels, both within and between

individuals, is the diurnal rhythm. Most salivary

hormone levels (e.g., cortisol) are high in the

morning, decline before noon, and then decline

more slowly in the afternoon and evening hours

(Nelson, 2005). By contrast, levels of sAA show

the opposite pattern with low levels in the morn-

ing and higher levels in the afternoon

(Nater, Rohleder, Scholtz, Ehlert, & Kirschbaum,

2007). The nonlinear nature of these patterns

requires multiple sampling time points to create

adequate statistical models. A typical sampling

design for salivary cortisol would involve

sampling immediately upon waking, 30-min

post-waking, midday (around noon), in the late

afternoon, and immediately prior to bed.

Many analytical techniques have been used to

model individual differences in diurnal rhythm

including mean levels, evaluating the awakening

response, and calculating summary measures of

analytes over time (e.g., area under the curve,

Pruessner, Kirschbaum, Meinlschmid, &

Hellhammer, 2003). Another approach, growth

curve modeling (McArdle & Bell, 2000), has

recently gained popularity for a number of rea-

sons. Briefly, growth models allow the level and

slope of the diurnal rhythm to be examined in the

samemodel and their distinct effects on predictors

can be evaluated; they minimize the impact of

error or noise inmeasured values; and the presence

of individual differences in the diurnal rhythm

can be statistically tested (e.g., McArdle &

Bell, 2000).

Another analytical approach, hierarchical lin-

ear modeling (HLM) allows investigators to

estimate values across the day for an individual,

based on several samples (Bryk & Raudenbush,

1992). Then, deviations from these expected

values can be predicted from momentary states

and feelings (e.g., mood states) about activities

reported at that time of day. Documenting every-

day events and emotions that help explain

changes in analyte levels or activity across

a time period of interest may strengthen causal

inference when paired with samples across mul-

tiple days. For example, in studies focusing on

cortisol, samples are collected approximately

20 min after a diary entry. Computerized hand-

held devices have made self-assessments quite

feasible.

Analytes in Saliva of Interest to Behavioral

Medicine: To date, most biobehavioral research

has focused on a small number of salivary

analytes, that is, cortisol, testosterone, DHEA,

and sAA. In fact, however, the salivary proteome

has recently been characterized, and includes
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more than 1,000 analytes (Hu, Loo, & Wong,

2007). These analytes provide information

about the following: (1) systemic body processes,

(2) local oral biology, (3) surrogate markers of

physiological activity, (4) antibodies, (4) medica-

tions and environmental exposures, and

(5) genetic factors. Each category of analyte is

briefly discussed below and summarized in

Table 2.

The first group of analytes is present in saliva

because oral fluid represents an ultra-filtrate of

analytes found in the bloodstream (i.e., serum

constituents). Because of high serum-saliva cor-

relations, measuring these analytes in saliva

enables investigators to make interferences

about systemic physiological states. Adrenal

and gonadal hormones are exemplars of this cat-

egory of salivary markers (e.g., see Table 2).

Most analytes in oral fluid are produced

locally in the oral cavity and are secreted from

salivary glands. While individual differences in

these salivary analytes may reflect systemic pro-

cesses, a major contributor is local oral biology

(e.g., local inflammatory processes, oral health

and disease). Many salivary immune and inflam-

matory markers such as neopterin, beta-2-

microglobulin, cytokines, and C-reactive protein

(see Table 2) fall into this category. Markers in

this group may be less interesting to investigators

outside the fields of oral biology and oral health.

A third group of salivary analytes is produced

locally by salivary glands, but the levels vary

predictably with systemic physiological activa-

tion. For example, sympathetic nervous system

activation affects the release of catecholamines

from nerve endings, and these compounds’ action

Salivary Biomarkers, Table 2 Salivary analytes of potential interest to biobehavioral research

Endocrine

Aldosterone Estradiol, Estriol, Esterone

Androstenedione Progesterone; 17-OH Progesterone

Cortisol Testosterone

Dehydroepiandrosterone, and -sulfate Melatonin

Adiponectin, leptin, ghrelin Oxytocin, Vassopressin

Immune/inflammation

Secretory immunoglobulin A (SIgA) Beta-2-microglobulin (B2M)

Neopterin Cytokines

Soluble tumor necrosis factor receptors C-reactive protein (CRP)

Autonomic nervous system

Alpha-amylase (sAA) Neuropeptide Y (NPY)

Vasoactive intestinal peptide (VIP) Chromogranin A

Nucleic acids

Human genomic mRNA

Mitochondrial Microbial

Bacterial Viral

Antibodies specific for antigens

Measles Hepatitis A Herpes simplex

Mumps Hepatitis B Epstein-Barr

Rubella Hepatitis C HIV

Pharmaceuticals/environmental chemicals

Cotinine Alcohol Pesticides

Meth-, amphetamine Lithium Metals

Methadone Cocaine Opiods

Marijuana (THC) Caffeine Phenytoin

Bisphenol-A (BPA) Barbituates

Sources: Cone & Huestis (2007); Malamud & Tabak (1993); Tabak (2007); US Department of Health and Human

Services (2000)
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on adrenergic receptors influences the activity of

the salivary glands. For instance, salivary alpha-

amylase is considered a surrogate marker of

ANS activation, as are salivary measures of neu-

ropeptide Y and vasoactive intestinal peptide.

Antibodies to specific antigens (e.g., HIV anti-

bodies) comprise another group of salivary

analytes. Table 2 offers several additional exam-

ples. Antibodies in oral fluids reflect an individ-

ual’s immunological history and pathogen/

microbe exposure. Further, depending on the spe-

cific antibody measured, they may reflect local

and/or systemic immune activity. To date, rela-

tively few biobehavioral studies have taken

advantage of the information provided by sali-

vary antibodies.

A variety of pharmaceuticals, abused sub-

stances, and environmental contaminants can be

quantitatively monitored in oral fluids (see

Table 2). One example is bisphenol-A (BPA) –

a constituent of polycarbonate plastic and epoxy

resins used in water bottles, baby bottles, and

food containers that may leach into food and

drink. Daily BPA exposures below the US

Human Exposure limit (50 ug/kg/day) have

been linked to permanent changes in genitalia,

early puberty, and reversal of sex differences in

brain structure (Maffini, Rubin, Sonnenschein, &

Soto, 2006).

A final group of analytes has been made pos-

sible by recent technical advances allowing high

quantity and quality DNA to be extracted from

whole saliva (Zimmerman et al., 2007). Saliva

samples collected to assess individual differences

in salivary analytes, and biomarkers can yield

reliable and valid information about genetic

polymorphism.

Conclusion and Future Directions: As the

gateway to the body, the mouth senses and

responds to the external world, and reflects what

is happening inside the body. Oral fluids provide

insight into environmental exposures and con-

taminants, and serve as an early warning system

for disease and infection. Genetic analyses using

oral fluids can help explain individual differ-

ences, predict outcomes of medical treatments,

and identify polymorphisms that affect disease

risk and resilience. As the number of substances

that can be reliably measured in saliva increases,

oral fluid may become an increasingly attractive

alternative to collecting blood. The wealth of

information provided by salivary analytes has

the potential to greatly enrich behavioral medi-

cine research.
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Salt, Intake

Kelly Flannery

School of Nursing, University of Maryland

Baltimore, Baltimore, MD, USA

Synonyms

Sodium; Sodium chloride

Definition

Salt is a dietary element made up of sodium and

chlorine (U.S. National Library of Medicine &

National Institutes of Health, 2011a).

Description

A majority (90%) of sodium consumed comes

from salt (Centers for Disease Control & Preven-

tion, 2011). The body needs a small amount of

sodium for fluid regulation, nerve impulse trans-

mission, and muscle function. The kidneys are

responsible for retaining sodium (if body stores

are low) or excreting sodium through urine

(if body stores are too high). However, if the

kidneys do not excrete enough sodium the excess

sodium will accumulate in the blood. This can

lead to high blood pressure, from an increase in

fluid volume in the arteries, ultimately putting

additional stress on the heart (Mayo Clinic,

2011a; U.S. National Library of Medicine &

National Institutes of Health, 2011a).
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Recommendations

There are no specific sodium recommendations

for those under 18 years of age. However, it is

suggested these individuals consume a moderate

intake of sodium (U.S. National Library of

Medicine & National Institutes of Health,

2011b). There are two different recommenda-

tions for adult sodium intake based on specific

characteristics. African-Americans, people with

diabetes, people with high blood pressure, people

with chronic kidney disease, and anyone over

the age of 51 are more susceptible to blood

pressure elevation from sodium; therefore, these

individuals should limit sodium intake to less

than 1,500 mg of sodium a day. The remaining

American population should consume less than

2,300 mg of sodium a day. However, the general

population will benefit by reducing their sodium

to less than 1,500 mg a day (U.S. Department

of Agriculture, & U.S. Department of Health

and Human Services, 2010). In fact, the

American Heart Association recommends the

general public reduce their sodium intake to no

more than 1,500 mg per day (American

Heart Association Presidential Advisory, 2011).

In addition, those with certain diseases (e.g.,

cirrhosis and congestive heart failure) may be

recommended lower sodium intake levels by

their primary care providers (U.S. National

Library of Medicine & National Institutes of

Health, 2011b).

A half of a teaspoon of salt is approximately

1,200 mg of sodium and one teaspoon of salt is

approximately 2,300 mg of sodium (American

Heart Association, 2011). More than 85% of

Americans consume 2,300 mg of sodium or more

a day; the average intake of sodium for Americans

over 2 years of age is 3,400mgper day (Centers for

Disease Control & Prevention, 2011; U.S. Depart-

ment of Agriculture, & U.S. Department of Health

and Human Services, 2010). Diets high in sodium

have been associated with an increased risk for

high blood pressure, heart disease, and stroke

(American Heart Association, 2011). Generally,

when salt intake is reduced it only takes a few

weeks for blood pressure to decrease (Centers for

Disease Control & Prevention, 2011).

Identifying Sources of Sodium

Most foods naturally contain sodium (U.S.

National Library of Medicine & National

Institutes of Health, 2011b); however, this form

of sodium only accounts for about 12% of daily

sodium intake. An additional 11% of sodium

intake comes from cooking at home and adding

salt while eating. A majority (77%) of the sodium

Americans consume comes from processed foods,

foods bought at stores, packaged foods, and foods

cooked at restaurants (Centers for Disease Control

& Prevention, 2010). Sodium is added to foods

to act as a preservative, cure meat, retain moisture,

and enhance color and flavor (American Heart

Association, 2011; U.S. Department of Agricul-

ture, & U.S. Department of Health and Human

Services, 2010). When food and beverages were

grouped in 96 categories, the top six categories

that contributed the most sodium to Americans’

diets included yeast breads, chicken and chicken

mixed dishes, pizza, pasta and pasta dishes,

cold cuts, and condiments (National Cancer

Institute, 2010).

Reading food labels is important for determin-

ing sodium intake becausemilligrams of sodium in

food can vary even for the same type of food. For

instance, a slice of frozen pizza can range from

450 to 1,200 mg of sodium (Centers for Disease

Control & Prevention, 2011). However, caution

should be used reading the %DV (daily value) on

the food label because the percentage is based

on 2,400 mg, which is 100 or 900 mg higher than

the recommended daily sodium intake depending

on recommended group (U.S. Department of

Agriculture, & U.S. Department of Health and

Human Services, 2010; U.S. Food and Drug

Administration, 2011). Food packaging messages

can be confusing (Centers for Disease Control &

Prevention, 2011). For example, a package mes-

sage titled unsalted or no salt added simply means

no salt was added while processing the food; yet,

reading the label is important because some of the

ingredients may contain sodium (Mayo Clinic,

2011b). Additionally, looking at the ingredients

list can help determine if sodium was added.

Sodium is sometimes called different names;

some examples include baking soda, monosodium
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glutamate, and sodium nitrite (U.S. National

Library of Medicine & National Institutes of

Health, 2011b; Mayo Clinic, 2011b).

Methods for Reducing Sodium

Some methods for reducing the amount of sodium

consumed can include (Mayo Clinic, 2011b;

National Heart, Lung and Blood Institute, n.d.;

National Library of Medicine & National

Institutes of Health, 2010; U.S. Department of

Agriculture, & U.S. Department of Health

and Human Services, 2010; American Heart

Association, 2011):

• Following specific heart-healthy diets (e.g.,

dietary approaches to stop hypertension,

which is also called the DASH diet)

• Eating fresh foods

• Using food labels to purchase items low in

sodium

• Ordering lower sodium items when eating out

• Using healthy salt substitutes to replace salt

Cross-References

▶Hypertension
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Synonyms

Hardiness; Resilience; Self-efficacy; Sense of

coherence

Definition

The medical sociologist Aaron Antonovsky

(1923–1994) introduced the term “salutogenesis”

which derives from the Latin “salus¼ health” and

the Greek “genesis ¼ origin.” Antonovsky was

mainly interested in the question of what creates
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and what sustains health rather than explaining

the causes of disease in the pathogenic

direction (Antonovsky, 1979, 1987, 1993). In his

salutogenetic model, he described health as a

continuum between total ease (health) and total

disease rather than a health-disease dichotomy.

Therefore, his most important research question

was: What causes health (salutogenesis)? (rather

than what are the reasons for disease (pathogene-

sis)). The core concepts of salutogenesis show

great conceptual overlap with the theory of

“hardy personality” (Kobasa, 1979, 1982), the the-

ory of “self-efficacy” (Bandura, 1977), and with

the theory of “resilience” (Werner& Smith, 1982).

The central terms of the salutogenetic theory

are sense of coherence (SOC) and general resis-

tance resources (GRRs). Antonovsky postulates

that the status of health and well-being depends

on these personal and environmental resources

(Antonovsky, 1979, 1987).

Description

Sense of Coherence (SOC)

Sense of coherence explains why humans in

stressful situations stay well and are even able

to improve their physical, mental, and social

well-being. Antonovsky (1993) suggested that

SOC depicts a stable and long-lasting way of

looking at the world. He postulated that SOC is

mainly formed in the first three decades of life

and then becomes relatively stable.

Antonovsky defined SOC as a:

“Global orientation that expresses the extent to

which one has a pervasive, enduring though

dynamic feeling of confidence that (1) the stimuli,

deriving from one’s internal and external environ-

ments in the course of living are structured, pre-

dictable, and explicable; (2) the resources are

available to one to meet the demands posed by

these stimuli; and (3) these demands are chal-

lenges, worthy of investment and engagement”

(Antonovsky, 1987, p.19).

The SOC consists of three dimensions

(Antonovsky, 1987) as follows:

1. Comprehensibility (cognitive component):

The internal and external environments are

interpreted as understandable, consistent,

structured, and predictable.

2. Manageability (behavioral component): Indi-

viduals consider resources to be personally

available to help them cope adequately with

demands or problems.

3. Meaningfulness (motivational component):
This dimension refers to the extent to which

a person feels that life makes sense, and that

problems and demands are worth investing

energy in. Additionally, it determines whether

a situation is appraised as challenging, and

whether it is worth making commitments

and investments in order to cope with it.

According to Antonovsky (1987) the third

component is the most important aspect of SOC.

General Resistance Resources (GRRs)

The general resistance resources (GRRs) are

biological and psychosocial factors that make it

easier for people to perceive their lives as

predictable, controllable, and understandable.

Typical GRRs are money, intelligence, social

support, self-esteem, ego-strength, healthy

behavior, traditions, and culture. These types of

resources can help the person to deal in a better

way with the challenges of life. In general, the

GRRs lead to life experiences that promote

a better SOC (Antonovsky, 1987).

Measuring Sense of Coherence

With the Sense of Coherence (SOC) Scale, there

is only one instrument that measures sense of

coherence worldwide. Antonovsky (1987) devel-

oped the SOC as a self-report questionnaire

with Likert-type items; higher scores indicate

a better SOC. This instrument exists in a long

form (SOC-29) and in a short form (SOC-13).

In the long form, 11 items refer to “comprehen-

sibility,” 8 items refer to “meaningfulness,” and

10 items refer to “manageability.” The SOC scale

is a reliable, valid, and cross-culturally applicable

instrument. SOC seems to be a multidimensional

concept rather than a unidimensional one

(Eriksson & Lindström, 2005). By 2007, the

SOC questionnaire has been used in at least 44

languages all over the world (Singer & Br€ahler,

2007).
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Sense of Coherence and Health (Empirical

Evidence)

Empirical evidence shows a strong association

between SOC and mental health. A large number

of studies consistently reveal a negative relation-

ship of SOC with depression, anxiety, and

posttraumatic symptoms (Antonovsky, 1993;

Eriksson & Lindström, 2007; Tagay, Erim,

Br€ahler, & Senf, 2006; Tagay, Mewes, Br€ahler, &

Senf, 2009). In a recent review, Eriksson and

Lindström (2007) synthesized empirical findings

on SOC and examined its capacity to explain health

and its dimensions. SOC was strongly related to

perceived health. The stronger the SOC, the better

the perceived health in general. This relation was

manifested in study populations regardless of age,

sex, ethnicity, nationality, and study design. There-

fore, numerous authors assert that there is substan-

tial empirical support for the idea that SOC

promotes health. A strong SOC is associated with

successful coping with the inevitable stressors that

individuals encounter in the course of their daily

lives, and therefore, with better outcomes

(Antonovsky, 1993; Eriksson & Lindström,

2007). All in all, SOC seems to have a main, mod-

erating, or mediating role in the explanation of

health, and it seems to be able to predict health

(Schnyder, B€uchi, Mörgeli, Senky, & Klaghofer,

1999; Tagay et al., 2011).

Cross-References

▶Coping

▶Health

▶Optimism

▶ Self-Esteem

▶ Stress

▶Well-Being
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Synonyms

Sample-size calculation; Sample-size determina-

tion; Study size
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Definition

Sample-size estimation is the process by which

a researcher decides how many subjects to

include in a given clinical trial. Sample-size esti-

mation is a critical part of the design of clinical

trials, and, like all design issues, this must be

addressed in the study protocol before the trial

commences.

Description

Many sources use the terms sample-size deter-

mination or sample-size calculation when

discussing this issue. The term sample-size

estimation emphasizes that deciding on the sam-

ple size that will be employed in a clinical trial

is a process of estimation that involves both sta-

tistical and clinical informed judgment and not

a process of simply calculating the “right”

answer. It is true that mathematical calculations

are made in this process, and, for a given set of

values that are placed into the appropriate

formula in any given circumstance, a precise

answer will be given. However, the values that

are placed into the formula are chosen by the

researcher.

Some of the values that need to be entered into

the formula are typically chosen from a standard

set of possibilities, with the researcher deciding

which of several generally acceptable values is

best suited for the intentions of a given trial.

Other values are estimates based on data that

may be available in existing literature or may

have been collected in an earlier trial. These

include the estimated treatment effect and the

variability associated with the estimated treat-

ment effect.

The likelihood of a successful outcome

(at least from the point of view that “success”

means obtaining a statistically significant result)

can be increased by increasing the sample size.

When designing a study, the researcher wants to

ensure that a large enough sample size is chosen

to be able to detect an important difference that

does in fact exist. It is certainly possible that

a trial can fail to demonstrate such a difference

simply because the sample size chosen was too

small. Therefore, it might appear reasonable to

think that a very big sample size is a good idea.

However, increasing the sample size increases

the expenses, difficulties and overall length of

a trial. Somewhere, for each researcher and

each study, an acceptable sample size needs to

be chosen that balances the likelihood of

a statistically significant result with the cost and

time involved in conducting the clinical trial.

Several variables need to be considered in the

process of sample-size estimation. The values of

these variables in any given case can be chosen

by the researcher based on several consider-

ations. Relevant terms include:

• Type I errors and Type II errors. A Type I error

occurs when a significant result is “found”

when it does not really exist, and a Type II

error occurs when one fails to find a significant

difference that actually exists.

• The probability of making a Type I error, a.
This is also the level of statistical significance

chosen, typically 0.05, but it is possible to

choose 0.01 or even more conservative values.

• The probability of making a Type II error, b.
A probability value must be between 0 and 1:

therefore, b will be between 0 and 1.

• Power, calculated as 1 � b. Since the

probability represented by b will be between

0 and 1, power will also be between 0 and 1

since it is defined as 1 � b. The power of

a statistical test is the probability that the null

hypothesis is rejected when it is indeed false.

Since rejecting the null hypothesis when it is

false is extremely desirable, it is generally

regarded that the power of a study should be

as great as practically feasible.

Sample-size estimation can be performed for

any study design. In each case, the respective

formula will be used to estimate the sample size

required. For the formula used in the type of study

design discussed in some entries in the Method-

ology section (i.e., a comparison of a new

behavioral medicine treatment or intervention

with an existing one), each of the variables we

have discussed will have certain influences on the

sample size, N, that will be given by the formula.

These influences, i.e., their relationships with
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N given that all of the others remain the same, can

be summarized as follows:

• The smaller the chosen value of a, the larger

the value of N that will be given.

• The smaller the chosen value of b, the larger

the value of N that will be given. This is

because power is defined as 1 � b. As

b decreases, power increases; as power

increases, the larger the value of N that will

be given.

• The larger the standardized effect size, the

smaller the value of N that will be given. The

standardized treatment effect is the estimated

treatment effect divided by the variability

associated with it.

Cross-References
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Sarcopenia

Oliver J. Wilson and Anton J. M. Wagenmakers
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Synonyms

Anabolic resistance; Disuse atrophy; Skeletal

muscle atrophy

Definition

Sarcopenia is the progressive involuntary loss of

skeletal muscle mass, strength, and function with

age. Sarcopenia is derived from Greek “sarx” and

“penia,” literally meaning “loss of flesh.”

Description

The global population aged 60 years or older is

expected to double from 600 million in the year

2000 to 1.2 billion by 2025 and reaching nearly

2 billion by 2050 (United Nations, Department of

Economic & Social Affairs, 2002). In the UK, the

number of people aged >65 years will nearly

double 61% from 10million in 2010 to 19million

by 2050 (Office of National Statistics, 2012).

However, a healthy life expectancy does not

follow in parallel, suggesting that the global

population is living longer with detrimental

aging-related diseases such as the metabolic

syndrome, type 2 diabetes, cardiovascular dis-

ease, and inflammatory diseases (WHO, 2008).

A common result of the aging process is the loss

of an independent lifestyle. Although the causes

are varied, an important contributor is the loss of

mobility and the associated risk of accidental

falls. At present, 30% of people aged >65 years

fall each year in the UK, and the estimated annual

cost to the National Health Service in the UK is

£1 billion. Consequently, meeting the future

demand and associated costs of aging will prove

challenging for health-care provision.

A key contributor to the increased risk of

accidental (fatal) falls, dependency, and self-

reported disability is sarcopenia, the progressive

involuntary loss of skeletal muscle mass,

strength, and function with age. Sarcopenia is

derived from Greek “sarx” and “penia,” literally

meaning “loss of flesh.” It is estimated that 20%

of 70-year-olds and 50% of people aged 80 years

and over have sarcopenia (Narici & Maffulli,

2010). The loss of muscle mass and strength

with age is evident even in those who engage in

regular aerobic or resistance exercise. Sarcopenia

is more notable in lower than upper limbs and

is generally more prevalent in women than men.
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It is also highly associated with osteoporosis and

hip fractures in women. Consequently, the higher

life expectancy in women coupled with the

higher prevalence of sarcopenia means women

are more likely than men to spend their final

years of life receiving institutionalized care

(Narici & Maffulli). The genesis of sarcopenia

can be attributable to physical inactivity, inade-

quate nutrition, and a chronic pro-inflammatory

state among other factors (Table 1).

Sarcopenia can be masked by weight stability

due to a concomitant increase in fat mass. How-

ever, the prolonged accumulation of fat mass can

lead to obesity, resulting in “sarcopenic obesity.”

This presents further complications as excess

fat mass which, in association with chronic

low-level pro-inflammatory cytokines, can result

in the development of insulin resistance in

a variety of tissues. These include the endothe-

lium of the microvasculature and skeletal muscle,

leading to periods of hyperglycemia, hyperlipid-

emia, and the development of non-insulin-

dependent diabetes mellitus (type 2 diabetes)

and cardiovascular disease (Wagenmakers, van

Riel, Frenneaux, & Stewart, 2006).

Aging Muscle

In young lean adults, skeletal muscle mass

accounts for nearly 60% of total fat-free body

mass but accounts for just 45% in elderly

individuals. The loss of muscle cross-sectional

area is �40% between 20 and 60 years of age,

with men demonstrating greater decreases in

muscle mass than women. Consequently, there

is a corresponding reduction in knee extensor

muscle strength between 20% and 40% in both

groups and up to 50% in those aged >90 years.

There is also a loss of muscle power, declining at

a greater rate than the loss of muscle strength.

The loss of muscle mass is linked to whole

muscle and individual muscle fiber atrophy.

Aging slow-twitch type I fibers atrophy in size

to about 75% of younger individuals, but fast

twitch type II fibers but fast twitch type II fibres

atrophy in size to about 43% of their younger

counterparts (Andersen, 2003). Further changes

include the infiltration of fat and connective tis-

sue within the muscle, fiber necrosis, fiber-type

grouping, and a reduction in type 2 fiber satellite

cell content (Koopman & van Loon, 2009).

A reduction in the oxidative capacity of

skeletal muscle is also observed with age and

is likely attributable to a reduction in mitochon-

drial content and/or function. This results in poor

endurance and increased fatigability, compromis-

ing the ability to live an independent lifestyle.

Poor oxidative capacity is also mechanistically

linked to the development of insulin resistance

and type 2 diabetes.

Protein Metabolism in the Elderly

The maintenance of muscle mass depends on

the balance between muscle protein synthesis

(MPS) via anabolic stimuli (feeding, muscle

contraction, anabolic hormones) and muscle pro-

tein breakdown (MPB) via catabolic stimuli

(fasting, disuse, pro-inflammatory cytokines).

Where muscle protein synthesis exceeds protein

breakdown, hypertrophy occurs, whereas the

reverse is true for muscle atrophy. Sarcopenia

is therefore associated with a removal of

Sarcopenia, Table 1 Summary of the potential mecha-

nisms underpinning sarcopenia

Whole body

Reduced physical activity and muscle disuse

Loss of motor neurons

Reduced growth hormone and insulin-like growth factor-I

production

Chronic pro-inflammatory state

Increased glucocorticoid production and receptor activity

Malnutrition

Muscular

Reduced number and proliferative capacity of skeletal

muscle satellite cells

Mitochondrial DNA mutations and apoptosis

Increased intracellular production of glucocorticoids

Impaired insulin mediated increase in (micro)vascular

blood flow

Blunting of the effects of insulin and amino acids on

muscle protein synthesis

Poor transcriptional responses of muscle to exercise and

nutrition
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anabolic stimuli, an increase in catabolic stimuli,

or a combination of the two.

Early studies suggested basal MPS rates were

lower in the elderly compared with young, but

when the results are extrapolated across a year,

a substantial loss in muscle mass will occur that

far exceeds the modest decline observed with

healthy aging. It is now generally accepted that

in healthy physically active elderly individuals,

rates of basal MPS and MPB equal that of youn-

ger individuals (Koopman & van Loon, 2009).

Instead, sarcopenia might be the result of

a blunted response to anabolic stimuli, termed

“anabolic resistance” (Rennie et al., 2010).

The ingestion of amino acids and/or protein

increases plasma insulin concentrations which

independently and additively stimulates MPS and

inhibits MPB, leading to a positive net protein

balance. However, some studies suggest the

anabolic response to ingested essential amino

acids is blunted in the elderly compared with

young controls (Rennie et al., 2010). Interestingly,

some studies have suggested that by increasing the

leucine content of the meal, it is possible to

increase elderly MPS further (Rennie, 2005).

The current recommended daily allowance

(RDA) for habitual protein intake in the elderly

is 0.8 g/kg bodymass per day, but thismight not be

sufficient for optimizing exercise-induced gains in

muscle mass. It has been suggested that increasing

the daily dietary intake of protein (and thus amino

acid availability) beyond the RDA might over-

come the anabolic resistance and further increase

exercise-induced gains in muscle mass. However,

when daily protein intake was set at either 0.9 g/kg

bodymass (adequate) or 1.2 g/kg bodymass (mod-

erately high) during a 3-month resistance training

study, the gains in exercise-induced muscle mass

did not differ between the high and low dose

(Koopman & van Loon, 2009).

At the molecular level, the anabolic resis-

tance to plasma insulin and amino acid avail-

ability might be attributed to an age-associated

reduction in the content, phosphorylation, and

activity of key insulin-signaling proteins within

the Akt-mTOR pathway (Rennie, 2005). These

defects may contribute toward sarcopenia by

impairing the sensing and transduction of

insulin and/or amino acid-dependent signaling,

thereby limiting the stimulation of MPS and

inhibition of MPB.

Resistance Training in the Elderly

Resistance exercise training is a potent stimulator

of MPS, leading to increased muscle mass and

strength in the young and the elderly, frail elderly,

and in older individuals presenting with

comorbidities. Indeed, the elderly respond to resis-

tance programs training with similar relative gains

in limb muscle mass, size, strength, and power as

the young. Resistance training therefore offers an

effective strategy to counteract sarcopenia and

improve functional muscle capacity.

The American College of Sports

Medicine (ACSM) Position Stand for Exercise

and Physical Activity in Older Adults (Chodzko-

Zajko et al., 2009) recommends progressive resis-

tance training at least 2 days per week using 8–10

exercises involving the major muscle groups over

8–10 repetitions. However, even a single weekly

bout of resistance training has been shown to

increase muscle strength in elderly individuals.

After a 3-month resistance training program, an

increase inmuscle strength of more than 100% has

been reported in the elderly with similar relative

improvements in muscle strength observed in men

aged 90 years and older. This is associated with an

increase inmuscle cross-sectional area attributable

to hypertrophy of type I and type II fibers (Burton

& Sumukadas, 2010).

Gains in muscular endurance ranging from

34% to 200% have also been reported after com-

pleting moderate to high-intensity resistance

training (Chodzko-Zajko et al., 2009). This likely

stems from an increase in mitochondrial number,

size, and function and has the result of improving

skeletal muscle insulin sensitivity and glucose

uptake (Dela & Kjaer, 2006).

Conclusion

A growing global population of elderly individ-

uals presents a number of health-care challenges
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that will strain health-care provision and increase

socioeconomic costs. The development of

sarcopenia contributes to the increased risk of

falls, fractures, poor mobility, and a reduced abil-

ity to lead an independent lifestyle. The resulting

reduction in physical activity contributes to the

development of insulin resistance, type 2 diabe-

tes, hypertension, and cardiovascular disease.

Although aging skeletal muscle can respond

to protein intake, peak rates of MPS are blunted

compared with the young, suggesting an anabolic

resistance, and this may contribute to sarcopenia.

However, resistance exercise is a potent stimula-

tor of MPS, and progressive resistance training

results in improved muscle mass, strength, and

metabolic health.

Cross-References

▶Atrophy

▶Cytokines

▶Glucocorticoids

▶ Insulin

▶ Physical Inactivity
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Definition

Scale development is an essential stage in the

assessment of constructs and variables in behav-

ior medicine, and in any social and biomedical
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science. Scales are used for assessment of self-

reported variables including mood, daily disabil-

ity, various types of symptoms, adherence to

recommended diet, etc. Though there is no

explicit “rule” for the stages of scale develop-

ment, certain steps need to be included for

claiming that a scale is reliable and valid. The

reliability of a scale is very important and refers

to its repeatability and lack of measurement

error. This is tested by internal-reliability tests

(Cronbach’s a) and by a test-retest reliability of

scores over time. Validity is an essential aspect

of a scale and refers to the extent to which it

measures what it claims to measure. This is

tested by several manners including “face valid-

ity,” concurrent validity, construct validity, and

criterion validity. When developing a scale, it is

essential to have a clear definition of the concept

it refers to. Thus, for example, an anxiety scale

should not have items assessing depression since

these are not the same construct. After choosing

an acceptable definition for the construct,

a group of “experts” on the construct meets to

provide items or even topics related to the con-

struct, from which the researcher creates items.

The chosen items will reflect the most common

topics or items suggested by the expert panel.

The panel can be experts from the field

(psychologists, physicians, etc.) and patients

who experienced the issue under investigation,

thus reflecting experienced “experts.” Then, the

investigator can ask another group of experts or

patients to rate the relevance of each item to the

construct, reflecting face validity. The items

with a mean relevance above a chosen criterion

will be selected for the preliminary scale. Next,

the researcher administers the scale to a larger

sample, with theoretically relevant additional

tests. This will enable to test the internal

reliability, concurrent validity against another

scale assessing the same construct, and the

construct validity against scales assessing

theoretically related constructs. Finally, an

acceptable criterion (e.g., ill vs. healthy sample)

will enable to test the scale’s criterion validity.

Predictive validity can also be tested by

examining whether the scale’s scores predict

a certain event or outcome in future, beyond

the effects of known confounders. These steps

are needed for scale development, to verify

a scale’s reliability and validity, for use in

research and clinical evaluations.
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Neil Schneiderman was born in Brooklyn,

New York, on February 24, 1937. He has been

married to his wife Eleanor since 1960 and is the

father of three children and grandfather of five.

Schneiderman received his A.B. degree from

Brooklyn College, spent 2 years in the US

Army, earned his Ph.D. degree in Psychology

from Indiana University, and received postdoc-

toral training in neurophysiology and neurophar-

macology in the Physiological Institute of the

University of Basel, Switzerland. Schneiderman

was appointed as assistant professor at the

University of Miami, Coral Gables, Florida, in

1965, rising through the ranks to become profes-

sor in 1974. He subsequently received secondary

appointments as professor of Medicine, Psychia-

try and Behavioral Sciences, and Biomedical

Engineering. In 1989, he was awarded an

endowed chair as the James L. Knight Professor

of Health Psychology. Since 1986, he has served

as the director of the Division of Health Psychol-

ogy in the Department of Psychology and as

director of the University of Miami Behavioral

Medicine Research Center. He also served exten-

sively as chair of the NIH-funded University of

Miami General Clinical Research Center Advi-

sory Committee. Schneiderman has directed pre-

and postdoctoral NIH training grants involving

cardiovascular disease from the National Heart,

Lung, and Blood Institute (NHLBI) since 1979

and HIV/AIDS from the National Institute of

Mental Health (NIMH) since 1993.

Schneiderman was the second editor in chief

of the journal Health Psychology before becom-

ing founding editor in chief of the International

Journal of Behavioral Medicine.Within the NIH,

he served as a member of the Biopsychology

Study Section, NHLBI Research Training

Review Committee, and NIMH Health Behavior

and Prevention Review Committee. In the

American Psychological Association (APA), he

was chair of the Board of Scientific Affairs and is

a fellow in the Divisions of Experimental Psy-

chology (3), Behavioral Neuroscience and Com-

parative Psychology (6), and Health Psychology

(38) as well as a former president of Division 38.

A founding fellow of the Academy of Behavioral

Medicine Research, Schneiderman later served

as president of that organization. Schneiderman

also served as president of the International

Society of Behavioral Medicine (ISBM). He is

a fellow of the Society of Behavioral Medicine

and of the American College of Clinical Pharma-

cology. He is also the recipient of the APA

Distinguished Scientific Contribution Award

(1994), Society of Behavioral Medicine Distin-

guished Scientist Award (1997), and ISBM Out-

standing Scientific Achievement Award (2004).

Major Accomplishments

Schneiderman’s first two empirical research arti-

cles were published in Science in 1962. Written

with his academic mentor, Isadore Gormezano,

the papers described animal models of eyelid and

nictitating membrane Pavlovian conditioning in

rabbits. These preparations were suitable for con-

comitantly studying behavioral and neurophysio-

logical processes in conscious, minimally

restrained animals. Subsequently, Schneiderman

added heart rate conditioning to the repertoire of

animal models, and for the next several decades,

he and his colleagues traced neuronal pathways

involved in Pavlovian conditioning of cardiovas-

cular responses in rabbits. This began with identi-

fying the cells of origin of vagal cardioinhibitory

motoneurons in the rabbit medulla, using histo-

chemistry, microstimulation, and single neuron

extracellular electrophysiological recordings, and

continued with mapping the central nervous sys-

tem pathways that mediated conditioned and

unconditioned cardiovascular adjustments. The

study of central nervous system pathways mediat-

ing differentiated patterns of cardiovascular

adjustments also led Schneiderman and his col-

leagues including Marc Gellman, Barry Hurwitz,

Maria Llabre, and Pat Saab to conduct an impor-

tant series of psychophysiological studies in

humans. They described differentiated patterns of

neurohormonal and cardiovascular responses to

separate behavioral stressors as a function of

race, gender, and hypertensive status. These

responses were also shown to be influenced by

such psychosocial factors as harassment and hos-

tility. In recent years, Schneiderman has
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collaborated with Philip McCabe, Armando

Mendez, and other Miami scientists in

documenting the psychosocial prevention of ath-

erosclerosis progression in a rabbit model of coro-

nary artery disease.

Because of Schneiderman’s interest in rela-

tionships among biological regulation, psychoso-

cial factors, and disease processes, it was not

surprising that he also joined with colleagues

including MaryAnn Fletcher, Gail Ironson, and

Nancy Klimas relatively early in the HIV/AIDS

epidemic to study relationships between psycho-

social variables and endocrine-immune regula-

tion in HIV infected patients, when AIDS was

beginning to ravage the Miami community. This,

in turn, led Schneiderman, Michael Antoni, and

their collaborators to begin to use group-based

cognitive behavior therapy and relaxation train-

ing in randomized controlled trials to influence

psychosocial, endocrine, and immune factors and

even to reduce HIV viral load to undetectable

levels in patients who were failing their regimen

of highly active antiretroviral drugs.

Schneiderman’s broad research experience,

including intervention studies with clinical

patients, prepared him to serve as principal

investigator of the Miami Field Center for the

NIH/NHLBI “Enhancing Recovery in Coronary

Heart Disease Patients (ENRICHD)” randomized

trial. The trial compared cognitive behavior ther-

apy and usual care in post-myocardial infarction

patients. Although that trial produced null results

in terms ofmorbidity andmortality, Schneiderman

and colleagues conducted a secondary analysis

that suggested that the trial appeared to decrease

morbidity and mortality in White men, but not in

women or minority patients. Based on the suppo-

sition that the null result in the ENRICHD trail was

due to the protocol not being sufficiently tailored

to women, Schneiderman joined with Kristina

Orth-Gomér and other Swedish colleagues to con-

duct the “Stockholm Women’s Intervention Trial

for Coronary Heart Disease (SWITCHD).” This

trial, which used group-based cognitive behavior

therapy and relaxation training in women previ-

ously hospitalized for myocardial infarction or

coronary revascularization, showed a significant

decrease in mortality rate for the intervention

compared with a usual care group. Similar results

have now also been reported by others.

In addition to Schneiderman’s contributions in

basic science and in clinical trials research, he has

been actively involved in population-based

observational studies such as those with Ronald

Goldberg and Jay Skyler. As the principal inves-

tigator of the Miami Field Center of the NIH/

NHLBI multicenter Hispanic Community Health

Study/Study of Latinos, Schneiderman and his

colleagues in Miami, including Frank Penedo

and David Lee, as well as investigators in the

Bronx, Chicago, and San Diego are characteriz-

ing the health status and disease burden of

Hispanic adults living in the United States,

describing the positive and negative conse-

quences of immigration and acculturation in

relation to lifestyle and access to health care and

assessing likely causal factors of disease in this

diverse population. The study has been examin-

ing 16,000 Hispanic men and women who have

now completed a rigorous 6.5-h baseline exam

and participated in an overnight sleep study.

Longitudinal follow-up is currently documenting

the incidence of acute myocardial infarction,

heart failure, resuscitated cardiac arrest, cardiac

revascularization, stroke, transient ischemia

attack, asthma, and mortality. In summary,

Schneiderman’s major contributions have been

in terms of basic science, population-based obser-

vational studies, and randomized clinical trials.
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▶ Psychological Science

Screening

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Screening refers to the process of surveying

a population or sample of a population, in the

attempt to identify people at risk for or with

a given health condition. Screening is a crucial

part of epidemiology, as it informs about the

prevalence and risk factors of various health

conditions in a population. Furthermore,

screening is crucial for preventive medicine,

since it enables to identify people who may

benefit from primary, secondary, or tertiary

interventions. Screening for primary prevention

reflects identifying people without a risk factor

(e.g., hypertension, depression), to prevent the

risk factor and subsequent illnesses. Screening

for secondary prevention could be among peo-

ple with a risk factor, to prevent an illness. And

screening for tertiary prevention would be done

to prevent relapse or mortality in people already

ill (e.g., after a first myocardial infarction).

Screening could be in relation to psychosocial

factors such as hostility or anxiety, behavioral

risk factors of disease such as smoking or

excessive alcohol drinking, and for genetic pro-

files. For implementing screening tests in clin-

ical use to reliably predict disease risk, it is

crucial to know the relative risk for a disease

in people high and low on a screening risk

factor as well as the correct value of “false

positives” (Wald & Morris, 2011). It is of

outmost importance to identify the criteria or

cutoffs for screening in clear, precise, and oper-

ational manners (e.g., smoking more than

10 cigarettes/day, depression score above 10

on the Center for Epidemiological Studies

Depression scale). Screening then enables either

to study specific sub-populations at risk for health

conditions, or for treating them. One important

criterion for screening tests is their accuracy.

A test is thought to be 95% accurate if in 95%

of the times it predicts correctly who has a disease

(sensitivity) and if 95% of the time it predicts

correctly who does not have a disease (specific-

ity). Screening also enables to increase one’s

therapeutic and statistical effects, since by exclud-

ing people below a certain cutoff, researchers can

prevent a “floor effect” of therapeutic effective-

ness. The cutoffs used to screen are a function of

previously defined cutoffs from research or clini-

cal studies, a function of how severe a risk the

researchers aim to indentify, and the available

therapeutic resources that can be allocated for

treating the “screened in” subpopulation later.

Furthermore, in randomized-controlled trials

(RCT), the more strict screening criteria are, the

longer could be the trial’s duration as the sought

patient profile becomes more rare. Thus, the

screening criteria are a function of the research

question and available resources for such screen-

ing and subsequent treatment, and this is a vital

part of clinical epidemiology and research and of

therapeutic interventions.
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Screening, Cognitive

Richard Hoffman

Academic Health Center, School of

Medicine-Duluth Campus University of

Minnesota, Duluth, MN, USA

Synonyms

Cognitive impairment tests; Cognitive status

tests; Dementia screening tests; Mental status

examination

Definition

Cognitive screening is a brief, performance-based

assessment of one or more domains of

neurobehavioral or cognitive functioning. These

assessments typically are completed using

standardized cognitive screening tests that can be

completed at bedside or in the clinic in 20–30 min

or less, often accompanied by interview informa-

tion elicited from family members or other

informants who know the examinee well and can

comment on their observations about the exam-

inee’s behaviors or changes in their behaviors.

Description

Cognitive screening tests are very commonly

used in behavioral medicine, neuropsychiatry,

and primary care medicine. Surveys indicate

that cognitive screening instruments are used by

over 50% of practitioners in neuropsychiatry and

such tests have become a mainstay in the practice

of medicine over the course of the last 35 years.

Because cognitive screening tests are brief and

require a minimum of specialized testing equip-

ment, they can in most cases be administered at

bedside, in a busy clinic, or in the emergency

department and serve to identify those patients

who might benefit from more extensive workups,

including neuroimaging, metabolic assays, and

blood work, or more extensive neuropsychologi-

cal testing. Cognitive screening tests are used as

one central component in the initial differential

diagnosis of delirium versus dementia and are

perhaps most frequently used in the initial screen-

ing for dementias and mild cognitive impairment

(MCI), both of which are underdiagnosed in their

earliest stages in primary care practice due to the

subtlety of their initial presenting symptoms.

Changes in cognitive functioning are frequently

seen as a consequence of a number of neurological

and general medical diseases, prominently includ-

ing dementias and degenerative diseases of

the cerebral cortex and subcortical regions of the

brain. In addition to central nervous system

diseases, cognition may also be affected by other

systemic diseases, including respiratory, cardio-

vascular, and renal diseases as well as some

infectious diseases, diseases of the liver and

pancreas, nutritional deficiencies, metabolic

diseases and diabetes, adverse effects of medica-

tions, and exposure to toxic substances. Judicious

use of cognitive screening instruments can provide

evidence to suggest an underlyingmedical disorder

heretofore undiagnosed andmay help guide the use

of medications and medication dosages, as well as

provide information that may prompt the treatment

of reversible conditions, such as reversible demen-

tias and pseudo-dementias.

In neuropsychiatry, cognitive screening tests

can help detect deficits associated with disorders
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that are commonly missed in a standard psychi-

atric intake interview, especially in emergency

room settings, including patients who present

with mild disorientation or evidence of possible

substance abuse. In addition, many primary

psychiatric disorders have significant effects on

cognition, such as affective disorders and schizo-

phrenia, and some focal neurological disorders

such as focal strokes, neoplasias, and seizure

disorders may have combined cognitive and

affective sequelae.

Among the most commonly used and well-

researched brief cognitive screening tests are

the Mini-Mental State Examination (MMSE),

the Cognitive Capacities Screening Examination

(CCSE), and the Short Portable Mental Status

Questionnaire (SPMSQ), but there are numerous

cognitive screening tests available to practi-

tioners at the present time and these are listed in

Table 1. Although there is considerable variabil-

ity in the component sections of the cognitive

Screening, Cognitive, Table 1 Cognitive screening

tests

AB Cognitive Screen (ABCS)

Abbreviated Mental Test (AMT)

Addenbrooke’s Cognitive Examination – Revised

(ACE-R)

Blessed Information-Memory-Concentration Test

(BIMC)

Blessed Orientation-Memory-Concentration Test (OMC)

Brief Alzheimer Screen (BAS)

Brief Cognitive Scale (BCS)

Bowles-Langley Technology/Ashford Memory Test

Cambridge Cognitive Examination – Revised

(CAMCOG-R)

Clock Drawing Test (CDT)

Cognitive Abilities Screening Instrument (CASI)

Cognitive Assessment Screening Test (CAST)

Cognistat (also known as the Neurobehavioral Cognitive

Status Examination or NCSE)

Cognitive Capacity Screening Exam (CCSE)

Computer-Administered Screen for Mild Cognitive

Impairment (CANS-MCI)

DemTect

General Practitioner Assessment of Cognition (GPCOG)

Geriatric Evaluation of Mental Status (GEMS)

High Sensitivity Cognitive Screen (HSCS)

Hopkins Verbal Learning Test (HVLT)

Kokmen Short Test of Mental Status (STMS)

Memory Impairment Screen (MIS)

Mental Alteration Test

Mental Status Questionnaire (MSQ)

Mini-Cog

Mini-Mental Status Examination (MMSE)

Modified Mini-Mental Status Examination (3MS)

Modified WORLD Test (WORLD)

Montpellier Screen (Mont)

Montreal Cognitive Assessment (MoCA)

Neurobehavioral Cognitive Status Examination (NCSE)

Rapid Dementia Screening Test (RDST)

Repeatable Battery for the Assessment of

Neuropsychological Status (RBANS)

Revised Mattis Dementia Rating Scale (DRS-2)

Rowland Universal Dementia Assessment Scale

Seven-Minute Screen (7MS)

Short and Sweet Screening Instrument (SASSI)

Short Blessed Test (SBT)

Short Portable Mental Status Questionnaire (SPMSQ)

Short Test of Mental Status (STMS)

Six-item Cognitive Impairment Test (6CIT)

Test for the Early Detection of Dementia from Depression

(TE4D-Cog)

(continued)

Screening, Cognitive, Table 1 (continued)

Three Word Recall (3WR)

Time and Change Test (T&C)

Trail Making Test (TMT)

Verbal Fluency-Categories (VFC)

Verbal Fluency-Animals (VFA)

Cognitive Screening Tests for Specialized Patient

Populations

High Sensitivity Cognitive Screen

HIV Dementia Scale

Immediate Post-Concussion Assessment and Cognitive

Testing (ImPACT)

Informant- or Proxy-Rated Screening Instruments

Blessed Dementia Rating Scale (BDRS)

Deterioration Cognitive Observee (DECO)

Informant Questionnaire for Cognitive Decline in the

Elderly (IQCODE)

Telephone and Mail Screening Instruments

Dementia Questionnaire

Five-Minute Telephone Version of the Short Blessed

Test (SBT)

Minnesota Cognitive Acuity Screen

Structured Telephone Interview for Dementia Assessment

(STIDA)

Telephone Interview for Cognitive Status (TICS)
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screening tests listed in Table 1, in general each

contains some assessment of orientation (does the

patient know who they are, where they are, and

know the day and date), attention and concentra-

tion, language skills, memory and immediate

recall of verbal information, and visuaospatial

or drawing/copying skills. Most cognitive screen-

ing tests are designed to be completed within

10 min or less. The BIMC, the ACE-R, the

CASI, the Cognistat, the RBANS, the HSCS,

and the CAMCOG-R contain more extensive

subtests and may require up to 30 min to com-

plete. The Mattis Dementia Rating Scale requires

20–45 min to complete and provides assessment

of attention, initiation perseveration, visuospatial

construction, reasoning, and memory.

Since 1988, there have been several cognitive

screening tests designed to be administered by

phone, typically used in epidemiological studies

as more extensive follow-up instruments after an

initial administration face-to-face of a brief screen-

ing instrument such as the MMSE or the SASSI.

Five such instruments are listed in Table 1.

Also listed in Table 1 are three guided inter-

view or informant-based cognitive screening

instruments which are designed to document

information from family members or caregivers

of patients regarding observed cognitive

decline, changes in behavior, or – in the case of

the Deterioration Cognitive Observee (DECO)

instrument – changes in activity level, long-term

memory, short-term memory, visuospatial

processing, and new skill learning. Although

these can be used as stand-alone measures, they

are perhaps best used to complement the findings

from cognitive screening tests directly adminis-

tered to the patient in question.

There is now considerable interest in the

development of cognitive screening tests for

specific at-risk populations, and recent examples

include two cognitive screening tests designed to

detect the early signs of AIDS-related dementia in

AIDS patients (the High Sensitivity Cognitive

Screen test and the HIV Dementia Scale)

and a recently developed test to screen for

post-concussion cognitive changes, the Immediate

Post-Concussion Assessment and Cognitive

Testing (ImPACT).

With the aging of the population has come an

increased interest in cognitive screening in

geriatric populations and the increased need to

identify early signs of dementia and early signs of

mild cognitive impairment, especially as new

treatments are developed that are capable of mod-

ifying the progression of dementias. In primary

care medicine, the standard of practice in the very

near future may well include cognitive screening

of all patients over the age of 75 in addition to

screening of all younger patients when there is

a reason to suspect cognitive impairment.
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Seasonal Affective Disorder

Kathryn A. Roecklein and Patricia M. Wong

Department of Psychology, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Bipolar disorder, with seasonal pattern; Major

depressive disorder, with seasonal pattern

Definition

Themost common presentation of seasonal affec-

tive disorder (SAD) is recurrent depressive epi-

sodes in winter followed by spring remission

(Rosenthal et al., 1984). SAD is diagnosed

according to the American Psychiatric Associa-

tion not as a separate disorder, but rather as a

course specifier to describe the pattern of depres-

sive episodes in patients meeting criteria for

major depressive disorder, or bipolar I or II dis-

order (American Psychiatric Association

[DSM-IV-TR], 2000). Criteria for the seasonal

specifier include (1) recurrence of major depres-

sive episodes at a specific time of year; (2) full

remission (or change to mania/hypomania) from

depression also recurring at a specific time of year;

(3) at least two major depressive episodes meeting

criteria 1 and 2 within the last 2 years, with no

occurrence of nonseasonal depression within the

same period; and (4) experiencing a greater num-

ber of major depressive episodes meeting SAD

criteria than that of nonseasonal depression

throughout the individual’s lifetime (American

Psychiatric Association [DSM-IV-TR], 2000).

Description

Epidemiology. SAD is characterized by

depressed mood, anhedonia, and fatigue, as well

as higher rates of appetite increase, weight gain,

and hypersomnia compared to nonseasonal major

depression (Magnusson & Partonen, 2005). Ten

to twenty percent of patients with depression

seeking outpatient treatment have a seasonal

pattern of recurrences, and SAD accounts for

10–22% of all unipolar and bipolar mood disor-

ders (Roecklein, Rohan, & Postolache, 2010).

A notable characteristic of sleep in SAD is

that, in contrast with the predominance of insom-

nia in nonseasonal depression, a majority of

individuals with SAD experience hypersomnia

(68–80%; e.g., Rosenthal et al., 1985). Given

that seasonality, the tendency to vary in mood

and behavior across the seasons (Kasper, Wehr,

Bartko, Gaist, & Rosenthal, 1989; Rosen et al.,

1990), is normally distributed, a range of mild to

severe seasonal changes are likely to occur in

behavioral medicine research and practice.

Etiology. Etiological models propose that sea-

sonal changes in the environment, being light

levels or other conditioned cues, trigger onset in

fall or winter (Rohan, Roecklein, & Haaga, 2009;

Sohn & Lam, 2005). Lewy, Sack, Miller, and

Hoban (1987) proposed that winter changes in

day length lead to a delay in internal circadian

rhythms relative to clock time or other rhythms

like sleep and wake. Wehr et al. (2001) proposed

that winter changes in day length are encoded by

nocturnal melatonin release duration as a “circa-

dian signal of change of season,” leading to

behavioral and physiological changes in humans

similar to those of seasonally breeding mammals.

Transforming environmental light levels to neu-

ral signals is mediated by a retinal pathway to the

central clock, and this pathway could be differ-

entially sensitive across individuals, leading

some to be vulnerable to insufficient input in

winter (Hebert, Dumont, & Lachapelle, 2002).

These circadian and retinal hypotheses may inter-

act with one another, as well as with the mono-

amine hypothesis (i.e., serotonin and dopamine)

and cognitive behavioral mechanisms (Rohan

et al., 2009).

Treatment. The recommended first-line treat-

ment for SAD is light therapy, while antidepres-

sants are also commonly used (Lam & Levitt,

1999). Light therapy typically requires daily

exposure to 10,000-lux of white or full-spectrum

fluorescent light for at least 30 min, although

efforts to refine the wavelength and reduce
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duration are being tested clinically. Among

antidepressants, Bupropion XL is the first

FDA-approved drug for the treatment of winter

depression. A double-blind, placebo-controlled,

multisite trial testing Bupropion XL on adults

with a history of SAD demonstrated that the

overall proportion of depression recurrences fol-

lowing treatment was lower for those taking

Bupropion (16%) than for those using a placebo

(28%; Modell et al., 2005), although the low rate

of recurrence indicates a significant placebo

response. In addition, cognitive behavioral ther-

apy is as effective as light therapy for acute treat-

ment during a depressive episode, and has

prophylactic effects 1 year later in reducing

the risk of a subsequent episode (Rohan et al.,

2004). Given that multiple empirically validated

treatments are available, detecting seasonal pat-

terns in clinical settings can improve patient

outcomes.

Implications for behavioral medicine. Sea-

sonal variations in mood and behavior are rele-

vant to Behavioral Medicine research and clinical

practice. Such implications can be divided into

specific biopsychosocial components including

biological characteristics (e.g., genetic risk for

seasonality, neurotransmitter and neurohormonal

seasonal fluctuations), behaviors (e.g., seasonal

changes in physical activity, sleep, substance use,

and eating behavior), and social factors (e.g.,

seasonal changes in social activity rhythms).

Candidate behavioral mechanisms in SAD

include behavioral disengagement (i.e., lack of

response-contingent positive reinforcement) as

well as emotional and psychophysiological reac-

tivity to light and seasonal visual stimuli. Several

biological mechanisms in SAD have also been

proposed (Rohan et al., 2009). The circadian

phase shift hypothesis suggests that in the fall

and winter months, the timing of different circa-

dian rhythms (e.g., melatonin release, sleep-wake

cycle) is out of phase, or desynchronized from

other rhythms and/or environmental factors (e.g.,

dusk/dawn cycle). Another hypothesis is that

individuals with SAD have retinas that are less

sensitive to light; low environmental light levels

in the winter then lead to subthreshold levels

of light information transmitted to the brain.

The photoperiodic hypothesis proposes that

some individuals with SAD maintain biological

mechanisms to track changes in photoperiod, a

circadian signal of change between seasons,

evidenced by individuals with SAD who demon-

strate a longer duration of nocturnal melatonin

release in the winter months. Rohan et al. (2009)

proposed that behavioral and cognitive mecha-

nisms contribute to a psychological vulnerability

that, when integrated with biological vulnerabil-

ities, may explain the onset, maintenance, or

remission of SAD. Although these separate

mechanisms have been shown to play a role in

SAD, it is not yet clear if these factors are mech-

anistic in the cause or maintenance of the disease.
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Secondhand Smoke

Susan J. Bondy

Dalla Lana School of Public Health, University

of Toronto, Toronto, ON, Canada

Synonyms

Environmental tobacco smoke; Involuntary

exposure to tobacco smoke; Passive smoking

Definition

The exposure to, and effects of, inhalation of

cigarette smoke by an individual other than the

active smoker. The term is also applied, more

specifically, to smoke exhaled by an active

smoker that remains in the environment.

Description

Secondhand smoke includes sidestream smoke

from the end of a lit cigarette and exhaled

smoke (United States Department of Health and

Human Services, 2006, 2010; World Health

Organization International Agency for Research

on Cancer, 2004). Harmful components identi-

fied specifically in cigarette smoke measured in

the air include gases (e.g., carbon monoxide),

droplets, and respirable particles which result

from the release, combustion, and partial com-

bustion of the tobacco leaves and cigarette paper,

as well as flavorants, additives, and other

chemicals introduced at agricultural, manufactur-

ing, or packaging stages (California Environmen-

tal Protection Agency, 2005a). Secondhand

smoke, has been shown to contain elevated levels

of a large number of known and probable human
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carcinogens as well as many other toxins with

proven causal links to human health conditions

(California Environmental Protection Agency,

2005b; Institute of Medicine 2010; United States

Department of Health and Human Services,

2010; United States Environmental Protection

Agency, Office of Research and Development,

Office of Health and Environmental Assessment

& U.S. EPA, 1992; World Health Organization

International Agency for Research on Cancer,

2004). It has been estimated that, in 2004, one

third of all children and nonsmoking adults

worldwide were exposed to secondhand smoke,

and that this avoidable exposure was responsible

for over 600,000 premature deaths or 1% of all

deaths (Oberg, Jaakkola, Woodward, Peruga, &

Pruss-Ustun, 2010). As with active smoking,

there is no confirmed risk-free level of exposure

to secondhand cigarette smoke (United States

Department of Health and Human Services,

2006, 2010).

Concentrations of secondhand smoke (and

resulting levels of toxic exposure) vary widely

and are influenced by: the number of cigarettes

and rate of active smoking; the time elapsed since

cigarettes were lit and extinguished; the volume

of the affected air space; ventilation, air exchange

rates, and direction of air flow; and the duration of

exposure (California Environmental Protection

Agency, 2005a). Air concentrations in occupa-

tional and private settings, where smoking is per-

mitted, often exceed occupational safety

standards for specific agents, and biomarker

levels in heavily exposed nonsmokers can over-

lap levels observed in active smokers (California

Environmental Protection Agency, 2005b;

United States Department of Health and Human

Services, 2006). Exposure levels in outdoor set-

tings can vary from negligible to concentrations

similar to indoor levels if the passive smoker is

exposed to the stream of smoke (Institute of

Medicine, 2010).

Measuring exposure for research, surveil-

lance, and program evaluation may be achieved

through air sampling or use of markers of human

exposure in biological samples. Air monitoring

assesses for concentrations for one or more spe-

cific component of tobacco smoke or respirable

particulates of specific sizes (Institute of Medi-

cine, 2010; United States Department of Health

and Human Services, 2006). The most widely

used biomarkers include exhaled carbon monox-

ide, and cotinine (a metabolite of nicotine) in

saliva, urine, or blood samples. Other biomarkers

used in research include, metabolites other than

cotinine and concentrations of known carcino-

gens, as well as through use of other biological

media (e.g., testing for accumulated cotinine and

nicotine in hair samples from exposed individ-

uals, even newborns as an indication of late

prenatal exposure).

Over 40 years of evidence exists on the

adverse health effects caused by passive smoke

exposure. This evidence has been summarized in

prominent reports by international health agen-

cies including International Agency for Research

on Cancer (IARC) (International Agency for

Research on Cancer, 2004, 2009), the Office of

the United States Surgeon General (United States

Department of Health and Human Services,

2006, 2010), and others (California Environmen-

tal Protection Agency, 2005b; Institute of

Medicine, 2010). The major classes of health

effects linked to passive smoking include can-

cers, respiratory disorders, cardiovascular dis-

eases, reproductive effects, and adverse effects

on pre-and postnatal growth and development.

Carcinogenic effects of passive smoking can

be expected to be consistent with those for active

smoking (International Agency for Research on

Cancer, 2004), and for both, the increased risk is

dose-dependent. Secondhand smoke has

a confirmed causal role in the development of

lung cancer in exposed nonsmokers (California

Environmental Protection Agency, 2005b; Inter-

national Agency for Research on Cancer, 2004;

United States Department of Health and Human

Services, 2006) and is suggested to increase the

risks of nasal and nasopharyngeal cancers in

adults (California Environmental Protection

Agency, 2005b; United States Department of

Health and Human Services, 2006). There is

also evidence to suggest secondhand smoke

increases the risk of all childhood cancers, stud-

ied collectively, as well as specific childhood

cancers (California Environmental Protection
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Agency, 2005b; United States Department of

Health and Human Services, 2006). For several

cancers with definitive evidence linking them to

active smoking (including various digestive, kid-

ney, and bladder cancers), there is not sufficient

quantitative data to show a causal association

with secondhand smoke exposure in humans

(International Agency for Research on Cancer,

2009). The role of secondhand smoke in breast

cancer remains more controversial with The

California EPA (California Environmental Pro-

tection Agency, 2005b) being the first health

agency to draw the conclusion of a causal asso-

ciation, while other agencies have not concluded

that there is a strong link between active or pas-

sive cigarette smoke exposure and breast cancer

(International Agency for Research on Cancer,

2009; United States Department of Health and

Human Services, 2010).

Conclusive evidence of noncancer respiratory

effects of passive smoking include lower respira-

tory tract illness in children and adults, preva-

lence of asthma in children, and severity of

asthma in children and adults (United States

Department of Health and Human Services,

2006). Secondhand smoke also causes recurrent

otitis media and middle ear effusion in children

(United States Department of Health and Human

Services). Passive smoke exposure has also been

found to cause adverse and lasting effects on lung

function and lung development in children asso-

ciated with prenatal passive smoking and second-

hand exposure in childhood (United States

Department of Health and Human Services). Sec-

ondhand smoke has been identified as a risk fac-

tor for sudden infant death syndrome, with

sufficient evidence to suggest a causal associa-

tion, and associated with a small reduction in

birth weight when nonsmoking mothers are

exposed while pregnant (United States Depart-

ment of Health and Human Services).

In terms of cardiovascular diseases, second-

hand smoke exposure is accepted as a cause of

coronary heart disease morbidity and mortality in

adult women and men as well as acute cardiac

events (Institute of Medicine, 2010; United States

Department of Health and Human Services,

2006). Even brief exposure to environmental

cigarette smoke can lead to vascular function

changes and arrhythmic effects associated with

acute cardiovascular events in susceptible individ-

uals (Institute of Medicine, 2010; United States

Department of Health andHuman Services, 2010).

The World Health Organization Framework

Convention on Tobacco Control (FCTC) requires

that all signatory nations adopt and enforce mea-

sures to protect their populations from exposure

to tobacco smoke (World Health Organization,

2003, 2011). Protecting the population from sec-

ondhand smoke is identified as a key, evidence-

based, measure to reduce death, disease, and

disability caused by tobacco (World Health Orga-

nization, 2003). FCTC guidelines (and others

International Agency for Research on Cancer

(2009); United States Department of Health and

Human Services, 2006, 2010) recommend that

this be achieved through making all environ-

ments 100% smoke free as opposed to reliance

on ventilation or creation of designated smoking

spaces, which have proven ineffective. Legisla-

tion and other measures should apply equally to

outdoor spaces wherever there is evidence of

exposure (United States Department of Health

and Human Services, 2006, 2010; World Health

Organization, 2011).

A number of educational, legislative, occupa-

tional, and clinical interventions to eliminate

exposure to tobacco smoke have been

implemented and evaluated. Evidence from sev-

eral countries has shown that legislated bans in

a variety of settings including workplaces, bars,

and restaurants have been effective in terms

of: achievement of compliance, improved air

quality, reduced human biomarker levels of expo-

sure, and a corollary effect of reducing smoking

prevalence among individuals exposed to the

restrictions (Institute of Medicine, 2010; Interna-

tional Agency for Research on Cancer, 2009;

United States Department of Health and Human

Services, 2006). There is also growing evidence

that event rates for acute cardiac events have been

reduced successfully by legislative and other inter-

ventions to eliminate smoking in workplaces and

other settings and reduce secondhand smoke expo-

sure (Institute of Medicine, 2010; United States

Department of Health andHuman Services, 2010).
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Sedentary Activity

▶Lifestyle, Sedentary

Sedentary Behaviors
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Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB),

Jette, Belgium

Definition

Sedentary behaviors are an increasingly common

problem worldwide, with important health

consequences. These behaviors include long

durations of sitting in front of the TV or the

computer, playing computer or TV games, and

a general lack of peripheral limb movements.

These behaviors have risen due to a multitude of

reasons including technological advancements,
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greater dependence on transportation, urbaniza-

tion and hence smaller distances to work or

schools spent walking, the omnipresence of TV

and computers, and our dependence on such

means for information, work, leisure, and

communication. Various measures and scales

exist to assess sedentary behaviors, and these

depend on the type of behaviors assessed, the

time frame the questions refer to (days, weeks,

etc.), and the response format (e.g., a Likert scale

or hours). This variability in assessment and use of

different cutoffs could of course impact on the

prevalence of sedentary behaviors identified in var-

ious samples. The prevalence of sedentary behav-

iors was found to be 58% in a nationally

representative sample of Americans aged between

20 and 59 years.When looking just at sitting, one in

four Americans spends 70% of their waking time

sitting. Furthermore, people in developed countries

may spend 4 h a day watching TV and 1 h a day in

their vehicle. Importantly, themetabolic and health

consequences of sedentary behaviors are distinct

from the effects of lack of physical exercise (Owen,

Healy, Matthews and Dunstan 2010). In a 21-year

follow-up study, number of hours riding in a car,

alone, or in combination with hours in front of

a TV, significantly predicted cardiovascular

disease mortality, independent of confounders

(Warren et al. 2010). In contrast, taking daily

breaks from sedentary behaviors is related to

reduced waist circumference and to improved met-

abolic outcomes, independent of total amount of

sedentary behaviors and of physical exercise

(Healy et al. 2008). Mental health problems such

as anxiety and depression are also associated with

more sedentary behaviors, independent of general

physical activity level (de Wit, van Straten,

Lamers, Cuijpers and Penninx 2011). Thus, seden-

tary behaviors are an important topic for research

and intervention in behavior medicine.
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Synonyms

Celexa®; Citalopram; Escitalopram; Fluoxetine;

Fluvoxamine; Lexapro®; Luvox®; Paroxetine;
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S 1728 Seek Feedback

http://dx.doi.org/10.1007/978-1-4419-1005-9_1612
http://dx.doi.org/10.1007/978-1-4419-1005-9_1148
http://dx.doi.org/10.1007/978-1-4419-1005-9_767
http://dx.doi.org/10.1007/978-1-4419-1005-9_611
http://dx.doi.org/10.1007/978-1-4419-1005-9_1176
http://dx.doi.org/10.1007/978-1-4419-1005-9_989
http://dx.doi.org/10.1007/978-1-4419-1005-9_100266
http://dx.doi.org/10.1007/978-1-4419-1005-9_100305
http://dx.doi.org/10.1007/978-1-4419-1005-9_100577
http://dx.doi.org/10.1007/978-1-4419-1005-9_100658
http://dx.doi.org/10.1007/978-1-4419-1005-9_100659
http://dx.doi.org/10.1007/978-1-4419-1005-9_100971
http://dx.doi.org/10.1007/978-1-4419-1005-9_100999
http://dx.doi.org/10.1007/978-1-4419-1005-9_101236
http://dx.doi.org/10.1007/978-1-4419-1005-9_101250
http://dx.doi.org/10.1007/978-1-4419-1005-9_101360
http://dx.doi.org/10.1007/978-1-4419-1005-9_101580
http://dx.doi.org/10.1007/978-1-4419-1005-9_101889


Definition

The SSRIs are a family of medications that act

primarily (but not exclusively) by inhibiting

serotonin reuptake pumps (Finley, 2009; Sussman,

2009). These medications are used to treat

a variety of psychiatric disorders including

depression, generalized anxiety disorder, obses-

sive-compulsive disorder (OCD), panic disorder,

premenstrual dysphoric disorder, bulimia nervosa,

social phobia, and posttraumatic stress disorder

(Sussman). Clinicians should consult the product

labeling for each individual medication to deter-

mine the indications that each drug is currently

approved to treat, since not all of the SSRIs are

indicated in the treatment of all of these disorders

(although in some cases there is data in the litera-

ture suggesting efficacy for a given agent for the

treatment of conditions for which it does not have

an indication). In the treatment of most types of

depression, the SSRIs have similar efficacy to

older classes of medications such as the tricyclic

antidepressants. However better tolerability at

therapeutic doses and lower toxicity in overdose

has led to an increased use of SSRIs and decreased

use of these older agents over the past several

decades (American Psychiatric Association

[APA], 2010; Baldessarini, 2006; Finley, 2009).

As with all antidepressants, full therapeutic effects

are not observed for as long as 8 weeks in the

treatment of depression or longer in the treatment

of other disorders (such as OCD), however some

symptoms may start to improve sooner (APA,

2010; Finley, 2009; Kirkwood, Makela, & Wells,

2008). In the treatment of depression, all of the

SSRIs are thought to be approximately equally

effective and therefore initial choice of therapy is

often based on factors such as patient preference,

prior response to the medication, cost, side effect

profile of the individual agents, and the probability

that a drug interaction will occur between the

antidepressant being chosen and the other medica-

tions that the patient is on (APA, 2010; Finley,

2009). Although the mechanism of action of the

SSRIs is similar, lack of efficacy following treat-

ment with one of the drugs in this class does not

necessarily predict lack of efficacy by another

medication in this class (APA, 2010).

There are currently six medications classified

as SSRIs that are approved for marketing in the

United States (i.e., fluoxetine, paroxetine, sertra-

line, citalopram, escitalopram, and fluvoxamine)

(APA, 2010). The SSRIs are similar in many

respects; however, important differences between

agents are present. Some of these differences are

in the side effect profiles of the various drugs and

in the likelihood of each drug contributing to

a drug-drug interaction with other medications

that a patient is taking.

All of the SSRIs have been commonly associ-

ated with side effects such as gastrointestinal

complaints (e.g., nausea and diarrhea), distur-

bances in sleep and headache (APA, 2010;

Finley, 2009). Although an individual patient

could have any of the sides effects listed, fluoxe-

tine is generally considered the most likely to

cause insomnia while paroxetine is often consid-

ered to be the most sedating. In many patients,

these side effects decrease after the first week of

therapy. Additionally, all of the SSRIs have been

associated with sexual dysfunction (in both men

and women) with the most common symptom

reported being delayed orgasm, although

decreased interest in sex or erectile dysfunction

can also occur (APA, 2010; Finley, 2009). Since

many patients may not spontaneously report sex-

ual side effects, clinicians should inform patients

that these may occur and determine if these have

been problematic. Serotonin syndrome which

includes neurobehavioral (e.g., lethargy and

mental status changes), autonomic (e.g., sweat-

ing, blood pressure, and heart rate changes), and

neuromuscular (e.g., rigidity and tremor) signs

and symptoms has been rarely reported with the

use of an SSRI as mono-therapy (Chyka, 2008).

However, the risk of serotonin syndrome

increases when SSRIs are used in combination

with other serotonergic agents, particularly with

monoamine oxidase inhibitors (MAOIs) (APA,

2010; Chyka, 2008). SSRIs have also been

associated with increased bleeding risk, likely

due to the presence of serotonin transporters on

blood platelets (Sussman, 2009). Other side

effects such as increased sweating, osteoporosis,

bruxism, akathisia, and hyponatremia have been

reported occasionally as have a wide range of
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other side effects (APA, 2010; Finley, 2009). As

with all antidepressants, the SSRIs carry

a warning regarding increased suicidality, partic-

ularly in children, adolescents, and young adults

(under age 24) during the initial stages of therapy

(Sussman, 2009).

Substantial differences between the SSRIs

are present in the pharmacokinetic properties

of the agents and in the likelihood that the drug

can contribute to drug-drug interactions. For

example, fluoxetine is notable for its long

half-life (i.e., 4–6 days) and that of its active

metabolite norfluoxetine (4–16 days) (Teter,

Kando, Wells, & Hayes, 2008). A longer half-

life means that any side effects will persist for

a longer period of time after discontinuation of

the medication. Discontinuation of SSRIs has

been associated with withdrawal symptoms char-

acterized by headache, anxiety, flu-like symp-

toms, and paresthesias (APA, 2010). Therefore,

it is advisable to taper the medication when pos-

sible. The likelihood of a withdrawal syndrome is

less likely in SSRIs with longer half-lives (such

as fluoxetine) since the decline in the concentra-

tion of medications occurs more gradually.

Many of the SSRIs have been found to inter-

act with other medications, some of which may

be commonly co-administered with the SSRIs.

The cytochrome P450 (CYP450) superfamily of

enzymes is responsible for the metabolism of

a large number of medications. There are numer-

ous specific isoenzymes within the CYP450

superfamily of enzymes and the degree to

which each is affected by an individual SSRI

varies considerably. For example, paroxetine

and fluoxetine are both strong inhibitors of

CYP2D6 (with fluoxetine being a moderate

inhibitor of several other CYP450 isoenzymes)

(APA, 2010; Finley, 2009). Since antidepres-

sants are frequently co-administered with other

medications, care should be taken to identify and

manage any potential drug-drug interactions. It

is important to consider the impact of drug inter-

actions both when initiating an enzyme inhibitor

(since concentrations of affected medications

can increase) and when discontinuing an enzyme

inhibitor (since concentrations of affected medi-

cation can decrease).
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Synonyms

Responsibility

Definition

Self-blame is the attribution that the consequences

one experiences are a direct result of one’s actions

or character. In the context of behavioral medi-

cine, this may be either beneficial or harmful

depending on if it leads to positive behavior

change or increased negative affectivity and lack

of behavior change.

Description

Self-blame is indirectly related to perceived

control, where individuals who self-blame

more often also are more likely to believe they

have greater control over their lives. Because

enhancements in perceived self-control are

adaptive to psychological well-being, one may

assume that self-blame may also be adaptive.

However, this is not always the case.

Janoff-Bulman (1979) proposed two types of

self-blame: (1) an adaptive, control-oriented

response where the focus is on the individual’s

behavior and (2) a maladaptive, esteem-oriented

response where the focus is on the individual’s

character. Self-blame is adaptive when individ-

uals recognize that they had some control over

the situation but failed to act appropriately. Thus,

these individuals can modify their behavior for

future events. On the other hand, self-blame is

maladaptive when individuals blame their

character flaws for the outcome; this is referred

to as characterological self-blame. These flaws

are generally seen as stable, so these individuals

make no efforts to change. This can lead to recur-

rence of the same problems and feelings of

helplessness and depression.

Although Janoff-Bulman’s (1979) theory of

self-blame seems plausible, there is little support

for these notions in the literature. Two studies did

not support the theory that behavioral self-blame

is adaptive in breast cancer patients; rather,

behavioral self-blame was positively associated

with symptoms of anxiety and depression

(Bennett, Compas, Beckjord, & Glinder, 2005;

Glinder & Compas, 1999). Moreover, Bennett

et al. found that both forms of self-blame were

unrelated to perceptions of control, which

directly contradicts the theory of self-blame.

However, one study of head and neck cancer

patients supported Janoff-Bulman’s (1979)

theory. Low behavioral self-blame (smoking

specific) was related to greater likelihood of

continued smoking after the cancer diagnosis

(Christensen et al. 1999). The relationship held

for those patients with high and low perceived

control over cancer recurrence, although those

with low perceived control had almost a three

times greater probability of continued smoking

after a cancer diagnosis than those with higher

perceived control over cancer recurrence.

Furthermore, in this study, it appeared that

specific behavior self-blame was more predictive

of behavior than a general behavioral self-blame.

The authors suggest this may be because of the

patients’ knowledge of how specific behaviors

related to the likelihood of having cancer and

that patients do not attribute their behavior in
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general as the cause of cancer. This study

illustrates the importance of understanding how

patients’ attributions of self-blame, perceived

control, and knowledge of their condition may

interact in predicting behavior change following

a cancer diagnosis.

In the literature self-blame may be used inter-

changeably with responsibility. However, there

are important differences between self-blame and

responsibility that should be recognized.

Self-blame differs from responsibility in that self-

blame suggests that one intentionally brings about

negative consequences, whereas responsibility is

related more to perceived control over the event

(Voth & Sirois, 2009). Indeed, Voth and Sirois

demonstrated in their study of patientswith inflam-

matory bowel disease that self-blame is related to

poor psychological adjustment, whereas responsi-

bility is related to better psychological adjustment.

Self-blame was associated with increased use of

avoidant coping strategies, whereas responsibility

was associated with decreased use of avoidant

coping strategies. Avoidant coping was related to

poorer psychological adjustment.

Theories of self-blame in behavioral medicine

suggest that self-blame has maladaptive and adap-

tive qualities. Self-blame can be adaptive when

individuals recognize their past actions caused

their negative consequences, and they also recog-

nize that their behavior is modifiable. Thus, indi-

viduals can make positive behavior changes in

these cases, which can improve health. However,

self-blame ismaladaptivewhen it is primarily char-

acterological in nature. This may lead individuals

to feel helpless and to have poorer psychological

adjustment to disease. Thus, it is imperative for

researchers to properly define the self-blame con-

struct for their research in order to further under-

stand self-blame’s role in behavioral medicine.
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Synonyms

Self-management

Definition

Self-care as described by Orem (1995) is “action

of persons who have developed or developing

capabilities to use appropriate, reliable and valid

measures to regulate their own functioning and

development in stable or changing environments”

(p. 43). Self-care is both caring “for” oneself and

“by” oneself. Self-care promotes well-being and

is a perceived condition of personal existence

characterized by experiences of contentment,

pleasure, and happiness. It is associated with

health and with sufficiency of resources. This def-

inition is consistent with Diener’s (2009) concept

of subjective well-being as an individual’s global

judgment of values and standards that are signifi-

cant to life satisfaction.

A paradigm that is emerging in health care

delivery for people with chronic conditions is that

they are their own principal caregivers; health care

professionals act as consultants and advisors in
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supporting them in self-care and self-management

of their condition. This paradigm of collaborative

care and self-management education involves

shared decision making between providers and

patients. Self-management education includes

providing patients with information, problem-

solving skills, and behavioral strategies to enhance

their lives.

Diabetes is an excellent example of a health

condition that requires self-management skills

to maintain optimal control through healthy

eating, being active, taking medications,

monitoring, problem solving, reducing risks, and

healthy coping. http://www.diabeteseducator.org/

DiabetesEducation/Patient_Resources/AADE7_

PatientHandouts.html Self-management education

can occur in group settings where peers can provide

emotional support and practical information for

problem solving. In addition to knowledge and

skills, self-care behaviors are determined by atti-

tudes and beliefs, social and environmental

influences, and self-efficacy expectations.
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Synonyms

Self-attitude; Self-identity; Self-image

Definition

Self-concept can be defined as one’s beliefs about

oneself.

Description

Self-concept is a difficult yet important terms to

define as self-concept attempts to explain human

behavior (micro). Defining self-concept is diffi-

cult as a large number of terms use the term ‘self’

to define some sort of individualistic behavior

(Burns, 1980). However, in its simplest form,

self-concept can be defined as one’s beliefs

about oneself. Carl Rogers (1951) suggested

that oneself, or the “self,” plays a role in the

development of personality and behavior.

Self-concept can be seen as what an individual

understands him or herself to be, cultivated by the

appraisal of oneself (Epstein, 1973). Self-concept

is an organized system of learned beliefs, percep-

tions, and feelings that aid in the understanding

of oneself. Simply, self-concept is the perception

an individual has of one’s personal characteristics,

formed and shaped by society and attitudes.

The understanding of oneself is established by

one’s character, personality, traits, and appearance.

Self-concept is developed from an individual’s “I,”

“me,” and/or “mine” experience (Burns, 1980).

As individuals age, their self-concept is orga-

nized and reorganized by their social and nonso-

cial experiences (Burns, 1980). Characteristics in

an individual’s social environment structure

understanding of who the individual is (Epstein,

1973). The self-concept or the “who am I”

assessed by the individual can be defined and

then redefined as the individual encounters

many life experiences. In this sense, self-concept

can be designated as a multifaceted phenomenon

that is dynamic and can change due to experi-

ences, environments, and social affiliations

(Markus & Wurf, 1987). Thus, self-concept is

not fixed and is based individual on the context

or situation. Moreover, Burns (1980) suggests

that individuals may have many overlapping

self-concepts that have been shaped and devel-

oped by various beliefs, experiences, and events.
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Therefore, self-concept can be seen as a multi-

faceted and individualized process.

An individual can develop a positive or nega-

tive self-concept based entirely on the evaluations

of oneself. Bailey (2003) states that self-concept is

associatedwith individualistic qualities that can be

assessed rather than measured. “Non-measurable”

aspects to one’s self can be seen as physical attri-

butes, religious preferences, and/or personality

traits (Bailey, 2003). Thus, self-concept is

a learned trait. Rogers (1951) suggests that the

self, through self-concept, must be maintained in

order to avoid anxiety and stress. This ability to

maintain one’s self-concept can be achieved

through the maintenance of self-esteem (Rosen-

berg, 1979). It has been suggested that self-concept

consists of one’s self-image and one’s self-esteem

(Burns, 1980). Self-image can be defined as the

perception individuals have of themselves physi-

cally, psychologically, philosophically, and politi-

cally, developed through the agency of their

societal experiences and development (Fisher,

1986; Statt, 1990). Self-esteem is operationally

defined as an individual’s orientation toward one-

self (Rosenberg, 1965); self-worth, motivations,

and perceptions encompass the conceptualization

of an individual’s understanding of who they are

(Rosenberg, 1965). Thus, the process in which

individuals view themselves constructed by the

perceptions they have of their self-worth aids in

the development of self-concept.

Self-concept can be measured in children and

adults by means of various psychometric scales

such as the Tennessee Self Concept Scale (Fitts,

1991) and the Piers-Harris Children’s Self-

Concept Scale (Piers, 1984).

Cross-References

▶ Self-Blame

▶ Self-esteem

▶ Self-examination
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▶ Self-image
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▶ Self-image
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Self-Control

▶Behavioral Inhibition

▶ Self-Regulation Model

Self-Control Capacity

▶ Self-Regulatory Capacity

Self-Control Failure

▶ Self-Regulatory Fatigue
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Synonyms

Cognitive evaluation theory

Definition

Self-determination theory is a theory of human

motivation that describes two distinct types of

motivation: autonomous (regulated through nat-

ural and internal processes such as inherent satis-

faction) and controlled (regulated through

externally held demands and expectations). Fur-

thermore, autonomous motivation is more likely

to contribute to long-term maintenance of

a behavior compared to controlled motivation

and can be facilitated through social contextual

conditions (i.e., high autonomy, competence, and

relatedness) that elicit and sustain intrinsic moti-

vation versus conditions that undermine one’s

innate propensity for it.

Description

Self-determination theory (SDT) is a theory of

human motivation that describes motivation in

two distinct types: autonomous and controlled

(Deci & Ryan, 2008). Autonomous motivation

is regulated through natural and internal pro-

cesses such as inherent satisfaction and can be

thought of as an individual’s innate desire to

engage in healthy behaviors independent of

external influences. For example, an individual

may engage in autonomously motivated healthy

eating because it is part of his/her self-concept

and is enjoyable. On the other hand, controlled

motivation is regulated through externally held

demands and expectations that are contingent on

rewards or punishments. An individual who

engages in healthy eating because he/she has

a high need for approval from others may not

really enjoy eating healthy but is motivated by

an external reinforcement. While both types of

motivation represent an individual’s intention to

act, health behavior outcomes resulting from

autonomous versus controlled motivation may

be qualitatively different. For example, autono-

mous motivation is more likely to contribute

to long-term maintenance of health behaviors

compared to controlled motivation. Additionally,

autonomous motivation can be facilitated

through social contextual conditions that elicit

and sustain intrinsic motivation in contrast to

conditions that undermine one’s innate propen-

sity for it (Ryan & Deci, 2000).

Self-determination theory provides a

motivational-theory-based framework for under-

standing influences on health behaviors, such as

healthy diet, physical activity, safe sex practices,

and substance use. The conceptualization of moti-

vation on a continuum allows for distinctions to be

made in the type and quality ofmotivation thatmay

contribute to different outcomes. This can be com-

pared to previous interpretations of motivation in

which researchers’ conceptualized motivation as

unitary and, as such, universally concluded that

more motivation would be better. SDT makes dis-

tinctions between autonomous and controlledmoti-

vation with autonomous motivation being more

inherently enjoyable, long-lasting, and internally
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regulated, while controlled motivation consists of

motivation that is primarily driven by externally

held demands, expectations and reinforcers (Deci

&Ryan, 2008). For example, controlledmotivation

based on extrinsic values of fame and wealth has

been shown to be related to higher risk for smoking

(Williams, Cox, Hedberg, & Deci, 2000).

SDT originally conceptualized the motiva-

tion continuum as ranging from extrinsic to

intrinsic motivation. On the left end, motivation

was regulated extrinsically and controlled by

rewards and punishments or other externally

regulated processes. This was called extrinsic

motivation. At the right end of the continuum

was motivation that was regulated or controlled

by an individual’s inherent satisfaction, nov-

elty, and drive called intrinsic motivation. Fur-

thermore, extrinsic motivation was broken

down into subcategories based on increasing

levels of intrinsic regulation: extrinsic,

introjected (i.e., somewhat external regulation

or internal rewards and/or punishments), and

identified (somewhat internal regulation and

holds personal importance; Deci & Ryan,

1985; Ryan & Deci, 2000). Previous research

has supported beneficial effects of intrinsic

motivation compared to extrinsic motivation in

sport (Vallerand & Losier, 1999). However,

more recent research has combined extrinsic

and introjected into controlled-type motivation

and combined identified and intrinsic into

autonomous-type motivation (Deci & Ryan,

2008). This has resulted in a shift of the primary

motivation differentiation moving toward

autonomous and controlled in conceptualizing

intrinsic and extrinsic in a more dynamic

fashion.

SDT emphasizes the role of social context in

understanding health behavior motivation and

suggests its influence on behavior is through

affecting social contextual conditions that may

help to elicit and sustain intrinsic motivation.

These conditions are described as psychological

needs that are inherent to being human and consist

of the needs for competence, autonomy, and

relatedness. Social relationships (e.g., social sup-

port), environmental characteristics (e.g., built

environment, resources), and cultural practices

and norms (e.g., gender roles) can influence these

psychological needs and in turn facilitate or under-

mine one’s sense of intrinsic motivation for engag-

ing in healthy behaviors (Deci & Ryan, 1985,

2008; Ryan & Deci, 2000).For example, an inter-

vention to increase physical activity may focus on

increasing social support (relatedness), teaching

behavioral skills (competence), and encouraging

choice (autonomy) to provide conditions that facil-

itate the development of autonomous motivation to

be physically active for a lifetime (Wilson et al.,

2008). Indeed, researchers have begun to use SDT

as a framework for large-scale health behavior

interventions, such as the Active by Choice

Today (ACT) trial to increase physical activity

(Wilson et al.). Similarly, researchers and clini-

cians interested in reducing substance use may

aim to teach strategies for resisting peer pressure

(competence) to use substances while preserving

those peer relationships (relatedness) and giving

a variety of response options (autonomy)

(Williams et al., 2000). In conclusion, SDT has

been shown to be a promising theory for behavioral

health change and emphasizes social context in

understanding motivation as a dynamic construct.

Cross-References

▶Health Behaviors

▶Motivational Interviewing
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Definition

Self-efficacy: Self-efficacy is the belief in

personal ability to successfully perform challeng-

ing life tasks. Self-efficacy plays an important

role in a person’s emotions, cognitions, motiva-

tional activities, and behaviors across a variety of

activities.

Description

Self-efficacy is rooted within Social Cognitive

Theory (Bandura, 1986) in which people are char-

acterized as active agents of control within their

own lives – dynamically influencing their personal

environments by organizing responses to opportu-

nities, reflecting on past performances, and self-

regulating behavior. Self-efficacy influences

response organization, develops in part from

reflection, and contributes to self-regulation, par-

ticularly, by fostering approach-oriented behavior

and persistence in the face of obstacles. Attribution

Theory (Weiner, 1992), which includes the prop-

erties of locus, stability, controllability, also pro-

vides a framework for understanding self-efficacy.

Locus reflects the cause of a situation as internal or

external to a person. Stability reflects how change-

able the situation is perceived to be. Controllability

is an indicator of whether the person can willfully

change a situation. A negative situation such as

reaching an unhealthy weight could be interpreted

as internal (Being this heavy is my fault), stable

(I’ve always been too heavy), and uncontrollable

(It doesn’t matter what I eat, I just get heavier),
resulting in poor self-efficacy for weight control in

the future. In contrast, reaching an unhealthy

weight could be interpreted as external (Weight
gain is common with age), unstable (This weight

came on, it can come off!), and controllable (Now

that I realize I’m eating too much and moving too
little, I can change that behavior), producing

opportunities for improvements in future self-

efficacy.

Social Learning Theory (Bandura, 1977b)

explains development of self-efficacy via four

principle pathways: mastery experiences, model-

ing, social persuasion, and physiology. Past expe-

riences are most predictive of future experiences.

People engage in tasks and actions, interpret the

outcome, and develop perceptions of their com-

petence within the task domain. Mastery experi-

ences result frommultiple successes and promote

self-efficacy. Failures are detrimental to develop-

ing self-efficacy, although the negative impact of

failures is diminished when failures occur

attempting a task that has been successfully com-

pleted on multiple occasions. The primacy of

mastery experiences in self-efficacy development

speaks to the titration between efficacy develop-

ment and actual performance. Self-efficacy

develops in domains in which skills are acquired

often through the combination of effortful prac-

tice and natural talent. Self-efficacy development

can be fostered by modeling, particularly when

successful completion of activities is modeled by

someone viewed as admirable and possessing

desired capabilities of the observer. Conversely,

a model who fails to perform a desired activity

can weaken an observer’s sense of competence
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for performing the activity. Social persuasions

involve effective encouragement (not empty

praise) that can be instrumental in fostering self-

efficacy when the tasks are achievable or nearly

achievable. Negative social persuasion deflates

self-efficacy. Social persuasion is an important

pathway by which parents, teachers, coaches,

employment supervisors, and others can facilitate

or damage developing self-efficacy. Physiologi-

cal responses during task attempts influence

self-efficacy development. Emotional states

indicative of negative arousal such as stress and

fear are indicators that the task is difficult and

may indicate anticipated failure. In contrast,

excitement, anticipation of fun, happiness, or

a sense of work “flow” indicate positively devel-

oping efficacy. Individuals experiencing negative

adjustment periods – such as depressive states

or grief – will have difficulty developing self-

efficacy. Self-efficacy can develop more freely

when negative emotional states are resolved.

Self-efficacy influences behavior across many

domains, including the choices of activities to

become involved in effortful work to complete

activities, persistence in the face of setbacks or

failures, and resilience following adversity

(Schunk & Pajares, 2005). Individuals tend to

avoid activities for which they anticipate poor

performance and approach tasks for which they

anticipate success. Thus, individuals with low

self-efficacy in a given domain may avoid it all

together, thus contributing to narrowing of life

skills. High self-efficacy contributes to task

engagement. High self-efficacy is also associated

with effortful engagement in tasks – particularly

when intrinsic motivation to engage in the task is

also present. Persistence in the face of setbacks

is more likely when individuals have high

self-efficacy for the task. With the expectation for

eventual failure (a component of low self-efficacy),

persistence is unlikely. In addition,when failures or

enduring obstacles are encountered, low self-

efficacy may contribute to a sense of failure and

withdrawal from the situation whereas high self-

efficacy may contribute to resilience.

Self-efficacy is an integral component of

a number of models designed to explain health

behavior – primarily because self-efficacy

contributes to the willingness to try to change

undesirable health behavior, successful imple-

mentation of health behavior change, and persis-

tently maintaining health behavior change over

time. The Theory of Reasoned Action was

extended to form the Theory of Planned Behav-

ior. The extension incorporated self-efficacy as

a key factor in changing health behavior along

with personal attitudes toward change and the

attitudes of significant others toward the change

(Ajzen, 1991). Self-efficacy was also incorpo-

rated into the Health Belief Model during the

1980s – reflecting understanding of the impor-

tance of the construct in promoting health

(Rosenstock, Strecher & Becker, 1988). The

Health Behavior Change Model (Prochaska &

Velicer, 1997) incorporates self-efficacy as

a contributor to stages of change. Self-efficacy

can influence a person’s thoughts about needing

change (in the contemplation stage). A person

high in self-efficacy will anticipate success and

may progress more quickly to the active prepara-

tion stage – involving active planning for change

behaviors. In addition, self-efficacy will influ-

ence effective active change (action stage) as

persons high in self-efficacy may more effec-

tively respond to setbacks with persistence and

resilience. This quality of those high in self-

efficacy also contributes to effective sustainment

of the changed behavior (maintenance stage).

Self-efficacy is generally best understood in

specific domains and the concept is well supported

across multiple domains including school perfor-

mance, athletic achievement, occupational arenas,

and in health behaviors including health mainte-

nance (such as diet and exercise), recovery from

acute events such as surgery, and coping with

chronic illness or dangerous diagnoses. There is

some evidence for a generalized self-efficacy as

individuals expect better competence for activities

when they have demonstrated aptitude in other

activities in the past (Smith, 1989). Self-efficacy

contributes a theoretically grounded explanation

for the myriad ways in which people shape their

own environments by seeking out opportunities for

success, persisting in the face of hard work and

adversity, learning from past experiences, and

responding with resilience to failure.
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Synonyms

Pride; Self-respect

Definition

Self-esteem can be defined as a positive self-

evaluation or a concept broader than confidence.

It refers to an individual’s cognitive appraisal that

is constant over time. A positive self-appraisal

indicates higher self-esteem, and a negative self-

appraisal indicates lower self-esteem. Self-esteem

is not perceived anytime, but it essentially influ-

ences one’s actions, consciousness, or attitude.

One who is perceived to have high self-esteem

pursues goals aggressively and actively. Further,

they are perceived to be amiable by themselves or

by others. In this sense, self-esteem becomes indis-

pensable to mental health or social adaptation.

In the previous study concerning self-esteem,

an individual’s self-esteem was considered in

terms of not only his or her tendency and degrees

of appraisal, which could be positive or negative,

but also its relationship with the individual’s

cognitive faculty. James (1890) propounded that

“self-esteem is successes divided by desire.”

This formula suggests that just thinking that one

could succeed in the desired field increases

self-satisfaction. This formula is similar to the

theory on the gap between ideal self and real

self (Rogers, Dorfman, Gordon, & Hobbs, 1951).

An individual’s self-esteem strongly correlates

with the affection, unconditional acceptance, and

nurturing attitude that the parents display.

Self-esteem can be measured in various ways,

the most representative being Rosenberg’s (1965)
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questionnaire and Coopersmith’s (1967) scales.

Because each scale may be different in terms of

its dimensionalities or factors, it is necessary to

consider the characteristics of the scales used or

interpreted on a case-by-case basis.

Cross-References
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▶ Self-Concept

References and Readings

Coopersmith, S. (1967). The antecedents of self-esteem.
San Francisco: WH Freeman.

James, W. (1890). The principles of psychology.
New York: Holt.

Rogers, C. R., Dorfman, E., Gordon, T., & Hobbs, N.

(1951). Client-centered therapy: Its current practice,
implications, and theory. Boston: Houghton Mifflin.

Rosenberg, M. (1965). Society and adolescent self-image.
New Jersey: Princeton University Press.

Self-Evaluate

▶ Self-Monitoring

Self-Evaluation

▶ Self-examination

Self-examination

Tara McMullen

Doctoral Program in Gerontology, University of
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Synonyms

Self-assessment; Self-evaluation; Self-

monitoring; Self-rating

Definition

Self-examination can be seen as a process of

evaluation or appraisal of one’s qualities, traits,

and characteristics.

Description

Self-examination can be seen as a process of

evaluation or appraisal of one’s qualities, traits,

and characteristics. The evaluation of one’s qual-

ities, traits, and characteristics helps develop

one’s self-image and aids in the development

of one’s self-awareness or self-concept. Self-

examination may result in a positive or negative

self-feeling, which may enhance or decrease

individuals’ ideas about themselves. The evalu-

ation of oneself can be seen as the attempt to

understand one’s motivations and behaviors.

In addition, the examination of oneself is likely

to affect self-esteem, which may affect self-

image. Individuals who deem themselves as

worthy may have a greater self-esteem, which

may maintain one’s “self.” Rogers (1951) sug-

gests that the self must be maintained in order to

avoid anxiety and stress. Further, theorists often

define self-examination as the evaluation or rat-

ing of oneself. This evaluation or rating is often

defined as the degree to which an individual is

self-aware and may result in a negative or posi-

tive self-actualization. This formed self-

awareness helps develop the basis of individual

self-regulation or the ability of one to control

one’s behaviors and actions (Hull, 2002). There-

fore, an individual defines one’s self-concept

from the degree to which the individual self-

examines their personal traits, motivations,

behaviors.

The act of self-examination may result in indi-

viduals self-monitoring themselves. Self-

monitoring can be seen as the degree to which

an individual manages or controls the image

presented to others in social circumstances

(Rawn, 2007). An individual who is a “high

self-monitor” may be adept at self-monitoring

and motivated to alter individual behavior in

order to impact the responses of peers in social
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situations (Rawn, 2007). An individual who is

a “low self-monitor” remains constant in individ-

ual behavior and will not alter individual behav-

ior in social situations (Rawn, 2007). Further, the

act of self-examination may result in self-

criticism, or the awareness that individual traits

and/or characteristics do not compare to the ideal

self-image one may have for oneself. This self-

criticism may be a result of the self-examination

of one’s strengths and weaknesses and may

increase the evaluation of one’s image. One

may examine and reexamine individual strengths

and weaknesses in order to measure self-actuali-

zation, or the fulfillment of one’s potential

(Maslow, 1943, 1976). Therefore, the greater

the self-actualization, the more defined one’s

self-concept may be, and possibly the greater

the self-acceptance an individual may have for

oneself. Self-acceptance is defined as the attitude

toward one’s self and ones individual qualities

(English & English, 1958).

Research that explores how self-evaluation

impacts everyday situations has become com-

mon. For example, Judge, Locke, and Durham

(1997), in a study exploring workplace job

satisfaction, found that individuals with

greater self-evaluations were more likely to

have a higher self-esteem, self-efficacy, personal

control, and emotional stability and were moti-

vated to perform well in the workplace. Judge

et al. (1997) conceptually define self-esteem,

self-efficacy, locus of control, and “neuroti-

cism-stability” as core self-evaluations. Judge

et al. suggest that core self-evaluations are the

“fundamental, subconscious conclusions indi-

viduals reach about themselves, other people,

and the world” (Judge, Locke, Durham, &

Kluger, 1998).
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Synonyms

Self-concept; Self-construal; Self-perspective;

Self-schema; Self-system; Self, The; Sense

of self
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Definition

Self-identity can be conceptualized as a dynamic,

contextually based system (Baumeister, 1998).

It is a complex structure centered in memory

and cognition that helps define who we are,

how we relate to others, and our place in the

world (Swann & Bosson, 2008). It is also consid-

ered a key motivating force that influences

personality and behavior. Self-identity is thought

to drive our interactions with others (Andersen &

Chen, 2002), goals and future roles (Markus &

Wurf, 1987), and experience of emotions

(Higgins, 1989). Self-identity is also believed to

regulate and motivate behavior by providing

key self-regulation through a feedback system

(Carver & Scheier, 2002).

Description

A person’s self-views are considered fundamen-

tal to how he or she interprets events, experiences

emotion, and behaves. Individuals have distinct

identities in different social roles, and differenti-

ation into multiple role-related selves (e.g., self as

a student, self as an athlete) is a process of normal

development that begins in adolescence or earlier

(Oosterwegel & Oppenheimer, 2002). Self-

identity differs in content and structure across

individuals, and likely varies as a function of

culture or gender (Cross & Madson, 1997).

Research has examined the importance of the

organization of positive and negative attributes

within self-identity, namely, compartmentaliza-

tion (i.e., negative attributes enclosed within

a single role) and integration (i.e., negative attri-

butes spread across multiple roles; see Showers &

Zeigler-Hill, 2007). The structure of self-identity

is considered contextual and fluctuates between

situations as different aspects of the self-structure

are activated, strongly relating to mood and self-

esteem. A person with a compartmentalized

self-structure would experience more positive

moods when a role containing predominantly

positive attributes is activated frequently, but

experience negative moods when a role

containing negative attributes is activated. In

contrast, both positive and negative attributes

are frequently activated in an integrated self-

structure, moderating the adverse emotional con-

sequences of activating negative beliefs.

Self-identity is also conceptualized as

dynamic. Andersen and Chen (2002) take an

interpersonal developmental approach to under-

standing self-identity in different situations. In

their theory of the relational self, they suggest

that self-identity develops through interactions

with significant others, who set exemplars, or

cognitive templates stored in long-term memory.

These exemplars are set in motion by environ-

mental cues, so that behavior with different indi-

viduals varies based upon the active exemplar.

Therefore, who we are nowmay differ when with

different people.

In addition to describing who we are now,
views of self-identity also describe who we may

become. Higgins (1987) suggests that a driving

force in self-identity is comparison of the actual
self to the ideal self and ought self. A discrepancy

between the selves is thought to cause negative

psychological states, which initiate behavior that

is designed to reduce the discrepancy. Similarly,

Carver and Scheier (1998) describe that all indi-

viduals strive toward goals, which organize

and motivate behavior. Comparisons between

future goals and current behavior create emotions

that drive future behavior. Positive emotions

are experienced and behavior is reinforced when

an action is judged to move us closer to

a goal; negative emotions are experienced and

behavior may change when an action is inconsis-

tent with attaining a goal. Therefore, self-identity

is part of a regulatory system that not only

reflects, but also drives, who we are and who we

will become.

Markus and Nurius (1986) suggest that current

self-identity is strongly influenced by possible

selves, or who we either want to become, or fear

becoming, in the future. In this view, self-identity

is fluid, continuously developing as possible

selves are achieved, modified, or relinquished.

Possible selves are thought to directly influence

current behavior by providing movement toward

or away from possible selves (i.e., approaching

hoped-for selves or avoiding feared selves).
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Exposure to possible selves has been shown to

influence exercise behavior (Ouellette, Hessling,

Gibbons, Reis-Bergan, & Gerrard, 2005) and

school involvement in adolescents (Oyserman,

Terry, & Bybee, 2002) over time. Possible selves

are thus considered to play key roles in self-

regulatory processes of motivation and behavior

(Hoyle & Sherrill, 2006). By comparing current

self-identity with future selves, possible selves

provide a framework in which to interpret and

contextualize who we are now.

Self-identity is important for Behavioral Med-

icine because one’s self-conceptions can influ-

ence how one responds to chronic illness, and

can be altered by the experience of chronic ill-

ness. As views of the future are highly impacted

by circumstances, major life events are likely to

lead to changes in these views and, likewise,

to changes in self-identity (Tesser, Crepaz, Col-

lins, Cornell, & Beach, 2002). The diagnosis

of a chronic illness is an example of this type of

event. Adverse outcomes are likely if an illness

contains attributes that reflect negatively onto an

individual’s self-identity. For example, individ-

uals with lung cancer are more likely than indi-

viduals with prostate or breast cancer to associate

stigma and self-blame with their illness, leading

to negative psychological outcomes (Else-Quest,

LoConte, Schiller, & Hyde, 2009). However,

a growing body of literature suggests that positive

outcomes such as perceptions of personal growth,

improvements in life priorities and important

relationships, and positive changes in personality

(i.e., increased patience, tolerance, and empathy)

can also occur as a result of dealing with adverse

circumstances such as a chronic illness

(Pakenham, 2005; Tedeschi, & Calhoun, 2004).

Self-identity is also relevant to health

promotion and illness prevention behaviors.

Self-identity plays key roles in self-regulatory

processes of motivation and behavior (Hoyle &

Sherrill, 2006), with the potential to influence

health behavior in both positive and negative

ways. For example, contemplating an image of

a future possible self as an exerciser or

non-exerciser influenced exercise behavior at

four-week follow-up (Ouellette et al., 2005).

Additionally, individuals’ self-identity related to

both smoking and quitting smoking indepen-

dently predicted future attempts to quit. In con-

trast, sexually active teens who viewed STD’s as

more stigmatized were significantly less likely to

have received STD screening over the last year

(Cunningham, Kerrigan, Jennings, & Ellen,

2009). Goals that individuals wish to achieve,

and views of who they are as they achieve these

goals, are thought to be continuously present in

the self-concept, providing a feedback loop that

regulates these behaviors.
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Synonyms

Self-attitude; Self-concept; Self-conception;

Self-consciousness; Self-identity

Definition

Self-image is how an individual thinks they

should be (English & English, 1958). An individ-

ual’s self-image is comprised of many attitudes,

opinions, and ideals.

Description

Like self-concept, self-image is conceptually

a difficult term to define due to the large number

of varied terms using “self” as a phrase to define

some sort of behavior (Burns, 1980). However,

self-image is important as it delineates how

a self-aware individual views themselves or their

image, which further establishes one’s self-concept

(Harriman, 1947). Self-image is how an individual

thinks they should be (English & English, 1958).

An individual’s self-image is comprised of many

attitudes, opinions, and ideals. Self-image develops

at a young age and is a process which develops

throughout the lifespan. Beginning at a young age,

self-image can be seen as a physical process (Statt,

1990). However, self-image is developed not only

from body image and physical aspects but also

from concepts shaped by society and attitudes.

Self-image is a measurable assessment of one’s

characteristics. Measurable aspects belonging to

an individual build and maintain an individual’s

self-image. Measurable aspects can be identified

as achievements and appearance (Bailey, 2003).

Self-image is how an individual perceives him/

herself based on measurable traits developed at

an early age (Bailey, 2003). Like self-concept, an

individual’s self-image may be a learned trait

structured from an individual’s attitude toward

a group, idea, object, and so forth (Rosenberg,

1989). Thus, defined behavior may emerge from

self-image; however, this behavior is not seen as

fixed as it may deviate with the occurrence of

different experiences and roles (Burns, 1980). In

addition, self-image may be affected by an indi-

vidual’s self-esteem. Self-esteem is defined as an

individual’s orientation toward oneself (Rosen-

berg, 1965). Rosenberg (1989) suggested that the

more uncertain an individual is in regard to who

they perceive he/she is, the more likely the indi-

vidual will have a lowered self-esteem. A lower
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degree of self-esteem may render a negative self-

image, diverging from the ideal self-image indi-

viduals may hold for themselves (Burns, 1980).

The ideal self can be defined as who an individual

aspires to be. The ideal self is one part of self-

concept and helps individuals better evaluate who

they are (Burns, 1980).

How individuals perceive who they are may

depend on the individual’s social environment

and/or culture. Self-image can further be character-

ized as the perception an individual has of who he/

she is physically, psychologically, philosophically,

and politically, developed through the agency of

individual societal experiences and development

(Fisher, 1986; Statt, 1990). Individuals may

develop a self-image that is associatedwith societal

roles and norms (Markus & Kityama, 1991). Indi-

viduals in collectivist or individualistic cultures

may establish who they are based on the culture

in which they were raised. A collectivist culture

accentuates individual’s social roles and responsi-

bilities within the context of social groups, while an

individualistic culture accentuates individual iden-

tity and achievements (Nevid, 2009). Thus, expe-

riences and culture aid in the development of one’s

self-image. In defining individual roles, culture

imparts a strong effect on the individual self-image.

Self-image has been measured in many

populations by means of various psychometric

scales such as the Rosenberg Self-Esteem Scale

(Rosenberg, 1989). Further, theory, such as the

Social Identity Theory (Tajfel & Turner, 1979)

and the Objective Self-Awareness Theory (Duval

& Wicklund, 1972) have emerged from interpre-

tations of self-image and self-consciousness.
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Definition

The process of actively engaging in activities

aimed at controlling the negative effects of an

illness, particularly a chronic illness, on one’s

health.

Description

Self-management concerns the acquisition of

knowledge, as well as application of skills,

necessary to engage in a complex set of

health-promoting behaviors in the context of

daily living. This process of integrating a number

of complex behaviors in an effort to maintain

wellness often involves problem-solving, deci-

sion-making, resource utilization, and communi-

cating with multiple health-care providers. The

ability to adapt health behaviors based on physio-

logical or psychological information is a key

element of self-management. The importance of

self-management is undergirded by its role in

health outcomes: It has been demonstrated that

those who successfully engage in self-management

activities experience better health-related out-

comes for a number of chronic conditions.

Based on early studies of those living with

chronic conditions, it has been proposed that the

tasks related to self-management generally fall

within three primary categories addressing:

(1) medical management, which includes activ-

ities such as taking medications or adhering to

a special diet; (2) role management, which

includes actions allowing one to adopt roles

that accommodate for ones condition; and

(3) emotional management, which includes

actions aimed at coping with emotions associ-

ated with an illness, such as uncertainty, depres-

sion, and fear (Corbin & Strauss, 1988). It

follows, then, that a wide array of psychosocial

factors play a role in one’s ability to successfully

engage in self-management including, but not

limited to, social support, motivation, confi-

dence (self-efficacy), and depression. In addi-

tion, the ability to read and understand written

information (literacy), understand and manipu-

late numerical information (numeracy), verbal

memory, planning, and motor speed have all

been associated with disease self-management

behavior.

Although disease-specific self-management

education is widely accepted as beneficial, its

effect on health outcomes has been difficult to

establish, primarily due to variability in the

nature of the programs and populations tested.

Because of the complexity associated with self-

management, education and support aiming to

train patients to manage their chronic disease

attempt to address the many factors and tasks

associated with self-management as well as tailor

training to the individual needs of patients.

However, some common elements among self-

management education programs include general

information about an illness (e.g., physiology),

establishing and personalizing a treatment or

self-care “plan” that addresses the behaviors

necessary for improved disease outcomes and

strategies to facilitate health-related behavior

change and maintenance (Funnell et al., 2009;

Lorig & Holman, 2003). Many programs are

guided by a specific theoretical framework and

plan training to target variables believed to

be important facilitators and barriers to self-

management such as means of promoting patients’

perceived self-efficacy (confidence) in engaging in

health-promoting activities (Bandura, 1997).

A recent focus has been on the feasibility and

broad dissemination of programs facilitating self-

management and behavior change.

Driven by rising prevalence, costs, and poor

outcomes associated with chronic illnesses,

health-care settings have recently begun to focus

on models of service delivery that best support

patients’ self-management needs. Although these

efforts have been given a number of names, some

common elements include easy access to health-

care providers, providing disease-specific educa-

tion, incorporating interdisciplinary teams of

health-care providers (e.g., physicians, social

workers, physical therapists), proactive reminders

to both clinicians and patients about health main-

tenance needs (e.g., routine blood tests), and strat-

egies for supporting the adoption and maintenance

of health-promoting behaviors, such as behavioral

goal setting between health-care providers and
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patients (Bodenheimer, Wagner, & Grumbach,

2002a, 2002b; Patient-Centered Primary Care

Collaborative, 2010; The MacColl Institute for

Healthcare Innovation, 2010).

Cross-References

▶Behavior Change

▶Chronic Disease Management

▶Disease Management

▶ Fatigue

▶Health Behaviors

▶Health Promotion

▶ Self-efficacy
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Synonyms

Self-treatment

Definition

Self-medication is the use of medications, treat-

ments, and/or substances by an individual

without a medical prescription. Self-medication

is the most popular form of self-care, which is

defined as the personal preservation of health

through prevention and self-treatment of ail-

ments (Ryan, Wilson, Taylor, & Greenfield,

2009). In regards to self-care, substances used

to self-medicate include but are not limited to

over-the-counter (OTC) medications, nutritional

supplements, and other nonprescription medica-

tions. The number of OTC medications has

increased significantly, allowing more individuals

to practice self-medication. These nonprescription

medications can be purchased at various locations

such as pharmacies, supermarkets, and retail

superstores (Wazaify, Shields, Hughes, &

McElnay, 2005).

This increase in self-medicating practices

entails both advantages and disadvantages.

The benefits of self-medication include increased

access to treatment, increased patient involvement

in their own health care, economical choices,

and evidence of cost-effectiveness compared to

prescription treatments in some situations. The

drawbacks of self-treatment are the threat of

misuse and abuse of medications, incorrect self-

diagnosis, a delay in appropriate treatment, and

an increased risk of drug-drug interactions

(Hughes, McElnay, & Fleming, 2001). Due to

the many risks listed above, safety is a major con-

cern with self-medication. To ensure safety with

self-treatment, patient education about the
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medication is a necessity (Bradley&Blenkinsopp,

1996). Pharmacists are in a pivotal position to help

ensure appropriate and safe use of various medi-

cations by patients that are obtained without

a prescription.

Cross-References

▶Nutritional Supplements

▶ Self-care

▶ Self-management
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▶ Self-Monitoring

Self-Monitoring

Thomas Webb

Department of Psychology, The University of

Sheffield, Sheffield, UK

Synonyms

Seek feedback; Self-evaluate; Self-monitor

Definition

Self-monitoring can refer to:

1. Self-monitoring expressive behavior and self-

presentation: the extent to which people

observe and control their expressive behavior

and self-presentation (Snyder, 1974).

2. Self-monitoring goal progress: periodically

noting current state and comparing these per-

ceptions with whichever goals are currently

relevant (Carver & Scheier, 1990).

Description

Self-Monitoring Expressive Behavior and

Self-Presentation

People differ in the extent to which they self-

monitor (observe and control) their expressive

behavior and self-presentation (Snyder, 1974,

1979). High self-monitors think about how they

appear to others and take care to portray them-

selves in a socially appropriate manner. Thus,

high self-monitors are likely to monitor their

facial expression, content of speech, tone of

voice, expressed emotionality, and so on. In con-

trast, low self-monitors do not monitor these

things, either because they lack the ability to do

so or because they are not motivated to do so (for

a review, see Gangestad & Snyder, 2000).

The Self-Monitoring Scale (Snyder, 1974)

was developed to measure these individual dif-

ferences. There are 25 items including “I guess

I put on a show to impress or entertain people”,

“in different situations and with different people,

I often act like very different persons”, and “even

if I am not enjoying myself, I often pretend to be

having a good time.” The scale was revised by

Lennox andWolfe (1984) who proposed a shorter

13-item scale with 6 items measuring sensitivity

to the expressive behavior of others (e.g., “I am

often able to read people’s true emotions cor-

rectly through their eyes”) and 7 items measuring

the ability to modify self-presentation (e.g.,

“once I know what the situation calls for, it’s

easy for me to regulate my actions accordingly”).

Lennox and Wolfe also proposed a separate

20-item “Concern for Appropriateness” scale
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measuring cross situational variability (e.g., “dif-

ferent people tend to have different impressions

about the type of person I am”) and attention

to social comparison information (e.g., “I usually

keep up with clothing style changes by watching

what others wear”). Despite this revision

(and others), there remains debate over exactly

what the Self-Monitoring Scale measures (e.g.,

Gangestad & Snyder, 2000).

A number of studies have examined differ-

ences between high and low self-monitors. For

example, low self-monitors tend to behave in

ways that are more consistent with their attitudes

(Ajzen, Timko, & White, 1982) and are better

able to imagine how their own behavior relates

to particular traits (e.g., the extent to which they

are sociable; Snyder & Cantor, 1980). In contrast,

individuals who score high on Self-Monitoring

Scales are particularly sensitive to social cues

(Snyder, 1974) and are better able to imagine

the prototypic type of person that would be

described as holding a particular trait (e.g.,

a sociable person; Snyder & Cantor) perhaps

because they are keen to be able to tailor their

own behavior so as to demonstrate certain traits

(e.g., to appear sociable). High self-monitors

are even more likely to choose friends who facil-

itate the construction of their own situationally

appropriate appearances (Snyder, Gangestad, &

Simpson, 1983) and romantic partners with an

attractive physical appearance (Snyder,

Berscheid, & Glick, 1985). The idea that people

self-monitor their expressive behavior has been

hugely influential, and these studies just only hint

at the wealth of differences (for a more compre-

hensive review, see Gangestad & Snyder, 2000).

Self-Monitoring Goal Progress

A separate, but potentially overlapping, literature

has examined whether and how people monitor

their current standing in relation to their personal

goals. For example, whether and how people

assess if they are on track to reduce their energy

bill. While monitoring goal progress can involve

feedback from external sources (for a review of

feedback interventions, see Kluger & DeNisi,

1996), people can, and do, self-monitor. Self-

monitoring in this sense involves periodically

noting current state and comparing these percep-

tions with whichever goals are currently relevant

(Carver & Scheier, 1990). For example, a person

with the goal to reduce their energy bills might

monitor how long they are spending in the

shower. Monitoring goal progress, therefore,

involves a series of processes from deciding to

seek information (e.g., I need to monitor how

long I spend in the shower), becoming aware of

and directing attention toward relevant informa-

tion (e.g., looking at the bathroom clock),

interpreting the information (e.g., 10 min is

quite a long shower), and so on. Relevant goals

provide both a comparative standard, but also

a schema for making sense of the information

available (Ashford & Cummings, 1983). The per-

son can monitor behavior (e.g., number of

showers taken per week) or the outcomes of

behavior (e.g., weekly energy costs) (Abraham

& Michie, 2008). Monitoring may also vary on

a temporal dimension (e.g., hourly, daily, weekly,

or monthly) and can occur with respect to goals

represented at different levels of specificity. For

example, monitoring progress toward relatively

high-level values comprising principles (or “be”

goals, e.g., to be eco-friendly), specific behav-

ioral goals (or “do” goals, e.g., to take shorter

showers), or even the performance of motor

programs (e.g., turn off the tap).

Monitoring goal progress is central to

a number of models of goal striving and self-

regulation (e.g., Control Theory; Carver &

Scheier, 1982), but only a few studies have

examined the effect of manipulating the likeli-

hood that people would or could self-monitor.

Polivy, Herman, Hackett, and Kuleshnyk

(1986, Study 1) investigated the effect of being

able to monitor consumption on unhealthy eating.

Participants were asked to taste some chocolates

and to “eat as many as necessary to ensure accu-

rate ratings.” Unbeknown to participants, the

researchers manipulated how easy it was for par-

ticipants to monitor their consumption; some

participants were asked to leave their chocolate

wrappers on the table, others to place them in

a wastebasket that was already half full of wrap-

pers. The main finding was that participants

asked to leave their wrappers on the table
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(and so, presumably, found it easy to monitor

how many chocolates they had eaten) ate less

than those asked to put the wrappers in the waste-

basket. Quinn, Pascoe, Wood, and Neal (2010)

found that self-monitoring helped people to break

bad habits. Across two studies, prompting partic-

ipants to use vigilant monitoring (thinking “don’t

do it” and watching carefully for mistakes)

proved more effective in helping participants

to avoid habitual responses (e.g., staying up too

late, eating too much) than prompting stimulus

control (removing oneself from the situation or

removing the opportunity to perform the behav-

ior). Prompting or facilitating behavioral moni-

toring has also proved an influential technique for

promoting behavior change (for reviews, see

Kanfer, 1970; Michie, Abraham, Whittington,

McAteer, & Gupta, 2009). In summary, people

who self-monitor their current standing in rela-

tion to their goals tend to be better able to achieve

their goals and make changes to their behavior

than people who do not.

Cross-References

▶Behavior Change

▶ Self-examination

▶ Self-Regulation
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Self-Perspective

▶ Self-Identity

Self-Rating
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Self-Regulation

▶ Self-Regulation Model
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Synonyms

Model of self-regulation; Self-control; Self-

Regulation

Definition

Self-regulation is a dynamic and systematic pro-

cess that involves efforts to modify and modulate

thoughts, emotions, and actions in order to attain

goals.

Description

Self-regulation refers to the dynamic cognitive,

affective, and behavioral processes that underlie

goal attainment. It is important to note that not all

types of situations involving goal attainment or

problem solving constitute self-regulation. What

makes self-regulation unique is that the target of

problem solving is set by or focuses on the indi-

vidual (i.e., self), its “machinery” (e.g., physical

problems such as symptoms), and subjective

feelings or affect.

Models of self-regulation are based on the

idea of cybernetic control and propose that

actions are regulated by a TOTE (Test, Operate,

Test, Exit) feedback control loop. Central to the

idea of feedback loop is the corrective actions

that result from the detection and evaluation of

discrepancies between input (internal or exter-

nal) and a reference value. In the context of

health, “feeling good” (i.e., not having any

symptoms) can be considered a reference value

or goal. Thus, when a person experiences

a headache (i.e., discrepancy between current

state and feeling good), he or she will engage

in corrective actions to rid himself or herself of

the headache such as taking a pain reliever or

resting. If the headache subsides (i.e., test has

determined that the discrepancy was eliminated),

then the loop ends (i.e., exit). If not, then a new

loop will begin.

These self-regulation principles have been

widely applied to the study and explanation of

multiple psychological phenomena. Psychologi-

cal models of self-regulation diverge in terms of

their foci of interest and emphases; however,

they do share core features. Common features

of psychological self-regulation models are:

(1) goal setting, (2) developing and enacting

strategies to achieve these goals, (3) developing

criteria to determine proximity to the goal, and

(4) determining, based on goal proximity,

whether corrective actions are needed or whether

the goal needs to be revised. Self-regulation is an

iterative process that may require constant eval-

uation to ensure that the distance between the

person’s status and the goal is the desired one.

One additional commonality shared by behav-

ioral models is the importance they ascribe to

affective experiences as integral to self-regula-

tion. Affect, as a core component of the motiva-

tional system, can be the reference value that
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triggers self-regulatory behaviors, be the product

of progress toward a goal or lack thereof (i.e.,

negative affect resulting from not attaining

a goal), and/or influence cognitions and behav-

iors involved in self-regulatory activities (e.g.,

symptom perception). Models that integrate

affective experiences with self-regulation pro-

pose that problem-focused and emotion-focused

goals and the behavioral processes used by indi-

viduals to attain such goals operate in a parallel

yet interrelated fashion (see commonsense

model of self-regulation, stress-behavior model

advanced by Lazarus and Folkman, or work on

self-regulation of affect conducted by Carver

and Scheier).

Hierarchical Structure of Goals

Goals are usually differentiated and hierarchi-

cally organized in terms of their level of

abstraction (Carver & Scheier, 1990a). At the

highest level of abstraction, one can find goals

related to self-concepts (e.g., ideal self and

undesired self), self-assessments (e.g., self-

rated health), and general affect (e.g., depressed

or happy mood). Specific, concrete actions such

as daily activities performed by an individual

(e.g., buying low fat food) are at the lower level

of the hierarchy. Attaining higher-order goals

requires that lower-level goals are accom-

plished; that is, lower-level goals constitute

routes to higher-order ones (e.g., buying and

consuming low fat food in order to achieve

better health). Abstract goals also provide inter-

nal consistency and coherence to lower-level

goals and to the actions performed to achieve

specific higher-order goals. The relationship

between goals of different levels of abstraction

is quite dynamic. Thus, while a single abstract

goal can be attained by pursuing multiple

lower-level, concrete goals, it is also possible

to simultaneously attain multiple, distinct

higher-order goals by setting and pursuing the

same lower-level, concrete goals. For instance,

a person can get closer to their ideal, healthy

self and farther from their undesired, decrepit

self by engaging in similar lower-level self-

regulatory activities (e.g., engaging in regular

exercises and eating a healthful diet).

Feedback Loops and Behavioral Strategies

Involved in Goal Attainment

In self-regulation, goals provide the reference

values for feedback loops and motivate and

guide actions. Individuals may engage in two

types of overall feedback loops depending on

whether the reference value (i.e., goal) represents

a desired state (i.e., approach) or whether it rep-

resents an undesired one (i.e., avoidance, Carver,

2006). Behavior directed toward desired goals

is regulated by a negative feedback loop. In this

case, a reduction of the discrepancy between the

current state (i.e., input) and the goal (i.e., refer-

ence value) dominates the individual’s actions.

Behaviors involved in the avoidance of reference

value, on the other hand, are controlled by

a positive feedback loop. Thus, efforts are

deployed to maintain or enlarge a discrepancy

between the input and the reference value. Many

times avoiding an undesired state may require

that individuals set desired goals. For example,

infirmity (undesired goal) can be avoided by

establishing a regime of regular exercise and

a healthy diet (desired goals). One can argue that

positive feedback loops are part of larger negative

feedback loops that motivate individuals to

reduce discrepancy between their current status

and the reference value. In the case discussed

above, an individual for whom avoiding infirmity

is critical will need to develop achievable, con-

crete goals in order to appraise progress. Thus, the

reference value for “avoiding infirmity” can take

the form of “being symptom-free,” a goal that is

regulated by a negative feedback loop.

The two strategies discussed above assume that

goals set by an individual are attainable; however,

there are situations in which, regardless of effort,

goal attainment can become difficult

or impossible. In such situations, abandoning

activities directed at the pursuit of the goal will

result in better adjustment than maintaining

goal-directed efforts. Research has shown that

goal disengagement can result in improved well-

being if goal-directed efforts are focused on alter-

native goals when available. If alternative goals

are unavailable, inability to disengage from goal

pursuit can result in frustration, negative affect,

and increased stress (Miller & Wrosch, 2007).
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For older adults, goal disengagement and

goal reengagement may be a key strategy

for adjustment to physical changes and for

successful aging.

Goal attainment and affect. As indicated

above, affect can be an indicator of progress

toward the attainment of a goal. Carver and

Scheier (1990b) have proposed a second feed-

back process that monitors whether a person’s

efforts are being successful in attaining a goal.

Success in closing the gap between one’s status

and a given goal results in positive affect. Slow

progress or failure to attain a goal, on the other

hand, results in negative affect. Individuals differ

in terms of the reference values they use to deter-

mine what constitutes acceptable or unacceptable

progress. Accordingly, similar rates of discrep-

ancy reduction can result in two very different

responses if the individuals use different criteria

to appraise the effectiveness of their actions.

Research on self-discrepancies provides an

interesting example of how proximity to a goal

can elicit positive or negative moods (Mora,

Musumeci-Szabo, Popan, Beamon, & Leventhal,

in press). These data have shown that individuals

who felt they were farther from being at their

worst (i.e., undesired self) reported less anxiety

and depression and more happiness than their

counterparts who felt closer to their feared self.

These affective experiences can, in turn, influ-

ence subsequent evaluations of progress and

actions. Negative mood arisen from perceptions

that progress toward a goal is slow can result in

maladaptive behaviors especially if new actions

are focused on reducing negative feelings.

Depressive feelings may alter perceptions of

control over their environment and future out-

comes, and lead individuals to give up on their

efforts to attain a goal. Despite its critical and

multifaceted role in self-regulation, there is

a dearth of research examining the multiple inter-

active ways in which cognitive/behavioral and

affective self-regulation operates.

Organization of Goals and Actions: Goal

Cognitions

Germane to the relationships among goals of

different levels of abstraction are goal cognitions

(Karoly, 1993) and action plans (Leventhal,

1970). Goal cognitions are mental models or

schemas that organize domain-specific goals

and actions or procedures to attain those

goals (in health literature, goal cognitions are

referred as illness representations). For instance,

a schema for an abstract, higher-order goal of

“being healthy” would involve several less

abstract concrete goals such as engaging in exer-

cise, eating healthful food, and improving coping

skills. These goals, in turn, would be connected in

the mental schema to more concrete, lower-level

goals such as setting days to go the gym, eating

more complex carbohydrates, and learning

how to meditate to reduce stress. Action plans

translate aspects of goal pursuit (e.g., beliefs,

attitudes, evaluation criteria) into actual, concrete

behaviors. These behaviors help link goals at

different levels of abstraction and provide conti-

nuity to the pursuit of abstract goals. In the cur-

rent example, being healthy requires the person to

set and attain multiple concrete goals. Goal cog-

nitions will specify the action plans required

to attain the concrete goals in route to reach

the higher-order, abstract goal. Thus, to attain

the various goals on route to being healthy, the

person will need to engage in actions such as

joining a gym, building a routine of going to the

gym, and choosing the specific workout routine

(e.g., cardio and/or weightlifting).

Conscious and Nonconscious Aspects of

Self-Regulation

Although the terms “goal setting” and “self-

regulation” suggest conscious volition, processes

involved in self-regulation are the result of both

automatic and intentional behaviors. Awareness

of every single process involved in self-

regulation would unnecessarily tax the organism

and result in maladaptation. Action plans

required for the attainment of a goal can become

automated behaviors if goal pursuit is an ongoing

activity. For instance, the management of

a chronic condition such as hypertension requires

that people take medications every day. To

ensure that doses are not missed, a person may

decide to put pills in a case and place this case on

top of the counter next to the coffee maker.
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By doing this, taking the pill can become an

automated behavior that imposes a minimal bur-

den on the cognitive system of the individual. It is

in consciousness, however, where automatic and

intentional processes are integrated. Ensuring

that doses have not been missed, the person

needs to engage in a conscious decision-making

process (e.g., pick up the pill case and count the

remaining pills).

Recently, investigators interested in the

volitional aspects of self-regulation have been

devoting increased attention to the idea of self-

control. Although sometimes self-control and

self-regulation are used interchangeably, self-

control refers to the capacity to consciously

and effortfully regulate one’s affect, cognitions,

and behaviors (Hagger, Wood, Stiff, &

Chatzisarantis, 2010). In attempting to explain

the reasons individuals engage in maladaptive

behaviors (e.g., smoking), researchers have

argued that self-control is a limited resource

(Ego Strength model: Baumeister, Vohs, &

Tice, 2007). The Ego Strength model argues

that self-control works as “a muscle” that can

become tired after repeated use (i.e., ego deple-

tion). In other words, a person’s capacity to

engage in self-control becomes reduced follow-

ing previous acts of self-control. Although the

idea of ego depletion has received support from

experimental studies, a recent meta-analysis sug-

gests that the strength model does not fully

explain the mechanisms underlying self-control

and additional theoretical perspectives need to be

integrated into the strength model (Hagger et al.,

2010). The results from the meta-analysis suggest

that motivation, fatigue, self-efficacy, and affect

are involved in self-control and ego-depletion

processes. Further research in this area is needed

to better understand how self-control and ego

depletion operate in real world contexts in

which long-term and unplanned attempts at

self-control occur frequently.

Moderators of Self-Regulation

Self-regulation occurs within particular settings

and is, thus, influenced by individual, social, and

cultural factors. Personality, an individual factor,

has been implicated in various processes of

self-regulation such as appraisal, coping, and

behaviors (Cervone, Shadel, Smith, & Fiori,

2006). For instance, research has shown that indi-

viduals high in neuroticism (one of the big five

personality traits) consistently and reliably per-

ceive and report more physical symptoms than

their low neuroticism counterparts (Watson &

Pennebaker, 1989). Because physical symptoms

are a departure from normal functioning,

increases in symptomatology may trigger prompt

self-regulatory actions (e.g., care seeking) if

symptoms are perceived to be indicators of immi-

nent threat. Research on coping has revealed that

individual differences such as optimism and pes-

simism influence goal pursuit. Specifically, indi-

viduals who have positive views about the future

tend to engage in problem-focused coping,

whereas individuals who perceive the future as

uncertain tend to either engage in emotion-

focused coping or else disengage from goal pur-

suit (Rasmussen, Wrosch, Scheier, & Carver,

2006). Personality can also have an impact on

the selection of specific behaviors used by indi-

viduals to deal with threat. There is evidence

that individuals high in optimism and conscien-

tiousness who face stressful situations select

coping procedures that improve well-being

and adjustment (O’Connor, Conner, Jones,

McMillan, & Ferguson, 2009).

Social factors and culture can also influence

the various stages of self-regulation from goal

setting to selection and performance of corrective

actions through multiple pathways. Social com-

parisons can help individuals to determine the

origin of their physical symptoms (e.g., food poi-

soning if everybody at dinner has the same symp-

toms or stomach flu if symptoms are unique to

one person) and, thereby, select the necessary

corrective actions to deal with such symptoms

(Leventhal, Hudson, & Robitaille, 1997).

Research has also demonstrated that social rela-

tions (i.e., social network size) can influence

long-term self-regulatory activities such as par-

ticipation in cardiac rehabilitation among

patients with acute coronary syndrome (Molloy,

Perkins-Porras, Strike, & Steptoe, 2008).

Culture has been shown to influence the type

of stimuli that trigger self-regulation, the content
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of goals, the specific corrective actions, and the

appraisal criteria involved in goal attainment.

Anthropological research has shown that the

interpretation and attribution of bodily symptoms

varies across culture. This body of evidence sug-

gests that culturally determined illness models

are powerful determinants of the ways people

experience illness conditions. For example,

work on depression has shown that among certain

ethnic groups (e.g., Chinese), depression is usu-

ally experienced as a somatic disorder

(Kleinman, 1977). This difference in experience

can shape what actions are taken to remediate the

problem (e.g., seeing a primary care physician

instead of a mental health specialist) and the

criteria to determine the success of the remedial

actions (e.g., improvement in physical versus

affective well-being). The impact of culture on

the construction and development of the self

has led some authors to question the idea that

self-regulation is set by and focuses on the indi-

vidual. In collectivistic cultures where the self is

construed as closely interrelated to others, goal

setting can be motivated by a need to please the

person’s social network (Trommsdorff, 2009).

Future research needs to determine whether the

mechanisms of self-regulation guided by interre-

latedness are different from those underlying

self-regulation of intraindividual processes.

Self-Regulation and Health

Although most models of self-regulation have

originated outside the domain of behavioral

medicine (see the Commonsense Model of Self-

regulation for an exception), the use of

self-regulatory principles and ideas to understand

health-related behaviors has been relatively

widespread. Models such as the Health Beliefs

Model, Theory of Reasoned Action, and Social

Cognitive Theory which focus on specific aspects

of self-regulation such as social (e.g., norms) and

psychological (e.g., self-efficacy) determinants

have been utilized to understand self-regulation

of health behaviors. In general, the use of these

models has focused more on the description of

predictors of goals rather than on the underlying

mechanisms that explain self-regulatory behav-

iors. In addition, goal pursuit is usually examined

by these models as a single-event rather than

a continuous process (Maes & Karoly, 2005).

Recent efforts, however, have been directed at

the understanding and examination of self-

regulation as a process by investigating how

goal-directed behaviors in health domains are

initiated and maintained. Evidence has provided

convincing support that the various phases of

self-regulation are controlled by different pro-

cesses. Studies examining health behaviors such

as smoking cessation and engagement in exercise

activities have revealed that factors such as self-

efficacy and attitudes toward the specific behav-

ior are important determinants of initiation.

Maintenance of health behaviors, on the other

hand, is influenced by factors such as satisfaction

with behavioral change. A recent study examin-

ing data from participants in a smoking cessation

program provided further evidence of the com-

plexity of self-regulation processes (Baldwin,

Rothman, & Jeffery, 2009). In this study, the

authors found that maintenance of health-related

behaviors was a heterogeneous process and that

the factors that influenced satisfaction with

behavioral maintenance varied according to

whether they had quit smoking recently or not.

Final Remarks

Literature and research on self-regulation has

grown rapidly over the past 20 years. New

research has expanded the understanding of

self-regulation mechanisms but more research is

needed. Some of the research questions that

remained underexplored include changes in self-

regulation over time, factors that contribute to

long-term self-regulatory behaviors (e.g., adher-

ence to medical treatment for chronic condi-

tions), and the multiple and simultaneous

pathways through which cognitive and affective

self-regulation interact.

New opportunities provided by advances in

technology, especially in brain imaging, are

opening exciting areas of inquiry (e.g., cognitive

neuroscience of self-regulation). Similarly,

increased understanding of the psychophysiology

of stress offers an invaluable opportunity to

understand how self-regulatory processes get

under the skin.
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Self-Regulatory Ability

▶ Self-Regulatory Capacity

Self-Regulatory Capacity

David Cameron and Thomas Webb
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Synonyms

Self-control capacity; Self-regulatory ability;

Strength model of self-control

Definition

Self-regulatory capacity refers to people’s ability

to exert control over their thoughts, feelings, and

actions. For example, the capacity to inhibit

prejudice, make oneself feel better, or select

healthy food. Self-regulatory capacity is, how-

ever, thought to be a limited resource that (1) is

temporarily depleted by exertions of self-control

(an effect termed “ego-depletion”) and (2) differs

in strength from person to person.

Description

Limited Self-Regulatory Capacity

Self-regulatory capacity refers to an individual’s

ability to exert control over their behavior,

thoughts, and feelings. The capacity for self-

regulation differs between individuals and can

depend on situational factors such as the experi-

ence of self-regulatory fatigue. Self-regulation is

closely related to goal-driven behavior and is

characterized by the process of attempting to

work toward a desired held goal. For example,

in terms of health behavior, an individual may

regulate their diet in order to reach their goal of

being a healthy weight or resist a personal

temptation such as cigarettes to reach their

goal of overcoming a smoking addiction.

Self-regulatory capacity would influence how

successfully an individual pursues such goals,

alongside other factors such as the prepotency

of the action that needs to be overcome. Persis-

tence with self-regulation can lead to a temporary

state of fatigue in which self-regulatory capacity

is reduced and a state of depleted self-regulatory

capacity is associated with lapses of self-regula-

tion. In terms of the prior examples, this could

include short-term gratifications such as devia-

tions from a planned diet or the resumption of

smoking.

Self-regulatory capacity can be measured

using a wide variety of cognitive or behavioral

tests. Examples include persistence at impossible

(e.g., completing unsolvable anagrams) or aver-

sive (e.g., consuming unpleasant drinks, squeez-

ing a handgrip, cold pressor) tasks; response time

or errors made in inhibition tasks (Stroop task,

stop signal); resisting temptation (limiting alco-

hol consumption); and suppression of emotions.

The key criterion for a task that measures self-

regulatory capacity is the requirement for the

person to override an otherwise dominant

response (e.g., the desire to give up, to read the

words in the Stroop task). Tasks that are simply

difficult (e.g., complex math puzzles) or stressful

(e.g., watching an emotional video) are unlikely

to reflect the same ability. As self-control is con-

sidered to draw from a universal pool, putting two

of these tasks together, one after the other, can

provide a measure of self-control capacity – the

extent to which a person’s ability to perform

a self-control task is impaired by the initial

exertion of self-control.

Self-regulatory capacity has an important

relation to health behavior. Many behaviors

which are considered to be beneficial in the long

term such as eating a healthy diet or maintaining

an exercise regimen are notably absent from

people’s routines, while behaviors that are

demonstrably harmful in the long term such as

smoking, unhealthy diets, unprotected sexual

intercourse, or substance abuse are common in

society. The contrast between these behaviors

can be seen in the temporal distance between
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the costs and benefits: behaviors associated with

improved health will generally only show

a beneficial change over a longer term while the

costs (such as the effort required to change behav-

ior through self-regulation) are high in the short

term, whereas behaviors that show a high cost of

being harmful to health in the long term offer

immediate benefits (such as the satiation of an

immediate desire or need). In the context of tem-

poral self-regulation theory (Hall & Fong, 2007),

self-regulatory capacity acts as a moderator of the

link between an individual’s intentions for health

behavior, which are shaped by the temporal dif-

ferences between perceived costs and benefits for

an action, and the individual’s actual observed

behavior. A greater capacity for self-regulation is

predicted to be associated with the ability to

overcome prepotent responses, such as habitual

smoking, and follow intentions for behavior, such

as intention to quit smoking. Limited capacity for

regulation is predicted to be associated with

lapses in self-control and the resumption of

prepotent responses. Thus, despite the intention

to quit smoking, this would not translate into

actionable behavior.

Nature of Self-Regulatory Capacity

Despite many studies showing effects consistent

with the idea that people have a finite capacity

for self-regulation, the precise nature of self-

regulatory capacity remainsmore elusive. Gailliot,

Baumeister, DeWall, Maner, Plant, Tice, Brewer,

and Schmeichel (2007) found that (1) depletions in

self-control capacity (as evidenced by perfor-

mance on self-control tasks) were correlated with

blood glucose levels and (2) self-control perfor-

mance could be restored by blood glucose supple-

ments (namely, lemonade). On the basis of this

evidence, they argue that self-regulatory capacity

reflects the available supply of glucose. However,

it seems unlikely that the body would struggle to

quickly provide sufficient glucose to the brain

following single or repeated attempts at self-

control, and further research is needed to interrogate

the glucose hypothesis in more detail (Beedie &

Lane, 2012).

Self-regulatory capacity’s apparent depen-

dence on a glucose supply suggests a similarity

with other broader processes in executive func-

tion which are known to be affected by available

glucose levels, for example, that of the attentional

system. Self-regulation is considered to exist

alongside this diverse array of higher cognitive

processes and may work in concert with others,

particularly that of planning and error detection.

Self-regulation can be considered as a goal-

driven process because it is a process used by an

individual who seeks to override one state of

behavior, thoughts, or feelings with another goal

state. As such, an individual is required to recruit

multiple executive processes to reach goal states,

representations of one’s current state and goal

state much be held alongside a plan for how to

achieve the goal state, detection of discrepancy

(or error) between these two states must occur,

and self-regulation to change the current experi-

enced state toward the goal is required. Apparent

failures in the wider system of self-regulation

may not be restricted to a depleted self-regulatory

capacity; related systems such as that of error

detection may impair self-regulation, if there is

an incorrect perception of error between the

current state and desired state.

Like other aspects of executive function, self-

regulatory capacity is associated with the frontal

lobes. Both neuroimaging and lesion studies

indicate that self-regulatory actions such as

the control of behavioral and emotional output

is closely associated with the ventromedial pre-

frontal cortex. Alongside this, the ventromedial-

orbitofrontal cortex has been particularly

associated with the self-regulatory process of

suppressing responses that have previously been

considered rewarding. Damage to this area

often results in a diminished or absent ability to

inhibit immediately rewarding actions, even

though the semantic knowledge of an action’s

inappropriateness may still be intact. These

regions associated with self-regulatory capacity

show high connectivity with executive areas

related to the processes involved in self-monitor-

ing, which support the process of self-regulation.

The anterior cingulate cortex is associated with

the degree and nature of conflict between com-

peting responses to situations such as the short-

term desire to satiate an immediate need against
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the longer-term goal for a healthier lifestyle.

The dorsolateral prefrontal cortex has been asso-

ciated with the resolution of detected response

conflict alongside attentional and planning

behavior. These regions working in cohort are

considered to form the neural circuitry underpin-

ning self-regulation.

Individual Differences in Self-Regulatory

Capacity

In addition to situational demands on self-

regulatory capacity, there is also a body of

research suggesting that there may be stable

individual differences in self-regulatory capacity.

Some people simply seem better than others at, for

example, selecting healthy food, cheering them-

selves up, and acting in an egalitarian manner. In

support of this idea, Hofmann, Gschwendner,

Friese, Wiers, and Schmitt (2008) found that indi-

vidual differences in working memory capacity

moderated participants’ ability to self-regulate

their sexual interest, consumption of tempting

food, and anger expression. In a similar vein,

a number of authors have proposed measures of

self-regulatory capacity such as the Self-Control

Behavior Inventory (Fagen, Long, & Stevens,

1975), the Self-Control Questionnaire (Brandon,

Oescher, & Loftin, 1990), and the Brief Self-

Control Scale (BSCS; Tangney, Baumeister, &

Boone, 2004). In each case, differences have

been found between people that reliably map

onto various self-control outcomes such as task

performance, impulse control, interpersonal rela-

tions, and so on.

Building Self-Regulatory Capacity

Finally, there is some evidence that people can

build self-regulatory capacity through regular

training. For example, Muraven (2010) found

that participants who practiced self-control by

cutting back on sweets or squeezing a handgrip

over a 2-week period showed significant

improvement in self-control capacity relative to

those who practiced tasks that were comparably

effortful, but did not require self-control. This

improvement was demonstrated in a stop signal

task, unrelated to that of the training. In support

of these findings, the meta-analysis conducted by

Hagger, Wood, Stiff, and Chatzisarantis (2010)

reported large and significant effect sizes across

seven further tests of the training hypothesis.

Cross-References

▶Cold Pressor Task

▶Ego-Depletion

▶Emotion

▶Limited Resource

▶ Prejudice

▶ Self-Control
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Synonyms

Ego-depletion; Limited resource; Self-control

failure

Definition

Self-regulatory fatigue refers to the temporary

depletion of individuals’ capacity for self-

control. In a state of self-regulatory fatigue, indi-

viduals find it harder to resist making impulsive

purchases, inhibit prejudice, or regulate their

own emotions (an effect often termed “ego-

depletion”). Self-regulatory fatigue arises from

the extended use of self-regulation, which is

thought to be a limited resource.

Description

Limited Self-Regulatory Capacity

Self-regulatory fatigue describes the temporary

impairment in self-control performance after

prior exertions of self-control (an effect also

referred to as “ego-depletion”). The strength

model of self-regulation, first suggested by

Baumeister, Heatherton, and Tice in 1994,

draws the analogy between muscular fatigue

and self-regulatory fatigue. Muscular fatigue

occurs after repeated or prolonged acts of physi-

cal exertion, where longer or more effortful exer-

tions lead to a greater experience of fatigue.

Similarly, persistent acts of self-regulation, such

as the overriding of impulses, result in a mental

fatigue, limiting the effectiveness of further reg-

ulatory efforts. Again, longer or more effortful

exertions of self-regulation lead to a greater expe-

rience of self-regulatory fatigue. Like muscular

fatigue, rest and recuperation are hypothesized to

restore the temporary depletion in self-regulatory

strength.

It is important to distinguish between subjec-

tive and actual self-regulatory fatigue, although

the two can coincide. Self-regulatory persistence

and ego-depletion is associated with the physio-

logical indications and subjective feelings of

fatigue such as somnolence and decreased atten-

tion. Subjective fatigue is thought to mediate

between exertions of self-regulation and subse-

quent decrements in self-regulatory ability. How-

ever, subjective fatigue – or the belief that one is

fatigued – can have effects that are independent

of actual fatigue. Despite experiencing prior

effortful self-regulation, individuals perceiving

themselves to be low in fatigue can engage in

subsequent regulation more effectively than

those perceiving themselves to be high in fatigue.

A second contributing factor to the state of self-

regulatory fatigue is motivation. Individuals may

cease persistence at self-regulation if they believe

that the effort exerted during self-regulation costs

more than the outcome of self-regulation is

worth. Self-regulatory fatigue is, therefore, not

merely a state of exhaustion in which the individ-

ual is willing to engage a task and yet unable to

persist but can also lead to acquiescence – the

person willfully consents to relax self-control

because they are not motivated to do otherwise.

Measuring Self-Regulatory Fatigue

The state of the resource required for self-

regulation (assuming that one subscribes to

a limited resource model of self-regulation) has

proven difficult to objectively measure. At pre-

sent, the primary means of measuring self-

regulatory fatigue is a comparison of perfor-

mance at a self-regulatory task between individ-

uals in a depleted state (those having exerted

prior self-regulation) against individuals in

a nondepleted state (those having completed

a similar task that does not require self-regula-

tion). Because experimental studies of ego-

depletion rely on a comparison of self-regulatory

task performance pre- and postdepletion, they

only indirectly measure the limited resource.

As a result, the relationship between subjective

fatigue, motivation, and self-regulatory fatigue is
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still unclear. Blood glucose levels have been

reported to show a correlation with self-

regulatory fatigue, suggesting a positive link

between available caloric energy to the brain

and available mental resource (Gailliot, 2008).

This development offers an alternative avenue

to exploring self-regulatory fatigue and the

dynamics of ego-depletion through physiological

measures rather than behavioral outcomes. How-

ever, suggestions of a direct, causal link have

been criticized because recorded changes in

blood glucose are too small to account for differ-

ences between depleted and nondepleted states

(Beedie &Lane, 2012). Alternative physiological

measures, such as glycogen store levels and

heart rate variability, have been suggested as

means of measuring resource availability and

self-regulatory fatigue.

Overcoming Self-Regulatory Fatigue

The effects of self-regulatory fatigue may be mod-

erated or counteracted by a number of means. The

induction of a positive mood by others including

humor and laughter, observation of others under-

going successful self-regulation, salient social

goals, primed ideas of success, a broadened

mindset through self-affirmation, external attribu-

tion of the causes of depletion, perception of a low

state of fatigue, simultaneous tensing or firming of

muscles, and monetary incentives all serve to

encourage individuals to persist at self-regulation.

However, inmany cases, this increased persistence

is believed to be associated with a decreased moti-

vation to conserve remaining resources, rather

than a restoration of resource levels. Poor perfor-

mance in an unannounced third self-regulatory

task after the standard two-task design often indi-

cates that depleted participants have persisted

beyond their typical point of self-regulatory

fatigue rather than restored resource. Further inter-

ventions, such as the prior practice of self-

regulation tasks or the formulation of implemen-

tation intentions (“if. . . then. . .” plans), serve to

encourage persistence at self-regulation through

moderating the effort required to expend during

successful self-regulation (Webb & Sheeran,

2003). Self-regulatory fatigue may only be over-

come on a longer-term basis through the

replenishment of available regulatory resource,

which is thought to only occur with caloric intake,

or rest and relaxation. Sufficient sleep is closely

connected with the reduction of subjective fatigue

and with performance on cognitive tasks; while it

has been suggested to reduce self-regulatory

fatigue, it is yet to be formally integrated into the

strength model.

Wider Implications of Self-Regulatory Fatigue

Self-regulatory fatigue has been implicated in

a number of problems for both the individual

and society. While warnings about substance

abuse, risky sexual practice, and unhealthy diets

are extensively promoted, there equally exists

a widespread failure of individuals to adhere to

these guidelines or rules. Experimental studies

such as those examining alcohol or unhealthy

food consumption demonstrate that these behav-

iors are affected by both self-regulatory fatigue

and individuals’ chronic tendencies. A chronic

tendency that is typically suppressed, such as

a high temptation to drink alcohol, becomes

more likely to shape behavior when an individual

is depleted. In contrast, an individual with

low trait temptation to drink alcohol might

show no change in alcohol consumption when

depleted because it is not necessary to engage in

self-regulation. Further examples of behaviors

affected by self-regulatory fatigue include impul-

sive or overspending, emotional regulation such

as anger management, interpersonal interaction,

self-presentation or impression formation, and

stereotype suppression.
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Synonyms

Self-report inventory

Definition

Self-report includes an individual’s reports about

what they are feeling, what they are doing, and

what they recall happening in the past (Stone

et al., 2009).

These are captured by validated self-report

questionnaires, of which there are many. Indeed,

one of the challenges facing behavioral medicine

is the bewildering variety of measurement

instruments (Dekker, 2009). Although validated,

the limitations of self-report questionnaires are

that the researcher is dependent on the research

participant to be completely truthful and

unbiased and to be able to accurately remember

details.
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▶ Self-medication
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Biographical Information

Dr. Martin Seligman

Martin E. P. Seligman was born August 12, 1942,

in Albany, NY. He received his A.B. from

Princeton University in 1964 and his Ph.D. in

Psychology from the University of Pennsylvania

in 1967 (Shah, n.d.). After receiving his doctor-

ate, he began his career as an assistant professor

at Cornell University in Ithaca, NY. He soon

returned to the University of Pennsylvania

where he was promoted to associate professor

and to professor of Psychology and then to direc-

tor of the Clinical Training Program. He is cur-

rently the Zellerbach Family Professor of

Psychology in the Department of Psychology at

the University of Pennsylvania and the director

of the Positive Psychology Center (University of

Pennsylvania, 2007). Early in his career,

Seligman studied depression and defined the the-

ory of learned helplessness and pessimism. His

worked progressed from a focus on pessimism to

optimism, and hence from depression to happi-

ness. He believed that psychology focused too

much on mental illness and not enough on

health and flourishing; thus, he pioneered the

field of positive psychology in 2000 (Seligman &

Csikzentmihalyi, 2000).

Major Accomplishments

In 1996, Seligman was elected president of the

American Psychological Association (APA) by

the largest vote in history. As president, he chose

the theme of positive psychology and called for

an integration of human flourishing, strengths,

and virtues into the science and practice of

psychology. He noted that psychology and psy-

chiatry had focused primarily on mental illness

(e.g., depression, suffering, victimization, anger,

anxiety), but had forgotten positive forms of

mental health (e.g., positive emotion, engage-

ment, positive relationships, purpose, accom-

plishment) (Seligman, 2008). His mission in the

APA paralleled his personal mission to promote

positive psychology.

In 2008, he began his next mission: to promote

a new movement in psychology, positive health

(Seligman, 2008). He argued that people desire

more than just the absence of suffering and pain;

they desire well-being and flourishing that in

itself can be protective against mental illness

and disease. Thus, he defined positive health as

the subjective, biological, and functional realms

that can predict positive aspects of mental health,

e.g., longevity, positive emotion, prognosis, and

suggested areas for which positive health could

be incorporated into studies of well-being and

illness.

Seligman has published 20 books and over 200

articles on motivation and personality, including

best sellers such as Learned Optimism, Authentic
Happiness, and The Optimistic Child (Shah, n.d.).

He is one of the most often-cited psychologists

and the thirteenth most likely name to appear in

a general psychology textbook (TED Confer-

ences LLC, 2008). Seligman also created the

Masters of Applied Positive Psychology program

at the University of Pennsylvania. Many institu-

tions, including the National Institute on Aging,

the National Science Foundation, and the
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National Institute of Mental Health, have

supported his research. He has received numer-

ous awards, including two Distinguished Scien-

tific Contribution awards from the APA, the

William James Fellow Award, and the James

McKeen Cattell Fellow Award from the Associ-

ation for Psychological Science, the MERIT

Award from the National Institute of Mental

Health, the Laurel Award of the American Asso-

ciation for Applied Psychology and Prevention,

and the Lifetime Achievement Award of the

Society for Research in Psychopathology.

Cross-References

▶Learned Helplessness
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Biographical Information

Dr. Hans Selye 1973

Photo by Yousuf Karsh

Hans Selye was born on January 26, 1907, in

Vienna, Austria. His mother Maria Felicitas

Langbank was an Austrian, his father Hugo

Selye was a Hungarian military surgeon, and his

grandfather and great grandfather were family

doctors. Selye completed his elementary and sec-

ondary school education in Komarno (Slovakia).

Since 1924 he studied medicine in Prague, Rome,

and Paris, and obtained his diploma at the

German University of Prague in 1929. He started

his research at the Institute of Experimental

Pathology in Prague, and got his doctorate in

biochemistry in 1931.

A Rockefeller Research Fellowship allowed

Selye to continue his scientific career at the

Department of Biochemical Hygiene of the

Johns Hopkins University in Baltimore in 1931,
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and then from 1932 at the Department of Bio-

chemistry of the McGill University in Montreal.

He became lecturer then associate professor in

biochemistry, and also in histology. He received

Canadian citizenship in 1939, and became Doctor

of Sciences in 1942. From 1945 to 1976 he

directed the Institute of Experimental Medicine

and Surgery (IMCE) at the University of Mon-

treal, which gained international reputation under

his leadership. After his retirement he remained

active as founding president of the International

Institute of Stress in Montreal (1976), and as

co-founder of the Hans Selye Foundation

(1979) until his death on October 15, 1982.

Selye held honorary doctorates from 18 uni-

versities, was a member of the Academy of Sci-

ence of the Royal Society of Canada and 43

scientific societies, was an honorary citizen of

many cities and countries, and received numer-

ous high-ranking awards and distinctions. He was

nominated for the Nobel Prize in physiology or

medicine for 10 consecutive years (first in 1949),

but he never received it. In 2006 he was inducted

as a member of the Canadian Medical Hall of

Fame.

Major Accomplishments

Selye is one of the most well-known, most pro-

ductive scientists of the twentieth century. He

wrote his name in the history of science by intro-

ducing the concept of stress. As a result of his

work the word “stress” previously used in other

contexts gained a physiological meaning and has

been adopted in all languages. His research work

had great impact in the field of endocrinology,

physiology, biochemistry, epidemiology of

chronic diseases, and behavioral medicine, not

only on scientific thinking but also among lay

people all around the world. Selye authored or

coauthored 39 books and over 1,600 scientific

articles, and his work has been estimated to

have been cited in more than 300,000 scientific

papers, although Somorjai (2007) could compile

a list of only 800 of all his publications.

Selye’s most important finding, the discovery

of the stress syndrome, was accidental during his

attempts to isolate a special female hormone from

the placenta (Selye, 1964, 1967b). The originality

of his thinking was that he started to research the

significance of the nonspecific reactions that

he observed. His first short note describing “the

nonspecific response to nocuous agents” was

published in Nature in 1936, followed in the

same year by a longer article in The British Journal

of Experimental Pathology describing the General

Adaptation Syndrome. In the following years, he

systematically developed his comprehensive the-

ory on stress (Selye, 1950) and envisaged the

existence of diseases of adaptation (Selye, 1946).

His researches on steroids turned his interest

to the inflammatory process (Selye, 1943, 1949,

1965), then to the phenomena of calciphylaxis

(Selye, 1962) and of thrombohemorrhagy

(Selye, 1967a). Through these experiments he

confirmed his hypothesis that diseases such as

heart disease, rheumatoid arthritis, anaphylaxis,

depression, autoimmune diseases, and Alzheimer

disease are in fact all diseases of adaptation.

Although his experiments were always on ani-

mals, over the years Selye becamemore andmore

interested in how his research results could be

applied to medicine and to society. While his

original definition of stress – “nonspecific

response of the living organism to any stimuli,

for example, effort, focused attention, pain, ill-

ness, failure, joy, success, that cause changes,” –

implied that the stressor can be either pleasant or

unpleasant, since similar physiological/biochem-

ical changes are produced, he later made the

distinction between good stress (eustress) and

bad stress (distress) (Selye, 1974).

Selye expanded his model to include Percep-

tion, Conditioning Factors, and Coping Mecha-

nisms. This so-called Selye – Smith Conceptual

Model of Stress Variables served as theoretical

basis to the comprehensive course “Stress Man-

agement for Optimal Health” offered by Selye’s

Institute first to health professionals and then

to the lay public (Smith & Selye, 1979). Selye

proposed that stress education and stress manage-

ment should be important elements of preventive

medicine.

Research was a passion for Selye. He was very

much interested in great discoveries, the history
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and psychology of science, and in personal char-

acteristics of scientists. These topics appeared in

his lectures, books, and also in his every day

discussions. He emphasized that original ideas

were the most important elements in research

that must be tested and proved by well-designed

experiments. He also gave special attention to

research methodology. On one hand, he was

reluctant to adapt complicated technological

methods, and he emphasized in all forums that

one always should try to view the entire organism

in its complexity and not to get lost with tiny little

details without considering how they relate to the

whole organism (Selye, 1967b). On the other

hand he introduced new methods in experimental

surgery (Selye, Bajusz, Grasso, & Mendell,

1960). He also carefully selected his laboratory

assistants based on their skillfulness.

Effective information processing was another

key element of Selye’s exceptional productivity.

He systematically developed his library that

became world famous. He worked out his own

“Symbolic Shorthand System for Medicine and

Physiology” (SSS) that was subsequently

published and used until the start of the computer

era (Selye & Mishra, 1957). He also followed

a very structured daily schedule at his Institute

as well as in his private life (Selye, 1964). Selye

was also a charismatic teacher. He shared his

knowledge and his devotion to science with his

fellow workers and students, exerting a deep

influence on their lives and careers. He invited

talented young researchers from all over the

world to work in his Institute. He also invited

many world renowned professors (the so-called

Claude Bernard Professors). Thus, young

researchers had the opportunity to meet famous

personalities. They not only delivered one or two

lectures, but participated in daily routine of the

Institute and at informal dinners and discussions

at Selye’s house. Selye also traveled over the

world and very often he obtained the recognition

of his audience not only by his research results

and presentation style, but also by giving his

lecture in the language of the respective country.

He not only shared his experiences with the

scientific community, but could transmit his

knowledge about stress, the process of scientific

research, and related subjects to the general lay

population by writing several popular books such

as The Stress of Life (1956), From Dream to

Discovery (1964), In Vivo: The Case for Supra-

molecular Biology (1967b), and Stress without

Distress (1974) that have been translated into

many languages.

Selye’s scientific heritage is formally

maintained by the Hans Selye Foundation, Mon-

treal, Canada, www.stresscanada.org.
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Definition

Serostatus refers to the extent to which HIV

antibodies can be detected in an individual’s

serum. This detection is an indicator of HIV

infection.

Description

An individual is considered to be seronegative

when the amount of HIV antibodies are not suf-

ficient enough to be detected using an antibody

test, although indication of HIV infection can be

determined through the use of more sensitive

culture, antigen, and viral gene detection

techniques (Fultz, 1989; Kaslow & Francis,

1989; O’Malley, 1988). Individuals who are sero-

negative may not produce HIV antibodies for

months or year after HIV infection, or they may

stop producing these antibodies after some

unknown time interval. There is a long incubation

period associated with being seronegative; indi-

viduals may not show physical symptoms associ-

ated with HIV/AIDS for several months or years

after the initial HIV infection. As such, it is

difficult to determine the ability of seronegative

individuals to spread HIV (Kaslow & Francis,

1989).

An individual is considered to be seropositive

when HIV antibodies are detected on a HIV anti-

body test (Fultz, 1989; O’Malley, 1988). Individ-

uals who have detectable HIV antibodies are

considered to be “HIV-positive.” The period of

time between HIV infection and seroconversion

(the presence of detectable antibodies in the

serum) may range from 2 weeks to 3 months;

this period of time is referred to as the “window

period” (Stine, 2003).

Some individuals who are seropositive, or

“HIV-positive,” exhibit symptoms associated

with an acute mononucleosis-like syndrome

immediately after being infected with HIV.

This syndrome has been known as acute HIV

syndrome or acute retroviral syndrome; its symp-

toms include sweats, lethargy, headaches, muscle

aches, fever, and sore throat (Fultz, 1989; Stine,

2003). Not all seropositive individuals experience

this syndrome. Other seropositive individuals

remain asymptomatic for several weeks. All sero-

positive individuals, whether symptomatic or

asymptomatic, are infected with HIV and can

infect others through blood and genital secretions

and by transmission from mother to fetus (Fultz,

1989; O’Malley, 1988). In 2001, the Center for

Disease Control and Prevention proposed the

Serostatus Approach to Fighting the HIV

Epidemic (SAFE) program to encourage aware-

ness that individuals may be HIV-positive even if

they appear to be outwardly healthy. This program

attempted to reduce the spread of HIV by

extending prevention services and improving

treatment adherence for individuals with

a seropositive status and by providing training to

individuals who give these services (Normand,

Vlahov, & Moses, 1995; Stine, 2003).

Being notified of a seropositive status is

associated with behavioral and psychological

changes. For instance, individuals who receive

a positive test result may reduce their high-risk

sexual activity. However, they also may expe-

rience increased stress and depression. Also,

these individuals may feel compelled to dis-

close their HIV status to family, friends, and

potential sexual parents. Some barriers associ-

ated with the disclosing HIV status include the

disclosure of a stigmatized identity (such as

being gay or an intravenous drug user), the

fear of losing health insurance or employment,

and the concern of being stigmatized by family

and friends (Stall, Coates, Mandel, Morales, &

Sorensen, 1989).
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Definition

Serotonin (5-hydroxytryptamine or 5-HT) is a

neurotransmitter that is particularly important

in central nervous system modulation. It is

involved in the regulation of mood, appetite,

and sleep, and in the cognitive functions of learn-

ing and memory.

Modulation of serotonin at synapses is thought

to be a major action of several classes of pharma-

cological antidepressants, including selective

serotonin reuptake inhibitors (SSRIs).
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▶Depression: Treatment

▶ Sleep
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Synonyms

SERT; SLC6A4 (solute carrier family 6,

member 4)

Definition

In humans, the gene that encodes for the serotonin

transporter is called the serotonin transporter gene

which is modulated by the functional serotonin-

transporter-linked polymorphism (5-HTTLPR),

a variable number of tandem repeats in the 5’

promoter region.

Description

The neurotransmitter serotonin (5-hydroxytrypta-

mine, 5-HT) is probably best known for its modula-

tion of neural activity and the modulation of various

neuropsychological processes such as mood, per-

ception, emotion, and cognition. Serotonin is

also implicated in the pathogenesis of many psychi-

atric and neurological disorders and furthermore,

it is involved in brain development and plasticity

of brain areas related to cognitive and emotional

processes (Berger, Gray, & Roth, 2009; Trevor,

Katzung, & Masters, 2010). Additionally, the sero-

tonin transporter is considered to be the initial site

of action of broadly used antidepressant drugs, such

as selective serotonin uptake inhibitors (SSRIs),

and several potentially neurotoxic compounds.

Following neuronal stimulation, serotonin is

transmitted into the synaptic cleft and then binds

to receptors on the membrane of the postsynaptic
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neuron. Serotonin is then removed from the syn-

aptic cleft via special proteins, called trans-

porters. Serotonin transporters are located in the

serotonin neuron; they transport serotonin from

the synaptic cleft back into the presynaptic neu-

ron in both the brain and many peripheral tissues

terminals. In humans, the gene that codes for the

serotonin transporter contains a number of com-

mon variants (polymorphisms), including the

serotonin-transporter-linked promoter region

(5-HTTLPR) of the serotonin transporter gene

(SLC6A4). This polymorphism is located

upstream of the transcription start site on the

long arm of the 17th chromosome (17q11.1-q12).

The majority of alleles are composed of either

fourteen (“short” or “S” allele) or sixteen repeated

(“long” or “L” for allele) units, which differen-

tially modulate on the expression and function of

5-HTT. The short form of 5-HTTLPR has been

associated with a reduced transcription of the

5-HTT gene, which leads to a decreased 5-HTT

expression and availability and also a reduced

5-HT uptake (Lesch et al., 1996). In addition to

the S and L alleles, there is an A> G single nucle-

otide polymorphism (SNP), a single nucleotide

variation in a genetic sequence, upstream of the

repetitive region that comprises the 5-HTTLPR.
The derived LG allele has been associated with

decreased 5-HTT transcription relative to the LA
allele. The frequency of 5-HTTLPR alleles can

vary substantially across ethnic groups, thus,

showing population stratification.

The short allele variant of 5-HTTLPRwas first

reported to be associated with personality traits

such as neuroticism and harm avoidance (Lesch

et al.,). Subsequent work has reported 5-HTTLPR
allelic variation to a wide range of phenotypes

including aggression, anxiety, and affective dis-

orders. Most studies have implied that 5-HTTLPR
has only a moderate impact on these behavioral

predispositions of 3–4% or less of the total vari-

ance. The less active S allele has been associated,
either by itself or in interaction with adverse life

events, with abnormal levels of anxiety, fear, and

depression. Despite the association between pres-

ence of the S allele and psychopathology, studies

of patient responsiveness to SSRIs suggest no

strong link between 5-HTTLPR genotype and

drug effectiveness.

However, if the S allele produced only delete-

rious consequences, evolutionary pressures

should have led to its removal from the gene

pool. Thus, more recent studies have begun to

accrue evidence for favorable phenotypes associ-

ated with the S allele. For example, studies

revealed an improved performance in (social)

cognition in individuals with the S allele

(Homberg & Lesch, 2010). On the other hand,

the L allele, originally viewed as the protective

allele, also has negative associations with at-risk

phenotypes, such as cardiovascular health (e.g.,

increased cardiovascular reactivity and greater

probability of myocardial infarction) (Fumeron

et al., 2002; Williams et al., 2001) or certain

psychiatric diseases (e.g., psychosis or

posttraumatic stress disorder, PTSD) (Goldberg

et al., 2009; Grabe et al., 2009). In addition to

allelic association on observed phenotypes, there

is growing evidence for gene-by-environment

(G x E) interactions, suggesting that individuals

possessing the S allele are predisposed to an

increased risk for major depression or suicidal

ideation as a function of early life stress. The

first evidence for this G x E interaction in humans

was presented by Caspi et al., (2003) who inves-

tigated more than 800 individuals over 23 years

and found that life stress and depression was

moderated by the 5-HTTLPR genotype. Individ-

uals with the S allele showed a higher probability

of depressive symptoms, diagnosis of depression

and suicidal attempts when exposed to stressful

life events. However, replication studies have

shown somewhat inconsistent results and thus,

these findings are still a matter of debate. In

addition to behavioral studies, noninvasive func-

tional MRI (fMRI) studies have also shown that

structural and functional characteristics of neural

circuits involved in emotion and cognition can be

moderated by the interaction of life stress and

5-HTTLPR genotype.

Most recently, investigators have come to rec-

ognize the potential gene regulatory role of epi-

genetic mechanisms in mediating environmental

effects on brain function and on behavior
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(Rutter, Moffitt, & Caspi, 2006). For example, it

has been argued that environmental influences

bear the potential to persistently modify neuronal

units during early development by epigenetic

programming of emotionality (Weaver et al.,

2004; Weaver, 2007). This has first been shown

with respect to the glucocorticoid receptor gene

and individual differences in rodents’ stress reac-

tivity: variations in maternal care have been

shown to modify the expression of genes that

regulate behavioral and endocrine responses to

stress and hippocampus synaptic development.

Thus, alterations of particular genomic regions

within the 5-HTT in response to varying environ-

mental conditions might serve well as a major

source of variation in biological and behavioral

phenotypes. Indeed, there is now emerging evi-

dence linking 5-HTTLPR genotype to individual

differences in epigenetic methylation (Philibert

et al., 2007, 2008).

Studies that use biological endophenotypes,

such as stress-induced HPA activation, might

be more strongly associated with a specific poly-

morphism than a psychiatric disorder (Uher &

McGuffin, 2010). However, given the fact that

brain serotonin and more specifically 5-HTTLPR

shows pleiotropic behavioral effects, we need to

learn and understand more about the biological

function and how 5-HTTLPR becomes associ-

ated with various different phenotypes. The

modulation of these multiple behavioral pro-

cesses might very likely be regulated by multiple

serotonin receptors that are expressed in multiple

brain regions. In summary, 5-HTTLPR seems to

play an important, though not yet fully under-

stood, role in behavioral medicine. We will

likely gain new serotonergic drugs and disease

treatments as well as a more thorough under-

standing of complexity of human biology from

this research.
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Serum

Briain O. Hartaigh

School of Sport and Exercise Sciences,

The University of Birmingham,

Edgbaston, Birmingham, UK

Synonyms

Antiserum; Sera

Definition

Serum is blood plasma with the coagulatory

proteins removed. It is a clear, pale-yellow, thin,

and sticky fluid that moistens the surface of serous

membranes or that is secreted by such membranes

when they become inflamed. In blood, serum is

obtained after coagulation, upon separating whole

blood into its solid and liquid components. This is

achieved whereby blood is drawn from the subject

and is allowed to naturally form a blood clot. After

blood is allowed to clot and stand, a centrifuge is

used to extract the red blood cells and the blood

clot, which contains platelets and fibrinogens. In

practice, blood serum is used in numerous diag-

nostic tests as well as blood typing.
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Sexual Activity

▶ Sexual Behavior

Sexual Behavior

Jennifer L. Brown

Department of Behavioral Sciences and Health

Education, Emory University School of Public

Health, Atlanta, GA, USA

Synonyms

Sex; Sexual activity

Definition

There is a diverse array of activities that can be

classified as sexual behavior: masturbation, oral-

genital stimulation (oral sex), penile-vaginal

intercourse (vaginal sex), and anal stimulation

or anal intercourse. Sexual behaviors may also

include activities to arouse the sexual interest of

others or attract partners. Individuals engage in

sexual behaviors for a variety of reasons, differ

in their acceptability based on societal norms, and

change across the lifespan.

Description

What is Sexual Behavior: Types of Sexual

Behaviors

Sexual behavior includes a wide variety of activ-

ities individuals engage in to express their

sexuality (Crooks & Baur, 2008). Abstinence

and celibacy are terms used for individuals who

do not engage in certain or any sexual behaviors.

Kissing and touching are sexual behaviors that

stimulate the erogenous zones of one’s partner.

Masturbation is a sexual behavior referring to

stimulation of one’s genitals to create sexual

pleasure. Individuals may also engage in oral

stimulation of a partner’s genitals; terms used to

describe oral-genital stimulation include: oral sex

(referring broadly to oral-genital stimulation),

cunnilingus (oral stimulation of the vulva),

and fellatio (oral stimulation of the penis). Anal

stimulation includes either touching around the

anus or penile insertion in the anus (often referred

to as anal sex). Penile-vaginal intercourse involves

insertion of the penis into a female’s vagina; this

behavior too has a variety of other synonymous

terms (e.g., vaginal sex, coitus). The frequency

that these and other sexual behaviors are engaged

in has enormous individual variability and may

differ based upon many factors (e.g., social accept-

ability, age).

Sexual Behavior: The Role of Societal Norms

Societal norms for acceptable sexual behaviors

differ across cultures. Paraphilia refers to less

common sexual behaviors within a given society

or culture; an example of such behavior is a

fetish. In some cultures, the nature of the

relationship affects which behaviors are deemed

acceptable. For instance, sexual behavior may be

deemed appropriate only within the context

of marriage. Similarly, societal perspectives on

sexual orientation may influence whether sexual

behaviors are viewed as socially acceptable.

Reasons for Sexual Behavior Engagement

Individuals engage in sexual behaviors for

a multitude of reasons. Sexual behavior may be

engaged in to experience sexual pleasure, sexual

arousal, or orgasm. Procreation or a desire for

children may motivate sexual behavior. Sexual

behaviors may also be used to earn money or

acquire other goods or services; prostitution

refers to the exchange of a sexual behavior for

monetary or other compensation. Additionally,

pornography may motivate engagement in sexual

behaviors. Unfortunately, sexual behaviors

also occur in nonconsensual or coerced

contexts (e.g., rape) and in the form of abuse

(e.g., child sexual abuse) or sexual exploitation

(e.g., pedophilia). Sexual behavior engagement
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may also have unintended consequences

(e.g., unplanned pregnancy) or pose health risks

associated with the acquisition of sexually trans-

mitted diseases, including human immunodefi-

ciency virus (HIV).

Developmental Perspectives on Sexual

Behavior Engagement

Engagement in sexual activity changes across

one’s lifespan, and there is considerable varia-

tion in sexual development (Crooks & Baur,

2008). During childhood, sexual behaviors may

include self-stimulation of the genitals or

engagement in play that may be viewed as sex-

ual in nature (e.g., “playing doctor” with a peer).

Puberty typically occurs during adolescence and

results in dramatic physical changes including

the development of secondary sex characteris-

tics. Adolescence is typically linked to increases

in sexual activity, both self-stimulation behav-

iors and sexual behavior with partners. During

adulthood, and as people age, there is consider-

able individual variation of sexual behavior

engagement.
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▶ Sexual Functioning

Sexual Functioning

Robyn Fielder

Center for Health and Behavior, Syracuse

University, Syracuse, NY, USA

Synonyms

Sexual dysfunction

Definition

Sexual functioning is characterized by absence of

difficulty moving through the stages of sexual

desire, arousal, and orgasm, as well as subjective

satisfaction with the frequency and outcome of

individual and partnered sexual behavior.

Description

Sexual functioning is an important aspect of

quality of life. Our understanding of sexual

functioning is influenced by not only the current

state of medical knowledge but also the social

values upheld in our culture. Healthy sexual

functioning is characterized by a lack of pain or

discomfort during sexual activity and a lack

of physiological difficulty moving through

the three-phase sexual response cycle of

desire, arousal, and orgasm. In addition, sexual

functioning is indicated by subjective feelings of

satisfaction with the frequency of sexual desire

and sexual behavior, as well as subjective pleasure

during individual and partnered sexual activity.

Kaplan’s three-phase model is the basis for

current models of healthy sexual response. The

desire phase consists of sexual fantasies and

desire to engage in sexual behavior. The arousal

phase involves subjective feelings of pleasure

along with physiological changes conducive to

sexual intercourse. Males experience penile

tumescence and erection, and females experience

pelvic vasocongestion and vaginal lubrication.

The orgasm phase consists of peak feelings of
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sexual pleasure and a release of sexual tension.

Males ejaculate semen, whereas females

experience contractions of the outer vaginal

wall; additionally, in both males and females,

the anal sphincter contracts. Individuals may

experience physiological and/or psychological

difficulties at any or all of the three phases of

sexual response. A resolution period, character-

ized by relaxation and, for males, a refractory

period, follows orgasm.

Etiology of Sexual Dysfunction

The etiology of sexual problems is often a

complex combination of biological/medical,

psychological, and social factors. For example,

the sexual dysfunction may be secondary to

a chronic health condition or psychotropic

medication. In other cases, performance anxiety,

low mood, or previous traumatic experiences

may impair sexual functioning. Moreover,

conflicts within a relationship as well as within

the larger sociocultural context may affect an

individual’s sexual functioning. Due to the

variety of potential predisposing, precipitating,

and maintaining factors, clinicians are encouraged

to take a biopsychosocial approach to assessment

and treatment of problems in sexual functioning.

Sexual Dysfunction Disorders

Consistent with the medical model of disease,

most research and scholarship focuses on

sexual dysfunction rather than healthy sexual

functioning. The American Psychiatric Associa-

tion’s Diagnostic and Statistical Manual of

Mental Disorders (2000) describes nine main dis-

orders of sexual dysfunction, which are grouped

into four categories: desire, arousal, orgasm, and

pain. All nine disorders share some common

diagnostic criteria: the dysfunction is persistent

and recurrent; the dysfunction is not substance-

induced, due to a general medical condition, or

part of another Axis I mental disorder; and the

dysfunction causes clinically significant distress

or interpersonal difficulty. Sexual dysfunctions

are also classified according to their onset

(lifelong or acquired), context (generalized or

situational), and etiology (due to psychological

factors or due to combined psychological and

medical factors). Additional diagnostic options

include sexual dysfunction due to a general

medical condition, substance-induced sexual

dysfunction, and sexual dysfunction not other-

wise specified.

Desire disorders are characterized by lack of

interest in sex, absence of sexual fantasies and

sexual behavior, or fear of sexual contact.

In hypoactive sexual desire disorder, there is

a low level of sexual fantasy and desire for sex.

In sexual aversion disorder, genital sexual

contact is feared and actively avoided.

Arousal disorders are characterized by

difficulty attaining or maintaining sexual arousal.

Male erectile disorder is the most researched type

of sexual dysfunction and receives the most

media attention, particularly since the advent of

Sildenafil (Viagra) in 1998. Erectile dysfunction

is the inability to maintain an erection adequate

for sexual penetration until completion of sexual

activity. Female sexual arousal disorder is the

inability to attain or maintain vaginal lubrication

until completion of sexual activity.

Orgasm disorders are characterized by delay

in or absence of orgasm on one extreme, or, on

the other extreme, by occurrence of orgasm

before the individual wants. In female orgasmic

disorder and male orgasmic disorder, orgasm

is delayed or absent despite normal sexual

arousal and sufficient sexual stimulation.

Premature ejaculation describes the occurrence

of ejaculation with minimal stimulation before,

upon, or soon after penetration and before the

individual wants to orgasm.

Sexual pain disorders are characterized by

genital pain that is not due to a general medical

condition. In dyspareunia, which affects both

males and females, genital pain occurs during

sex. In vaginismus, involuntary muscle spasms

of the vagina prevent penetration or may cause

pain if it is attempted.

Prevalence of Sexual Dysfunction

Epidemiological surveys suggest problems with

sexual functioning are common among the

general population. For example, prevalence

rates of premature ejaculation, erectile dysfunc-

tion, and female orgasmic disorder are 5%, 5%,
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and 10%, respectively, among community

samples (Wincze & Carey, 2001). Symptoms

that do not meet full diagnostic criteria for

a sexual dysfunction disorder are likely much

more common. Patients struggling with sexual

health problems may be reluctant to seek medical

consultation due to embarrassment or privacy

concerns. Many health care providers are also

uncomfortable discussing sexuality, so patients’

sex-related questions and concerns may be

neglected in clinical settings.

Assessment of Sexual Functioning

Clinicians are advised to employ multimethod

assessment of sexual functioning by including

medical, psychosocial, and psychophysiological

components. All three perspectives provide valu-

able information that aids in diagnosing sexual

dysfunction, hypothesizing the etiology of the

problem, and developing an appropriate treat-

ment plan.

A medical evaluation is an essential piece of

the sexual functioning assessment. A general

physical examination allows for biological

causes (e.g., general medical conditions, such as

diabetes or cancer, as well as other vascular,

neurologic, or hormonal conditions) to be

ruled out. A gynecological or urological exam

ensures no anatomical complications. Physical

symptoms, such as bleeding or pain, can also be

addressed. Medical providers should attend to

any notable medical history (e.g., surgeries) as

well as any prescription medications or substance

use that may affect sexual functioning.

For the psychosocial evaluation, an interview

is essential to learn about the onset, frequency,

intensity, and duration of the presenting com-

plaint(s). In addition, clinicians should assess

pertinent areas including family history, adoles-

cence, significant relationships in adulthood,

sexual history, and sexual abuse or trauma.

Although an individual patient may present with

sexual complaints, difficulties with sexual func-

tioning are often better understood in the context

of the individual’s sexual relationship. In many

cases (e.g., when working with a patient who is

married or in a committed relationship),

involving the patient’s sexual partner in the

psychosocial evaluation (with the patient’s

permission) facilitates a better resolution. It is

often advisable to interview the patient’s sexual

partner separately to find out more about the

presenting complaint. A joint interview with

the patient and his or her partner also provides

additional insight into the couple’s interaction

style, relationship quality, and non-sex-related

problems that may cause interpersonal tension.

For some patients, self-administered question-

naires may be used to supplement the psychosocial

interview. Questionnaires may provide an easier

method whereby to disclose sensitive information

compared to a face-to-face interview.

The third potential component of the evaluation

is psychophysiological assessment. Depending on

the presenting complaint, psychophysiological

measures can be quite helpful in differential diag-

nosis. For example, nocturnal penile tumescence

is the gold standard for differential diagnosis for

male patients with erectile dysfunction. Inability to

obtain erections during sleep indicates a medical

cause, whereas ability to maintain erections during

sleep suggests a psychosocial cause.

Treatment of Sexual Dysfunction

Often the first therapeutic intervention occurs

during the comprehensive assessment. During

the psychosocial and medical evaluations,

clinicians normalize the patient’s problem, pro-

vide information, and correct misunderstandings.

Formal treatment plans will depend on the

presumed cause of the sexual dysfunction.

Medical treatments include options such as

pharmacotherapy (e.g., Viagra for erectile

dysfunction), gels and creams (e.g., lubricating

gels to compensate for problems with female

arousal), hormone replacement therapy (e.g.,

testosterone to increase sexual desire), and

surgery (e.g., penile implants to treat organic

erectile dysfunction). Psychological treatments

include psychoeducation about healthy sexual

functioning, behaviorally focused sex therapy

with the patient or the patient and his or her

partner (e.g., using the stop-start technique to

treat premature ejaculation), interpersonally

focused couples therapy with the patient and his

or her partner (e.g., working on trust or
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communication), or more traditional individual

therapy with the patient (e.g., treating mood, anx-

iety, or trauma symptoms).
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Sexual Hookup
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Synonyms

Casual sex; Hooking up

Definition

A sexual hookup is a sexual interaction between

partners who are not dating or in a committed

romantic relationship. There is no universal

definition of sexual hookups, but qualitative

research has begun to converge on the most com-

mon interpretation of hookup, which has three

main components. First, hookups may involve

a range of sexual behaviors, from kissing to sex.

Kissing and sexual touching occur more fre-

quently, but oral and vaginal sex occur during

a significant minority of hookups. Anal sex

during a hookup is rare. The variety of sexual

behaviors that can occur during hookups causes

ambiguity. From a research or public health

perspective, behavioral specificity is needed to

distinguish among different levels of sexual risk

behavior. Condom use is rare during oral sex

hookups, suggesting a potential risk for sexually

transmitted diseases.

Second, hookup partners are not dating or in

a committed romantic relationship. They may be

friends, acquaintances, or strangers, or they may

have been in a romantic relationship in the past.

The most common connection between partners is

friendship. Third, hookups do not signify an

impending romantic commitment, so partners typ-

ically do not expect a relationship to result from

the encounter. Instead, hookups are expected to

serve a utilitarian function of sexual pleasure.

However, individuals may desire a relationship

with their hookup partner, and some engage in

hookups with the hope that a relationship will

eventually develop. Besides these three main

criteria, hookups are also understood in terms of

what they lack (emotional attachment and com-

mitment). Emerging adults’ descriptions of typical

hookups are highly consistent, even between those

who have and have not hooked up.

Several biomedical, sociocultural, and college

environment changes occurring over the past

50 years have contributed to emergence of

the hookup culture. Notably, emerging adults

increasingly choose to postpone serious commit-

ted relationships to focus on self-development.

Hookups offer a convenient way to obtain sexual

intimacy without the commitment or time
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investment required by a relationship. Accord-

ingly, hooking up has become very common

among adolescents and emerging adults.

A minority of middle and high school students

and the majority of college students report

hookup experience. Hooking up has replaced tra-

ditional dating as the main way to explore rela-

tionships and sexual behavior on college

campuses. Hookup behavior among similarly

aged noncollege attending youth is rarely studied.

Research has investigated several characteris-

tics of sexual hookups. Hookups frequently

co-occur with alcohol use, and alcohol use is

a strong predictor of hookup behavior. Hookups

are often spontaneous, but some individuals plan

to hook up (either with a particular partner or with

anyone). A variety of sexual, emotional, and

social motives may lead individuals to hook up,

such as sexual desire, intoxication, excitement,

and desire to feel attractive. Some hookup

partners interact only once, but some hook up

multiple times, which is sometimes known as

“friends with benefits.” Hookups are also related

to casual sex, as both lack emotional attachment.

The main differences are the greater variety of

sexual behaviors and partner types involved in

hookups compared to casual sex and the extent

to which hooking up has become a normative

experience for youth.

Cross-References

▶Condom Use

▶ Sexual Behavior

▶ Sexual Risk Behavior

References and Readings

Bogle, K. A. (2008). Hooking up: Sex, dating, and
relationships on campus. New York: New York

University Press.

Owen, J. J., Rhoades, G. K., Stanley, S. M., & Fincham,

F. D. (2010). “Hooking up” among college students:

Demographic and psychosocial correlates. Archives of
Sexual Behavior, 39, 653–663.

Stinson, R. D. (2010). Hooking up in young adulthood:

A review of factors influencing the sexual behavior

of college students. Journal of College Student
Psychotherapy, 24, 98–115.
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▶ Puberty

Sexual Orientation
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WI, USA

Definition

Sexual orientation is the sexual attraction, emo-

tional, and/or romantic state that a person endures

toward women, men, or both sexes. Sexual ori-

entation also pertains to a person’s sense of iden-

tity that is tied to these attractions, behaviors, and

membership into a community with similar indi-

viduals (American Psychological Association

[APA], 2011). Therefore, sexual orientation is

the compilation of a person’s sexual behavior

and sense of sexual identity.

These two core components of sexual orienta-

tion are developed across a person’s life span, yet

many believe it to be an innate and fixed state

(APA, 2011). Nonetheless, an individual’s sexual

orientation is often characterized with a label,

such as heterosexuality, homosexuality, or bisex-

uality. Sometimes asexuality is also considered

as a separate entity of sexual orientation. Those

labels normally, but not always, incorporate

and include the individuals’ sexual identity and

sexual behavior of her or his sexual orientation.

Because sexuality may be viewed as a fluid con-

struct, an individual’s sexual behavior may

change over time while maintaining the same

sexual identity. An example of this phenomenon

would be when a heterosexual male experiments

sexually with another male. Another exception to

this generalization is when a self-identified les-

bian woman has sex with a male. As such, these

categories exist on a continuum of sexuality.

Scientists and psychologists have created

measures of sexual orientation to better assess
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an individuals’ sexuality. Typically, these mea-

sures will include a range of “solely heterosexual”

to “solely homosexual” with “bisexuality” falling

somewhere in between these two categories and

“asexuality” not being included. A variety of mea-

surements exist to assess sexual orientation. How-

ever, an individual’s sexual orientation may

change over time, and as such, measuring this

construct at a single point in time (i.e., cross-

sectional study) does have its limitations. None-

theless, more studies are including a variety of

measures that assess the sexual behavior and iden-

tity dimensions of sexual orientation.

The most well-recognized measurement of

sexual orientation for males and females is

the Kinsey scale (Kinsey, Pomeroy, & Martin,

1948; Kinsey, Pomeroy, Martin, & Gebhard,

1953). The scale ranges from 0 for “exclusively

heterosexual with no homosexual” to 6 for “exclu-

sively homosexual.” The original scale does not

include an “asexual” rating or category nor does it

take into account any changes of sexual orientation

over a period of time. Since then, other measure-

ments of sexual orientation have been created and

reviewed. For more information and references,

please refer to the further readings section.
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Sexual Risk

▶ Sexual Risk Behavior

Sexual Risk Behavior
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Synonyms

Sexual risk; Unprotected sex

Definition

Sexual risk behavior is any sexual behavior

(typically condom-unprotected oral, vaginal, or

anal intercourse) that puts one at risk for an

adverse health outcome. Adverse health

outcomes may include an unwanted pregnancy

or contracting a sexually transmitted disease

(STD), including human immunodeficiency

virus (HIV).

Vaginal intercourse is the only sexual behavior

that puts an individual at risk for unwanted preg-

nancy. There are many methods for reducing the

risk of unwanted pregnancy, including hormonal

contraceptives, correct and consistent condom use,

surgical methods such as a vasectomy or tubal

ligation, and other methods such as an intrauterine

device or a diaphragm.

Sexual behavior falls on a continuum from no

risk to low risk to high risk for contracting an

STD. The risk level of the sexual behavior

depends on the STD under consideration. For

example, with respect to HIV, masturbation

incurs virtually no risk, oral sex is low risk, and

vaginal and anal intercourse are high-risk behav-

iors. However, oral sex is a high-risk behavior for

contracting some STDs such as gonorrhea.

The risk level of a particular sexual behavior

also depends on with whom the behavior occurs.
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Any sexual behavior that occurs when an individ-

ual is alone is generally no risk because the indi-

vidual is not at risk of contracting an STD from

him- or herself. In addition, any sexual behavior

that occurs within the context of a mutually

monogamous relationship, in which both individ-

uals are not infected with any STDs (especially

when confirmed by testing), confers no risk of

contracting an STD for either individual. Sexual

behavior puts an individual at risk for contracting

an STD only when his or her sexual partner is

infected with an STD.

The risk of a particular sexual behavior also

depends on the individual’s sexual network. Sexual

risk increases with an increasing number of sexual

partners, and/or an increasing number of a sex

partner’s partners, because there is an increasing

likelihood that one of these individuals is infected

with an STD. In other words, the larger the sexual

network, the greater the sexual risk.

STDs can have serious consequences, including

epididymitis in men, pelvic inflammatory disease

and pregnancy complications in women, infertility,

and cancer (Centers for Disease Control and

Prevention, 2010d). In addition, the presence of

another STD facilitates the transmission of HIV

through sexual exposure (Centers for Disease Con-

trol and Prevention, 2007). HIV weakens the

immune system, ultimately leading to death when

the immune system is so weakened it is unable to

fight off infections or cancers (Centers for Disease

Control and Prevention, 2010a). STDs can also

have negative relationship and social conse-

quences due to the stigma surrounding some STDs.

The majority of STDs are either bacterial or

viral (Holmes et al., 2008). In general, bacterial

STDs can be cured with antibiotics, although some

STDs are becoming resistant to antibiotics that

had previously successfully treated the disease

(Centers for Disease Control and Prevention,

2010b). Viral STDs have no cure, although there

are medications that can help to manage outbreaks

or viral load. STDs may sometimes be cleared

from the body with no treatment (Centers for

Disease Control and Prevention, 2010c).

Condoms are an effective way to reduce the

risk of contracting an STD when they are used

consistently and correctly. Although the value of

condoms for the prevention of some STDs that can

be transmitted through genital-to-genital contact,

such as human papillomavirus and herpes simplex

virus, has been debated, recent evidence suggests

that condoms reduce the risk of STD infection

from these pathogens as well (Holmes et al.,

2008).

Numerous factors influence sexual risk behav-

ior. These factors can be broadly categorized into

individual-level factors, partner- or relationship-

level factors, and social or structural factors.

Researchers have typically focused on only one

level of influence at a time, although the integration

of individual-level, partner or relationship-level,

and social or structural factors has recently been

attempted in the Network-Individual-Resource

Model for HIV prevention (Johnson et al., 2010).

The relation between individual-level factors

and sexual risk behavior has been extensively

researched. Numerous health behavior theories,

including the health belief model, social-

cognitive theory, the theory of planned behavior,

and the information-motivation-behavioral skills

model, have been used to explain why individuals

engage in sexual risk behavior (Fisher & Fisher,

2000). Constructs from these models such as

perceived risk, benefits of and barriers to risk

reduction, self-efficacy, social norms, attitudes,

intentions, and skills have been associated with

sexual risk behavior (Fisher & Fisher, 2000).

Because sexual risk behavior usually occurs

within a dyad, researchers have begun to consider

partnership-level influences on sexual behavior.

At the partnership level, variables such as inti-

mate partner violence and the balance of power in

a relationship may influence sexual risk behavior.

There are few existing theories that incorporate

partner influences on sexual risk behavior; one

exception is a framework recently proposed by

Karney et al. (2010), which posits that sexual risk

behavior is influenced by the ability to commu-

nicate about and coordinate sexual behavior,

which, in turn, is influenced by the individual

beliefs and motivations of each partner as well

as by the nature of the relationship.

Although it is commonly accepted that social

and structural factors influence sexual risk behav-

ior, because of the complexity and breadth of
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these factors, it is difficult to develop a general

model that predicts how these factors influence

sexual risk behavior. Several broad frameworks

have been suggested that specify different levels

of structural influence (Gupta, Parkhurst, Ogden,

Aggleton, &Mahal, 2008). Structural factors that

influence sexual risk behavior vary depending on

the social, cultural, and economic conditions

faced by the population under study. Some struc-

tural factors associated with sexual risk behavior

include gender inequality and poverty (Gupta

et al., 2008). In the United States, one factor

that has received considerable recent attention is

the male-to-female ratio. Social and structural

factors such as the high mortality rate among

African American males due to disease and vio-

lence, high rate of incarceration among African

American males, and high rates of poverty and

unemployment among African American males

(making them less desirable as potential hus-

bands) have led to an unbalanced ratio of avail-

able African American men to women. This

shortage of men relative to women may reduce

women’s power in relationships and their ability

to insist on monogamy, ultimately leading to high

rates of partner concurrency (Adimora &

Schoenbach, 2002).

Behavioral medicine researchers and practi-

tioners have played an important role in the

design and evaluation of interventions to reduce

sexual risk behavior. Numerous interventions

have been developed to target the individual-

level determinants of sexual risk behavior.

These interventions, particularly those that

include motivational and skills elements, are

effective in reducing sexual risk behavior

(Crepaz, Horn et al., 2007; Crepaz, Marshall

et al., 2009; Johnson, Carey, Chaudoir, & Reid,

2006). Few interventions have been developed to

target the partnership-level determinants of sex-

ual risk behavior (Karney et al., 2010); this is an

important area for future research. Although

there are challenges to implementing and evalu-

ating structural interventions, some programs,

such as microcredit programs for women and

policies requiring condoms be used for sex

work, have successfully reduced sexual risk

behavior in some settings (Gupta et al., 2008).

Additional research on structural-level sexual

risk reduction interventions is needed, as is

research on interventions that target multiple

levels of influence.
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Synonyms

Sexually transmitted infections; Venereal

diseases

Definition

A sexually transmitted disease is a disease that is

transmitted through sexual contact (World Health

Organization).

Our knowledge of sexually transmitted

diseases (STDs) is still evolving. Currently, at

least 35 pathogens that can be transmitted

sexually have been identified (Holmes et al.,

2008). Although some sexually transmissible

pathogens can be transmitted through other

routes besides sexual contact, generally

a disease is classified as an STD when the

primary method of transmission in a population

is sexual contact (Holmes et al.).

There are five different types of pathogens that

can be transmitted sexually: (a) bacteria, such

as gonorrhea or chlamydia; (b) viruses, such as

human immunodeficiency virus (HIV), herpes

simplex virus, or human papillomavirus (HPV);

(c) protozoa, such as trichomoniasis; (d) fungi,

such as Candida albicans (although the primary

mode of transmission for this pathogen is not

sexual); and (e) ectoparasites, such as pubic lice

(Holmes et al., 2008). Depending on the patho-

gen, STDs can be transmitted through bodily

fluids (e.g., blood, semen, cervicovaginal fluid),

feces, or skin-to-skin contact. Thus, the transmis-

sion of an STD usually involves vaginal or anal

intercourse, oral sex (including oral-genital con-

tact and oral-anal contact), or genital-to-genital

contact.

STD symptoms vary depending on the patho-

gen involved, as well as the sex of the infected

person and the site of infection. Symptoms asso-

ciated with some of the more common STDs

include blisters or ulcers, pain or burning during

urination, discharge, abdominal pain, and pain

during intercourse. However, many individuals

who are infected with an STD do not have any

symptoms (Centers for Disease Control and Pre-

vention, 2010d). Such “asymptomatic” individ-

uals may unknowingly infect a sexual partner

with the STD.

Testing for STDs is generally conducted in

medical facilities (although community- and

home-based testing protocols are now available).

Depending on the STD, testing may involve

urethral or cervical swabs, swabs taken from the

site of an ulcer, urine testing, blood testing, and

clinical examination (Centers for Disease Control

and Prevention, 2010d). In the United States,

some STDs must be reported (by health-care

providers) to county, state, or federal health

authorities; for example, positive test results for

chlamydia, gonorrhea, and syphilis must be

reported to the Centers for Disease Control and

Prevention for disease surveillance and monitor-

ing (Centers for Disease Control and Prevention,

2009).
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STDs can have serious consequences, includ-

ing epididymitis in men, pelvic inflammatory

disease and pregnancy complications in women,

infertility, and cancer (Centers for Disease

Control and Prevention, 2010d). In addition, indi-

viduals who are co-infected with HIV and

another STD are more likely to transmit HIV

through sexual exposure, and individuals who

are infected with an STD are more likely to

acquire HIV through sexual exposure from an

HIV-positive partner (Centers for Disease Con-

trol and Prevention, 2007). HIV weakens the

immune system, ultimately leading to death

when the immune system is so weakened it is

unable to fight off infections and cancers (Centers

for Disease Control and Prevention, 2010a).

STDs can also have negative interpersonal and

social consequences due to the stigma surround-

ing some STDs.

The majority of STDs are either bacterial or

viral (Holmes et al., 2008). In general, bacterial

STDs can be cured with antibiotics, although

some STDs are becoming resistant to many clas-

ses of antibiotics that had previously successfully

treated the disease (Centers for Disease Control

and Prevention, 2010b). Viral STDs have no cure,

although there are medications that can help to

manage outbreaks or viral load. STDs such as

HPV may sometimes be cleared from the body

with no treatment (Centers for Disease Control

and Prevention, 2010c).

An individual’s likelihood of acquiring an STD

is based on his or her sexual behavior and the risk

of transmission per sexual act with an infected

partner. Sexual behaviors that affect the likelihood

of acquiring an STD include the number of sexual

partners, the number of unprotected sexual acts,

and the types of unprotected sexual acts. The risk

of transmission per sexual act depends in part on

the pathogen as well as the individual’s biology.

Different pathogens are associated with different

risks of transmission per sexual act. Biological

factors associated with transmission risk include

the individual’s immune response and the mucosal

surface area exposed during the sexual act;

women, for example, are more likely than men to

be infected with an STD through vaginal inter-

course because women have a larger mucosal

surface area that is exposed during vaginal inter-

course, and young women are more likely to

acquire an STD because they have an immature

cervix. STD risk is also affected by the STD prev-

alence in an individual’s sexual network, which is

influenced by the rate of sexual partner change,

partner concurrency (i.e., multiple, overlapping

sexual partnerships), and degree of disassortative

mixing (i.e., sexual partners who are dissimilar

in certain characteristics, such as age or sexual

activity Garnett, 2008).

To date, some types of HPV and some types

of hepatitis are the only STDs that can be

prevented through vaccination. Other medical

strategies are currently being developed for

STD prevention, such as vaginal microbicides

and preexposure prophylaxis. STDs can also

be prevented through behavioral change.

Abstaining from sexual contact is the only cer-

tain way to prevent most STDs. However, other

behavioral strategies including correct and con-

sistent condom use, engaging in sexual activity

only with one partner who is not infected with

any STD and who has no other sexual partners,

and having fewer sexual partners will reduce the

likelihood of acquiring an STD.

Behavioral medicine can play a large role in

STD prevention. Behavioral interventions can

promote sexual risk reduction behavior, by

encouraging individuals to use condoms consis-

tently and correctly for all sexual activity, be in

a mutually monogamous sexual relationship with

an uninfected partner, or adopt other strategies

that will reduce the risk of contracting an STD.

Behavioral interventions have been shown to

be effective in reducing sexual risk behavior

and STDs in a variety of populations

(Crepaz, Horn et al., 2007; Crepaz, Marshall

et al., 2009; Johnson, Carey, Chaudoir, & Reid,

2006). Behavioral medicine can also play

a role in encouraging the adoption of biomedical

strategies. For example, behavioral medicine

strategies could be used to encourage STD and

HIV testing, vaccine acceptance, the completion

of medications for curable STDs and adherence

to medications for viral STDs, and male circum-

cision, which may reduce the spread of STDs

and HIV.

Sexually Transmitted Diseases (STDs) 1783 S

S



Cross-References

▶ Sexual Risk Behavior

References and Readings

Centers for Disease Control and Prevention. (2007). CDC
fact sheet: The role of STD prevention and treatment in
HIV prevention. Retrieved January 6, 2011 from http://

cdc.gov/std/HIV/stds-and-hiv-fact-sheet.pdf

Centers for Disease Control and Prevention. (2009). Sex-
ually transmitted disease surveillance, 2008. Atlanta,
GA: U.S. Department of Health and Human Services,

Centers for Disease Control and Prevention, National

Center for HIV/AIDS, Viral Hepatitis, STD, and TB

Prevention, Division of STD Prevention.

Centers for Disease Control and Prevention. (2010a).

Basic information about HIV and AIDS. Retrieved
January 6, 2011 from http://www.cdc.gov/hiv/topics/

basic/index.html

Centers for Disease Control and Prevention. (2010b).

CDC fact sheet: Basic information about antibiotic-
resistant gonorrhea (ARG). Retrieved January 6, 2011
from http://cdc.gov/std/Gonorrhea/arg/basic.htm

Centers for Disease Control and Prevention. (2010c).

CDC fact sheet: Genital HPV. Retrieved January 6,

2011 from http://cdc.gov/std/hpv/hpv-fact-sheet-

press.pdf

Centers for Disease Control and Prevention. (2010d).

CDC fact sheets: Sexually transmitted diseases.
Retrieved January 6, 2011 from http://cdc.gov/std/

healthcomm/fact_sheets.htm

Crepaz, N., Horn, A. K., Rama, S. M., Griffin, T.,

Deluca, J. B., Mullins, M. M., et al. (2007). The

efficacy of behavioral interventions in reducing

HIV risk sex behaviors and incident sexually trans-

mitted disease in Black and Hispanic sexually

transmitted disease clinic patients in the United

States: A meta-analytic review. Sexually Transmitted
Diseases, 34, 319–332.

Crepaz, N., Marshall, K. J., Aupont, L. W., Jacobs, E. D.,

Mizuno, Y., Kay, L. S., et al. (2009). The efficacy of

HIV/STI behavioral interventions for AfricanAmerican

females in theUnited States: Ameta-analysis.American
Journal of Public Health, 99, 2069–2078.

Garnett, G. P. (2008). The transmission dynamics of sex-

ually transmitted infections. In K. K. Holmes, P. F.

Sparling, W. E. Stamm, P. Piot, J. N. Wasserheit,

L. Corey, et al. (Eds.), Sexually transmitted diseases
(4th ed., pp. 27–40). New York: McGraw Hill.

Holmes, K. K., Sparling, P. F., Stamm, W. E., Piot, P.,

Wasserheit, J. N., et al. (2008). Introduction and over-

view. In K. K. Holmes, P. F. Sparling, W. E. Stamm,

P. Piot, J. N. Wasserheit, L. Corey, et al. (Eds.), Sex-
ually transmitted diseases (4th ed., pp. xvii–xxv).

New York: McGraw Hill.

Johnson, B. T., Carey, M. P., Chaudoir, S. R., &

Reid, A. E. (2006). Sexual risk reduction for persons

living with HIV: Research synthesis of randomized

controlled trials, 1993 to 2004. Journal of Acquired
Immune Deficiency Syndromes, 41, 642–650.

World Health Organization. Health topics: Sexually
transmitted infections. Retrieved January 6, 2011

from http://www.who.int/topics/sexually_transmitted_

infections/en/

Sexually Transmitted Infections

▶ Sexually Transmitted Diseases (STDs)

SF-36

Stephanie Ann Hooker

Department of Psychology, University of

Colorado, Denver, CO, USA

Synonyms

Short form 36

Definition

The SF-36 is a 36-item self-report measure of

health-related quality of life. It has eight subscales

measuring different domains of health-related

quality of life: physical functioning (PF), role-

physical (RP), bodily pain (BP), general health

(GH), vitality (VT), social functioning (SF), role-

emotional (RE), and mental health (MH). Two

component scores are derived from the eight sub-

scales: a physical health component score and

a mental health component score. The SF-36 also

includes a single item that assesses perceived

change in health status over the past year. Higher

scores on all subscales represent better health and

functioning. From its development to 2011, more

than 16,000 articles were published using the

SF-36. SF-36 is also known as the Short Form 36

Health Survey Questionnaire.
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Description

Development

Ware and colleagues (Stewart & Ware, 1992;

Ware, 1988, 1990) developed the SF-36 from

the Medical Outcomes Study, a study of the

health, well-being, and functioning of randomly

selected patients seen by randomly selected

physicians and other medical providers in three

large metropolitan areas. Items were chosen for

the SF-36 because they were items commonly

used in other health surveys and the domains

were ones that seemed to be commonly affected

by differing health and disease states. After

10 years of use, the SF-36 was revised to address

wording and response choice categories. The

SF-36 version 2 (SF-36v2) is the current version

(Ware et al., 2007).

Health Domain Scales

Physical Functioning (PF). The PF scale is a

10-item measure of physical limitation in a range

of activities from vigorous exercise to performing

self-care activities.

Role-Physical (RP). The RP scale contains

four items and measures limitations in various

roles, including work and daily activities.

Bodily Pain (BP). The BP scale has two items

that measure body pain intensity and the extent to

which pain interferes with daily activities.

General Health (GH). The five-item GH scale

measures overall self-rated health.

Vitality (VT). The VT scale has four items that

measure vitality, energy level, and fatigue and is

meant to be a measure of subjective well-being.

Social Functioning (SF). The SF scale

includes two items that measure the impact of

physical and mental health on social functioning.

Role-Emotional (RE). The RE scale measures

role limitations due to mental health difficulties

with three items, including amount of time spent

on work or other activities, amount of work accom-

plished, and the care with whichwork is performed.

Mental Health (MH). The MH scale has five

items that measure anxiety, depression, loss of

behavioral/emotional control, and psychological

well-being.

Component Summary Scales

Component summaries were developed to reduce

the number of scores derived from this measure

from 8 to 2. They also have the advantages of

having smaller confidence intervals than the

health domain scales and limiting floor and

ceiling effects. The Physical Component Sum-

mary (PCS) combines items from the PF, RP,

BP, and GH scales, and the Mental Health

Component Summary (MCS) combines items

from the VT, SF, RE, and MH scales. Each

provides one score to assess physical and mental

health, respectively.

Reliability

Estimates for internal consistency reliability are

very good for all subscales. The two component

summary scores show evidence for very high

internal consistency (a ¼ .95 and a ¼ .93 for the

PCS and MCS, respectively). Internal consistency

estimates for the health domain scales are also

high, ranging from a ¼ .83 (GH) to a ¼ .95 (RP)

(Ware et al., 2007). Evidence suggests that test-

retest reliability for the SF-36 over a 3-week inter-

val is very good, with estimates of .94 and .81 for

the PCS and MCS scales, respectively (Ware,

Kosinski, DeBrota, Andrejasich, & Bradt, 1995).

Validity

The SF-36 has been widely used in health

research, and the user manual (Ware et al., 2007)

provides a comprehensive list of studies offering

evidence for the scales’ construct validity. The

content of the SF-36 survey was compared with

other well-known health surveys to establish con-

tent validity (cf., Ware, Gandek, & the IQOLA

Project Group, 1994, for a list of references).

Options

Along with the 36-item SF-36, the shorter

12-item (SF-12) and 8-item (SF-8) versions of

the SF are also available. Both shorter versions

offer scores on all eight health domains and the

two component summary scores. Versions 1 and

2 of both the SF-36 and the SF-12 are available

for use (there is only one version of the SF-8).

All forms are available in the standard 4-week
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recall and the acute 1-week recall versions.

Additionally, the SF-8 is available in a 24-h recall

version.

Administration

The survey is designed for adults 18 and over

and can be given in a self-report paper/pencil

format or in an interview format. The SF-36

and its other forms are available for licen-

sure from QualityMetric Incorporated (www.

qualitymetric.com).
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Short Form 36

▶ SF-36

Short Form 36 Health Survey
Questionnaire (SF-36)

▶ SF-36

Sick Headache

▶Migraine Headache

Sickness Behavior

Aric A. Prather

Center for Health and Community, University of

California, San Francisco, CA, USA

Synonyms

Cytokine-induced depression; Inflammation-

associated depression

Definition

Sickness behavior is a coordinated set of adaptive

behavioral changes that occur in physically ill

animals and humans during the course of infec-

tion. These behaviors include lethargy, depressed

mood, reduced social exploration, loss of appe-

tite, sleepiness, hyperalgesia, and, at times, con-

fusion. This set of behaviors often accompanies

fever and is considered a motivational state

responsible for reorganizing an ill individual’s

perceptions and actions to enable better coping

with infection (Dantzer, O’Connor, Freund,

Johnson, & Kelley, 2008).
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Description

Sickness behavior is a normal response to infec-

tion and is characterized by endocrine, auto-

nomic, and behavioral changes triggered by

soluble proteins produced at the site of infection.

Activated immune cells, such as macrophages

and dendritic cells, release biochemical media-

tors called pro-inflammatory cytokines, such as

interleukin (IL)-1, IL-6, and tumor necrosis fac-

tor (TNF)-alpha, which coordinate the local and

systemic inflammatory response during active

infection. These inflammatory mediators, in

turn, act on the brain facilitating behavioral

changes associated with sickness.

Much of the evidence supporting a link

between pro-inflammatory cytokines and sick-

ness behaviors comes from experimental studies

in animals and humans. Peripheral and central

administration of IL-1 and TNF-alpha in healthy

laboratory animals induces fever and behavioral

symptoms of sickness, including depressed activ-

ity, decreased food intake, and a curled posture.

Sexual behavior is similarly reduced, particularly

among females. IL-1 receptor antagonist

(IL-1RA) blocks the biological effects of IL-1

when co-administered at 100- to 1,000-fold

excess dose with IL-1. Treatment with IL-1RA

abrogates the depressing effect on social behavior

but not food-motivated behavior, suggesting

that IL-1 is a key mechanism in social function

(Bluthe, Dantzer, & Kelley, 1992). Similar

effects are seen when IL-1RA is injected directly

into the brain. Time course studies of the behav-

ioral effects of IL-1 in animals show changes in

social exploration gradually develop within 2 h of

peripheral administration whereas changes in

food-motivated behavior reach a maximum by

1 h following treatment. Interestingly, IL-6

administered systemically or centrally has no

behavioral effects despite inducing a fever

response. That said, IL-6 does have the capacity

to potentiate the effects of subthreshold dose of

IL-1 administration suggesting that IL-6 may be

behaviorally active only in the context of other

pro-inflammatory mediators.

In humans, administration of endotoxin,

a component of the outer membrane of

Gram-negative bacteria, leads to systemic eleva-

tions in pro-inflammatory cytokines. This stimu-

lus has been shown to cause participants to

experience flu-like symptoms (e.g., fever, chills)

as well as fatigue and depressed affect (reviewed

in DellaGioia & Hannestad, 2010). Moreover,

a recent study demonstrated that subjects exposed

experimentally to endotoxin led to increased self-

reported levels of depressed mood and reduced

activity in the ventral striatum in response to

reward cues (Eisenberger et al., 2010), which is

consistent with anhedonia.

There is substantial overlap between the

behavioral components of sickness behavior and

major depression in humans. As such, pro-

inflammatory cytokines are proposed to partici-

pate in the pathophysiology of depression and

potentially account for the high prevalence of

depression among the medically ill (Smith,

1991; Raison, Capuron, & Miller, 2006; Dantzer

et al., 2008). Patients treated with immune-

activating medications, such as IFN-a therapy

prescribed for patients suffering with Hepatitis

C or certain cancers, show elevated rates of

depression compared to patients undergoing

alternative therapies (Raison et al., 2006). Indeed,

patients undergoing IFN-a therapy tend to expe-

rience depressive symptoms coupled with

anxiety and irritability over a background of

neurovegetative sickness–like symptoms, includ-

ing sleep disorders, fatigue, and decreased appe-

tite. While the mood disturbances generally occur

between 4 and 12 weeks of treatment, the

neurovegetative symptoms occur more rapidly,

within the first 2 weeks of treatment.

Significant research efforts have focused on the

neurochemical effects of inflammation that under-

lie sickness behavior and related depressive symp-

toms. Experimental animal data demonstrates that

pro-inflammatory cytokines enhance indoleamine

2,3 dioxygenase (IDO) that peaks 24-h after endo-

toxin administration. This increase in IDO leads to

a decrease in tryptophan (TRP), an essential amino

acid that is actively transported into the brain for

the synthesis of serotonin. IDO also leads to

a decrease in kynurenine (KYN) and other trypto-

phan-related metabolites. Animals pretreated with

a potent anti-inflammatory agent that blocks
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pro-inflammatory cytokines in the periphery

and in the brain show significant reductions in

both sickness and depressive behaviors. In con-

trast, animals treated with an inhibitor of IDO

show a reduction in depressive behaviors but

not neurovegetative symptoms, providing impor-

tant evidence for the role of tryptophan metabo-

lism in cytokine-induced depression (Dantzer

et al., 2008). It is anticipated that this research

will have important implications for effective

treatment of inflammation-related depression in

humans.

Cross-References

▶Depression: Symptoms

▶ Illness Behavior

▶ Inflammation

▶ Psychoneuroimmunology
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Siegrist, Johannes

Johannes Siegrist

Department of Medical Sociology, University of

Duesseldorf, D€usseldorf, Germany

Biographical Information

Johannes Siegrist was born in Zofingen,

Switzerland, on August 6, 1943. His nationality

is Swiss, and he is married to Karin and has

two daughters. Siegrist studied Sociology,

Social Psychology, Philosophy, and History at

the Universities of Basel (Switzerland) and

Freiburg i.Br. (Germany). He received his M.A.

(1967) and his Ph.D. (1969) in Sociology at the

University of Freiburg. After postdoctoral train-

ing at the Universities of Ulm and Freiburg, he

accomplished his habilitation in Sociology at

the University of Freiburg (1973). In 1973, he

was appointed as Professor of Medical Sociology

at the Faculty of Medicine, University of Mar-

burg (Germany), where he served until 1992,

interrupted by Visiting Professorships at the

Institute of Advanced Studies in Vienna (Austria)

and at the Johns Hopkins University School of

Public Health in Baltimore, USA. In 1992,

Siegrist was appointed as Professor of Medical

Sociology and Director of the Department of

Medical Sociology at the Faculty of Medicine,

Heinrich Heine-University of Duesseldorf,

Germany, and as Director of the Postgraduate
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Training Program of Public Health at the same

university. While officially retired since 2011, he

continues his research activities at Duesseldorf

University and as a Visiting Professor at the

University of Bern (Switzerland).

Siegrist has been President of the International

Society of Behavioral Medicine (ISBM;

1996–1998), President of the European Society

of Health and Medical Sociology (1990–1992),

and Director of the European Science Foundation

Program on Social Variations in Health Expec-

tancy in Europe (1999–2003). He is Chair of the

Section “Behavioral Sciences” of Academia

Europaea (since 2004), member of the Expert

Panel of the German Research Foundation

(since 2006), and member of the Scientific Com-

mittee on Demographic Change of the German

Academy of Sciences Leopoldina (since 2011).

He has been a Task Group Leader to the

Marmot Review (Strategic Review of Health

Inequalities in England post-2010) for the

British Government, with a focus on work and

health. In this same function, he has coordi-

nated and edited a Report on Employment and

Working Conditions in the context of the

“Review of Social Determinants of Health and

the Health Divide in the WHO European

Region,” commissioned by the WHO European

Office in 2011.

Siegrist served and continues to serve as Asso-

ciate Editor of several international journals, in

particular International Journal of Behavioral

Medicine, Social Science & Medicine, Social
Psychiatry and Psychiatric Epidemiology, Work

& Stress, European Journal of Public Health,

and Scandinavian Journal of Work, Environment
and Health. The awards he received include

Honorary Member of the European Society of

Health and Medical Sociology where he also

received the Research Award, Member of Aca-

demia Europaea (London), and Corresponding

Member of the Heidelberg Academy of Sciences.

He received the Salomon Neumann Award of the

German Society of Social Medicine and Preven-

tion, the Hans Roemer Award of the German

College of Psychosomatic Medicine, and the

Belle van Zuylen Chair at the University of

Utrecht, the Netherlands.

Major Accomplishments

Siegrist’s major contribution to scientific

research concerns the development and test of

a theoretical model of an adverse psychosocial

work environment with the aim of explaining

stress-related disorders, termed “effort-reward

imbalance” (ERI). The model posits that failed

reciprocity of effort spent and rewards received at

work (“high cost-low gain”) elicits strong

negative emotions and psychobiological stress

responses with adverse long-term effects

on health. Starting from cross-sectional and

longitudinal epidemiological research in the

late 1970s and early 1980s, together with

collaborators Ingbert Weber, Karin Siegrist,

Richard Peter, and others at Marburg University,

he systematically elaborated and expanded

research on the ERI-model in a network of

national and international scientific collabora-

tion. This model has been incorporated in many

epidemiological studies, most importantly the

British Whitehall II-Study and the French

GAZEL Study. More recently, the model was

successfully applied in other sociocultural

contexts (e.g., Japan) and in rapidly developing

societies (e.g., China, Brazil).

Evidence from prospective cohort studies

indicates that continued experience of failed rec-

iprocity in terms of the ERI model is associated

with an almost twofold elevated risk of coronary

heart disease as well as depressive disorder.

Single studies additionally observed elevated

risks of alcohol dependence, type 2 diabetes,

reduced health functioning, sickness absence,

and disability. This epidemiological evidence

was supplemented by experiments and “natural-

istic” studies (e.g., ambulatory blood pressure

and heart rate monitoring), where reduced

immune function, enhanced autonomic activity,

and altered release patterns of stress hormones

were linked to ERI, often in a dose-response

relationship. Siegrist was also involved in some

intervention studies where measures of reducing

ERI at work were followed by improvements of

well-being and mental health.

Siegrist applied the ERI model to other types

of contractual social exchange, e.g., voluntary
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work, marital, or parent-child relations. Avail-

able results support the notion that failed reci-

procity in core social roles exerts negative

effects on health and well-being, suggesting

a basic link between perceived injustice of effort-

ful exchange and the development of stress-

related disorders in humans. Siegrist has

expanded this research with a focus on retire-

ment, volunteering, and healthy aging, together

with Morten Wahrendorf and other colleagues, in

the frame of the Survey of Health, Ageing

and Retirement in Europe (SHARE) and addi-

tional longitudinal investigations on ageing

populations. As a cross-cutting topic of his

long-lasting research career, Siegrist has put spe-

cial emphasis on explaining and reducing avoid-

able social inequalities in health, both as

a scientist and as an advocate for different

stakeholders where he has proposed evidence-

based policy recommendations for improving

quality of work and employment and for reducing

the burden of disease.
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▶Occupational Health
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Single Nucleotide Polymorphism
(SNP)

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham, NC,

USA

Synonyms

SNP (pronounced “snip”)

Definition

The term “single nucleotide polymorphism”

contains two defining criteria. First, it refers to a

single nucleotide, i.e., an individual base pair,

that can differ between individuals. Second, the

word polymorphism indicates that a particular

nucleotide change of interest is shared by at

least 1% of the population.

SNPs occurwhen one base pair replaces another

base pair in a point mutation (see ▶DNA

entry for discussion of bases). For example, an

A-T pairing may be replaced by a G-C pairing.

Such a mutation does not typically harm the

organism.

Cross-References

▶DNA

▶ Polymorphism
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Single-Case Experimental, or N of 1
Clinical Trials

▶Outcome for the Single Case: Random Control

Index, Single Subject Experimental Design, and

Goal Attainment Scale

Situational Responsiveness

▶ Job Performance

Skeletal Muscle Atrophy

▶ Sarcopenia

Skin Cancer Prevention: Sun
Protection, Sun Safety,
Sunscreen Use

Karen Glanz

Schools of Medicine and Nursing, University

of Pennsylvania, Philadelphia, PA, USA

Definition

Skin cancer is the most commonly diagnosed can-

cer in the United States, with more than one mil-

lion Americans diagnosed with skin cancer each

year. The incidence of skin cancer has increased

dramatically worldwide in the last decade. Both

main types of skin cancer – malignant melanoma

and non-melanoma skin cancer (NMSC) – are

now significant public health concerns. While

skin cancer rates are increasing, it is considered

one of the most preventable types of cancer.

The greatest risk factor for skin cancer is

exposure to ultraviolet radiation, or UV radia-

tion, which comes mainly from the sun. Behav-

ioral recommendations for primary prevention of

skin cancer include: limit time spent in the sun,

avoid the sun during peak hours (10 a.m. to 4 p.

m.), use sunscreen with a sun protection factor

(SPF) of 15 or higher when outside, wear

protective clothing (hats, shirts, pants) and sun-

glasses, seek shade when outdoors, and avoid

sunburn. These behaviors, if consistently prac-

ticed, can help prevent all forms of skin cancer.

There is some concern that using sunscreen will

lead people who are trying to get a suntan to stay

in the sun for a longer time, so another recom-

mendation for prevention is not to intentionally

bake in the sun or seek a tan.

Additional, important recommendations for

behaviors to prevent skin cancer and related mor-

bidity and mortality include performing regular

skin self-examination and seeking professional

evaluation of suspicious skin changes. Further,

avoidance of indoor tanning and the use of tan-

ning salons and tanning beds (also called

“solaria”) are strongly recommended.

An understanding of patterns of behavior can

help to guide efforts to prevent skin cancer. More

people take precautions at the beach or on vaca-

tion than when taking outdoor recreation. Parents

are more likely to protect their children than

themselves. Children are more often protected

from UV radiation if their parents also protect

themselves. Adolescents seem especially resis-

tant to advice about skin cancer prevention and

minimizing sun exposure.

Most skin cancer prevention interventions

reported in the literature are directed at the

general population through school-based curric-

ula, multicomponent community programs, or

media campaigns, and some recent trials have

targeted people with high sun exposure at

work or during outdoor recreation. Children,

adolescents, and adults at high risk are important

audiences for skin cancer prevention.

This chapter provides an overview of skin

cancer prevention for the general population and

groups at increased risk due to genetic or envi-

ronmental exposures. The reference sources

include evidence reviews, key research articles

reporting on well-designed studies, and works

addressing issues in measurement and methodol-

ogy for skin cancer prevention research and

evaluation.
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Description

Evidence Reviews

An extensive evidence review of strategies to

prevent skin cancer was undertaken by the Task

Force on Community Preventive Services, and the

results and recommendations were published in

Saraiya et al. (2004). This report presents the

results of systematic reviews of the effectiveness

of interventions to prevent skin cancer by reducing

exposure to ultraviolet radiation (UVR). The Task

Force on Community Preventive Services found

that education and policy approaches were

effective when implemented in primary schools

and in recreational or tourism settings but found

insufficient evidence to determine effectiveness in

other settings. This evidence review is currently

being updated to reflect the continuing growth of

the scientific literature on behavioral interventions

to prevent skin cancer during the past decade.

Comprehensive Community Programs

Including Mass Media

There is a long history of comprehensive,

multicomponent community skin cancer preven-

tion programs, especially in Australia, where skin

cancer is highly prevalent. These programs include

mass media and communication campaigns as an

integral part of these community programs.

Two related sun protection programs have been

conducted in Australia for more than 20 years:

Slip! Slop! Slap! from 1980 to 1988 and SunSmart

from 1988 to the present (Montague, Borland, &

Sinclair, 2001). These programs have played an

important role in changing the whole society’s

approach to the sun and have resulted in marked

reductions in sun exposure. An examination of

trends in behavioral risk factors for skin cancer

over 15 years was examined in an Australian pop-

ulation exposed to the SunSmart program includ-

ing SunSmart television advertising. Higher

exposure to SunSmart advertising in the weeks

before the interview increased preferences for not

tanning, hat and sunscreen use, and greater

clothing protection. These results indicate that

sustained multicomponent programs with media

campaigns can both prompt and reinforce skin

cancer preventive behaviors.

Interventions in Schools

The most often studied settings for skin cancer

prevention programs are schools, and there is

good evidence that educational and policy inter-

ventions can be effective in primary schools

(Saraiya et al., 2004).Of themany reported studies,

a few are particularly well designed, carefully

described, have long follow-up periods, and/or

use objective outcome measures. The Kidskin

intervention trial in Western Australia is particu-

larly noteworthy and had a 6-year follow-up

period. The “Kidskin” study involved three groups:

control, “moderate,” and “high” intervention.

Results showed that children in the intervention

groups – especially the “high” group – reported

less sun exposure and spent less time outdoors in

the middle of the day. There was little difference

between groups in the wearing of hats or sunscreen

(Milne et al., 2001). Children in the intervention

groups – especially the high group – were less

tanned at the end of the summer; this effect was

greater for the back than for the forearms. There

was also a smaller increase in the number of nevi

(or moles) on the backs of children in the interven-

tion groups (English et al., 2005). Further, the

program had a positive effect on hat wearing on

the playground, especially in the “high” interven-

tion groups, but did not change children’s use of

shade at lunchtime (Giles-Corti et al., 2004).

Outdoor Workers

Outdoor workers are at high risk for skin cancer

because they receive regular and significant solar

UVR exposure. In a well-designed study to reduce

UVR exposure among ski instructors, greater

program implementation was associated with less

sunburn. In an intervention for US Postal Service

workers, regular sunscreen and hat use were

higher among the intervention group than among

the control group after 3 months and at 3-year

follow-up (Mayer et al., 2007, 2009).

Recreation Settings

Intense and prolonged sun exposure often occurs

during outdoor recreation activities. High UVR

exposure, often with minimal clothing, tends to

occur at beach and swimming pool settings.

Other outdoor recreation settings include camps,
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zoos, and parks. Large and well-designed studies

of skin cancer prevention in these locations have

been reported. Effective skin cancer prevention

programs for children have been evaluated in

swimming pool settings (Glanz, Geller, Shigaki,

Maddock, & Isnec, 2002; Glanz, Steffen, Elliott,

& O’Riordan, 2005) and for beachgoers at

Northeastern (Weinstock, Rossi, Redding, &

Maddock, 2002) and Midwestern (Pagoto,

McChargue, & Fuqua, 2003) beaches as well as

at zoos (Mayer et al., 2001).

High-Risk Groups

Targeting skin cancer prevention to people at

high risk may result in greater effects of preven-

tive strategies and an efficient public health

strategy. Risk factors for skin cancer include

age, sun-sensitive phenotypes, excess sun expo-

sure, family history, personal history of skin

cancer or precancerous lesions, and some other

medical conditions. There is a need to develop

low-cost, effective interventions to improve skin

cancer prevention and early detection behaviors

among a broader population of persons at mod-

erate and high risk. (Geller, Emmons, Brooks,

Powers, Zhang, Koh, Heeren, Sober, Li, &

Gilchrest, 2006) and Glanz, Schoenfeld, and

Steffen (2010) describe studies of effective

tailored interventions that specifically target

individuals at high risk, either siblings of mela-

noma patients or adults determined to be at

moderate or high risk for skin cancer. These

studies focused on both prevention and skin

examinations. A study of a group of people

who have tested positive in genetic testing for

skin cancer-related mutations and found that

positive genetic test results led to greater inten-

tions to obtain total body skin examinations and

adhere to skin self-examination recommenda-

tions (Aspinwall, Leaf, Dola, Kohlmann, &

Leachman, 2008).

Screening and Early Detection

Screening for skin cancer through health-care-

provider skin exams and skin self-examination

has the potential to help detect skin cancers at

an earlier stage (i.e., when they are thinner) so

that they are more curable and less serious.

Although there has not been a large randomized

trial of skin screening in the United States, an

Australian trial reported by Aitken et al. (2006)

provides promising evidence of the impact of

skin screening and how it can be successfully

implemented. A randomized trial was conducted

to determine whether a multicomponent interven-

tion can increase total skin self-examination

(TSSE) performance. Participants received

instructional materials, a video, and a brief

counseling session and a brief follow-up phone

call and tailored feedback letters. Results showed

that the intervention group increased TSSE

performance in the intervention group compared

to the control group (Weinstock et al., 2007).

A follow-up article aimed to identify the most

important Check-It-Out intervention components

for promoting TSSE. Results showed that

watching the video, using the hand mirror,

shower card, American Cancer Society brochure,

sample photographs, and finding the health

educator helpful were associated with performing

TSSE at 2 months, 12 months, or both. The stud-

ies of high-risk groups reported by Geller et al.

(2006) and Glanz et al. (2010) also targeted

behavioral outcomes of skin self-examination

and thorough examination of all moles.

Measurement and Methodology

Advances in skin cancer prevention depend on

good quality research and ideally different inter-

vention studies that can be compared to under-

stand the impact of various strategies. Most skin

cancer prevention studies uses verbal reports, or

self-report, to measure habitual sun exposure and

solar protection behaviors. Despite the well-

known limitations of verbal reports of behavior,

these measures are the most practical for use in

both population surveillance and descriptive and

intervention research (Glanz & Mayer, 2005).

Therefore, the comparability of assessments

across population-based surveys and outcome

measures used in intervention research is impor-

tant, and a core set of measures was recently

published by a diverse group of investigators in

the field (Glanz et al., 2008). In addition, because

it is important to continue to build a research tool

kit for measures other than surveys, including
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objective biological measures and observational

measures, recent research to validate self-reports

of sunscreen use (Glanz et al., 2009) and other

behaviors is of particular importance to the field.

Conclusion

Skin cancer prevention interventions have demon-

strated modest success, with the majority of pro-

grams being conducted in school settings. It is

believed that the ideal intervention strategies for

reducing exposure to ultraviolet radiation (UVR)

exposure are coordinated, sustained, community-

wide approaches that combine education, mass

media, and environmental and structural changes.

Interventions within specific organizational set-

tings such as schools, health care, recreation pro-

grams, and workplaces provide useful ways to

reach important audiences like children and are

suitable venues for structural supports such as

environmental and policy change that complement

educational efforts. It is generally agreed that envi-

ronmental and structural changes also need to be

part of successful skin cancer prevention efforts.

Advances in measurement and methods in skin

cancer prevention research will contribute to

future efforts to address this important and wide-

spread health and behavior problem.
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Definition

Sleep is a complex reversible neurobiological

state characterized by closed eyes, behavioral

quiescence, and perceptual disengagement from

one’s surroundings.

Description

Healthy adults cycle between two types of sleep

during the typical nocturnal sleep period: non-

rapid eye movement (NREM) sleep and rapid

eye movement (REM) sleep. When healthy

adults fall asleep, they enter NREM sleep and

usually move from lighter stages of sleep

(e.g., Stages N1 and N2) to deeper sleep (e.g.,

Stage N3) before entering their first REM sleep

period. The terms “light” and “deep” sleep refer

to the ease with which one can be awakened from

sleep and become fully oriented to one’s sur-

roundings. The descent from light into deep

NREM sleep is characterized by decreasing

inputs from external stimuli, a slowing of cata-

bolic processes, and an increase in parasympa-

thetic nervous system activity. In contrast, REM

sleep is characterized by autonomic instability

and active mental activity. In healthy adults, indi-

vidual NREM-REM cycles generally last approx-

imately 90 min, although the duration of sleep

cycles varies across individuals. During the first

third of the night, NREM sleep is more prevalent,

whereas REM sleep becomes more prevalent

during the last third of the night.

Sleep can be characterized along multiple

dimensions. Here we focus on four dimensions

of sleep that have been most widely evaluated in

relation to health and functioning; these include

sleep duration, continuity, architecture, and

quality. It is important to recognize that each of

these dimensions of sleep changes across the life

span, from infancy through old age and may,

additionally, be moderated by sex, race/ethnicity,

and mental and physical health conditions

(Carrier, Land, Buysse, Kupfer, & Monk, 2001;

Carskadon & Dement, 2005; Hall et al., 2009;

Ohayon, Carskadon, Guilleminault, & Vitiello,

2004).

Sleep Duration

The two most commonly assessed indices of

sleep duration include “time in bed” and “total

sleep time.” Operationally, time in bed (TIB)

may be defined as total hours elapsed between

getting into bed to go to sleep at night (“good

night time”) and waking up in the morning

(“good morning time”). Total sleep time (TST)

may be operationalized as time in bed minus the

amount of time needed to fall asleep (“sleep

latency”) and amount of time spent awake during

the night (“wakefulness after sleep onset”).

Sleep duration is one of the most widely stud-

ied dimensions of sleep in relation to health and
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functioning (see entry on “▶ Sleep Duration,

▶ Sleep and Health”). For the most part, this

literature has documented robust associations

among sleep duration extremes (generally, <6 h

or >8 h) and indices of morbidity and mortality.

One meta-analysis of 23 studies reported pooled

relative risk (RR) values of 1.10 (95% CI¼ 1.06–

1.15) and 1.23 (95% CI ¼ 1.17–1.30) for all-

cause mortality and short and long sleep duration,

respectively (Gallicchio & Kalesan, 2009).

It must be noted, however, that studies using

objective measures (actigraphy, PSG) of sleep

duration and health outcomes are lacking.

This issue is especially important given dis-

crepancies between self-reported and objective

indices of sleep duration, which may be con-

founded by other risk factors for morbidity and

mortality such as age, sex, race, BMI, and

comorbidities. Nor do measures of sleep dura-

tion differentiate between individuals with or

without primary sleep disorders such as sleep

apnea and insomnia, which have been widely

linked to health and functioning (Boivin, 2000;

Somers, 2005).

Sleep Continuity

Measures of sleep continuity focus on one’s abil-

ity to initiate and maintain sleep (see “▶ Sleep

Continuity, ▶ Sleep Fragmentation” entries).

Sleep latency refers to the amount of time it

takes to fall asleep (e.g., minutes from “good

night time” to onset of sleep), whereas wakeful-

ness after sleep onset (WASO) refers to the total

amount of wakefulness during the sleep period

(e.g., minutes of wakefulness between sleep onset

and “good morning time”). Sleep efficiency is

a proportional sleep continuity measure which

refers to the percentage of time in bed spent

asleep. Although operational definitions may

differ across laboratories, sleep efficiency is

commonly calculated as follows: (time spent

asleep/time in bed) � 100.

Compared to sleep duration, fewer population-

based studies have evaluated relationships among

sleep continuity and indices of health and func-

tioning. Several studies have linked self-reported

sleep continuity disturbances with incident Type 2

diabetes and cardiovascular disease (as reviewed

by Mezick et al. under review). Although few in

number, other studies have reported significant

cross-sectional associations between objectively

assessed sleep continuity disturbances and health

outcomes including obesity, increased blood pres-

sure, increased inflammation, decreased circulat-

ing natural killer cell numbers, and the metabolic

syndrome (Hall et al., 1998; Knutson et al., 2009;

Mills et al., 2007). In their longitudinal study of

sleep and all-cause mortality in healthy older

adults, Dew and colleagues reported that partici-

pants with PSG-assessed sleep latencies of greater

than 30minwere at 2.14 times greater risk of death

(95% CI ¼ 1.25–3.6) compared to those who fell

asleep in less than 30 min, after adjusting for age,

medical burden, and other relevant covariates

(Dew et al., 2003).

Emerging evidence based on experimental

models of sleep fragmentation suggests that

endocrine, immune, metabolic, and autonomic

mechanisms may be important pathways through

which sleep continuity disturbances influence

health and functioning (Bonnet & Arand 2003;

Janackova & Sforza, 2008; Redwine Dang,

Hall, & Irwin, 2003; Tartar et al., 2009). In

terms of its relevance to behavioral medicine

and health, sleep continuity appears to be exqui-

sitely sensitive to psychological and social fac-

tors such as stress, loneliness, relationship

quality, and socioeconomic status Akerstedt

et al., 2002; Cacioppo et al., 2002; Cartwright &

Wood, 1991; Friedman et al., 2005; Hall, Buysse,

Nofzinger, Reynolds, & Monk, 2008).

Sleep Architecture

Sleep architecture refers to the pattern or distri-

bution of visually scored NREM and REM sleep

stages as well as quantitative measures derived

from power spectral analysis of the EEG (see

“▶ Sleep Architecture” entry). Within NREM

sleep, measures of sleep architecture include

stages N1-N3. Lighter stages of sleep are

characterized by low-amplitude, fast-frequency

EEG activity whereas deeper stages of sleep

are characterized by high-amplitude, low-

frequency EEG activity generated by rhythmic

oscillations of thalamic and cortical neurons

(see Jones, 2005).
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Patients with medical disorders including

cardiovascular and kidney disease, diabetes,

and cancer exhibit lighter sleep architecture

profiles compared to healthy individuals (e.g.,

Jauch-Chara, Schmid, Hallschmid, Born, &

Schultes 2008; Ranjbaran, Keefer, Stepanski,

Farhadi, & Keshavarzian, 2007). Yet, these

studies do not indicate whether sleep architec-

ture profiles were a contributing cause or conse-

quence of disease. Both possibilities are

plausible given experimental evidence of bidi-

rectional relationships among components of

sleep architecture and physiological processes

important to health and functioning including

metabolic, endocrine, autonomic, and immune

mechanisms (e.g., Hall et al., 2004; Opp, 2006;

Rasch, Dodt, Moelle, & Born, 2007). The longi-

tudinal study of sleep and mortality by Dew and

colleagues (2003) is the only published study, to

date, that has evaluated relationships among

measures of sleep architecture and indices of

morbidity or mortality. In this study, risk for

mortality was significantly higher in individuals

with extreme amounts of REM sleep (upper and

lower 15th percentile of the sample distribu-

tion); the visually scored slow-wave sleep per-

centage was also modestly associated with

survival time.

Experimental manipulation of sleep architec-

ture, although technically complex, may be an

especially promising approach to disentangling

cause and effect and evaluating cellular and

molecular mechanisms through which sleep

architecture affects and is affected by health.

Quantitative analysis of the EEG, which shows

trait-like characteristics, may hold promise for

identifying sleep phenotypes that confer

vulnerability to or resilience against disease

(e.g., Tucker, Dinges, & Van Dongen, 2007).

This latter point may be especially relevant to

behavioral medicine models of disease given

that decreased slow-wave sleep and increased

EEG spectral power in the fast-frequency beta

band have been linked with symptoms of stress

and a variety of chronic stressors including job

strain, marital dissolution, and bereavement

(Cartwright & Wood, 1991; Hall et al., 1997;

Kecklund & Akerstedt, 2004).

Sleep Quality

Sleep quality generally refers to subjective per-

ceptions about one’s sleep. The Pittsburgh Sleep

Quality Index (PSQI), which is the most widely

used self-report sleep instrument and has been

translated into over 30 languages, is an example

of a “multiple-indicator” measure of sleep quality

(Buysse, Reynolds, Monk, Berman, & Kupfer,

1989). The PSQI includes 18 retrospective ques-

tions about one’s sleep over the past month.

These questions are used to derive seven

subscales (sleep duration, sleep latency, sleep

efficiency, sleep disturbance, daytime dysfunc-

tion, use of medications for sleep, and overall

sleep quality), each of which has a range of 0–3.

These subscales may be summed to generate

a global measure of subjective sleep quality

with a range of 0–21; higher values reflect greater

subjective sleep complaints.

In a community-based study of midlife adults

without clinical cardiovascular disease, Jennings

and colleagues reported that higher PSQI-

assessed sleep quality complaints were associ-

ated with increased prevalence of the metabolic

syndrome (Jennings, Muldoon, Hall, Buysse, &

Manuck, 2007). Other cross-sectional studies

have reported greater subjective sleep quality

complaints in patients with hypertension, diabe-

tes, kidney disease, polycystic ovary syndrome,

and cancer compared to age- and sex-matched

healthy controls (e.g., Liu et al., 2009; Sabbatini

et al., 2008; Tasali, Van Cauter, & Ehrmann,

2006). Subjective sleep quality complaints may

be a consequence of disease. It may also

indirectly impact health via health behavior path-

ways. For instance, subjective perceptions that

one’s sleep is not sound or restorative may lead

to increased daytime caffeine use and increased

use of alcohol prior to sleep which, in turn, may

negatively impact health and functioning.

Summary

Converging evidence suggests numerous links

between specific dimensions of sleep and impor-

tant indices of health and functioning. The two

most prevalent sleep disorders, insomnia and

sleep apnea, too have been prospectively linked

to adverse health outcomes (see entries for
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“▶ Insomnia, ▶Sleep Apnea”). Yet, little is

understood about how specific dimensions of

sleep or sleep disorders may confer vulnerability

or resilience to disease. Identification of the cellu-

lar and molecular pathways through which sleep

affects and is affected by health is critical to

advancing our understanding of the sleep-health

relationship in the context of behavioral medicine.
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Sleep and Health
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School of Nursing, University of Pittsburgh,

Pittsburgh, PA, USA

Synonyms

Sleep deprivation

Definition

Sleep is defined as a reversible state of perceptual

disengagement and unresponsiveness to the

external environment. Sleep is a complex physi-

ological and behavioral process that is part of

every individual’s life and a critical determinant

of physical and mental health.

Description

It is generally accepted that 7–8 h is the optimal

amount of sleep needed per night for adequate

daytime functioning and to reduce the risk of

developing serious medical conditions. However,

many Americans sleep less than 7 h per night and

many report sleep difficulties. The percentage of

men and women reporting sleeping less than 6 h

per night has increased significantly over the last

20 years. Broad societal changes, including lon-

ger work hours, shift work, later night life,

increased dependence on technology, and

a current mindset of “if you snooze, you lose”

have contributed to the increases in sleep loss

among adults. Sleep loss increases the risk and

incidence of diseases that may ultimately result in

death. Many of the studies examining sleep dura-

tion and adverse health outcomes have found

a U-shaped relationship suggesting that too little

sleep and too much sleep is detrimental to health.

And, between 7 and 8 h of sleep appears to be

associated with reduced health risk.

Sleep and Mortality

Growing evidence over the last few decades sug-

gests that progressively shorter (<7 h per night) or

longer (>8 h per night) sleep duration is associated

with a greater risk of mortality (Cappuccio,

D’Elia, Strazzullo, & Miller, 2010; Kripke,

Garfinkel, Wingard, Klauber, & Marler, 2002).

The mechanisms that underlie these associations

are not fully understood. Potential adverse

physiologic effects of short sleep duration may

contribute to negative health outcomes like cardio-

vascular disease, diabetes, and obesity, all of

which are associated with increased mortality

risk. Sleep restriction has been shown to impair
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glucose tolerance, increase evening cortisol levels,

alter sympathetic nervous system activity, reduce

leptin levels and increase levels of ghrelin, and

increase inflammatory markers. The mechanisms

linking long sleep duration with mortality

is unknown and may be explained by underlying

confounders such as depression, low socioeco-

nomic status, undiagnosed medical disease, poor

physical health, and less physical activity.

Sleep and Cardiovascular Disease

Sleeping less than 7 h per night has been found to

increase the risk of developing high blood

pressure (i.e., hypertension) and elevate blood

pressure in those with existing hypertension (Cal-

houn & Harding, 2010). Long sleep duration

(�9 h per night) may also increase the risk of

hypertension. The effect of insufficient sleep on

blood pressure may help to explain the relation-

ship between poor sleep and cardiovascular

disease and stroke. Researchers have found both

short (<7 h per night) and long (>8 h per night)

sleep durations are associated with a greater risk

of developing or dying from coronary heart dis-

ease and stroke (Cappuccio, Cooper, D’Elia,

Strazzullo, & Miller, 2011).

There is also growing evidence of

a connection between “▶ Sleep Apnea” and car-

diovascular disease. People with sleep apnea

have frequent awakenings at night as a result of

repetitive pauses in breathing. This sleep frag-

mentation and reoccurring drops in oxygen levels

in the blood called hypoxemia cause increases in

blood pressure during the night that can persist

during the daytime and over time can lead to

hypertension. People with sleep apnea have an

increased risk of developing coronary heart dis-

ease, stroke, and heart failure. In a 10-year study,

severe sleep apnea was associated with an

increased risk of fatal and nonfatal cardiovascular

events.

Sleep and Obesity

Numerous studies have reported a link between

sleep duration and obesity. For example,

researchers have shown that people who sleep

less than 6 h per night or more than 8 h per

night are more likely to have a higher ▶ body

mass index and that people who sleep 8 h have

the lowest BMI (Cappuccio, Taggart, Kandala, &

Currie, 2008). Several pathways have been iden-

tified that could mediate the relationship between

short sleep and increased risk of obesity: alter-

ations in glucose metabolism, appetite control,

and energy expenditure. Sleep loss impacts

hormones that regulate glucose processing and

appetite (Taheri, Lin, Austin, Young, & Mignot,

2004). After sleep loss, the body’s tissues are less

responsive to insulin (i.e., insulin resistance),

a hormone secreted by the pancreas that regulates

the level of glucose in the body. As a result,

glucose levels in the blood remain high, making

it more difficult for the body to use stored fat for

energy. Sleep loss also impacts hormones

involved in appetite regulation causing people

to eat even when they have had an adequate

number of calories. Specifically, short sleep

lowers levels of leptin, a “full signal” hormone,

and increases levels of ghrelin, an appetite stim-

ulant hormone. One night of sleep loss can

decrease energy expenditure (i.e., calories

burned) during rest.

Sleep and Diabetes

Numerous epidemiological studies have found

that short (�6 h per night) and long (�9 h per

night) sleep durations are associated with an

increased risk of developing type 2 diabetes and

impaired glucose tolerance, a precursor to diabe-

tes (Knutson & Van Cauter, 2008). Insulin resis-

tance associated with sleep loss can over time

compromise the ability of b-cells in the pancreas
to release insulin, causing higher than normal

levels of glucose in the blood which can lead to

type 2 diabetes. In a study of healthy adults,

restricting sleep to 4 h per night for six nights

led to impaired glucose tolerance.

In addition, sleep apnea is a risk factor for

developing type 2 diabetes. Several potential

mechanisms explaining how sleep apnea may

alter glucose metabolism have been proposed.

Sleep fragmentation and hypoxemia associated

with sleep apnea can alter autonomic and neuro-

endocrine function, increase release of inflamma-

tory cytokines, and induce adipokines and thus

play a role in altering glucose metabolism.

S 1800 Sleep and Health

http://dx.doi.org/10.1007/978-1-4419-1005-9_841
http://dx.doi.org/10.1007/978-1-4419-1005-9_729
http://dx.doi.org/10.1007/978-1-4419-1005-9_729


Sleep and Cancer

Emerging evidence suggests that sleep duration

may increase risks of several types of cancer. The

first investigation of the association between

sleep and breast cancer found women with longer

sleep durations (�9 h per night) had a decreased

risk of breast cancer. Subsequent studies have

found mixed results with some studies finding

an inverse relationship between short sleep

duration and risk of breast cancer and one study

found no association. Short sleep duration was

associated with an increased risk of colorectal

cancer in patients undergoing colonoscopy

screening and an increased risk of prostate can-

cer. Epidemiological studies have reported

a significantly increased risk of developing

a number of malignancies including breast,

colon, prostate, and endometrial cancer in night-

shift workers. Nocturnal melatonin suppression

due to decreased sleep duration or light exposure

at night in the case of shift workers may alter the

oncostic action of melatonin (Blask, 2009).

Sleep and the Immune System

The relationship between sleep and immunity is

reciprocal such that infections increase sleep

duration and sleep deprivation negatively

impacts immune function. Experimental studies

have shown that sleep deprivation results in sup-

pression in natural killer cell activity, reductions

in interleukin-2 production, increased circulation

of pro-inflammatory cytokines such as IL-6,

tumor necrosis factor (TNF) a, and reduction of

anti-inflammatory cytokines (Bryant, Trinder, &

Curtis, 2004). Sleep is needed for optimal resis-

tance to infection. Sleep restriction in healthy

adults has been shown to reduce antibody

production response to the influenza vaccination.

One night of sleep deprivation reduced the for-

mation of specific antibodies to hepatitis

A antigens after vaccination. Short sleep duration

in the weeks preceding exposure to rhinovirus

increased the susceptibility to developing a cold.

Sleep and Neurocognitive Function

It has been established that sleep deprivation

impairs cognitive and motor performance

(Durmer & Dinges, 2005). However, some

people are more vulnerable to the effects of

sleep loss than others. Sleep deprivation studies

have found a wide range of effects on cognitive

function including decrements in attention espe-

cially vigilance, working and long-term memory,

decision making, response inhibition, processing

speed, and reasoning (Lim & Dinges, 2010).

Sleep deprivation results in impairments in

psychomotor performance that are comparable

to those induced by alcohol consumption at or

above the legal limit (Williamson & Feyer,

2000). Sleep loss increases the risk of traffic

accidents as demonstrated by poor performance

on driving simulators after sleep deprivation.

In addition to an increased risk for motor vehicle

crashes, sleep deprivation and related

neurocognitive impairments are associated with

work-related injuries and fatal accidents. Sleep

apnea is also associated with deficits in cognitive

function and accounts for a significant proportion

of motor vehicle accidents.

Sleep and Mental Health

Numerous studies have shown a high rate of

comorbidity between sleep complaints (e.g.,

insomnia) and psychiatric disorders, especially

mood and anxiety disorders (Staner, 2010). This

relationship goes beyondmere co-occurrence and

is bidirectional since insomnia contributes to

the development or exacerbation of depression

and anxiety disorders, and affective disorders

and their treatments contribute to insomnia

(Neckelmann, Mykletun, & Dahl, 2007; Sateia,

2009). Nondepressed individuals with insomnia

have a two times greater risk for developing

depression than individuals without sleep

difficulties. Sleep problems affect outcomes for

patients with depression. Studies report that

depressed patients who continue to experience

insomnia are at greater risk of relapse and

recurrence of depression and risk of suicide.

Conclusions

Sleep loss is a growing public health problem

worldwide. The health consequences of a sleepy

society are enormous and have a significant
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economic impact with billions of dollars spent on

direct medical costs associated with morbidities

and sleep-related injuries and accidents. Sleep

deprivation can alter biological processes under-

lying cardiovascular, metabolic, and immune

function. Cumulative long-term effects of sleep

loss have been associated with a number of

serious health consequences, including cardio-

vascular disease, obesity, cancer, and type 2

diabetes. Sleep is not a luxury and is as important

for health as other health-promoting behaviors

like diet and exercise. Public awareness is needed

to emphasize and reinforce the essentialness of

sleep for health.

Cross-References

▶Cardiovascular Disease

▶Glucose: Levels, Control, Intolerance, and

Metabolism

▶Hypertension

▶ Immune Function

▶ Insomnia

▶ Insulin

▶ Sleep

▶ Sleep Apnea

▶ Sleep Duration

▶Type 2 Diabetes

References and Readings

Blask, D. E. (2009). Melatonin, sleep disturbance and

cancer risk. Sleep Medicine Reviews, 13(4), 257–264.
Bryant, P. A., Trinder, J., & Curtis, N. (2004). Sick and

tired: Does sleep have a vital role in the immune

system? Nature Reviews Immunology, 4, 457–467.
Calhoun, D. A., & Harding, S. M. (2010). Sleep and

hypertension. Chest, 138(2), 434–443.
Cappuccio, F. P., Cooper, D., D’Elia, L., Strazzullo, P., &

Miller, M. A. (2011). Sleep duration predicts cardio-

vascular outcomes: A systematic review and meta-

analysis of prospective studies. European Heart
Journal, 32(12), 1484–1492.

Cappuccio, F. P., D’Elia, L., Strazzullo, P., &Miller, M. A.

(2010). Sleep duration and all-cause mortality:

A systematic review and meta-analysis of prospective

studies. Sleep, 33(5), 585–592.
Cappuccio, F. P.,Taggart, F.M.,Kandala,N.B.,&Currie,A.

(2008). Meta-analysis of short sleep duration and obesity

in children and adults. Sleep, 31(5), 619–626.

Durmer, J. S., & Dinges, D. F. (2005). Neurocognitive

consequences of sleep deprivation. Seminars in
Neurology, 25(2), 117–129.

Knutson, K. L., & Van Cauter, E. (2008). Associations

between sleep loss and increased risk of obesity and

diabetes. Annals of the New York Academy of Sciences,
1129(1), 287–304.

Kripke, D. F., Garfinkel, L., Wingard, D. L., Klauber,M. R.,

& Marler, M. R. (2002). Mortality associated with sleep

duration and insomnia. Archives of General Psychiatry,
59(2), 131–136.

Lim, J., & Dinges, D. F. (2010). A meta-analysis of the

impact of short-term sleep deprivation on cognitive

variables. Psychological Bulletin, 136(3), 375–389.
Neckelmann, D., Mykletun, A., & Dahl, A. A. (2007).

Chronic insomnia as a risk factor for developing

anxiety and depression. Sleep, 30(7), 873–880.
Sateia, M. J. (2009). Update on sleep and psychiatric

disorders. Chest, 135(5), 1370–1379.
Staner, L. (2010). Comorbidity of insomnia and depres-

sion. Sleep Medicine Reviews, 14(1), 35–46.
Taheri, S., Lin, L., Austin, D., Young, T., & Mignot, E.

(2004). Short sleep duration is associated with reduced

leptin, elevated ghrelin, and increased body mass

index. PLoS Medicine, 1(3), e62.
Williamson, A. M., & Feyer, A. M. (2000). Moderate

sleep deprivation produces impairments in cognitive

and motor performance equivalent to legally pre-

scribed levels of alcohol intoxication. Occupational
and Environmental Medicine, 57(10), 649–655.

Sleep Apnea
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School of Nursing, University of Pittsburgh,
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Synonyms

Obstructive sleep apnea; Sleep-disordered

breathing

Definition

Sleep apnea is a common sleep disorder charac-

terized by repetitive pauses in breathing or very

shallow breaths during sleep (Strollo & Rogers,

1996; Young, Peppard, & Gottlieb, 2002). Pauses

in breathing, known as apneas, and shallow

breathing events, called hypopneas, can last
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a few seconds to minutes and can occur multiple

times during the night. The termination of apneas

and hypopneas is associated with a transient

arousal from sleep. Sleep disruption due to fre-

quent arousals may lead to excessive daytime

sleepiness or fatigue. Loud snoring, witnessed

breathing interruptions, and excessive daytime

sleepiness are the most common signs of sleep

apnea. Obstructive sleep apnea (OSA) occurs

when the airway collapses or is blocked during

sleep. Central sleep apnea results from temporary

loss of ventilatory effort lasting at least 10 seconds

and can co-occur with OSA. An evaluation for

sleep apnea entails an assessment for signs and

symptoms and a detailed craniofacial examination

followed by a full night of in-laboratory or portable

polysomnography to confirm diagnosis (Epstein

et al., 2009). Sleep apnea requires long-term

management. Positive airway pressure therapy,

oral appliances, and surgery are the most common

treatments for sleep apnea, but other behavioral

interventions such as weight loss, smoking cessa-

tion, body position, and alcohol and sedative ces-

sation, can be useful adjuncts to conventional

therapies (Epstein et al., 2009). Untreated sleep

apnea can result in a number of negative conse-

quences, including excessive daytime sleepiness

and fatigue, psychological symptoms, cognitive

and performance impairments, and increased risk

for cardiovascular and cerebrovascular disease

(Bradley & Floras, 2009; Sateia, 2003). Decreased

vigilance or falling asleep at the wheel increases

the risk of motor vehicle crashes in individuals

with sleep apnea (Ellen et al., 2006).
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Sleep Architecture

Salvatore Insana
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Definition

Sleep Architecture is the visual representation

of the way sleep stages are organized throughout

a polysomnographically recorded sleep interval.

Sleep Architecture is displayed on a hypnogram

plot.

Description

Sleep can be measured with polysomnography

(PSG), which consists of multiple measures that

include, but are not limited to, electroencepha-

lography (EEG), electrooculography (EOG), and

electromyography (EMG) (see for a review

Keenan & Hirshkowitz, 2011). PSG literally

translates to “many” (poly) “sleep” (somno)

“writings” (graphy). When sleep is measured

with PSG, the measured signals are typically

sectioned into 30-s intervals consecutively

throughout the entire PSG recording period.

These 30-s intervals are termed “epochs.” Within
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each epoch, the PSG-measured signals

(from EEG, EOG, and EMG) are cumulatively

used to differentiate sleep from wake, and to

further classify sleep into different categories

that are known as sleep stages.

According to the 2007 American Academy

of Sleep Medicine standard practice parame-

ters, sleep can be classified into four stages

that include N1, N2, N3, and Rapid Eye

Movement (REM) sleep (Iber, Ancoli-Israel,

Chesson, & Quan, 2007). The PSG signals are

used to identify each individual epoch as

a particular sleep stage. The act of using PSG

signals to identify each epoch as a particular

sleep stage is known as sleep stage scoring.

Sleep stage scoring is completed by a trained

technician who visually interprets the PSG

signals in accordance with standard practice

parameters.

Once the entire PSG sleep study is scored, the

study is summarized into a clinical report. The

clinical report describes the sleep parameters

measured (e.g., EEG, EOG, EMG, airflow

parameters), sleep scoring data (e.g., lights out

clock time, lights on clock time, total sleep time),

arousal events (e.g., number of arousals, arousal

index), respiratory events (e.g., apnea index,

hypopnea index), cardiac events (e.g., average

heart rate during sleep), movement events

(e.g., number of periodic limb movements during

sleep), and summary statements (e.g., findings

related to sleep diagnoses, behavioral

observations, sleep hypnogram). Of particular

relevance to sleep architecture is the sleep

hypnogram.

The sleep hypnogram is a summary figure that

visually displays the scored wake and sleep stages

as they occurred throughout the entire PSG

recording period. The sleep hypnogram is format-

ted with time throughout the entire PSG sleep

study as a continuous variable on the X-axis,

and the visually scored wake and sleep stages as

categorical variables on the Y-axis. The categor-

ical wake and sleep stages are positioned with

REM closest to the intersection with the X-axis,

followed by N3, N2, N1, and wake in an upward

ascending order; however, the order and format of

these stages can vary per laboratory (e.g., Fig. 1).

As time progresses throughout the sleep

monitoring period, the person being monitored

naturally enters and exits the wake and sleep

stages that are indicated on the Y-axis. The time

spent in a particular stage is represented by

a horizontal line adjacent to the respective

stage, and the length of that horizontal line

reflects the time spent in that particular stage as

it corresponds to the “real time” for which the

stage occurred – indicated on the X-axis. During

a stage transition, the horizontal line turns 90�

(right angle) positive or negative to become

vertical and adjacent to the newly entered

stage – as indicated on the Y-axis; then the line

turns 90� (right angle) once again to reach

a horizontal position with a length that represents

AWAKE

Stage 1/REM

Stage 2

Stage 3&4

23:00:00 01:00:00 03:00:00 05:00:00 07:00:00

Sleep Architecture, Fig. 1 Sleep hypnogram and sleep architecture during a 20-year-old female’s overnight sleep

monitoring period
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the time spent in that particular stage – indicated

on the X-axis. As the different wake and sleep

stages fluctuate throughout the night, the

hypnogram line appears at different horizontal

levels (stage-dependent [Y-axis]), at different

lengths on each level (time-dependent [X-axis]);

and as the levels shift (stage shift), the horizontal

line is connected to the previous and subsequent

horizontal level by a vertical line (e.g., elbow

connector).

Consequently, the wake and sleep stages

represented on a sleep hypnogram resemble the

back drop of a city skyline, with continuous

geometric cubes and rectangles of different

heights and widths that appear to continuously

penetrate and retreat from the skyline. The

figurative reference to a city skyline has been

generally accepted, and has literally generated

the term “sleep architecture.” Thus, sleep

architecture is the visual representation of wake

and sleep stages that occurred throughout

a polysomnographically recorded sleep interval,

and is displayed on a hypnogram plot.

The visual structure of sleep architecture is

dependent upon the sleep stage, and the time in

the particular sleep stage. Typically, sleep is

entered through N1, followed by N2, followed

by N3, and then followed by REM – this progres-

sive series is termed a “sleep cycle.” The typical

sleep cycle occurs throughout sleep at approxi-

mately 50-min intervals among infants

(Grigg-Damberger et al., 2007) and approxi-

mately 90–110-min intervals among adults (Iber

et al., 2007). The time spent in the different stages

changes throughout the night. The first portion of

the night primarily consists of non-REM sleep

(i.e., N1, N2, and N3), and the second portion of

the night primarily consists of REM sleep.

The sleep architecture displayed on the

hypnogram from a normative adult PSG sleep

study will display cumulatively longer horizontal

lines adjacent to N1, N2, and N3 during the first

portion of the night relative to the second portion,

and will conversely display cumulatively longer

horizontal lines adjacent to REM during the

second portion of the night relative to the first

portion. A sleep hypnogram will display the

sleep stage cyclicity, as well as changes in time

spent in particular stages as they occur through-

out the recording period – this differs

across nights. Since the time spent in different

sleep stages generally changes throughout the

lifespan (Ohayon, Carskadon, Guilleminault, &

Vitiello, 2004), the percentage of time spent in

each sleep stage, as reflected in the histogram,

can differ by to the age of the person assessed.
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Synonyms

Sleep efficiency; Sleep fragmentation; Sleep

maintenance
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Definition

Sleep continuity refers to the amount and distri-

bution of sleep versus wakefulness in a given

sleep period; it includes both sleep initiation and

sleep maintenance (Hall, Greeson, & Mezick,

in press). Specific indices of sleep continuity

may include latency to sleep onset, number

of awakenings after sleep onset, total time

of wakefulness after sleep onset, and overall

sleep efficiency. Sleep continuity is most often

assessed using self-report questionnaires

(i.e., retrospective reports, morning diaries or

logs), wrist actigraphy, or polysomnography.

Sleep continuity declines as part of the normal

aging process (Ohayon, Carskadon,

Guilleminault, & Vitiello, 2004). Disruptions in

sleep continuity are typical among individuals

with insomnia and are also commonly reported

by or observed in those with mood disorders,

anxiety disorders, and substance disorders.

Many medical conditions and treatments

are also related to disrupted sleep continuity;

some of the most common examples include

sleep apnea, chronic pain, asthma and respira-

tory conditions, chronic renal disease, infec-

tious diseases, and cancer. Decreased sleep

continuity has been associated with increased

inflammatory markers, susceptibility to infec-

tion, elevated blood pressure, obesity, presence

of metabolic syndrome, diabetes, and cardio-

vascular disease. Several studies have reported

a link between decreased sleep continuity and

incident diabetes or incident cardiovascular

disease.
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Synonyms

Sleep deprived

Definition

Sleep deprivation generally refers to the total loss

of sleep due to experimental manipulations or

circumstance.

Description

Sleep deprivation refers to the total loss of sleep.

The term is generally used in the context of exper-

imental manipulations which keep individuals

(or experimental animals) awake throughout their

usual sleep period. Sleep deprivation also occurs in

naturalistic conditions such as when a student stays

awake all night to study for an exam. Experimental

and observational sleep deprivation studies have

been used to evaluate the cognitive, behavioral,

emotional, and physiological consequences of

sleep loss.

Experimental sleep deprivation studies in

humans generally deprive participants of
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1–3 nights of sleep, resulting in 24–72 h of

wakefulness. Experimental animal models can

extend sleep deprivation for much longer periods

of time (e.g., 2 weeks). In both kinds of studies,

electroencephalographic (EEG) monitoring is

used to ensure wakefulness, usually through inter-

actions with study staff or procedural manipula-

tions. For example, the classical “disk-over-water”

method pioneered by Dr. Allan Rechtschaffen at

the University of Chicago involved placing two

animals on a rotating disk suspended above

water (Rechtschaffen & Bergmann, 1995).

A barrier divided the disk into half, with the

experimental animal on one side of the disk

and the yoked animal on the other. When the

experimental animal showed EEG signs of

sleep, the disk would rotate. If the animal did

not wake up, they would fall into the water when

they reached the barrier. Through conditioning,

the experimental animal would learn to wake up

as soon as the disk started to rotate. The yoked

animal, on the other hand, would learn to sleep

when the disk was not rotating. This elegant

design allowed experimenters to tease apart the

effects of movement and stress associated with

older forms of sleep deprivation (e.g., placing

the animal on a continuous running wheel with

no option for escape) from the effects of sleep

deprivation. In human studies, the constant rou-

tine protocol, which involves keeping partici-

pants in a recumbent position for the duration

of the protocol, is used to control for the influ-

ence of extraneous factors such as increased

movement on study outcomes.

Although individuals may feel that sleep

deprivation has no adverse effects on them, exper-

imental evidence suggests that perceptions of resil-

iency to sleep loss are unfounded. The

“disconnect” between subjective perceptions of

sleepiness and objective indices of health and

functioning in humans has been systematically

documented by Dr. David Dinges and his col-

leagues at the University of California (see Lim

&Dinges, 2008). More recently, others have dem-

onstrated that one night of total sleep deprivation

in healthy young adults is associated with

increased blood pressure and amydgala reactivity

to negative emotional stimuli (Franzen et al., 2011;

Yoo, Gujar, Hu, Jolesz, & Walker, 2007).

As a complement to studies in humans, animal

models, which allow exquisite control over

sleep and wakefulness, have begun to elucidate

the influence of sleep deprivation on gene

expression, molecular signaling, and synaptic

plasticity (e.g., Seugnet, Suzuki, Donlea, Gott-

schalk, & Shaw, 2011; Wang, Liu, Briesemann,

Yan, 2010). Taken as a whole, these studies

demonstrate that sleep is essential to health and

functioning across species.
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Sleep Duration
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Synonyms

Total sleep time

Definition

Sleep duration typically refers to the total amount

of sleep obtained, either during the nocturnal

sleep episode or across the 24-h period.

Description

Measurement

Sleep duration can be measured via questionnaire,

diary, actigraphy, or polysomnography. In popula-

tion-based epidemiologic studies, single-item

questionnaire or self-report measures of sleep

duration have often been utilized (e.g., How many

hours of sleep do you obtain on a typical night?).

In clinical and research settings, sleep diaries,

actigraphy, and polysomnography provide assess-

ments of sleep duration. Sleep diaries involve

the subjective report of sleep duration, typically

daily for a minimum of 1 week. Actigraphy pro-

vides an objective estimate of sleep/wake status

from the detection of bodily movement, whereas

polysomnography measures sleep duration

through the assessment of multiple physiologi-

cal signals, including brain, eye, and muscle

activity. Although typically correlated, large

discrepancies are often noted between subjec-

tive and objective measures of sleep duration;

in most populations, self-reported sleep duration

is overestimated compared to objective mea-

surement (Silva et al., 2007).

Sleep Duration Across the Life span

Sleep is regulated by a complex interaction of

homeostatic and circadian factors. The

homeostatic process reflects the need for sleep,

accumulating during sustained wakefulness and

dissipating during sleep. The circadian process,

driven by outputs of the circadian pacemaker,

promotes wakefulness during the day and eve-

ning, and promotes sleep during the night, with

the peak sleep-promoting signal during the early

morning. Thus, circadian signals oppose the rise

of homeostatic sleep pressure during the day,

allowing for uninterrupted daytime wakefulness.

Both circadian and homeostatic processes pro-

mote sleep onset, with circadian sleep-promoting

signals facilitating a continuation of consolidated

sleep despite the gradual dissipation of homeo-

static sleep pressure over the course of the night.

Aging results in changes in the homeostatic and

circadian regulation of sleep, with a phase

advance of the circadian wake-promoting signal

(i.e., increased signal for wakefulness in the

morning, but decreased in the evening) and

reduced homeostatic drive for sleep with increas-

ing age (Dijk, Duffy, Riel, Shanahan, & Czeisler,

1999). As a result, sleep duration in older adults is

commonly phase-advanced, of shorter duration,

and with greater fragmentation compared to

younger adults.

In general, sleep duration decreases from

infancy through old age. Sleep duration (per

24 h) averages 14 h during infancy, gradually

declining to approximately 8 h during late ado-

lescence (Iglowstein, Jenni, Molinari, & Largo,

2003). Normative sleep duration then declines

throughout adulthood to approximately 6.5 h at

age 60, at which point sleep duration tends to

stabilize (Ohayon, Carskadon, Guilleminault, &

Vitiello, 2004). It is important to note that these

average values do not indicate whether actual

sleep need is being met, particularly during

development. For instance, although weekday

sleep duration decreases throughout childhood

and adolescence, weekend sleep duration

remains similar from age 5 to 16. This pattern

suggests a greater influence of environmental

factors (e.g., school schedules) than biological

or maturational influences on sleep duration dur-

ing childhood and adolescence.

Whether sleep duration has changed dramati-

cally over the latter half of the past century is
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controversial. Whereas some studies have

documented remarkable (i.e., >1 h) decreases in

sleep duration and significantly increased preva-

lence of short sleep, others have presented evi-

dence that longitudinal changes in sleep duration

have been minimal (i.e., <20 min decrease over

a >20-year span) (Rowshan Ravan, Bengtsson,

Lissner, Lapidus, & Bjorkelund, 2010). Addi-

tional studies estimate that, although average

sleep duration has changed from 8 to 7 h, the

prevalence of extreme short and long sleep have

not changed in the past 30 years (Kronholm et al.,

2008). Moreover, longitudinal studies have

documented that increased mortality risk is asso-

ciated with an increase and decrease in sleep

duration over time (Ferrie et al., 2007). The

reduction in sleep duration in industrialized soci-

eties is likely due to both lifestyle (e.g., late

bedtime due to television and/or computer diver-

sions) and biological factors (e.g., reduced sleep

need due to more sedentary lifestyles) (Horne,

2011).

Sleep Duration and Health

Sleep is an essential behavior for memory con-

solidation, development, and restoration of

nervous, immune, skeletal, and muscular sys-

tems. Consequently, the amount of sleep obtained

has a significant influence on one’s health and

functioning. Sleep duration is at least partly deter-

mined by genetic influences, so interindividual

differences in sleep duration are to be expected.

Nevertheless, a significant association between

sleep duration and health has been consistently

documented in epidemiologic research, highlight-

ing the potential modulating influence of sleep on

health (Bixler, 2009).

The association between sleep duration and

health typically has a U-shaped distribution,

with lowest risk associated with a sleep duration

of 7–8 h (Cappuccio, D’Elia, Strazzullo, &

Miller, 2010). Short and long sleep have been

associated with increased risk of mortality and

numerous morbidities, including cardiovascular

disease (e.g., hypertension, atherosclerosis), met-

abolic dysfunction (e.g., type 2 diabetes, obesity),

and cognitive impairment. However, the most

marked morbidity and mortality risks have been

associated with extreme short and long sleep

(<5 and >9 h, respectively).

The possible mechanisms by which sleep dura-

tion affects health are likely different between

short and long sleep duration (Krueger & Fried-

man, 2009). Most research has focused on

how short sleep may adversely affect health, with

studies finding alterations in the hormonal control

of appetite, increased inflammatory levels,

increases in hypothalamic-pituitary-adrenal axis

and sympatho-adrenal activity, and blunted immu-

nity to pathogens following short-term experimen-

tal sleep restriction (Grandner, Hale, Moore, &

Patel, 2010). Plausible mechanisms linking long

sleep duration to excess morbidity and mortality

are less clear, though fatigue, impaired immunity,

reduced photoperiod length, and underlying dis-

ease have been postulated (Youngstedt & Kripke,

2004). However, short and long sleep do share

some common possible mechanisms. Both short

and long sleep duration have been associated with

low socioeconomic status, and sleep complaints

are more prevalent in short and long sleepers com-

pared to normal sleep duration. Moreover, poor

health behaviors (e.g., smoking, alcohol, and phys-

ical inactivity) are more prevalent in short and

long sleep in comparison to normal sleep duration.
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Synonyms

Sleep continuity; Sleep efficiency; Sleep

maintenance

Definition

Sleep fragmentation typically refers to brief

arousals that occur during a sleep period. The

American Sleep Disorders Association (1992)

defines an arousal as an abrupt shift in electroen-

cephalographic (EEG) frequency (suggestive of

an awake state) which is 3 s or greater in duration

and which occurs after at least 10 consecutive

seconds of sleep. A number of other definitions

of arousal have been published or suggested since

that time, with some recommending that ele-

ments or physiological responses other than

EEG frequency be taken into account (e.g., auto-

nomic activation without cortical involvement)

(Janackova and Sforza, 2008). When assessed

with actigraphy, sleep fragmentation may refer

to the amount of movement or restlessness in

a sleep period. For example, actigraph software

programs use algorithms to calculate a sleep frag-

mentation index, based on the number or propor-

tion of total sleep epochs characterized by

movement. When used in a more general sense,

sleep fragmentation may also refer to the overall

amount and distribution of wakefulness in a sleep

period and can be considered the inverse of sleep

continuity. For example, some authors have used

the term “sleep fragmentation” to describe

parameters such as wakefulness after sleep

onset and sleep efficiency.

Elevated sleep fragmentation occurs in those

with sleep apnea and may correlate with daytime

sleepiness. Increased sleep fragmentation as

assessed by actigraphy has been associated with

S 1810 Sleep Efficiency

http://dx.doi.org/10.1007/978-1-4419-1005-9_843
http://dx.doi.org/10.1007/978-1-4419-1005-9_847
http://dx.doi.org/10.1007/978-1-4419-1005-9_843
http://dx.doi.org/10.1007/978-1-4419-1005-9_101606
http://dx.doi.org/10.1007/978-1-4419-1005-9_101609
http://dx.doi.org/10.1007/978-1-4419-1005-9_101609


a number of physical and psychiatric health out-

comes, as well as deficits in neurobehavioral

performance. Experimental models of sleep frag-

mentation, which typically disrupt sleep briefly

using auditory, mechanical, or other stimuli, have

been used to examine the neurophysiologic,

cognitive, and behavioral consequences of

fragmented sleep.
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Synonyms

Sleep refreshment; Sleep satisfaction

Definition

Sleep quality is defined as one’s satisfaction of

the sleep experience, integrating aspects of sleep

initiation, sleep maintenance, sleep quantity, and

refreshment upon awakening.

Description

Sleep quality is a vital construct to clinicians and

researchers due to the high prevalence of

disturbed sleep and insomnia, and the clear

relevance of sleep quality to optimal health and

functioning. Yet, despite its common usage,

“sleep quality” is a term without a clear definition

(Krystal & Edinger, 2008). In fact, sleep quality

is likely to have different meanings from one

person to the next. For someone with problems

initiating sleep, the sleep onset period may be the

strongest determinant of sleep quality. In con-

trast, the relative difficulty of going to

sleep may be of trivial importance to someone

whose sleep is restless and rife with frequent

awakenings.

Measurement

Measurement of sleep quality is difficult due to

its imprecise definition. The construct of sleep

quality likely incorporates aspects of sleep quan-

tity, wakefulness (both prior to and following

sleep onset), and feeling of refreshment upon

awakening, as well as daytime sleepiness

(Harvey, Stinson, Whitaker, Moskovitz, & Virk,

2008). Many of these aspects cannot be easily

measured in an objective fashion. Nevertheless,

assessment of sleep quality has been attempted

through the use of diary-based measures, subjec-

tive and objective sleep parameters, and self-

report questionnaires.

Sleep diaries employ perhaps the most appro-

priate measure of sleep quality. Either a Likert-

type rating scale (e.g., 1: very poor sleep quality;

5: very good sleep quality) or a visual analogue

scale (with anchors of very poor and very good
sleep quality) are traditionally incorporated into

sleep diaries, providing a distinction from subjec-

tive sleep parameters.
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Sleep quality is sometimes defined by sub-

jective or objective sleep parameters related

to the magnitude of wakefulness during the

night, such as sleep onset latency, total wake-

fulness, sleep efficiency, number of awaken-

ings, or arousals. Moreover, measures of

sleep “depth” derived from polysomnography,

such as the amount of N1 sleep or N3 sleep

(sometimes referred to as “light” and “deep”

sleep, respectively) has sometimes been used

to characterize sleep quality, with increased

“light” sleep linked to poor sleep quality and

increased “deep” sleep linked to good sleep

quality. However, these parameters often fail

to completely capture the essence of sleep qual-

ity. In particular, sleep quality should not be

considered to be synonymous with the amount

of sleep obtained. For example, in comparison

to those who report a sleep duration of 7–8 h,

poor sleep quality is more prevalent with short

and long sleep.

Self-report questionnaires attempt to assess

sleep quality through the measurement of differ-

ent domains of the sleep experience. The most

widely used questionnaire, the Pittsburgh Sleep

Quality Index, is an 18-item instrument with

seven components: sleep quality, sleep latency,

sleep duration, habitual sleep efficiency, sleep

disturbances, sleeping medication use, and day-

time dysfunction (Buysse, Reynolds, Monk,

Berman, & Kupfer, 1989). Another common

measure, the Medical Outcomes Study Sleep

Scale, assesses six different aspects of sleep:

sleep disturbance, sleep adequacy, daytime sleep-

iness, snoring, awakening with shortness of

breath or headache, and sleep quantity (Hays,

Martin, Sesti, & Spritzer, 2005). Scores on both

of these measures have been shown to identify

individuals who characterize their sleep as being

poor in quality.

Correlates with Sleep Parameters

Sleep quality is often only weakly associated with

subjective or objective sleep parameters, with

wakefulness after sleep onset, sleep onset latency,

and total sleep time typically showing the stron-

gest, yet still modest, correlations (r < 0.50).

The lack of strong concordance between common

sleep parameters and sleep quality is perhaps best

exemplified by the sleep of insomniacs, who by

definition report poor sleep quality. For instance,

only about one-half of insomniacs show differ-

ences in objective sleep parameters compared to

normal sleepers. However, among those insom-

niacs whose objective sleep parameters were com-

parable to normal sleepers, sleep quality was

significantly associated with spectral electroen-

cephalographic (EEG) content, specifically lower

delta-frequency EEG and higher beta-frequency

EEG (Krystal & Edinger, 2008).

Sleep Quality and Health

Poor sleep quality is believed to be widespread in

modern society. Approximately one third of

adults complain of poor sleep quality, though in

most studies prevalence estimates are based upon

insomnia-related symptoms. Poor sleep quality

has been associated with increasing age, low

socioeconomic status, poor general health, psy-

chological distress, and poor lifestyle behaviors

(e.g., high caffeine use, sedentary lifestyle,

smoking, etc.).

How poor sleep quality may influence future

morbidity or mortality risk is less clear. Epidemi-

ologic studies have found that poor sleep quality

is predictive of increased risk of metabolic

dysfunction and mortality risk (Cappuccio,

D’Elia, Strazzullo, & Miller, 2010; Kojima

et al., 2000). However, most studies have focused

on sleep duration rather than sleep quality, per-

haps due to the difficulty in concisely defining

sleep quality. Interestingly, in recent studies

that have concurrently assessed sleep duration

and sleep quality, stronger associations with

health risk have been found for poor sleep quality

than sleep duration (Chandola, Ferrie, Perski,

Akbaraly, & Marmot, 2010).
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Synonyms

Partial sleep deprivation; Sleep curtailment;

Sleep debt

Definition

Sleep restriction generally refers to situational or

experimentally induced reductions in overall

sleep duration.

Description

Sleep restriction refers to the partial loss of sleep.

The term is generally used in the context of

experimental manipulations which keep individ-

uals (or experimental animals) awake for some

portion of their usual sleep period. Sleep restric-

tion also occurs in naturalistic conditions such as

when new parents have to wake repeatedly to

care for their newborn child or when an individ-

ual purposefully reduces their sleep time in order

to meet the competing demands of work, family,

or other obligations. Importantly, sleep restric-

tion differs from insomnia in that sleep-restricted

individuals do not have an adequate opportunity

to sleep whereas individuals with insomnia have

sleep difficulties despite adequate opportunity to

sleep (see “▶ Insomnia” entry). Experimental

and observational sleep restriction studies have

been used to evaluate the cognitive, behavioral,

emotional, and physiological consequences of

sleep restriction, including the loss of specific

components of sleep (e.g., slow-wave sleep).

Dr. Eve Van Cauter and her colleagues at the

University of Chicago have been instrumental in

highlighting the public health implications of

partial sleep restriction, or sleep “curtailment”

across the life span (Hanlon & Van Cauter,

2011). In a series of carefully controlled studies

in healthy young adults, Van Cauter and col-

leagues demonstrated that sleep restriction is

associated with metabolic and endocrine alter-

ations that underlie glucose tolerance, insulin

sensitivity, and weight gain. These results are

mirrored in epidemiologic studies of obesity and

diabetes risk in children and adults (Hanlon &

Van Cauter, 2011). Other consequences of exper-

imental sleep restriction include decrements in

working memory, alterations in inflammatory

markers, and decreased testosterone levels in

males (Casement, Broussard, Mullington, &

Press, 2006; Irwin, Wang, Campomayor,

Collado-Hidalgo, & Cole, 2006; Leproult &

Van Cauter, 2011; Prather et al., 2009). Experi-

mental laboratory studies have also begun to

selectively deprive experimental subjects of

specific sleep stages to better understand their

function. For instance, animal models have been
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used to identify the neurophysiological mecha-

nisms through which REM sleep regulates learn-

ing and memory (Poe, Walsh, & Bjorness, 2010).

In the only study of its kind conducted to date,

Tasali, Leproult, Ehrmann, & Van Cauter (2008)

demonstrated that selective suppression of slow-

wave sleep in healthy, lean adults resulted in

marked decreases in insulin sensitivity. Impor-

tantly, these effects were independent of sleep

duration.

Societal trends suggest that large numbers of

adults are chronically sleep-restricted. During the

work week, they may build up a sleep “debt” and

perceive that this debt may be “paid” on non-

work nights. Epidemiologic evidence that docu-

ments the buildup of sleep debt during the work

week and its payment on non-work nights is

lacking. Moreover, experimental evidence sug-

gests that multiple, long recovery nights may be

necessary to “repay” sleep debt induced by

chronic partial sleep restriction (Banks, Van

Dongen, Maislin, & Dinges, 2010). Although

the systematic evaluation of the impact of sleep

restriction on indices of health and functioning is

in its infancy, the epidemiological and experi-

mental data amassed thus far supports the belief

that this is an important public health concern.
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Sleep Stages 1, 2, 3, and 4

▶Non-REM Sleep
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Sleep Study

▶ Polysomnography

Sleep-Disordered Breathing

▶ Sleep Apnea
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Slim Disease

▶Cachexia (Wasting Syndrome)

Slow-Wave Sleep

Salvatore Insana

Western Psychiatric Institute and Clinic,

Pittsburgh, PA, USA

Synonyms

Deep sleep; Delta sleep; N3; Sleep stages 3 and 4

Definition

Sleep can be measured with polysomnography

(PSG) (see review, Keenan & Hirshkowitz,

2011). Polysomnographically measured sleep

behaviors can be classified into distinct catego-

ries. Slow-wave sleep (SWS) is a distinct sleep

behavior classification. SWS is also known as

stage N3 sleep as defined by the 2007 American

Academy of Sleep Medicine sleep scoring

manual (Iber, Ancoli-Israel, Chesson, & Quan,

2007). SWS is otherwise known as the combina-

tion of sleep stages 3 and 4 according to the

Rechtschaffen and Kales “classic criteria”

(Rechtschaffen & Kales, 1968). Other common

terms used to describe SWS are “delta sleep” and

“deep sleep.”

A characteristic component of SWS is the

organized pattern of neurological activity that is

emitted from the brain as measured by electroen-

cephalography. A component of the organized pat-

tern of neurological activity is the presence of slow

waves, otherwise known as delta waves. Slow

waves have high amplitude (>75 V) and low fre-

quency (0.5–2 Hz).When slowwaves occur during

sleep, and present within 20% ormore of an epoch,

that epoch is classified as SWS, or N3.

Although the true function of sleep and partic-

ularly SWS is unknown (e.g., Rector, Schie,

Van Dongen, Belenky, & Krueger, 2009; Siegel,

2009), to date the primary explanation is that

SWS reflects the homeostatic sleep drive, or

one’s escalating need for sleep with increasing

time awake. This relation is exemplified when

One’s time spent in SWS increases relative to

their time previously spent awake (Bersagliere &

Achermann, 2010). Thus, SWS is described as the

“restorative component” of sleep. Common

parasomnias that can occur during SWS are sleep

walking and night terrors.

Human Development: Due to developmental

changes in infant sleep patterns, typically SWS

can be scored by 4–4.5 months post-term (Grigg-

Damberger et al., 2007). The percentage of SWS

obtained is highest during early-life and

decreases from early childhood through old age

(Ohayon, Carskadon, Guilleminault, & Vitiello,

2004).

Cross-References

▶Non-REM Sleep

▶ Polysomnography

▶REM Sleep

▶ Sleep

▶ Sleep Architecture
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▶Nicotine

▶Tobacco Control

Smoking and Health

Elizabeth Baker and Monica Webb Hooper

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Cigarette smoking and health; Health conse-

quences of smoking; Smoking and health effects;

Tobacco smoking and health

Definition

Health represents a physical, mental, and emo-

tional state of well-being. Health is not simply the

absence of disease or sickness but can be defined

as a state of optimal wellness.

Cigarette smoking is the act of inhaling smoke

from burning tobacco. Cigarette smoking is

directly related to a decline in health and various

associated health outcomes. There is no safe level

of smoking; therefore, for optimal health, tobacco

use should be avoided.

Description

The adverse health effects of smoking have been

well documented. Each year, smoking causes

more deaths than murders, suicides, HIV, drug

and alcohol use, and auto accidents combined

(Centers for Disease Control and Prevention

[CDC] (2009)). In the United States, cigarette

smoking is responsible for over 443,000 deaths,

$96 billion in medical expenditures, and

5.1 million years of potential life lost annually

(CDC, 2009). In fact, one out of five Americans

will die prematurely from the effects of smoking.

Tobacco use is responsible for five to six million

deaths per year worldwide (Jha, 2009). This

makes cigarette smoking the single largest pre-

ventable cause of disease and death.

Cigarette smoking causes much of its damage

to the body through the inhaled smoke

(U.S. Department of Health and Human Services

et al. (2010)). Cigarettes contain over 7,000

chemical compounds, many of which are toxic

and/or carcinogenic. It is the inhalation of these

chemicals that leads to increased risks for heart

disease, cancer, and stroke (USDHHS, 2004).

Heart disease is the leading cause of death in

the USA and particularly among smokers.

Smoking cigarettes causes the heart to work

harder by raising heart rate and blood pressure

(Erhardt, 2009). Additionally, poisonous gases

such as carbon monoxide limit the amount of

oxygen carried in the blood. This results in

a two- to four-fold increased risk of heart attack

and stroke (USDHHS, 2004). Smoking also
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causes lung disease such as chronic obstructive

pulmonary disease (COPD), which includes

emphysema and chronic bronchitis (U.S. Depart-

ment of Health & Human Services et al., 2010).

Indeed, smoking causes about 90% of all deaths

from chronic airway obstruction (Forey, Thorn-

ton, & Lee, 2011). There is a well-established

link between smoking and multiple cancers

including the lung, mouth, throat, stomach,

uterus, esophagus, cervix, bladder, and acute

myeloid leukemia (USDHHS, 2004). Nearly

one third of all cancer deaths can be linked

directly to cigarette smoking (CDC, 2010). Peo-

ple who suffer from chronic diseases such as

diabetes and HIV are especially vulnerable to

the negative effects of tobacco use. Indeed,

smokers with a chronic disease may experience

increased complications, longer hospitalizations,

interactions with medications, and increased risk

of death (CDC, 2010).

Smoking also takes a toll on mental health

and overall well-being. There is a robust rela-

tionship between cigarette smoking and per-

ceived stress (Kassel, Stroud, & Parnois, 2003).

Smokers tend to report greater stress levels

compared to nonsmokers (Cohen & Williamson,

1988). And although smokers believe that ciga-

rette smoking provides stress relief, research

suggests that smoking might cause additional

stress (Heishman, 1999). Smoking is also asso-

ciated with increased risk of affective disorders,

such as anxiety and depression. Smokers with

mental health disorders report substantially

greater symptom burden and functional disabil-

ity compared to nonsmokers (Covey, 1998;

McCloughen, 2003; Morissette, 2007). Smoking

also reduces the effectiveness of a number of

medications used to help manage the symptoms

of depression and schizophrenia (Goff, 1992).

Smoking also affects health in other ways.

Compared to nonsmokers, smokers have

increased risks of blindness, periodontal disease,

deafness, sexual dysfunction, sleeping difficul-

ties, headaches, and premature aging, including

wrinkles and damage to the skin (USDHHS,

2010). Among men, smoking causes an increased

risk of erectile dysfunction (Tengs, 2001).

Women who smoke have increased risk of hip

fractures, infertility, and premature menopause

(USDHHS, 2001).

Smoking not only affects the health of smokers

but also impacts individuals around them

(USDHHS, 2006). Nonsmokers who are exposed

to tobacco smoke inhale many of the same toxins

and cancer-causing substances as smokers.

Secondhand smoke (or passive smoking) is

responsible for numerous health problems among

adults, including an increased risk of heart disease

and cancer (USDHHS, 2006).Women who smoke

during pregnancy risk passing on the toxins from

cigarettes to their babies. Such exposure leads to

increased risk for premature labor, low birth

weight, and birth defects (USDHHS, 2006). Chil-

dren and infants also suffer from secondhand

smoke exposure including asthma attacks, ear

infections, respiratory illness, and sudden infant

death syndrome (USDHHS, 2006).

There are many immediate and long-term

health benefits of smoking cessation (USDHHS,

2004). After the last cigarette, a person’s heart

rate and blood carbon monoxide level drop to

normal within hours. Lung function and capacity

improves within days. The excess risk of coro-

nary heart disease, cancers of the lung and mouth,

and stroke reduce to that of a nonsmoker

1–15 years after quitting smoking (USDHHS,

2004). Quitting smoking at any age and despite

any existing medical conditions can help improve

overall health.

Cross-References

▶ Smoking Cessation
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Smoking and Health Effects

▶ Smoking and Health

Smoking Behavior

Elizabeth Baker and Monica Webb Hooper

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Cigarette smoking; Smoking habits; Smoking

topography; Tobacco use

Definition

Smoking behaviors are actions taken by a person

that are associated with the burning and inhala-

tion of a substance. Smoking behavior is multi-

faceted and includes the actual act of smoking,

puffing style, depth of inhalation, and rate and

frequency of smoking.

Description

The act of smoking consists of several behaviors

and is usually applied to tobacco/cigarettes.

A smoker is defined as a person who has a life-

time history of smoking 100 cigarettes or more

with current smoking on some days or every day.
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Most people experiment with smoking during

adolescence and do not intend to become regular,

addicted, or dependent smokers. Environmental

or social factors (e.g., peer pressure) often play

a role in smoking initiation. Over time, smoking

behavior can become a pattern (i.e., habit) and

tolerance develops. The next step is the develop-

ment of dependence, which is indicated by both

tolerance and withdrawal symptoms during

periods of abstinence from smoking. Finally,

people maintain the compulsive (e.g., addictive)

behavior largely because of nicotine dependence.

Smoking behavior is based on individual dif-

ferences. Smoking topography is defined as the

unique manner in which an individual smokes

a cigarette. In particular, topography includes

the quantity of puffs per cigarette, puff volume,

velocity, and duration (Scherer, 1999). Each of

these behaviors is a component of how a cigarette

is smoked. On average, smokers ingest less than

1.5 mg of nicotine per cigarette (Jarvis, Boreham,

Primatesta, Feyerabend, & Bryant, 2001; United

States Federal Trade Committee, 2000). This

amount varies depending on cigarette brand

and how an individual smokes a cigarette

(Djordjevic, 2000). Dependent smokers seek to

regulate the amount of nicotine they receive to

maintain the desired physical and emotional state

and to avoid withdrawal. In general, a smoker

takes about 10 puffs per cigarette (Scherer,

1999). A smoker can consciously or uncon-

sciously control nicotine intake by the time

taken in between puffs (referred to as puff fre-

quency or puff interval). Smokers may also block

the ventilation holes in filtered cigarettes to

increase nicotine delivery. The depths of inhala-

tion, duration of the puff, and the amount of

smoke in a puff (volume) are all characteristics

of smoking behavior that impact exposure to the

chemicals and toxins in cigarettes and the subse-

quent damage to the body (Scherer, 1999).

The frequency of daily smoking is another

aspect of smoking behavior. The Centers for Dis-

ease Control [CDC] (2005) reported that 83% of

all smokers are daily users. Daily smokers aver-

age 20 cigarettes per day (CDC, 2005). Intermit-

tent or light smokers do not smoke daily and are

thought to be less nicotine dependent. The time to

the first cigarette of the day and the frequency of

daily smoking are indicators of nicotine depen-

dence. Smoking immediately after waking is one

of the best predictors of nicotine dependence. In

addition, smoking most of one’s cigarettes during

the first 2 hour of the day is suggestive of depen-

dence (Heatherton, 1989). A greater frequency of

daily smoking may be related to difficulty quit-

ting smoking.

Smoking behavior is variable and can change

depending on the circumstance or day. For

instance, puffs per cigarette may decrease while

watching television or may increase while listen-

ing to another person talking. The number or

duration of puffs may also change according to

emotional state. Research has found that

increased smoking often occurs during times of

personal crisis and stressors (Shiffman, Paty,

Gnys, Kassel, & Hickcox, 1996). Many smokers

report increased smoking in social situations such

as being in the company of other smokers or

while attending parties. Smokers also vary in

their handling of cigarettes; some may hold the

cigarette in their mouth, while others allow them

to burn in ashtrays or between their fingers.

Smoking behavior is complex. Learningmodels

suggest that smoking behavior is maintained by

operant conditioning, including positive and nega-

tive reinforcement, and classical conditioning,

through the repeated pairing of smoking to various

physical and emotional states (Wilker, 1973). Such

learning makes smoking cessation a formidable

challenge for most smokers (Patten & Martin,

1996).

Cross-References
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Synonyms

Cigarette smoking cessation; Quit smoking; Stop

smoking; Tobacco cessation; Tobacco smoking

cessation

Definition

Tobacco smoking is defined as the practice of

burning and inhaling tobacco. The combustion

from the burning allows the nicotine, tar, and

other chemicals and toxins to be absorbed

through the lungs. Cigarette smoking is the most

prevalent form of consuming tobacco. Most

national surveys define a current smoker as hav-

ing smoked at least 100 (5 packs) cigarettes in

their lifetime and currently smokes on at least

some days.

Cessation refers to a halting or stopping.

Smoking cessation refers to the stopping of ciga-

rette use. Smoking cessation may refer to choos-

ing to stop smoking deliberately or become

abstinent due to external and/or environmental

factors leading to stopping or quitting smoking.

Description

Smoking cessation is the single most important

health behavior change a person can make. Since

the 1964 Surgeon General’s Report concluded

that smoking causes cancer, about 50 million

people have successfully quit smoking. Approx-

imately 69% of current smokers state that they

want to stop, and 52% have made an attempt to

quit smoking in the past year (Centers for Disease

Control & Prevention [CDC], 2011).

Smoking cessation has major health benefits.

The most common causes of death in the United

States are cardiovascular disease, cancer, cere-

brovascular accidents, and chronic lower respira-

tory diseases (Kochanek, Xu, Murphy, Miniño, &

Kung, 2011); smoking cessation has been associ-

ated with a reduced risk of dying from these

diseases (U.S. Department of Health & Human

Services [USDHHS], 1990). The benefits of

smoking cessation are greater the earlier one

quits, though the benefits of quitting can be expe-

rienced even after an extended smoking history.

For example, after 15 years of smoking cessation,

the excess risk of heart disease for a former

smoker is equivalent to a never-smoker. With

the increasing duration of cessation, the overall

rate of cancer mortality approaches that of non-

smokers (USDHHS).

There are several evidence-based smoking

cessation methods. Behavioral interventions

include brief physician advice to quit, self-help
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materials, telephone-based interventions, inter-

net-based counseling and support groups, and

group and individual counseling (Fiore et al.,

2008). Brief physician advice to quit smoking

has been demonstrated to increase the likelihood

of cessation by 30%. Self-help cessation inter-

ventions increase the likelihood of cessation by

20%. Telephone-based interventions increase the

likelihood of cessation by 20%, though tobacco

quitlines have increased the odds of cessation by

up to 60%. Group and individual counseling

increase the likelihood of cessation by 30% and

70%, respectively. The U.S. Food and Drug

Administration (FDA) has approved seven

smoking cessation pharmacotherapies. These

include varenicline (marketed as Chantix in

the United States and Champix in Canada

and Europe), bupropion (marketed as Zyban),

transdermal nicotine patches, nicotine gum, nic-

otine lozenges, nicotine nasal spray, and the

nicotine inhaler. Nicotine patches, gum, and loz-

enges are available in the USA over the counter;

varenicline, bupropion, nicotine nasal spray, and

the nicotine inhaler require a physician’s pre-

scription. Use of nicotine replacement therapies

or bupropion doubles the chances of smoking

cessation, while recent evidence suggests that

varenicline can triple the likelihood of cessation.

Using more than one method when trying to quit

(e.g., combination of nicotine replacement with

counseling or a telephone quitline) further

increases the likelihood of cessation, and the

likelihood of cessation increases with the number

of formats utilized.

There are also smoking cessation methods that

are not based on empirical evidence. Indeed, the

most common method of attempting to quit is

unassisted quitting (going “cold turkey”). How-

ever, approximately 90% of unassisted quit

attempts fail. Complementary and alternative

methods such as acupuncture, acupressure, laser

therapy, and hypnotherapy have been evaluated

as smoking cessation methods. However, these

methods are not more effective than a placebo

(Barnes et al., 2010; White et al., 2011).

Public health policy and campaigns have been

instrumental in decreasing the prevalence of

smoking in the USA. These policies have

restricted indoor smoking via clear indoor air

acts (e.g., restaurants, airplanes, and workplaces)

in most states and have increased taxes on ciga-

rettes. Public health campaigns have utilized

mostly media formats to increase knowledge

about the dangers of smoking.

Smoking cessation can result in temporary

discomfort, known as nicotine withdrawal.

When a person quits smoking, they can enter

into nicotine withdrawal within 30 min. The

peak of withdrawal occurs within 48–72 h for

dependent smokers and usually lasts 1–2 weeks

if cessation is maintained. Symptoms of nicotine

withdrawal include changes in mood (e.g., irrita-

bility, anger, depression, sadness, anxiety, and

nervousness), desire or craving to smoke, diffi-

culty concentrating, increased appetite, weight

gain, insomnia, restlessness, impatience, consti-

pation, dizziness, coughing, and dreaming or

nightmares. The use of FDA-approved cessation

aids can minimize withdrawal symptoms.

Smoking cessation is greatly encouraged

because of the multiple health benefits that fol-

low. Since the dangers of smoking have been

identified, the prevalence has declined and

leveled off at 20%. Cigarette smoking is the lead-

ing cause of preventable death, disease, and dis-

ability in the USA. Multiple methods to achieve

smoking cessation exist, though some of these

methods have a greater likelihood of success.

Cross-References
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▶Lifestyle Changes
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▶Tobacco Control
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Synonyms

Tobacco control

Definition

Since up to 80% of smoking initiation has been

shown to occur in adolescence, individual and

group-level smoking prevention interventions

have focused on youth to avert addiction and

the long-term health consequences of smoking.

A focus of policy efforts for youth prevention

has been restricting youth access to tobacco

products at the point of purchase. Effective inter-

ventions with broader reach to reduce tobacco

product initiation among adolescents and adults

include policies that increase the unit price of

tobacco products and mass media campaigns

when combined and coordinated with other

interventions.

Description

From 2002 to 2010, the prevalence of past month

tobacco use in the United States among those

aged 12 and above declined from 30.4% to

27.4%, with stalled reductions in prevalence in

the later years. Currently, 23.0% of the popula-

tion aged 12 or older smokes cigarettes. Patterns

in current tobacco and cigarette use and experi-

mentation with smoking cigarettes were similar

for middle school and high school students; while

overall prevalence has reached a historic low, no

overall declines were noted in youth tobacco use

for the 2006–2009 period. Among youth, ciga-

rette smoking is more prevalent among whites

than blacks and slightly higher among males

than females.

Young people are particularly vulnerable to

tobacco addiction due to the effect of nicotine

on the reward pathways in the developing brain

(from in utero to young adulthood). Addition-

ally, some people are at much greater risk

of tobacco use due to genetics, poverty, abuse,

neglect, trauma, and other comorbid psy-

chological or cognitive factors such as mood

disorders, behavioral, conduct, and attention

problems. Beyond the individual, there are

numerous variables that affect tobacco use,

including adult, household and peer behavior,

advertising and promotion, availability and
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price of tobacco products, poverty, unemploy-

ment, neighborhood, community, and cultural

norms.

Comprehensive national tobacco strategies

use a combination of methods to achieve four

main goals: (1) to prevent initiation among

youth and young adults, (2) to promote quitting

among adults and youth, (3) to eliminate expo-

sure to secondhand smoke, and (4) to identify

and eliminate tobacco-related disparities among

population groups. Since up to 80% of smoking

initiation has been shown to occur in adoles-

cence, individual and group-level smoking

prevention interventions have focused on

youth to avert addiction and the long-term

health consequences of smoking. A focus of

policy efforts for youth prevention has been

restricting youth access to tobacco products at

the point of purchase. Recent data indicates

increasing initiation in young adults in the

USA, possibly due to targeted marketing efforts

by the tobacco industry, and signals the need for

extended prevention efforts beyond youth.

Effective interventions with broader reach to

reduce tobacco product initiation among ado-

lescents and adults include policies that

increase the unit price of tobacco products and

mass media campaigns when combined and

coordinated with other interventions.

Individual and School-Based Programs for

Youth

For many years, smoking prevention efforts for

adolescents were conducted primarily through

school-based programs, which have been shown

to have positive short-term effects, but little

effect on long-term prevention. Early school-

based tobacco curricula focused on social influ-

ences, training youth to resist social pressures to

use tobacco; studies of these interventions have

shown that social influences programming alone

is not effective in reducing long-term initiation of

smoking. More recent school-based programs

have achieved greater success by addressing mul-

tiple determinants of tobacco use, including com-

munication skills, coping, personal and social

competence, and physical consequences of

smoking.

Restricting Youth Access to Tobacco Products

Youth access laws prohibit retailers from selling

tobacco products to youth under the age of 18.

These laws require enforcement to ensure com-

pliance by the many types of retailers selling

tobacco products – from street vendors to conve-

nience stores and online distributors. Adolescent

access to cigarette vending machines, low

enforcement of these laws, and difficulties in

confirming age at purchase in online transactions

are all barriers to the success of these laws. Stud-

ies indicate that youth access laws can slow

increases in adolescent smoking and reduce

both smoking prevalence and cigarette consump-

tion, but a very high level of retailer compliance

is necessary before these changes occur.

Interventions to Increase the Price of Tobacco

Products

Tobacco taxation has been hailed as the most

effective intervention to reduce demand for and

consumption of tobacco products. Increases in

tobacco taxes result in increased cigarette prices,

and price has been shown to be a key factor in

determining both smoking initiation and cigarette

consumption among adults and adolescents.

Price elasticity of demand is defined as the

percentage change in consumption of a product

following a 1% increase in price. Among US

adults, estimates of the price elasticity of cigarette

demand typically fall between �0.3 and �0.5,
relating to a 3% or 5% decrease in consumption,

respectively, for a 10% increase in price. Adoles-

cents have been shown to be almost three times

more sensitive to cigarette price increases than

adults for several reasons, including the following:

First, adolescents have been posited to be less

addicted to nicotine and more able to reduce or

quit smoking following cigarette price increases.

Second, adolescents typically have a lower income

and spend a larger fraction of their disposable

income on cigarettes than adults. Third, adoles-

cents are also likely to be present-oriented and

may not be willing to spend the additional money

on cigarettes at the expense of other activities.

Reductions in adolescent smoking following

tobacco tax interventions may also result from

fewer smoking peers.
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Mass Media Campaigns to Prevent Tobacco

Use

Tobacco marketing includes all efforts of the

industry to promote tobacco products, and indus-

try marketing has been linked to a variety of

smoking behaviors among both adults and

youth, notably youth tobacco initiation.

Countermarketing is a strategy used by public

health agencies to protect individuals who may

be susceptible to the influence of tobacco industry

marketing – particularly youth – by responding

directly to that marketing. Prior to the end of

1999, major statewide comprehensive tobacco

control programs in California, Massachusetts,

Arizona, Oregon, and Florida included

countermarketing media campaigns which were

shown to reduce adult and youth smoking; results

from evaluations of these interventions indicated

that these campaigns had more influence on

smoking behavior in younger compared to older

adolescents. The 1998 Tobacco Master Settle-

ment Agreement (MSA) in the United States

included provisions for reducing youth access to

tobacco products and restricted marketing in

venues or media attended by youth. Funds were

also dedicated from the MSA to create a founda-

tion to develop and deliver national anti-tobacco

messages. The truth® campaign, a national

tobacco countermarketing effort launched in

2000 by the American Legacy Foundation, has

repeatedly been shown to be effective in reduc-

ing smoking among adolescents, specifically

younger adolescents. Around the same time,

tobacco companies developed youth smoking

prevention media campaigns which have been

shown to be ineffective, and in the case of par-

ent-targeted advertising, to reduce perceptions

of smoking-related harm and to increase

approval of smoking and intention to smoke

among older adolescents.

Future Directions in Smoking Prevention

Passage of the Family Smoking Prevention and

Tobacco Control Act in 2009 gave the Food and

Drug Administration (FDA) authority to regulate

tobacco products and their marketing to protect

the public health. One of FDA’s first actions was

to ban candy flavorings in cigarettes shown to be

appealing to youth in order to reduce youth

smoking initiation. Other possible regulatory

actions aimed at tobacco use prevention include

banning menthol in cigarettes, reducing the

amount of nicotine in cigarettes to a non-

addictive level, and introducing large, graphic

warning labels on health effects of tobacco use

to cigarette and smokeless tobacco packaging.

The national scale of regulatory action through

the FDA has the potential to dramatically influ-

ence population-level tobacco use and must be

complemented by tobacco control efforts at

the community, local, and state levels to achieve

the maximum impact on prevention.

Summary

Comprehensive tobacco control programs

have taken a community-based approach to

smoking prevention, using a combination of

school-based, policy, educational, and mass

media interventions to change the social envi-

ronment and conditions related to smoking

behavior with positive results. Reviews of com-

munity-based programs show that coordinated

multicomponent interventions reduce smoking

among young people more than single strategies

alone and that the level of program funding and

implementation is critical to the success of

these interventions. A population-based health

promotion approach that includes media, edu-

cation, screening, interventions in community

settings and policy can provide avenues to

address tobacco use more comprehensively.

Coordination of policy and program efforts

from the local to the national level is needed

to enhance the effectiveness of tobacco use

prevention interventions.
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Social capital has no direct synonyms. Social

cohesion is a broader concept which is not
directly synonymous with social capital. Social

cohesion is a combination of absence of latent

social conflict, e.g., in the form of social and

economic inequality, ethnic tensions or other

forms of polarization, and the presence of strong

social bonds measured by levels of trust and

reciprocity (i.e., social capital), a strong “civil

society” which bridge social divisions, and insti-

tutions of conflict management (e.g., a responsive

democracy and an independent judiciary)

(Kawachi & Berkman, 2000).

Definition

The definition of social capital varies by author

and academic tradition. Robert Putnam (political

science) defines social capital as “features of

social organization, such as trust, norms, and

networks that can improve the efficiency of soci-

ety by facilitating coordinated actions” (Putnam,

1993). According to James Coleman (sociology),

social capital is “. . .a variety of different entities

(that) facilitate certain actions of individuals

who are within a structure” (Coleman, 1990),

while Pierre Bourdieu (sociology) defines it as

“. . .the sum of the resources, actual or virtual,

that accrue to an individual or a group by virtue

of possessing a durable network” (Bourdieu &

Wacquant, 1992). The definitions of Putnam,

pertaining to the population level of social
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capital, and Coleman, pertaining to social net-

works of individuals, have been more commonly

used in behavioral medicine and public health

than that of Bourdieu, which is closer to the

individual level, is less distinct in relation to

social support, and also concerns the power struc-

ture within social groups and structures. Health as

a concept is defined elsewhere.

Description

The social capital concept was first used in 1916

but originates in its modern context in the

fields of sociology and political science. Social

capital concerns the characteristics of interaction

between actors such as individuals, social groups,

and organizations rather than the characteristics

of actors per se. Social capital includes interper-

sonal trust, trust in institutions, reciprocity, civic

participation, social participation, and social net-

works which increase cooperation and decrease

transaction costs in society.

The first articles concerning social capital and

health appeared in international medical and pub-

lic health journals in the mid-1990s with a fast

increase in the number of publications after

1996–1998. From approximately 40 international

journal publications in 2001 (Macinko &

Starfield, 2001), the number of journal publica-

tions has increased to 1,179 in 2011 in PubMed

only (December 19, 2011). Already in 2001,

Macinko and Starfield identified four levels of

analysis of social capital and health: the macro

(countries, regions), meso (neighborhoods,

municipalities), micro (social networks), and

psychological (trust) levels (Macinko& Starfield,

2001). Putnam’s definition of social capital,

which includes trust despite Putnam’s macro

and meso perspectives because the level of trust

may be regarded as a trait of populations and

countries just as well as a cognitive trait of the

individual, has, together with Coleman’s defini-

tion, had the strongest impact in the behavioral

medicine and public health literature, although

other authors such as Bourdieu and Portes are

also referred to and their definitions also used in

empirical studies.

Although Putnam had earlier stated that the

area of health and public health was probably

a research area not particularly strongly associ-

ated with and affected by social capital (Putnam,

1993), he 7 years later contended, based on the

dramatic increase of results of empirical studies,

that health and public health was probably one

of the most important areas associated with and

affected by social capital (Putnam, 2000).

Kawachi, Kennedy, and Wilkinson (1999)

suggested four main causal pathways by which

social capital may affect health: direct psycho-

logical and psychosocial stress pathways, social

norms and values which foster health-related

behaviors, access to health care and amenities

through social networks and contacts, and crime,

particularly violent crime (Kawachi et al., 1999).

Kawachi, Kennedy, Lochner, and Prothrow-

Stith (1997) found in an early ecological study

that low levels of social capital were associated

with a higher total mortality rate and higher rates

of a wide range ofmajor causes of death, including

coronary heart disease (CHD), cerebrovascular

disease, unintentional injury, and infant mortality

(Kawachi et al., 1997). Later epidemiological,

ecological, and individual level studies have, just

to give some examples, revealed significant asso-

ciations between low levels of social capital and

higher age-adjusted mortality rates, shorter life

expectancy, higher mortality and violent crime

rates, higher coronary heart disease morbidity

and mortality, low birth weight rates, higher inci-

dence rates of a variety of sexually transmitted

diseases, low life satisfaction, less happiness,

poor self-rated health, poor mental health (mea-

sured with the GHQ12 index), poor physical and

mental health measured by SF-12, depression,

psychiatric morbidity, higher suicide rates, worse

chronic conditions, functional limitations (Islam,

Merlo, Kawachi, Lindström, & Gerdtham, 2006),

and health-related behaviors such as lower levels

of leisure time physical activity (Lindström, Han-

son, & Östergren, 2001). Some studies have inves-

tigated associations between vertical social

capital, i.e., trust and participation across a well-

defined power gradient, and health (Sundquist,

Johansson, Yang, & Sundquist, 2006). Multilevel

studies, which mostly include the individual
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level and one ormore contextual levels of analysis,

have e.g. shown that low social capital is associ-

ated with poor self-rated health and violent crime

(Islam et al., 2006). Multilevel analyses have also

demonstrated significant associations between

social capital and access to health care (Lindström

et al., 2006).Multilevel analyses have increasingly

been conducted in order to disentangle the associ-

ations between contextual level social capital

and individual level health in order to avoid the

“ecological fallacy,” which denotes the risk of

drawing erroneous conclusions concerning indi-

vidual health from observations of ecological

data, and the “individualist fallacy,” which

denotes the risk ofmissing associations and effects

of neighborhood or other forms of contextual

social capital on individual health.

Since social capital is a characteristic of social

relations, trust, and cooperation between individ-

uals, groups, and organizations rather than of

individuals, one important issue related to social

capital and health is to define relevant social

contexts for the analysis of the association and

impact of contextual social capital on health and

health-related phenomena such as health-related

behaviors and access to health care and ameni-

ties. Most multilevel studies include neighbor-

hoods or other geographic entities as second,

third, and so forth levels of analysis. However,

one question concerns whether geographic enti-

ties are the most relevant social contexts. This

discussion is highly relevant because many

multilevel studies have shown small or moderate

associations between neighborhood and geo-

graphic social capital and health of individuals

within single countries, while the statistical asso-

ciations between social capital and health have

been stronger and more consistent in individual

level studies. Recently, some prospective cohort

studies have investigated workplace social capi-

tal and found significant effects on, e.g., depres-

sion (Kouvanonen et al., 2008). In studies of

social capital and school children and adoles-

cents, the family and schools are relevant social

contexts in addition to neighborhoods. Putnam

suggested already in 2000 that the Internet

would become a relevant area for studies of social

capital and social networks (Putnam, 2000).

Most studies of social capital and health are

cross-sectional, i.e., they measure all factors at

the same point in time which makes causal infer-

ence formally impossible. In many instances,

causality may go in both directions. Social capital

may, e.g., cause poor mental health, but mental

health may also affect social capital in the forms

of social participation in social networks, civic

participation, and feelings of trust and reciproc-

ity. A few longitudinal studies with panel data

including three waves of observations or more

have been conducted in recent years (Giordano &

Lindström, 2011).

Social capital is not always associated with bet-

ter health. Szreter and Woolcock developed the

concepts of bonding, bridging, and linking social

capital. Bonding social capital denotes “trusting

and cooperative relations between members of

a network who see themselves as being similar in

terms of their shared social identity,” while bridg-

ing social capital refers to “relations of respect and

mutuality between people who know they are not

alike in some sociodemographic (or social iden-

tity) sense (differing by age, ethnic group, class,

etc.)” (Szreter & Woolcock, 2004). While many

social networks, associations, and organizations,

e.g., youth organizations, sports clubs, and labor

unions, manage to combine bonding and bridging

social capital, some other, e.g., criminal networks,

do not. This phenomenon of exclusion of outsiders

and the rest of society is sometimes referred to

as “the dark side of social capital,” and its effects

on health may be detrimental. Linking social cap-

ital refers to “norms of respect and networks of

trusting relationships between people who are

interacting across explicit, formal, or institutional-

ized power or authority gradients in society”

(Szreter & Woolcock, 2004).

Critique against the research concerning

social capital and health has been expressed

by the so-called neo-materialists, who claim that

it obscures underlying ideological, political,

administrative, and economic determinants of

health inequalities and other public health issues.

The neo-materialists emphasize the importance

of active governments, active welfare politics,

and economic preconditions for the realization

of public health programs (Navarro, 2004).

Social Capital and Health 1827 S

S



Cross-References

▶Cross-Sectional Study

▶Longitudinal Study

▶Multi-level Analysis

▶ Social Cohesion

▶ Social Support

References and Readings

Bourdieu, P., & Wacquant, L. (1992). Invitation to reflex-
ive sociology. Chicago: University of Chicago Press.

Coleman, J. S. (1990). Foundations of Social Theory.
Princeton: Harvard University Press.

Giordano, G. N., & Lindström, M. (2011). Social capital

and change in psychological health over time. Social
Science and Medicine, 72, 1219–1227.

Islam, K., Merlo, J., Kawachi, I., Lindström, M., &

Gerdtham, U. (2006). Social capital and health: Does

egalitarianism matter? A literature review. Interna-
tional Journal for Equity in Health, 5, 3.

Kawachi, I., & Berkman, L. (2000). Social cohesion,

social capital, and health. In L. Berkman & I. Kawachi

(Eds.), Social epidemiology (pp. 174–190). Oxford:

Oxford University Press.

Kawachi, I., Kennedy, B. P., Lochner, K., & Prothrow-

Stith, D. (1997). Social capital, income inequality, and

mortality. American Journal of Public Health, 87,
1491–1498.

Kawachi, I., Kennedy, B. P., & Wilkinson, R. G. (1999).

Social capital and self-rated health: A contextual

analysis. American Journal of Public Health, 89,
1187–1193.

Kouvanonen, A., Oksanen, T., Vahtera, J., Stafford, M.,

Wilkinson, R., Schneider, J., et al. (2008). Low work-

place social capital as a predictor of depression. The

Finnish public sector study. American Journal of Epi-
demiology, 167(10), 1143–1151.

Lindström, M., Axén, E., Lindström, C., Beckman, A.,

Moghaddassi, M., & Merlo, J. (2006). Social capital

and access to a regular doctor: A multilevel analysis in

southern Sweden. Health Policy, 79, 153–164.
Lindström, M., Hanson, B. S., & Östergren, P. O. (2001).
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Social Circumstance

▶ Sociocultural

Social Class

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Synonyms

Socioeconomic position

Definition

Social class refers to particular social strata

in society.

Social class can be measured at a personal or

geographical level. For an individual, indicators

include occupational social class, occupational

prestige, educational attainment, household

income, housing tenure, household amenities,

and car ownership. For a geographical area,

composite measures are often derived from the

characteristics of residents in a defined location

(Galobardes, Lynch, & Smith, 2007).

In the context of epidemiology, socioeco-

nomic status has been most commonly related to
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disease (particularly cardiovascular disease) and

disease risk factors (particularly health behaviors

such as smoking). Socioeconomic inequalities

(variations) in health are essentially universal:

with the exception of very few outcomes, poorer

health is more common in poorer people. As such,

reducing these differentials is a priority for many

governments and health agencies.
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Social Cohesion

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Social cohesion (SC) refers to the degree to which

links between a society’s members are strong

and the degree to which people in a community

share values and goals and are interdependent.

Durkehiem conceptualized SC as a major protec-

tive variable against adversities including sui-

cide. In his seminal work, Durkheim found that

Catholics have lower suicide rates than Protes-

tants, and he attributed this to greater social

control and cohesion in the former than among

the latter (Pickering & Walford, 2000). Kelleher

and Daly (1990) found that reduced SC (indexed

by reduced marriage rates and increased separa-

tions) was among the variables possibly contrib-

uting to increased suicide rates in Ireland,

between 1970 and 1985. The Dutch sociologist

Geert Hofstede conducted the first empirically

based quantification of international cultural

dimensions in the 1970s in IBM plants around

the world. Among his four main cultural dimen-

sions, individualism was conceptualized, which

can be seen as the opposite of SC. Individualism

does predict on a global level present suicide rates.

Recent studies have also tested the relationship

between SC and various health outcomes, perti-

nent to behavioral medicine. Chaix, Lindström,

Rosvall, and Merlo (2008) found in Sweden that

low SC predicted myocardial infarctions, indepen-

dent of important demographic variables. More

recently, Clark et al. (2011) found that each one

point increase in SC predicted a reduction of 53%

in deaths attributed to stroke, independent of con-

founders. SC was assessed individually by six

items reflecting social interactions and contacts

with neighbors. One mechanism could be that

more cohesive societies (such as religious kibbut-

zim in Israel vs. secular ones) also promote

a healthier psychosocial profile – higher sense of

coherence and lower hostility levels (Kark,

Carmel, Sinnreich, Goldberger, & Friedlander,

1996). The concept of SC is thus one domain

where concepts important in behavioral medicine

and sociology may influence health at the more

macro level of societies. This could have impor-

tant implications for preventative medicine.

Cross-References

▶ Social Support

▶ Suicide Risk, Suicide Risk Factors
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Social Conflict

Orit Birnbaum-Weitzman

Department of Psychology, University of Miami,

Miami, FL, USA

Synonyms

Interpersonal conflict; Negative social interac-

tion; Relational distress; Relationship conflict;

Social stress

Definition

Social conflict refers to the various types of

negative social interactions that may occur within

social relationships including, but not limited to,

arguments, rejection, criticism, hostility, insensi-

tivity, unwanted demands, and ridicule (Seeman,

2001). Social conflict can also escalate to include

physical violence. Conflict refers to overt behav-

ior rather than subjective states. It typically

results from purposeful interaction among two

parties in a competitive setting in which the

parties are aware of the incompatibility of posi-

tions. Social conflict can extend to different

social relationships including those with signifi-

cant others such as spouses, family members, and

friends, as well as less intimate relationships.

Description

Studies on social conflict and interpersonal stress

suggest that negative aspects of social interac-

tions including social conflict and social control

are inversely related to emotional well-being and

health (Miller, Chen, & Cole, 2009). There is

substantial evidence that interactions marked by

acute conflict and negative emotions have direct

physiological consequences. Epidemiological

studies have linked social isolation, low social

support, and high levels of social conflict with

morbidity and mortality (Miller et al., 2009).

Changes in immune function and elevated

inflammation have been suggested as key path-

ways underlying the association between social

conflict and health (Kiecolt-Glaser, Gouin, &

Hantsoo, 2010). Inflammation is a key patho-

genic mechanism in many infections and

cardiovascular and neoplastic diseases. Recent

studies have also linked stressful interpersonal

relationships to alterations in gene expression

and intracellular signaling mechanisms (Miller

et al., 2009).

Consistent evidence also points to the strong

relationship between social conflict and psycho-

logical distress. Specifically, interpersonal stress

and conflict with family and friends has been

reliably associated with negative affect, depres-

sion, and emotional stress responses (Graham,

Christian, & Kiecolt-Glaser, 2007). Depression

has been proposed as a particularly important

psychological mechanism by which social con-

flict in close relationships affect immune function

(Miller et al., 2009). The literature indicates that

social conflict is associated with a range of phys-

iological and psychological mechanisms that

are in turn associated with concomitant alter-

ations in the cardiovascular, endocrine, and

immune systems. Family conflict and discord

and domestic violence have also been linked to

suicidal behavior (Van Orden et al., 2010). In

drug abusers, interpersonal conflict has been

also associated with an increased probability of

a history of suicide attempt and ideation (Van

Orden et al., 2010).

Social conflict has been assessed using

self-report questionnaires about relationship

quality and quantity as well as in experimental

studies of laboratory-induced marital conflict

(Kiecolt-Glaser et al., 2010). To date, there is

not one standard measure to assess social conflict.

Different types of study designs have been used

to assess the impact of social conflict on physical

and emotional well-being including correlational

studies, experimental studies of couples, and

animal studies (see Kiecolt-Glaser et al., 2010).

Correlational studies suggest that social isolation,

lack of social support, and interpersonal conflict

are associated with biological markers of inflam-

mation (i.e., C-reactive protein and interleukin-6).

More recent studies have also suggested
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a plausible link between distressed pair-bond

relationships and plasma levels of oxytocin in

females and vasopressin in males. However,

this research is still preliminary. In other cor-

relation studies, men and women who had

recently undergone a marital separation or

divorce had poorer immune function than

demographically matched married individuals

(see Kiecolt-Glaser et al., 2010).

According to Kiecolt-Glaser, Glaser,

Cacioppo, and Malarkey (1998), being married

is not always protective, especially if there is

frequent interpersonal conflict in the couple. In

experimental studies with married couples,

this group of researchers has shown that conflic-

tive social interactions consistently result in

heightened blood pressure and heart rate, espe-

cially for those with high trait hostility. Conflict

discussion tasks are also widely used in marital

research by this group and others. Discussion of

marital problems has been associated with both

immediate and longer term physiological changes

related to the degree of negativity or hostility

displayed during conflict (see Kiecolt-Glaser

et al., 2010). Gender differences have been

observed in these studies, with women evidencing

greater sensitivity to negative marital interactions

than men. Similarly, marital conflict shows

a greater impact on health and physiological func-

tioning in older adults compared to young couples.

In general, this research suggests that relationships

that are stable and long lasting but marked by

social conflict have the potential to function as

both an acute and chronic stressor that may impact

health over an extensive period of time (Kiecolt-

Glaser et al., 2010). Relationship conflict and ter-

mination can also provoke detrimental health

behaviors including disturbed sleep, unhealthy

diets, less physical activity, smoking, and greater

use of alcohol and other drugs. Thus, relationships

characterized by hostility and conflict could have

negative health consequences.

The most common social conflict models

involving laboratory animals are variations of

the resident-intruder model wherein one animal

is placed in the home cage of another. Animal

studies have shown that social conflict and dis-

ruption of social relationships have important

immunological and endocrine consequences

(Huhman, 2006). In rodents, an aggressive social

encounter is typically accompanied by elevated

levels of stress hormones and changes in cellular

and humoral immunity. Exposure to social

conflict appears to have long-lasting behavioral

and physiological effects not just in defeated/

subordinate animals but also in dominant ones

that appear to be moderated by developmental

level (Huhman, 2006). Data from experimental

primate models also show that stressful social

relationships can exacerbate viral infections by

altering gene expression responses to infection.

Social conflict models in animals may be useful

for studying the physiological concomitants of

a number of psychiatric disorders including

major depression (see Huhman, 2006).

Cross-References

▶ Family Stress

▶ Interpersonal Relationships
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Social Determinants of Health

▶ Social Factors

Social Ecological Framework

▶Ecological Models: Application to Physical

Activity

Social Ecological Model

▶Ecological Models: Application to Physical

Activity

Social Epidemiology

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Definition

While epidemiology is defined as the study of the

distribution and determinants of disease and typ-

ically treats social determinants as background to

biomedical phenomena, social epidemiology is

a sphere of enquiry in its own right. It is distin-

guished by explicitly investigating social deter-

minants of population distributions of health,

disease, and well-being. Social epidemiology

was perhaps first coined as a discipline in the

1950s; post-graduate programmes in social epi-

demiology are now offered.

Cross-References

▶Epidemiology

▶ Social Class

▶ Socioeconomic Status (SES)
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Social Factors

Emily Kothe

School of Psychology, University of Sydney,

Sydney, NSW, Australia

Synonyms

Social determinants of health; Socioeconomic

status (SES)

Definition

The conditions under which people are born,

live, work, and age are collectively known as

the social determinants of health. These social

factors include both economic and social condi-

tions and are may be responsible for the health

inequities both within and between countries.

Description

Research into the social factors underpinning

health arose from the dual observations of health

disparities both within and between countries.

These disparities can be easily (although crudely)

demonstrated by way of differences in life expec-

tancy for different groups.

Between-country differences in adult mortal-

ity are growing rapidly. Whereas mortality rose

in Africa, Central and Eastern Europe between

1970 and 2002, global mortality fell overall dur-

ing the same period (World Health Organization,

2003). These differences in mortality rates are

especially stark when comparing life expectancy

by country. For example, while the average life
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expectancy at birth is 89.78 years in Monaco, it is

just 29.3 years in Haiti (CIA, 2011).

Large differences in morbidity and mortality

are also apparent within the same country. For

example, in Australia, the life expectancy for

Aboriginal and Torres Strait Islanders is approx-

imately 10 years below the national average

(Australian Bureau of Statistics, 2010).

Study of the social factors that underlie health

provides possible mechanisms by which this

large health disparity can be understood. The

major social factors which influence health

include both structural determinants of health,

and the conditions of an individual’s daily life.

Research linking social factors to health outcome

has identified a number of key social determi-

nants of health (e.g., Wilkinson & Marmot,

2003). These include:

• The social gradient

• Stress

• Early life

• Social exclusion

• Work and unemployment

These factors are thought to influence health

both indirectly and directly. In many cases, social

factors act in combination to have a cumulative

impact on health. For example, while unemploy-

ment is known to have a direct influence on

health, it is also likely to have an indirect influ-

ence on health through its influence on other

social factors (e.g., stress).

The Social Gradient

It is widely recognized that poverty is related to

high levels of illness and disease. Data consis-

tently shows that the health status of individuals

in the poorest countries leads to significantly

lower life expectancy and significantly higher

risk of disease than that of individuals in richer

countries.

The influence of socioeconomic status is also

apparent within countries and appears to have an

influence on health across the socioeconomic

spectrum. This effect, known as the social gradi-

ent, shows that even within industrialized coun-

tries, both mortality and morbidity are linearly

distributed across different levels of socioeco-

nomic advantage and disadvantage. This research

suggests that even moderate differences in

wealth, and associated social factors, can have

an important impact on health status.

For more information, see ▶ Social Class.

Early Life

Maternal deprivation and ill-health during preg-

nancy have both been linked to poor fetal devel-

opment. Factors such as malnutrition, maternal

stress, and inadequate prenatal care all increase

the risk of childhood mortality and have profound

impacts on health throughout later life.

Research has also linked circumstances during

infancy to both physical and mental health in

adult life. Social functioning, physical health,

and the performance of health-protective behav-

iors have all been linked to experiences in early

life.

For more information, see ▶Maternal Stress;

▶Birth Weight; ▶Child Neglect; ▶Child

Development; ▶ Stress, Early Life.

Stress

Social and psychological circumstance can have

a profound impact on the number of stressors an

individual is exposed to and the level of stress

that they experience. Increased levels of stress

have been linked to increased risk of both mor-

bidity and mortality.

Research suggests that exposure to stressors

can have both direct and indirect influences on

health. Chronic stress can directly increase risk of

disease through its influence on physiological

processes such as immune function. However,

both acute and chronic stress can also lead to

high rates of health-damaging behaviors such as

alcohol consumption and smoking.

For more information, see▶Stress;▶Stressor.

Social Exclusion

Social exclusion relates to the isolation of certain

member within a society and is associated with

high rates of disease and mortality. It is most

often related to relative poverty, low educational

attainment, unemployment, and experiences of

stigma and discrimination.

Individuals who experience social exclusion

are subject to a pattern of multiple deprivations
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that prevent them from participating fully in soci-

ety. This is often characterized by poor access to

services, including health care, housing, educa-

tion, and transport.

For more information, see ▶ Social Capital

and Health; ▶ Stigma.

Work and Unemployment

Research suggests that work and unemployment

have separate – but at times overlapping – influ-

ences on health.

In general, being unemployed places individ-

uals at increased risk of a number of diseases

(e.g., depression and heart disease). The effects

of unemployment on health are linked to both

material deprivation that may occur due to

a lack of income, and to the psychological con-

sequences of being unemployed. The influence of

unemployment on health appears to manifest

itself even before individuals become unem-

ployed, such that experiencing high levels of job

insecurity (in many cases, a precursor of unem-

ployment) can be as harmful to health as being

unemployed.

In addition to the role of perceived job secu-

rity, it appears that there are a range of factors that

determine the extent to which employment is

health protective. These include:

• Level of job control

• Level of job demand

• Adequacy of rewards for job performance

In particular it appears that professions that are

characterized by low control but high demand

place workers at increased risk of ill-health.

Importantly social support and recognition of

job performance, either through higher wages or

increased social status, both appear to be health

protective.

For more information, see ▶Work-Related

Stress.

Social Causation and Social Drift: Explanation

of Possible Causal Relationships Between

Social Factors and Health

When attempting to understand the influence of

social factors on health, it is important to con-

sider the possible causal relationships between

these social factors and health. Broadly

speaking, there are two possible ways of under-

standing the causal relationship between these

factors. These explanations are described

below using the example of the social gradient

(Morrison & Bennett, 2008).

The first explanation – called social causation

– would suggest that low socioeconomic status is

causally related to health problems (i.e., that there

is something about low socioeconomic status that

“causes” ill-health). For example, an individual

who experiences being socioeconomically disad-

vantaged may be exposed to poor living condi-

tions which cause later health problems.

The second explanation – called social drift –

would suggest that ill-health is causally related to

low socioeconomic status (i.e., that experiencing

illness “causes” an individual to lose their socio-

economic position). For example, an individual

who has to leave work due to illness may find that

without a steady income, they are now socioeco-

nomically disadvantaged.

Longitudinal studies provide evidence for

both explanations. For example, studies have

consistently shown that low socioeconomic sta-

tus baseline is a predictor of heart disease at

follow-up and that individuals who become

unemployed are more likely to suffer from health

complaints than individuals who stay employed.

On the basis of this evidence, it would appear

most likely that social factors and health

have a bidirectional relationship (Morrison &

Bennett, 2008).

Cross-References
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Social Inhibition
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Synonyms

Behavioral inhibition

Definition

Social inhibition (SI) is a broad personality trait

that refers to the stable tendency to inhibit the

expression of emotions and behaviors in social
interaction (Asendorpf, 1993). Individuals who

are high in SI are more likely to feel inhibited,

tense, and insecure when with others. In children,

the label behavioral inhibition is often used to

describe this tendency (Gest, 1997).

SI is more closely related to the interpersonal
dimension of introversion/extraversion than to

intrapsychic facets of extraversion such as posi-

tive affect or excitement seeking. Infants and

children with an inhibited temperament tend to

develop into adults who avoid people and

situations that are novel or unfamiliar (Schwartz,

Wright, Shin, Kagan, & Rauch, 2003). Hence,

individuals who are high in SI try to avoid

potential “dangers” involved in social interac-

tion, such as disapproval or criticism by

others, through the deliberate inhibition of

self-expression (Asendorpf, 1993). They tend to

experience discomfort in encounters with other

people, may keep other people at a distance, and

are less likely to actively seek social support.

Interestingly, recent imaging research demon-

strates the effect of social inhibition on the neural
coding of threatening signals in the human brain

(Kret, Denollet, Grèzes, & de Gelder, 2011).

Socially inhibited adults may show greater signal

response in the brain to threatening stimuli than

adults who are not socially inhibited (Schwartz

et al., 2003). Other research also indicates that

socially inhibited people tend to overactivate

a broad cortical network in the brain when

looking at fearful or angry facial and bodily

expressions (Kret et al., 2011).

There are several reasons why it is important

to account for individual differences in SI in

clinical research and practice. First, SI has been

related to difficulties in coping with the chal-

lenges of everyday life. For example, inhibited

children may show a delay in establishing a first

stable partnership and finding a first full-time job

in early adulthood (Asendorpf, Denissen, & van

Aken, 2008). Second, socially inhibited individ-

uals may seem quiet on the surface, while they

may actually avoid interpersonal conflict through
excessive control over their emotional and behav-

ioral responses. Third, SI has been associated

with an increased long-term risk of developing
internalizing problems (Asendorpf et al., 2008),

including anxiety disorders (Rapee, 2002) and

other forms of distress (Gest, 1997) in adulthood.

SI may also increase the risk of physical

health problems. Individuals who are high in SI

display physiologic hyperreactivity to stress
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(Cole, Kemeny, Fahey, Zack, & Naliboff, 2003),

and the active inhibition of emotions induces

increased cardiovascular reactivity (Gross &

Levenson, 1997). In clinical research, SI has

been associated with the progression of HIV

(Cole et al., 2003) and with an increased risk of

adverse cardiac events in patients with heart dis-

ease (Denollet et al., 2006).

SI can be reliably assessed with the 7-item SI
measure of the DS14 (Denollet, 2005), a scale that

was specifically designed to assess this broad and

stable tendency to inhibit the expression of

emotions and behaviors in social interaction.
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▶Type D Personality
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Social Marketing
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Synonyms

Cause marketing; Noncommercial advertising;

Public interest advertising; Public service

advertising

Definition

Social marketing is the application of marketing

principles to non-tangible “products,” including

ideas, attitudes, and lifestyle changes. Unlike tra-

ditional marketing, the primary goal of social

marketing is to improve public health, not to

increase the marketer’s profitability (Lefebvre &

Flora, 1988). Specifically, it is a planning and

intervention model that targets audiences with

marketing technologies to improve health and

quality of life (Andreasen, 1995). There are five
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principles addressed in the “marketing mix” of

social marketing, known as the “5 Ps:” product,

price, place, promotion, and positioning. “Prod-

uct” is the target behavior (e.g., breastfeeding,

healthy eating). “Price” refers to the social, eco-

nomic, and psychological costs involved in

adopting the target behavior. “Place” is the set-

ting, community context, or distribution channels

for the product. “Promotion” includes the steps

taken to make the audience aware of the ideas,

behaviors, and their benefits and may also

involve interpersonal communication, media

messages, grassroots approaches, special events,

and incentives. Lastly, “positioning” describes

how the product is framed, namely, to maximize

perceived benefits and minimize perceived costs.

Social marketing campaigns using mass

media strategies have been effective in promot-

ing positive health behavior outcomes. For exam-

ple, the Stanford Five-City Project for Heart

Disease Prevention, (Farquhar et al., 1985,

1990) which targeted specific audiences, devel-

oped a product (i.e., a 6-week quitting contest),

and involved local television stations, resulted in

a 30% increase in smoking cessation. Similarly,

the VERB Campaign (Huhman et al., 2005;

Wong et al., 2004) utilized mass media tech-

niques such as advertising on television, on

billboards, through a website, and through school-

and community-based promotions to increase

physical activity in ethnically diverse youth and

their parents. While both of the aforementioned

social marketing campaigns involved mass media

strategies to promote their “products,” social mar-

keting campaigns that use interpersonal channels

and target the social context may maximize

success in promoting health behavior change.

Indeed, effective and sustainable social mar-

keting campaigns are driven largely by social

factors (e.g., social norms, social support) and

involve the target population in the social mar-

keting processes to increase the integration of the

program into established community structures

(Bryant, Forthofer, Landis, & McDermott,

2000). For example, Wilson and colleagues

(2010) used a collaborative community process

to develop a social marketing campaign which

motivated citizens in a low-income, high-crime

community to use a walking path. With the assis-

tance of a communications firm, a community

steering committee guided the development of

the overall social marketing objectives and

approach. One of five key objectives, including

increasing perceptions of safety and social con-

nectedness, was targeted each month using

corresponding print materials (e.g., a 12-month

calendar, matching door hangers). Through

grassroots social networking, the program

engaged residents to participate in walks with

peers, allowing them to feel safe and connected

to their neighbors. This study is an example of

how involving constituents in the process

of social marketing ensures that the approach is

tailored and truly fits the needs of the target

audience. Furthermore, social marketing cam-

paigns that strategically provide opportunities

for interactions between neighbors, friends, and

families may influence social norms and support

around a particular health behavior and foster

a social climate of behavior change.

Cross-References

▶Health Behaviors

▶Health Communication

▶ Social Support
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Synonyms

Interpersonal relationships; Social networks;

Social ties

Definition

Broadly defined, social relationships refer to the

connections that exist between people who have

recurring interactions that are perceived by the

participants to have personal meaning. This def-

inition includes relationships between family

members, friends, neighbors, coworkers, and

other associates but excludes social contacts and

interactions that are fleeting, incidental, or per-

ceived to have limited significance (e.g., time-

limited interactions with service providers or

retail employees). Scientists interested in behav-

ioral medicine often emphasize the informal

social relationships that are important in

a person’s life, or the person’s social network,

rather than formal relationships, such as those

with physicians, lawyers, or clergy. Relationship

phenomena of interest to scientists encompass

both the specific interactions that individuals

experience with members of their social networks

and the global perceptions of those interactions,

which are shaped by past and current interactions

with important social network members. The

interactions that occur with social network mem-

bers are often positive, and include the provision
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of emotional and material support, companion-

ship, and encouragement of health-enhancing

behaviors. Interactions with social network mem-

bers also can be negative, however, and can

include insensitive, unresponsive, hurtful, or

intrusive actions by others.

Description

A large body of evidence suggests that social

relationships are associated with health. Research

has linked social relationships to mortality and

morbidity (Berkman, Glass, Brissette, & Seeman,

2000; Cohen, 2004; House, Landis, & Umberson,

1988). People with fewer social network ties have

been found to have an elevated risk for a number

of diseases, including cardiovascular disease and

stroke, some forms of cancer, infectious disease,

and possibly dementia (Cohen, 2004; Uchino,

2006). Social relationships also have been linked

to the onset and progression of chronic illness, as

well as illness adjustment, postsurgical recovery,

disability, and survival (e.g., Seeman &

Crimmins, 2001). Increased confidence in the

associations between social relationships and

health stems from the fact that the associations

emerge not only in large, well-controlled cross-

sectional and longitudinal epidemiological stud-

ies, but also in experimental studies of humans

and animals. Moreover, the strength of these

associations is impressive, as evidenced by

research suggesting that the effects of social rela-

tionships on health are comparable in size to the

effects of conventional risk factors, such as

smoking (House et al., 1988).

Structural Versus Functional Aspects of Social

Relationships

Both structural and functional aspects of social

relationships have been distinguished (Berkman

et al., 2000). Structural aspects refer to the exis-

tence and objective characteristics of social rela-

tionships, whereas functional aspects refer to the

functions performed by and subjective qualities

of social relationships (House, Umberson, &

Landis, 1988). Structural characteristics of inter-

est to health researchers include the size of

a person’s social network, the frequency of

contact with social network members, and the

nature of the role relationships with network

members (e.g., family member, friend,

coworker). Research has demonstrated that

some structural aspects of social relationships,

such as social network size and frequency of

contact, are related to health. For example, hav-

ing more social ties and more frequent social

interaction has been found to be associated with

lower risks for mortality and poor mental and

physical health outcomes. Similarly, the marital

relationship has been found to be especially con-

sequential for health, relative to other role rela-

tionships. Married individuals, compared to

unmarried individuals, have a lower prevalence

and incidence of both mental and physical health

problems and a lower mortality risk (House et al.,

1988). Furthermore, research suggests that men

may derive more health benefits from marriage

than do women. Poor quality marriages, however,

and the disruption associated with divorce or

widowhood appear to be particularly deleterious

to mental and physical health (Burman &

Margolin, 1992).

Although numerous robust associations

between structural aspects of social relationships

and health have been documented, functional

aspects also need to be examined in order to

understand how and why social relationships

impact health. The most commonly studied social

network function that contributes to health is

social support. A great deal of evidence suggests

that social support can help to buffer people from

the adverse effects of life stress (Cohen, 2004;

Uchino, Cacioppo, & Kiecolt-Glaser, 1996). Dif-

ferent types of social support have been distin-

guished (emotional, instrumental, informational),

all of which are conceptualized as ways that

social network members provide each other

with care and aid in times of need. Different

types of support are viewed as being important

in the context of different stressors, although

evidence suggests that emotional support is

important across a very broad range of stressors

(Cohen & Wills, 1985).

Beyond social support, social relationships

also serve as sources of companionship, which
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provides opportunities for enjoyable interaction

and camaraderie. The positive affect and relief

from stress afforded by companionship, in turn,

help to sustain health and well-being (Rook,

1987). Social network members also monitor

each other’s health behavior and intervene to

discourage health-compromising behavior, lead-

ing researchers to be interested in the health

effects of social regulation (or social control;

Umberson, 1987).

The beneficial functions of social relation-

ships also have been posited to have negative

counterparts (Rook, 1998). Specifically, social

relationships not only can provide support, com-

panionship, and social regulation, but also can

fail to provide support or can provide misguided

support, can reject or neglect others, and can

foster bad, rather than good, health practices.

Even though such negative interactions with

others are relatively rare, they can take

a considerable toll on health and well-being

(Rook, 1998).

Pathways by Which Social Relationships

Influence Health

Understanding the pathways by which social

relationships influence health is a key goal for

health researchers. Three main pathways have

been identified (Berkman et al., 2000; Rook,

August, & Sorkin, 2010): The first pathway

involves psychological processes and conditions

associated with social relationships, such as pos-

itive and negative emotions, feelings of self-

worth and self-efficacy, coping strategies, and

depression. The second pathway involves physi-

ological processes, or activation of bodily sys-

tems (endocrine, cardiovascular, and immune)

in response to various kinds of social interactions.

The third pathway involves health behaviors that

are fostered by interactions with social network

members, including health-enhancing behaviors

(e.g., exercise) as well as health-compromising

behaviors (e.g., smoking). All three of these path-

ways have the potential to have independent and

joint effects on morbidity and, ultimately,

mortality.

Pathways having beneficial health effects.

Social support, companionship, and social

regulation are believed to affect health through

unique mechanisms. Social support is thought to

dampen the emotional, physiological (neuroen-

docrine, cardiovascular, immune), and behav-

ioral effects of stress by improving one’s

perceived ability to cope with stress (Uchino,

2006; Uchino et al., 1996). Companionship, on

the other hand, is thought to influence health and

well-being by enhancing positive affect and pro-

viding a respite from stress (Rook, 1987). Posi-

tive affect, in turn, has been linked to lower rates

of morbidity, fewer symptoms and less pain

from health conditions, and greater longevity

(Pressman & Cohen, 2005). Companionship also

may activate physiological processes, such as the

release of oxytocin, a neuropeptide that helps to

counter harmful stress responses, including

release of the stress hormone, cortisol. Social con-

trol is believed to affect health through two

primary, but opposing, processes (Hughes &

Gove, 1981). Specifically, social control may dis-

courage health-compromising behaviors and

encourage health-enhancing behaviors, thereby

contributing to better health and ultimately,

a lower risk of mortality. Yet, at the same time,

to the extent that social control involves

constraints on others’ behavior, it may provoke

psychological distress, erode feelings of self-

efficacy, and kindle relationship tensions. The

psychological and relationship costs of social con-

trol may thus reduce or cancel the health benefits

of social control, although the net effects of social

control on health are not yet fully understood

(Rook et al., 2010).

Pathways having detrimental health effects.

Persistent conflict in social relationships, as

well as the absence or loss of social relationships,

also impact health through a number of mecha-

nisms. Specifically, recurring strains and conflicts

in social relationships lead to repeated activation

of physiological systems (e.g., hypothalamic-

pituitary-adrenal axis or sympathetic nervous

system activity) and impaired immune function-

ing. These chronically activated and dysregulated

physiological systems, in turn, may accelerate dis-

ease onset and progression. Additionally, social

isolation and loneliness have been linked to nega-

tive emotions, chronic stress, cardiovascular
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activation, low physical activity, and impaired

sleep (Cacioppo et al., 2002). Finally, it is impor-

tant to recognize that social network members

sometimes encourage undesirable, rather than

desirable, health practices. For example, evidence

suggests that adolescents sometimes recruit their

peers to use illegal substances or to engage in other

risky health behaviors. Thus, conflict and tensions

in social relationships, social isolation and loneli-

ness, and undesirable social influence all can

increase the risk of disease onset and progression.

Conclusion

It is well established that social relationships are

important for health and well-being, and research

has identified key aspects of social relationships

that warrant consideration in efforts to under-

stand these links with health. The psychological,

physiological, and behavioral pathways by which

social relationships affect health also are begin-

ning to be understood. As this literature evolves

and expands to document patterns that exist

across different sociodemographic and lifespan

contexts, it may help to inform interventions

designed to strengthen social relationships and,

in turn, health.

Cross-References
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Social Stress

Vanessa Juth and Sally Dickerson

Department of Psychology and Social Behavior,

University of California, Irvine, Irvine, CA, USA

Synonyms

Interpersonal stress or conflict; Societal stress

Definition

Social stress can be broadly defined as a situation

which threatens one’s relationships, esteem, or

sense of belonging within a dyad, group, or larger

social context. Social stress can emerge in

a number of situations. Social stress can stem

from difficult social interactions, for example,

a conflictual or tumultuous marital or family

relationship (Kiecolt-Glaser, Gouin, & Hantsoo,

2010). Social stress can also emerge in the

context of evaluated performance situations,

where others could be judgmental or critical, or

in contexts in which one feels rejected, ostracized,

or ignored (Dickerson & Kemeny, 2004). Social

stress can also be more broadly construed,

representing perceptions of one’s lower role or

standing within a group or community.

Social stress can lead to a range of observable

and measurable responses related to health

outcomes (Miller, Chen, & Cole, 2009). In some

cases, social stress can cause increases in negative

affect and distress. It can also elicit specific nega-

tive emotions. For example, rejection or social-

evaluative performance stressors can elicit

increases in self-conscious emotions, such as

shame and embarrassment. Severe interpersonal

stressors (e.g., parental neglect) may lead to path-

ological forms of psychological distress, such as

posttraumatic stress disorder.

By nature, social stress can range from being

acute and relatively benign (e.g., delivering

a speech) to chronic and severe (e.g., abusive

relationship). Acute social stressors can lead to

physiological responses. For example, social-

evaluative performance stressors can elicit strong

and significant increases in cortisol, as well as

increases in cardiovascular activity (e.g., heart

rate, blood pressure). Acute instances of rejection

or conflict can also lead to changes in a variety of

physiological parameters, including how the

immune system functions. Chronic social stress

can have implications for health. If social

stressors are experienced repeatedly or consis-

tently, stress-responsive physiological systems

could be repeatedly activated, which could have

negative health consequences; for example, high

cortisol levels and immune dysregulation

have predicted the onset and progression of

different diseases. Additionally, those with

chronic diseases (e.g., HIV, rheumatoid arthritis)

who experience social stressors have shown

faster disease progression than those without

(Lepore & Revenson, 2007). Social stressors

can also have long-lasting effects, such that social

stress experienced early in life (e.g., childhood)

can influence stress reactivity and the regulation

of stress-responsive systems in adulthood. Fur-

thermore, sociodemographic variables related to

social status within a group, community, or
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society at large (e.g., socioeconomic status, eth-

nicity) can increase the risk for negative health

outcomes and/or behaviors.

Cross-References

▶Biobehavioral Mechanisms

▶ Psychosocial Factors

▶ Social Class

▶ Social Conflict

▶ Social Relationships

▶ Social Support

▶ Stress Reactivity
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Social Support

John Ruiz, Courtney C. Prather and

Erin E. Kauffman

Department of Psychology,

University of North Texas, Denton, TX, USA

Synonyms

Moderators/moderating factors; Social integra-

tion; Social network; Social resources

Definition

Social support refers to the belief that one is

valued, cared for, and loved by others in a social

network. Social support can generally be concep-

tualized as reflecting two broad factors (Cohen &

Syme, 1985; Cohen & Wills, 1985). Structural

support reflects properties of the social network

and the degree to which a person participates in

that network (i.e., social integration). Functional

support refers to the ways by which network

members aid the individual through tangible

assistance or through psychological and emo-

tional buffering. Social support is among the

most widely studied and robust psychosocial

moderators of health. This entry will expand

upon this description, review evidence linking it

to health, examine hypothesized mechanisms,

and discuss future directions.

Description

Social support is a multicomponent construct

reflecting the size, quality, and availability of

one’s social resources to moderate stress. Social

support should be distinguished from conceptu-

ally related terms. Social capital is a sociological
term referring to stock or stored social credit.

Social network refers to the social collectives or

groups to which a person may belong. Social
integration refers to the degree to which

a person is embedded in or a part of a social

network. Relationship is a descriptor often used

to characterize a specific type of social tie.

Social support is generally conceptualized as

having structural (i.e., size of the social network,

degree of social integration) and functional (i.e.,

support processes; support received versus sup-

port perceived) characteristics. In addition, the

quality of support is increasingly recognized as

an important moderator of the relationship

between support and health. Importantly, rela-

tionships are not uniformly positive, with some

acting as sources of stress (Uchino, 2004).

Measures

Social support is generally measured by

self-report. Data sourcesmay include demographic

data from hospital, census, or other records; inter-

views; psychometrically validated instruments;

and ad hoc items and measures.
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Structural Measures of Support

The simplest of the social integration measures is

marital status which is consistently identified as

a protective factor in large, prospective studies of

mortality. Marital status is a particularly attrac-

tive measure as it is a common demographic

characteristic and, thus, available for analysis

with many kinds of health data. Many researchers

are also interested in measuring the size of one’s

social networks and the degree to which a person

is embedded in the networks. One well-validated

multicomponent measure of social integration is

the Social Network Index (SNI: Berkman &

Syme, 1979) which provides an aggregate score

of social integration by sampling activity in

multiple relationships. Lower SNI scores are

predictive of a nearly two fold increase in mor-

tality risk. Finally, the literature is replete with

numerous ad hoc structural support measures

including measures of number of networks,

network size, as well as the number of specific

kinds of relationships such as friendships, and

others.

Functional Measures of Support

Functional measures can be classified into

support received and support perceived. Interest-

ingly, measures of received and perceived sup-

port tend not to be highly correlated. Measures of

received supportive behavior allow assessment of

the actual social resources available to an indi-

vidual. For example, the Inventory of Socially

Supportive Behaviors (ISSB: Barrera, Sandler,

& Ramsay, 1981) is a 40-item structural support

measure assessing the frequency with which one

receives a variety of supportive actions.

Measures of perceived social support assess an

individual’s beliefs about the social resources

available to them. Perceived support measures

generally consist of two factors: beliefs about

support available, and satisfaction with level of

perceived support. A widely used example of

a perceived support measure is Cohen and Wills

(1985) Interpersonal Support Evaluation List

(ISEL) which assesses perceptions of belonging,

tangible support, support appraisals, and confi-

dence in support perceptions.

Quality of Support

Relationship quality has generally been assessed

along a single dimension ranging from positive

to negative. However, emerging models hypoth-

esize that relationships can have both positive

and negative characteristics. The Quality of

Relationship Inventory (QRI: Pierce, Baldwin, &

Lydon, 1997) is among the most popular

multidimensional measures. The 25-item, self-

report measure yields discrete support and

conflict scales as well as a total quality rating.

Several authors have suggested that the rela-

tionship quality dimensions of positivity and

negativity are orthogonal, yielding four basic

relationship types: (1) high positive, low nega-

tive (i.e., supportive relationship), (2) low pos-

itive, high negative (i.e., conflictual

relationship), (3) high positive, high negative

(i.e., ambivalent relationship), and (4) low positive,

low negative (i.e., benign/irrelevant relationship).

The Social Relationships Index (SRI: Uchino,

2004) is an example of this multidimensional rela-

tionship quality assessment approach. Although

health outcome data is limited, this conceptualiza-

tion appears to be gaining acceptance as a more

theoretically sound approach.

Social Support and Health

Social support is among the most robust predic-

tors of disease and all-cause mortality. For exam-

ple, a recent meta-analysis of 148 studies

estimated the effect of social relationships to

improve survival rates by 50% (Holt-Lunstad,

Smith, & Layton, 2010). This effect varied by

measurement, with multidimensional measures

of social integration associated with more than

90% increase in survival rates. As noted by the

authors, the magnitude of the effect of social

support on mortality is likely diluted in these

studies by unmeasured negative aspects of social

relationships (e.g., a conflictual marriage). The

results of this meta-analysis extend the work of

previous systematic reviews and meta-analyses

in identifying that social support is a substantial

health and disease moderator with effects equiv-

alent to more traditionally acknowledged risk

factors such as cigarette smoking and obesity.
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Cardiovascular Disease

The strongest evidence for a protective role of

social support on health comes from studies of

cardiovascular diseases such as coronary heart

disease (CHD) morbidity and mortality (Smith &

Ruiz, 2002). Multiple prospective studies of

initially healthy samples have demonstrated that

lower social integration and social support are

associated with greater CHD incidence, faster

disease progression, risk of myocardial infarction

(MI), and greater risk for all-cause mortality.

Among persons with diagnosed CHD, lower social

support is predictive of significantly greater risk of

recurrent MI and death. For example, Welin,

Lappas, and Wilhelmsen (2000) found an almost

three-fold increased chance of cardiac mortality in

post-MI patients with low perceived emotional

support at 10-year follow-up. A similar effect

size was found by Berkman, Leo-Summers, and

Horwitz (1992). Some studies indicate that low

social integration is only associated with survival

in the most severely isolated of the population. In

a review of the literature, Mookadam and Arthur

(2004) estimated a two to three times increased

risk of 1-year mortality in the socially isolated

population, with little health benefits resulting

from support systems above this threshold.

Moreover, there is some evidence that the benefi-

cial effects of social support on cardiac health are

stronger among women and that functional

measures of support are more strongly related to

cardiac disease compared to structural measures.

Effect sizes for social integration in healthy

samples for future development of CHD are

comparable to those of more traditional risk

factors such as cigarette smoking (Orth-Gomer,

Rosengren, & Wilhelmsen, 1993). Similarly,

social integration is as strong a predictor of mor-

tality among clinical populations as traditional

risk factors such as cholesterol level, tobacco

use, and hypertension in the patient population

(Mookadam & Arthur, 2004). An important

conceptual issue is whether high social support

connotes a cardiovascular benefit akin to physical

activity or whether it is simply the absence of

support that is relevant. In addition, the relative

value of structural versus functional support

remains an open question. Regardless, the cumu-

lative evidence indicates social support is an

important moderator of cardiovascular risk.

Cancer

The relationship between social support and can-

cer is quite mixed. A recent systematic review of

the prospective longitudinal literature concluded

that in the context of breast cancer, greater social

support was associated with slower disease pro-

gression in five of seven well-designed studies.

Structural indices were the more commonly used

and significant measure of social support in these

studies. In contrast, there were no associations

between measures of social support and other

types of cancer with the paradoxical exception

of more social support related to faster cancer

progression in a sample of colorectal patients

(Villingshoj, Ross, Thomson, & Johansen

2006). A meta-analysis of 87 studies estimated

the relative risk of perceived social support and

measures of social network size on mortality

among cancer patients to be .82 and .80, respec-

tively, suggesting a beneficial effect (Pinquart &

Duberstein, 2010). Inconsistencies between stud-

ies may be partially explained by differences in

support types measured and patient needs. The

type of support associated with improved progno-

sis appears to vary by cancer site, with perceived

social support representing a stronger predictor for

leukemia and lymphoma, whereas breast cancer

patients benefit more from have a large number of

social ties (Pinquart & Duberstein).

In contrast to the mixed findings regarding

physical outcomes, a robust literature supports

the beneficial effects of social support on emo-

tional and psychological reactions to cancer and

associated treatments. Moreover, cancer is often

a shared interpersonal experience – affecting

supports as well as patients. A meta-analysis of

these contagion effects estimated the correlation

between patient and caregiver distress is .35

(Hodges, Humphris and Macfarlane, 2005).

Importantly, partner response to illness affects

patient adjustment, particularly in terms of quality

of life. The type of coping employed (e.g., positive

versus negative), relationship maintenance
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behaviors, and the amount of communication

about the relationship may also be important mod-

erators of couples adjustment.

With respect to interventions, efforts have

largely focused on increasing the patient’s social

network size and opportunity for emotional

support. Perhaps the most well known of these

interventions was conducted by Spiegel, Bloom,

Kraemer, and Gottheil (1989). Women with late-

stage metastatic breast cancer were randomized

to either supportive group therapy or wait-list

control. Findings that women in the treatment

condition survived approximately 18 months lon-

ger generated interest in the possible healing role

of support. Several clinical and prospective trials

have failed to replicate these results, fueling

doubts about the potential physical benefits of

the approach. Regardless, there is substantial

effort to translate socially based interventions

from bench to bedside where their emotional

and quality of life benefits are well recognized.

HIV/AIDS

Conclusions regarding the benefits of social

support on physical outcomes in the context

of HIV/AIDS are limited by the small number

of published studies. A prospective study of

HIV-positive men with hemophilia demonstrated

that lower levels of perceived support at baseline

were predictive of faster decreases in CD4

T-lymphocyte levels, a key marker of AIDS

status, over a 4-year follow-up (Theorell et al.

1995). Leserman and colleagues conducted

a study of 82 asymptomatic gay men, in which

greater satisfaction with social support was

associated with slower progression to AIDS,

regardless of network size (Leserman et al.

1999). In contrast, other studies have found

perceived support to be unrelated to progression

to AIDS. More research is needed to adequately

evaluate these relationships.

The social environment of the HIV/AIDS

population may be uniquely important because of

the social stigma associated with the diagnosis

(Herek & Glunt, 1988). Stigma is associated with

both personal distress and hesitancy to self-

disclose status to sexual partners, potentiating fur-

ther transmission of the infection either by the

individual or the individual’s un-informed sexual

partners. A meta-analysis of 21 studies showed

that greater perceived social support was associ-

ated with increased likelihood of self-disclosing

one’s HIV-positive status (Smith, Rosetto, &

Peterson, 2008). Disclosure of HIV status is asso-

ciated with increased social support within those

relationships, indicating that disclosure may be

a positive method of eliciting support from others.

Mechanisms

Social support is hypothesized to affect health

and well-being through two pathways. The main

effects hypothesis suggests that having more

social resources reduces the chances of exposure

to stressful circumstances or the magnitude of

threat associated with certain environments. For

example, one is likely to be safer walking at night

with a large group of friends than when walking

alone. Numerous studies have shown that having

more social resources (measured as the number of

social ties, the degree of social integration, etc.) is

predictive of lower disease incidence, better

survival following illness, lower all-cause

mortality, and greater longevity irrespective of

the quality of those relationships. Interestingly,

these social resources need not be human to have

a beneficial effect. Several studies have demon-

strated that having a loving pet is associated with

less stress and better survival following disease

incidents such as a heart attack.

Social support may also affect health by mod-

erating or reducing the impact of stressful cir-

cumstances (i.e., stress buffering hypothesis).

After a stressful romantic breakup, a friend may

comfort you with a hug, by providing you

with an opportunity to vent your emotions, or

by introducing you to someone new. Substantial

laboratory data demonstrates that provision of

support reduces self-reported stress and acute

physiological responses to lab stressors.

For example, individuals who received a note

communicating emotional support from a sup-

portive friend experience less blood pressure

increase during a subsequent speech task

relative to those who receive a note from a less

supportive person (Uno, Uchino, & Smith, 2002).

Importantly, the perception of support appears to
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be more important than the actual provision of

support. For example, imagining a supportive tie

prior to a stressor results in less cardiovascular

reactivity and less self-reported stress (i.e., buff-

ering) compared to imagining an acquaintance

(Smith, Ruiz, & Uchino, 2004). These findings

support the idea that social support, received or

perceived, can reduce stressful experiences.

Future Directions

Future research will continue to expand upon

conceptual distinctions regarding sources of sup-

port and related actions. Longitudinal research is

also needed to understand the biobehavioral

mechanisms by which social support translates

into disease risk. Further, more research is needed

to determine whether it is better to have substan-

tial support or simply to not be alone. Finally,

emerging social phenomenon such as texting and

online social networking through Facebook,

Twitter, and other forums presents new chal-

lenges for researchers to conceptualize, measure,

and gauge as moderators of health.
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Societal Stress

▶ Social Stress
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Synonyms

SBM

Definition

The Society of Behavioral Medicine (SBM) is

a nonprofit organization founded in 1978. The

organization strives to be multidisciplinary in

nature, creating a dialogue between nursing,

public health, psychological, and medical profes-

sionals to promote the study of interactions

between behavior, biology, and the environment

and to apply that knowledge to improve the

health and well-being of individuals and

communities. This is further illustrated through

SBM’s vision statement, which is “Better Health

Through Behavior Change.” In 2011, over 2,000

behavioral and biomedical researchers and

clinicians were members of SBM.

SBM hosts an annual meeting for its members

and other behavioral medicine researchers and

clinicians to share recent research findings and

clinical strategies. SBM also sponsors two

journals, Annals of Behavioral Medicine and

Translational Behavioral Medicine: Practice,
Policy, and Research.
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Definition

“Sociocultural” refers to a wide array of societal

and cultural influences that impact thoughts,

feelings, behaviors, and ultimately health out-

comes. Sociocultural determinants of health and

illness encompass socioeconomic status (SES)

factors (traditionally assessed by income, educa-

tion, occupation) and cultural factors. There are

several dimensions encompassed by the term,

which can include race, ethnicity, ethnic identity,

sex, acculturation, language, beliefs and value

systems, attitudes, and religion.

Description

Sociocultural factors are salient determinants

of health and have been found to be associated

with a multitude of health outcomes including

health behaviors (e.g., physical activity, diet,

health screenings, and health-care utilization)

and illness (e.g., cancer, diabetes, cardiovascular

disease, and depression). Sociocultural factors

are complex and may vary by sex, age, and

racial/ethnic groups. In recent years, the term

sociocultural has been extensively used in the

literature in connection with physical and mental

health outcomes.

Social and cultural factors play a central role in

preventing illness, maintaining good health, and

treating disease. Research has shown that

an individual’s social environment, family, neigh-

borhood, school, and workplace have a significant

impact on health. At the same time, cultural factors

influence how physical and mental illness are

viewed and diagnosed. A great advance in under-

standing the determinants of health and disease has

been the identification of social and cultural factors

influencing them. Social and cultural factors are

pertinent not only to understanding individuals’

health status but also recognizing the existing

health disparities among different populations. In

particular, a substantial body of research suggests

that social factors stand at the root of health dis-

parities (Marmot, 2005).

Some of the most salient sociocultural factors

studied in relation to health disparities, including

morbidity and mortality, are SES and race/

ethnicity. Levels of health within the USA vary

dramatically among different social, economic,

and racial/ethnic groups. Moreover, considerable

research suggests that determinants of health

often reflect economic disparities (Braveman,

Cubbin, Egerter, Williams, & Pamuk, 2010).

Higher income levels are linked with overall

better health, including self-rated health, lower

cardiovascular risk factors, and lower mortality

(Braveman, Egerter, & Mockenhaupt, 2011;

Hajat, Kaufman, Rose, Siddiqi, & Thomas,

2011). The incidence and prevalence of many

diseases (e.g., cardiovascular disease, arthritis,

diabetes, and cervical cancer) increases as SES

decreases. In addition, SES differences in mor-

tality have been observed for many causes of

death including some cancers, diabetes, and car-

diovascular disease. Similarly, individuals with

higher SES have greater life expectancy rates

than individuals with lower income levels

(Braveman et al., 2011). In terms of health status,

adults with lower incomes are more likely to

report their health status as poor or fair compared

with adults with higher incomes (Braveman et al.,

2011).

Several explanations have been proposed to

account for the association between socioeco-

nomic standing and health. First, economic

stability enables individuals to live in safer neigh-

borhoods, access healthier food alternatives, have

more leisure time for physical activity, and

endure less stress. Second, income impacts

access to high-quality health care such that

lower SES individuals are less likely to

be covered by health insurance and to receive

high-quality health care (Braveman et al.,

2011). Hence, the uninsured may have less access

to preventive services (e.g., health screenings)

and early diagnosis. Greater education is also

linked with longer life expectancy. Individuals

who have completed college have a greater life

expectancy (at least 5 years longer) than individ-

uals who have not completed high school

(Braveman et al., 2011). Higher education levels

are associated with greater knowledge regarding

health and feelings of control (Braveman et al.,

2011) over different domains of one’s life.
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Therefore, education increases the likelihood that

individuals will have the knowledge to prevent

illness. As illustrated by these health patterns,

SES disparities in health mirror a gradient pat-

tern, with greater social and economic advantage

being associated with better health.

Differences in health have also been observed

based on race/ethnicity. For example, compared

to non-Hispanic Whites, morbidity and mortality

rates for cardiovascular disease (CVD) are higher

among African-Americans (Payne et al., 2005).

Compared to non-Hispanic Whites, African-

Americans and Hispanics are more likely to

have diabetes (Centers for Disease Control and

Prevention, 2011). Moreover, ethnic-minority

and low-income groups have a disproportionate

burden of death and disability as a result of car-

diovascular disease. In addition, although signif-

icant progress has been made in reducing cancer

mortality rates in the USA, decreases in cancer

mortality rates in ethnic minorities have been

slower compared to non-Hispanic Whites

(Cancer Facts & Figures, 2011).

Culture refers to the shared values, beliefs, and

norms held in common by a defined group of

people. Within each culture, there is a set of

behaviors and values related to health and illness

which may vary between different groups, caus-

ing differing viewpoints toward illness. Each cul-

ture has a set of norms for behavior with related

beliefs, knowledge, and customs. Acculturation,

a related cultural construct, is often used to

explain ethnic disparities in health outcomes.

Acculturation as a predictive variable is based

on the premise that culturally based knowledge,

attitudes, and beliefs influence people to behave

in particular ways and to select specific health

choices. For limited English proficiency (LEP)

individuals, language barriers can contribute to

health disparities. For example, LEP individuals

may encounter difficulties communicating with

medical professionals, understanding printed

health information or accessing health-related

services due to lack of information about avail-

able services (Racial and Ethnic Disparities in

Health Care, 2010). Moreover, some individuals

may fear jeopardizing their immigration status by

using health services. Research also suggests

that cultural norms within the USA or Western

society contribute to lifestyles and behaviors asso-

ciated with risk factors for diseases (e.g., cancer,

diabetes, cardiovascular disease) (Thomas, Fine,

& Ibrahim, 2004). Therefore, health behavior

interventions must address the target group’s

belief systems as well as cultural values.

Although the US population is diverse, health

policies and interventions are often based on

Western cultural assumptions. Often, minimal

attention is given to aspects of culture from the

perspective of individuals from diverse ethnic or

SES membership groups. It is key to acknowl-

edge that social and cultural factors may explain

related health behaviors and, in part, elucidate

disparities between ethnic/racial and SES groups.

More specifically, research findings examined

from the perspective of sociocultural differences

may provide more meaningful information and

help develop innovative intervention strategies

for ameliorating some of the disparities in health

outcomes and access to health care.

Cross-References

▶Health Disparities

▶ Socioeconomic Status (SES)
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Definition

Sociocultural approaches to understanding dif-

ferences in health call attention to the roles of

and potential interdependence between social and

cultural factors for health outcomes.

Cultural attitudes, beliefs, values, history, and

systems of knowledge are interdependent with the

social environment that includes economic status,

community and family systems, and interpersonal

relationships. Together, sociocultural factors may

impact health in numerous ways, such as influenc-

ing access/barriers to health care and service utili-

zation preferences/patterns as well as affecting

health behaviors such as diet and exercise.

Cross-References
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Sodium, Sodium Sensitivity
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Definition

Sodium chloride (NaCl), commonly known as salt,

is a molecule crucial for fluid balance and free-

water homeostasis. However, overconsumption

of sodium/salt plays an important role in the
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development of essential hypertension. Essential

hypertension is seen almost exclusively in socie-

ties where average daily sodium consumption is

greater than 2.3 g. In contrast, hypertension is rare

in populations with low-sodium consumption

(typically less than 1.2 g/day). These effects of

sodium consumption appear independent of other

potential causes of essential hypertension, such as

obesity.

The blood pressure (BP) responsiveness to

variations in sodium intake is known as salt

sensitivity.

The change in BP to salt intake varies

significantly between individuals and in the

same individual at different times.

Salt sensitivity also increases with age and is

more prominent in those with diabetes, obesity,

and metabolic syndrome.

It may also be more common in African-

Americans and other populations, in which

excess salt intake may play an important role in

the development of hypertension.

There is evidence to suggest that salt-sensitive

individuals with normal blood pressure are at

a greater risk of developing hypertension and at

further risk of hypertension progression and poor

blood pressure control. The mechanisms of salt

sensitivity are incompletely understood but likely

involve a combination of altered salt/water

homeostasis, abnormal vascular signaling path-

ways, and other metabolic abnormalities such as

type 2 diabetes and electrolyte abnormalities,

such as hypokalemia.
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Definition

Mental health professionals commonly label

bodily symptoms as “somatic” to distinguish

them from cognitive, emotional, or other types of

non-somatic symptoms (Kroenke, 2007a). In con-

trast, bodily symptoms are more often referred to

as “physical” symptoms by those practicing in

general medical, surgical and other non-mental

health care professions. Somatic symptoms are

exceedingly prevalent, accounting for over half

of all outpatient encounters. About half of these

are pain complaints (e.g., headache, chest pain,

abdominal pain, back pain, joint pains), a quarter

are upper respiratory (e.g., cough, sore throat, ear

or nasal symptoms), and the remainder are

nonpain, non-upper-respiratory symptoms (e.g.,

fatigue, insomnia, dizziness, palpitations).

Description

Epidemiology

About 80% of individuals in the general popula-

tion experience one or more symptoms each

month, of who less than 1 in 4 seek care (Kroenke

& Rosmalen, 2006). This ubiquitous nature of

somatic symptoms mandates that some thresholds

be set to distinguish most “persons” who experience

common symptoms from the smaller subset of indi-

viduals who qualify as “patients.” Some thresholds

might include severity of the symptom: its duration

or persistence; the degree of occupational or social
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impairment; the level of patient distress, concerns or

worries; the decision to seek treatment or use health

care; and the direct and indirect financial costs.

An exact medical diagnosis that accounts for

the symptom is often not established, with at least

one-third of somatic symptoms lacking an ade-

quate physical explanation and referred to by

a variety of labels, including functional, idio-

pathic, atypical, somatoform, or unexplained.

About three-fourths of outpatients presenting

with somatic complaints experience improve-

ment within 2 weeks, while 20–25% of symptoms

become chronic or recurrent.

Functional Somatic Syndromes

These conditions consist of a cluster of somatic

symptoms for which the etiology is poorly under-

stood and include disorders such as irritable bowel

syndrome, fibromyalgia, chronic fatigue syn-

drome, temporomandibular disorder, interstitial

cystitis, and others. Experts have questioned

whether these are all separate disorders or instead

part of a group of poorly explained somatic con-

ditions sharing common features. Supporting the

latter, literature syntheses have revealed that these

disorders frequently overlap, both at the level of

specific syndromes (half to two-thirds of patients

with one syndrome also suffer from one or more

additional syndromes) as well as in terms of indi-

vidual symptoms (Kroenke & Rosmalen, 2006).

Second, they are similar in rates of psychiatric

comorbidity, particularly depression and anxiety

(Henningsen, Zimmermann, & Sattel, 2003).

Third, functional somatic syndromes respond sim-

ilarly to certain therapies traditionally considered

“psychological” treatments, such as antidepres-

sants and cognitive-behavioral therapy.

Psychological Comorbidity

In patients presenting with poorly explained phys-

ical symptoms, a depressive disorder can be diag-

nosed 50–60% of the time, and an anxiety disorder

40–50% of the time, regardless of the type of

symptom. While the specific type of symptom is

not particularly important in terms of predicting

depression or anxiety, the number of symptoms is.

In two primary care studies involving 1,500

patients, those who endorsed 0–1, 2–3, 4–5, 6–8,

or� 9 physical symptoms on a 15-symptom scale,

the proportion with a depressive or anxiety

disorder was 6%, 20%, 33%, 58%, and 80%

respectively, suggesting a “dose-response” effect

between the number of physical symptoms and the

likelihood of psychiatric comorbidity.

Two-thirds of primary care patients with major

depression present exclusively with somatic com-

plaints, and half report multiple, unexplained

somatic symptoms. Also, depression is present in

a quarter to a third of patients referred to medical

specialty clinics and, if depressed, referred

patients are only about a quarter as likely to have

a physical diagnosis established as an explanation

for their symptoms triggering the referral. Even

disease-specific somatic symptoms (e.g., chest

pain in patients with coronary artery disease, dys-

pnea in patients with pulmonary disease, joint pain

in patients with arthritis) are at least as strongly

associated with depression and anxiety as they are

with objective physiologic measures of the medi-

cal disorder (Katon, Lin, & Kroenke, 2007).

Overlap among somatic, anxiety and depressive

symptoms (the SAD triad) is more common than

the “pure” form of any of the three types of symp-

toms (Löwe et al., 2008). For example, very high

levels of depressive, anxiety and somatic symp-

toms are present in 7%, 8%, and 10% of primary

care patients, respectively. However, only 26% of

depressed patients have depression alone (i.e.,

without high levels of anxiety and/or somatic

symptoms), 43% of anxious patients have anxiety

only, and 46% of patients with high somatic symp-

tom levels have somatization alone. Predictors of

psychological comorbidity in patients with somatic

symptoms are summarized in Table 1.

Somatoform Disorders

Somatoform disorders currently defined in the

American Psychiatric Association’s Diagnostic

and Statistical Manual, 4th Edition (DSM-IV)

include somatization disorder (chronic history of

multiple medically unexplained symptoms),

conversion disorder (unexplained neurological

symptoms), hypochondriasis (preoccupation with

having a serious medical illness that persists

despite medical evaluations and reassurance),

body dysmorphic disorder (distorted perceptions
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of specific bodily features), and chronic pain

disorder. However, these are likely to be substan-

tially revised in DSM-V (Kroenke, Sharpe, &

Sykes, 2007). In particular, criteria for the most

common type of somatoform disorder (full and

abridged versions of somatization disorder) are

likely to rely less on symptom counts or the degree

to which symptoms are “medically explained” and

more on positive psychological criteria character-

istic of somatizing patients (e.g., excessive illness

worry and health anxiety, inordinate health care

use, catastrophizing).

Measuring Somatic Symptoms

The PHQ-15 is a brief, freely-available scale

(www.phqscreeners.com) thatmeasures 15 symp-

toms that account for more than 90% of non-

upper-respiratory symptoms seen in primary care

(Kroenke, Spitzer, Williams, & Löwe, 2010). The

PHQ-15 asks patients to rate how much they have

been bothered by each symptom during the past

month on a 0 (“not at all”) to 2 (“bothered a lot”)

scale. Thus, the total score ranges from 0 to 30,

with cutpoints of 5, 10, and 15 representing thresh-

olds for mild, moderate, and severe somatic symp-

tom severity, respectively.

Increasing scores on the PHQ-15 are strongly

associated with functional impairment, disability,

health care use, and somatoform disorder diagno-

ses. Also, items on the PHQ-15 overlap better

with other validated somatization screeners than

any other two screeners do with one another.

There is emerging evidence that the PHQ-15 is

responsive to treatment.

Treatment

Treatment of somatoform disorders as well as

functional somatic syndromes has been recently

reviewed (Abbass, Kisely, & Kroenke, 2009;

Jackson, O’Malley, & Kroenke, 2006; Kroenke,

2007b). In addition to symptom-specific treat-

ments (e.g., analgesics for pain, medications spe-

cific to the symptoms for irritable bowel syndrome,

medications recently approved for fibromyalgia),

the two most evidence-based treatments for both

somatoform disorders and functional somatic syn-

dromes are cognitive behavioral therapy and anti-

depressants, which have a beneficial effect on the

somatic symptoms in these conditions independent

of their effect on psychological symptoms such as

depression and anxiety. Additionally, regular visits

with a primary physician, avoidance of excessive

testing, and evaluation of new symptoms (but not

repeated evaluation of chronic symptoms) is bene-

ficial. A clinical approach to the patient with

unexplained somatic symptoms is outlined in

Table 2.

Strategies for managing chronic somatization

• Schedule regular, brief appointments that are

not related to symptom exacerbations

• Limit extensive diagnostic testing and multi-

ple subspecialty referrals, especially for symp-

toms previously evaluated

• When new symptoms arise, conduct focused

evaluations and testing rather than exhaustive

work-ups

Somatic Symptoms, Table 1 Predictors of psycholog-

ical comorbidity in patients with somatic symptoms

Symptom remains medically unexplained after clinical

assessment

Multiple symptoms

Three or more unexplained symptoms

Pain symptoms in two or more regions of the body

Multiple functional somatic syndromes

Chronic or recurrent symptom (s)

Excessive health care use

Medication history

Polypharmacy (especially for symptoms)

Poor response of symptoms to multiple medications

Nocebo response (nonspecific adverse effects to

multiple medications)

Difficult clinician-patient relationship

Number of S4 predictors a

Stress recently

Symptom count is high

Self-rated health is low

Severity of symptom is high

aThe four S4 predictors are (1) stress in past week

(yes/no); (2) Patient reports being “bothered a lot” by

five or more symptoms on the PHQ-15 scale of 15 somatic

symptoms; (3) self-rated overall health of poor or fair on

a 5-point scale (excellent, very good, good, fair, poor);

(4) self-rated severity of presenting somatic symptom of
36 on 0 (none) to 10 (unbearable) scale. The likelihood

of a depressive or anxiety disorder with 0, 1, 2, 3, or 4 of

these S4 predictors is 8%, 16%, 43%, 69%, and 94%,

respectively
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• Empathize with the complaint. Do not dispute

the reality of the symptom or associated

impairment.

• Focus on symptom management/reduction

rather than elimination (coping rather than

cure).

• Strive for gradual rehabilitation (maximizing

function despite the symptom) rather than

chronic disability

• Emphasize that referral is for consultation or

co-management rather than dismissal (i.e.,

you are not “dumping” the patient)

Cross-References
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Somatization

Winfried Rief

Department of Clinical Psychology and

Psychotherapy, Philipps University of Marburg,

Gutenbergstr, Marburg, Germany

Definition

The term “somatization” goes back to psychody-

namic theory, and describes the transformation of

unconscious conflicts and repressed emotions

into somatic symptoms. Later on, Lipowski

defined somatization as “a tendency to

experience and communicate somatic distress in

response to psychosocial stress and to seek med-

ical help for it” (Lipowski, 1986). Therefore this

definition postulates that psychosocial stress is

the cause for somatization, and that seeking med-

ical help is a necessary feature of this syndrome.

However, current concepts of somatization use

this term more descriptively. According to these

modern concepts, somatization could be defined

as “the tendency to experience a variety of

somatic symptoms that are usually poorly

described by biomedical disease processes.” In

this definition, the presence of multiple somatic

complaints is the core feature of somatization.

Somatization itself is not a diagnosis, but is

frequently related to the diagnostic group of

“somatoform disorders,” and especially to “soma-

tization disorder.” If multiple somatic symptoms

are part of a depressive syndrome or anxiety dis-

order, the term could be also used. It is not

recommended to use the term “somatization” for

a postulated association between psychological

conflicts and serious medical conditions (e.g., can-

cer). However, medical conditions like cancer or

diabetes can also be associated with multiple med-

ical symptoms that are not explained by the bio-

medical disease itself. For this subgroup of patients

with serious medical conditions, the additional use

of the term “somatization” could be appropriate.

Current behavioral-medical concepts prefer

the process of “somatosensory amplification” to

describe the development and maintenance of

somatization. Somatosensory amplification sum-

marizes the process of focusing attention to

bodily perceptions; together with health worries

and a catastrophizing style of interpreting bodily

perceptions, selective attention leads to an ampli-

fied style of perceiving somatic symptoms. If

symptoms are chronic, further sensitization pro-

cesses might be involved. Further details on mod-

ern concepts of somatization can be found in

Barsky (1992), Looper and Kirmayer (2002),

and Rief and Broadbent (2007).
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Somatoform Disorders

Winfried Rief
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Psychotherapy, Philipps University of Marburg,
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Synonyms

Functional somatic symptoms; Medically

unexplained physical symptoms

Definition

The common feature of somatoform disorders is

the presence of physical symptoms that could

indicate a general medical condition, but the

physical symptoms are not fully explained by

a well-known biomedical disease, by the direct

effects of a substance, or by another mental

disorder. The group of somatoform disorders

includes diagnoses such as somatization disorder,

undifferentiated somatoform disorder, conver-

sion disorder, pain disorder, hypochondriasis,

and body dysmorphic disorder.

Description

The term “somatoform disorder” has been intro-

duced by DSM-III (Diagnostic and Statistical

Manual of Mental Disorders, 3rd version) as

a category for a group of diagnoses. The common

feature of somatoform disorders is the presence of

physical symptoms that could indicate a general

medical condition, but the physical symptoms are

not fully explained by a well-known biomedical

disease, by the direct effects of a substance, or by

another mental disorder (e.g., panic disorder,

depression). Symptoms must cause clinically sig-

nificant distress or impairment. Somatoform dis-

orders have to be distinguished from factitious

disorders and malingering; the physical symptoms

in somatoform disorders are not intentional or

imagined, but patients perceive these symptoms

similar to other physical symptoms caused by

medical conditions.

The group of somatoform disorders includes

diagnoses such as somatization disorder, undiffer-

entiated somatoform disorder, conversion disor-

der, pain disorder, hypochondriasis, and body

dysmorphic disorder. Somatization disorder is

the prototype for patients suffering from many

physical complaints including pain symptoms,

gastrointestinal symptoms, sexual symptoms, and

pseudoneurological symptoms. In DSM-IV, the

onset of symptoms was required before age

30 years, and the diagnosis was only justified if

symptoms persisted over a period of several years.

The criteria for this diagnosis have been criticized

because somatization disorder does not include the

majority of patients with multiple somatoform

symptoms, as the diagnosis is over-exclusively

defined. Therefore many patients fall under the

diagnosis of “undifferentiated somatoform disor-

der,” which only requests one or more physical

complaints that are medically unexplained. Both

diagnoses cannot only be used in the absence of

medical conditions, but these diagnoses are also

justified if general medical conditions do not fully

account for all somatic symptoms presented by the

patient. While most people suffer from somatic

symptoms from time to time, a diagnosis of

somatoform disorder should be only given if the

symptoms cause clinically significant distress or

impairment. A diagnosis of conversion disorder is

justified if people suffer from motor or sensory

symptoms or deficits that are not fully accounted

by a medical condition. Hypochondriasis (“fears

and worries about illnesses”) and body
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dysmorphic disorder (“preoccupation with an

imagined defect in appearance”) are disorders

that are considered to indicate an overlap with

anxiety disorders/OCD (obssessive-compulsive

disorders). Pain disorder is also classified under

somatoform disorders, although many pain condi-

tions are associated with both psychological

factors and a general medical condition. In fact,

in “Western” cultures pain symptoms are the most

frequent somatic symptoms. If pain duration is

longer than 6 months, it should be considered to

be chronic. In most cases, chronic pain conditions

are not sufficiently understood with pure biomed-

ical approaches, but psychological and social

factors have to be also considered.

Somatoform disorders can develop as

a result of the interaction of psychological factors

(selective attention to bodily processes,

overinterpretation of somatic sensations, illness

fears, demoralization) with biomedical factors

(e.g., traumatic injuries, car accidents, biological

dysregulation of stress and immune responses)

and with social factors (e.g., reinforcement of

symptom expression by proxies, strong biomedi-

cal orientation of health care systems, fears of

doctors to overlook biomedical causes). While

somatization typically refers to the experience

of multiple medically unexplained symptoms,

the concept of somatosensory amplification

refers to the self-reinforcing circle of attention

to somatic processes, overinterpretation of

somatic sensations, intensified physical sensa-

tions, and behavioral consequences (Barsky,

1992). Somatoform disorders (especially somati-

zation disorder and undifferentiated somatoform

disorder) are more prevalent in women than in

men. While prevalence rates for diagnoses such

as somatization disorder are significantly lower

than 1%, general somatoform symptoms can be

found in more than 10% of the population

(Wittchen & Jacobi, 2005).

The category of somatoform disorders has

been criticized (e.g., Mayou, Sharpe, Kirmayer,

Simon, & Kroenke, 2005). In some countries, the

term “somatoform” was interpreted as indicating

“not real symptoms,” although the term was orig-

inally introduced as a pure descriptive term. For

patients with multiple somatic symptoms, the

diagnosis “somatization disorder” is over-

restrictive (see above). Finally, the classification

of “medically explained” versus “medically

unexplained” symptoms is unreliable and medi-

cal doctors highly disagree in their ratings about

causality of somatic symptoms. Some experts

criticized that the concept of somatoform disor-

ders further continues a “mind-body separation”

instead of favoring a biopsychosocial model. The

revision of this category in DSM-V tries to over-

come these shortcomings.

To date, no well-founded pharmacological

treatment is available for patients with

somatoform syndromes. There is some evidence

for the use of SSRIs (selective serotonin reuptake

inhibitors) in patients with hypochondriasis and

body dysmorphic disorders. Psychological inter-

ventions (especially behavioral-medical inter-

ventions) have been shown to be effective in all

groups of somatoform disorders. However, effect

sizes vary substantially, with highest effect sizes

for the psychological treatment of hypochondri-

asis, while effect sizes for the treatment of soma-

tization disorder or chronic pain conditions are

only in the low to medium range. The rate of

overlooked medical conditions that can explain

the somatic symptoms does not seem to be

increased compared to other mental disorders:

Long-term studies reveal that less than 10% of

patients with somatoform disorders must be con-

sidered to be misdiagnosed (Rief & Broadbent,

2007).
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Speech and Language Therapy

Steven Harulow

Royal College of Speech & Language Therapists,

London, UK

Synonyms

Speech and language pathology; Speech therapy;

Speech, language, and communication therapy

Definition

Speech and language therapy is an evidence-

based discipline that anticipates and responds

to the needs of individuals who experience

speech, language, communication, or swallowing

difficulties. Speech and language therapy works

in partnership with individuals and their families

and with other professions and agencies to reduce

the impact of these often isolating difficulties on

well-being and the ability to participate in daily

life (Royal College of Speech and Language

Therapists, 2005).

Speech and language therapists (SLTs) are the

lead experts regarding communication and

swallowing disorders. This does not mean that

others do not work within these areas or that others

do not have many skills that may overlap with or

complement those of SLTs. Rather, SLTs, through

their preregistration education, and later experi-

ence, have greater depth and breadth of knowledge

and understanding of these clinical areas and asso-

ciated difficulties. This enables SLTs to lead on the

assessment, differential diagnosis, intervention

with, and management of individuals with com-

munication and swallowing disorders.

Speech and language therapy assistants and

bilingual co-practitioners are integral members

of the speech and language therapy team,

employed to act in a supporting role under the

direction of a professionally qualified SLT.

Description

A wide range of individuals can potentially

benefit from speech and language therapy,

including:

• Babies with feeding and swallowing

difficulties

• Children (from neonates to school age), ado-

lescents, and adults with special needs in com-

munication, communication disability, and/or

swallowing disorders associated with diag-

nosed impairments, genetic and medical con-

ditions, trauma, developmental delays, mental

health problems, and learning disability

• Children (from neonates to school age), ado-

lescents, and adults with special needs in the

following areas: speech, voice, fluency, lan-

guage, psychologically based communication

disorders, social skills, problem solving, liter-

acy, swallowing functions, and alternative and

augmentative communication (AAC)
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• Parents and families, caregivers, communica-

tion partners, friends, and colleagues of people

with communication and swallowing

disorders

Speech and language therapists work in and

across a variety of settings.

Within education, these settings include:

• Local education authority nurseries and

schools (mainstream and special)

• Language and communication units and col-

leges of further education

• Independent nurseries and schools

• Play groups

• Government-funded initiatives

Within health and social care, settings include:

• Hospitals inpatient and outpatient centers and

hospices

• Specialist centers: child development centers,

rehabilitation centers, specialist joint consul-

tative clinics

• Primary care: community clinics, community

day centers

• Supported living homes

• Mental health services

• Initiatives in areas of social deprivation (such

as Sure Start)

Speech and language therapists have an

increasing role within the legal system, including

within the penal system/prisons, in court tribu-

nals, and as part of adult and child protection

services.

They also work in independent practice, as

part of social enterprises and for the voluntary/

charitable sector.

All speech and language therapy intervention

is delivered on the basis of ongoing assessment

and review of progress with the individual

(and/or carer as appropriate) as measured against

targeted outcomes. Various approaches or

models of working have been developed to meet

the needs of individuals and context.

The following are key principles guiding the

provision of services:

• The rights, wishes, and dignities of each indi-

vidual and their carers are respected at all

times.

• Effective intervention is based on a holistic

understanding of the individual, including

their social, cultural, economic, political, and

linguistic context.

• The safety of the individual is paramount.

• Speech and language therapy intervention

aims to be efficient and effective, i.e., best

results against targeted outcomes within

given resources.

Speech and language therapy services may

operate at the level of the person (working with

individuals); the level of their environment

(working with people, processes, or settings);

and the level of the wider community (influenc-

ing attitude, culture, or practice). The form of

intervention will vary according to the changing

needs of the individual and contexts.

Benefits

Speech and language therapy can contribute to

the following health, educational, and psychoso-

cial benefits:

• Improvement in general health and well-being

• Increased independence

• Improved participation in family, social, occu-

pational, and educational activities

• Improved social and family relationships

• Reduction in the negative effects of commu-

nication disability and the harm or distress this

may cause to the individual and others

• Reduced risk of surgical intervention and poor

nutrition in the case of individuals with

swallowing disorders

• Reduced health risks and length of hospital stay

through the prevention of respiratory problems

associated with swallowing difficulties

• Reduced risk of surgical intervention by

maintaining healthy voice mechanisms

• Reduced risk of educational failure

• Reduced risk of social isolation

• Prevention of certain speech, language, and

communication disorders

Outcomes

The outcomes of speech and language therapy

include:

• Diagnosis of communication and/or

swallowing disorders

• Maintenance of optimal communication

and/or swallowing abilities
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• Improvement in the speech, language, and

communication abilities of individuals

• Improved use of existing function

• Reduction of communication anxiety and

avoidance

• Provision and use of AAC where oral commu-

nication is limited or precluded by a physical

condition

• Improvement in interaction and effective

social communication

• Increased awareness of others about commu-

nication and/or swallowing disorders, inter-

vention, and management

• Improved communication environment

• Greater opportunities for communication

• Improvement in the individual’s understand-

ing of the nature and implications of

a communication and/or swallowing disorder

In 2010, the Royal College of Speech and

Language Therapists (RCSLT) commissioned

analysts Matrix Evidence to review the existing

evidence and undertake an economic evaluation

of the provision of speech and language therapy

to four specific client groups. The aim of this was

to pinpoint the benefits generated by speech and

language therapy in relation to the costs of pro-

vision. The result was the UK-wide study “The

economic case for speech and language therapy”

(Marsh et al., 2010).

The Matrix research aimed to determine the

costs and benefits for four common speech and

language therapy client groups:

• Adults with dysphagia post stroke

• Adults with aphasia post stroke

• Children with speech and language impair-

ment (SLI)

• Children with autism

Matrix Evidence undertook an evaluation of

the costs and benefits of speech and language

therapy intervention for each condition and com-

pared either the effects of speech and language

therapy with the effects of alternative forms of

treatment, or the effects of intensive against less

intensive therapy. Specifically, the analysis

evaluated:

• Speech and language therapy for stroke

survivors with dysphagia compared with

“usual” care

• Enhanced NHS speech and language therapy

for stroke survivors with aphasia compared

with usual NHS therapy

• Enhanced speech and language therapy for

children with SLI compared with existing

therapy provision

• Enhanced speech and language therapy for

children with autism compared with usual

SLT treatment

The results of the Matrix report show that

speech and language therapy for all four cohorts

and conditions represents an efficient use of

public resources. The net benefits of the inter-

ventions – including health and social care

cost savings, quality of life, and productivity

gains – are positive and exceed their costs. The

report shows the total annual net benefit across

aphasia, SLI, and autism is £765 million; it

excludes dysphagia from the calculation since

the two poststroke conditions are not mutually

exclusive.

The RCSLT

Established as the College of Speech Therapists

in 1945, the Royal College of Speech and Lan-

guage Therapists (RCSLT) is the membership

organization for UK SLTs, providing and

promoting:

• Support and professional leadership for

members, including the setting of standards

• Strategic direction for the profession

• Consistent, effective, and accurate professional

representation to external bodies and the

government

• Heightened public awareness of the medical,

social, and emotional effects of communication,

eating, drinking, and swallowing difficulties

• Heightened awareness of the contribution

of speech and language therapy with the

public, government, other professions, and

the media

The RCSLT provides leadership so that issues

concerning the profession are reflected in public

policy and people with communication, eating,

drinking, or swallowing difficulties receive

optimum care.
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Spiritual Beliefs
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Synonyms

Religious beliefs; Spirituality

Definition

The concept of spiritual beliefs is a critical com-

ponent of the broader terms spirituality or reli-

giousness and is to some degree inseparable from

them. The meanings of these terms, however,

remain elusive. In fact, the paramount impor-

tance, and difficulty, with defining spiritual

concepts has proven a prominent obstacle to

establishing a cohesive body of literature. The

empirical research is littered with varying, and

sometimes incompatible, ways of understanding

spiritual constructs (Hill & Pargament, 2003;

Kapuscinski & Masters, 2010). Researchers dis-

agree, for example, regarding the relationship of

religiousness and spirituality. This issue takes on

special significance when beliefs in particular are

the subject of consideration because Western

notions of religion often differentiate believers

from unbelievers based on their convictions

(beliefs), rather than behaviors. Historically, spir-

ituality and religiousness were considered to be,
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if not the same entity, intimately tied to one other.

One’s personal ideas about and experiences of the

sacred were both informed by and occurred in

the context of institutional religious beliefs and

practices. In recent years, however, a growing

minority of Americans have begun to identify

themselves as “spiritual but not religious.” The

distinction often involves the term spiritual being

used to signify personal beliefs or experiences of

the sacred, apart from traditional religious doc-

trine and organizations. Interestingly, although

most people recognize religion and spirituality

as somewhat different concepts, they also see

the terms as sharing much in common, including

traditional religious concepts of God, Christ,

and the church (Zinnbauer, Pargament & Scott,

1999).

Some researchers have taken the connotation

of spirituality as an individual’s internal commu-

nion with the transcendent and sharply separated

it from the idea of religiousness now defined

narrowly as involvement with organized beliefs

and practices (Hill & Pargament, 2003;

Zinnbauer et al., 1999). In some cases, the super-

natural or sacred is completely removed from the

notion of spirituality or spiritual beliefs, leaving

a search for meaning or perspective that is

unrelated to the transcendent. Some researchers

(Kapuscinski & Masters, 2010; Koenig, 2010) do

not support this separation on several grounds,

including that the removal of the sacred creates

a somewhat artificial notion of spirituality,

devoid of any substance that separates it from

mental health variables like optimism and pur-

pose in life. Therefore, the conceptual state of

affairs on these topics does not allow spiritual

beliefs to be cleanly separated from spirituality

or religiousness. All of these concepts overlap

significantly.

Nevertheless, despite the overlap, thematic

elements in the literature suggest that spiritual

beliefs per se may be defined as convictions

about self, others, and the world, which emerge

from a search for the transcendent or sacred, and

include the values regarding lifestyle and moral

conduct derived from these convictions. Spiritual

beliefs may be roughly synonymous with the

notion of spiritual worldview, the basis of which

is a belief in the transcendent. Beliefs may or may

not include doctrine associated with religious

institutions (e.g., that an omnipotent God created

the universe, as in the Judeo-Christian tradition).

Description

Most of the questionnaires designed to assess

spirituality emphasize beliefs as a critical ele-

ment of what is measured, and a few, like the

Beliefs and Values Scale (King, Barnes, Low,

Walker, Wilkinson, Mason, et al., 2006) and the

Royal Free Interview for Spiritual and Religious

Beliefs (King, Speck, & Thomas, 2001), focus on

beliefs specifically. Thus, consistent with the dis-

cussion above, the spiritual beliefs component of

religiousness and spirituality (R/S) is strongly

embedded in research findings on R/S, even

when studies do not claim to focus specifically

on beliefs. A wealth of evidence demonstrates

that both R/S in general, and sometimes beliefs

in particular, influence physical and mental

health.

Physical Health

Available research generally indicates a relation-

ship between R/S variables and better physical

health and implicates the value of incorporating

this aspect of culture into health-promoting inter-

ventions. Masters and Hooker (2011) provide an

overview of the R/S and health literature. Reli-

gious service attendance stands out as a variable

that consistently predicts mortality. Frequent

attendees are at reduced risk of mortality com-

pared to those who never attended services, even

when standard controls are included, and the

relationship is especially strong for African

Americans. Importantly, this relationship appears

to transcend culture, with research demonstrating

that R/S serves as a protective factor against

mortality in a variety of countries, including

non-Western societies such as China and Israel.

In this light, it is very important to note that

service attendance does not measure spiritual

beliefs per se. Nevertheless, the literature also

indicates that spiritual beliefs are related to

improved outcomes for seriously ill individuals.
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In cancer patients, for example, spiritual beliefs

predict positive psychological adjustment and

higher rates of perceived cancer-related growth.

Studies also indicate spiritual beliefs and prac-

tices may be helpful for cardiac patients, putting

them at reduced risk of morbidity, complications,

and depression following surgery. However, the

relationship between R/S and health is complex,

with some studies indicating a detrimental rela-

tionship between certain R/S variables and health

outcomes. For instance, cardiac patients who

viewed God as responsible for their illnesses
had more difficult recoveries, whereas individ-

uals who attributed their recoveries to God

enjoyed better outcomes. Psychologists have

theorized several pathways to explain the rela-

tionship between R/S and health variables,

including the idea that R/S is associated with

increased social support, positive coping

skills, and the adoption of a healthy lifestyle

(e.g., abstinence from smoking and alcohol use,

regular exercise, and utilization of preventative

health care).

Mental Health

The vast majority of research also indicates

a positive association between mental health

and spiritual beliefs (Koenig, 2010). Individuals

scoring higher on measures of spirituality are

consistently less likely to have depressive symp-

toms or disorders, with an effect equivalent in

size to that of gender and depression. Similarly,

many studies indicate that anxiety is lower

for individuals who are more spiritual and that

spiritually based interventions result in reduced

anxiety. However, the results are mixed – with

some research indicating a positive correlation

between certain spiritual variables (e.g., spiritual

struggle) and anxiety. The relationship between

spiritual beliefs and substance use is less ambig-

uous, with the preponderance of evidence indi-

cating that more spiritual individuals are

significantly less likely to engage in substance

use, misuse, and abuse.

Despite marked disagreement regarding con-

ceptualization of spiritual constructs, the interac-

tion (whether beneficial or detrimental) of

spiritual beliefs with both physical and mental

health highlights the significance of recognizing

this dimension of human experience in both the

science and practice of psychology.
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Spiritual Struggle

▶Religious Coping

Spirituality

Stephen Gallagher and Warren Tierney

Department of Psychology, Faculty of Education
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Synonyms

Religion; Religiosity; Religiousness

Definition

Spirituality is a very unclear concept that has no

concrete definition. By its very nature, the concept

of spirituality is deeply rooted in religion, yet in

contemporary spirituality, there is an incremental

divide emerging between religion and spirituality.

Therefore, in present-day society, the formation

of a dichotomy with spirituality representing the

personal, subjective, inner-directed, unsystematic,

liberating expression, and religion signifying

a formal, authoritarian, institutionalized inhibiting

expression is being witnessed. Spirituality has also

been defined as a subjective and fluid approach

to experiences which leads one to search for

enlightenment whereby behaviors are practiced

in accordance with these sacred beliefs. Similarly,

one can also consider spirituality to be something

personal, which is defined by individuals them-

selves and is mostly likely devoid of the rules

and regulations associated with religion.

Description

Pathways Linking Spirituality to Health

Rendering a congruent spiritual outlook on life

has been associated with an enhanced quality of

life, better mental and physical health, and

improved recovery from various illnesses.

However, the precise mechanisms behind

these relationships remain unclear. This can be

partly attributed to several reasons: first, the

lack of a clear conceptual definition of what

spirituality is; second, researchers using both

concepts of religion and spirituality inter-

changeably; third, measuring both concepts

with similar assessments (e.g., denomination

and frequency of religious observance) which

clearly are not adequate to capture a measure of

one’s spiritual beliefs. Finally, there is a social

acceptance that being spiritual entails

performing soothing activities such as media-

tion, yoga or praying, etc., which may be tied

to social interactions. Thus, it is necessary to

distinguish social factors involved in these

practices from spirituality itself. All of the

above make it difficult to draw any firm conclu-

sions; thus, caution must be warranted when

interpreting the data from such studies. None-

theless, a number of pathways linking spiritual-

ity and health have been proposed, from direct

physiological mechanisms (e.g., immune

functioning) to more indirect stress buffering

(e.g., coping strategies) and lifestyle choices

(e.g., dietary and exercise behaviors coupled

to one’s spiritual beliefs) (Miller & Thorensen,

2003). For example, a positive correlation

between spirituality and T-cells percentages in

HIV positive women has been reported, sugges-

tive of a more direct physiological route, while

other studies support a more indirect pathway;

spiritual beliefs have been found to be linked

to lower stress, better nutrition, and more

exercise, all of which are associated with posi-

tive health indices (Koenig McCullough, &

Larson, 2001). However, what is more interest-

ing is the strong evidence coming from inter-

vention research; a number of studies have

been conducted along this line, but one study

found that those taught spiritual meditation

had greater decreases in anxiety, negative

affect, and frequency of migraine headaches

compared to those who practiced internally

focused secular meditation, externally focused

secular meditation, or muscle relaxation
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(Wachholtz & Pargament, 2009). Taken

together, these studies indicate that spirituality

influences health and that interventions

targeting this concept can bring health benefits.

However, despite these positive benefits,

a word of caution is warranted when investigat-

ing these relationships as there is also negative

health consequences associated with spiritual-

ity. For example, a spiritual struggle denotes the

anxiety and pressure about spiritual concerns

inside oneself, with others, and the godly.

Indeed, this spiritual struggle is associated

with poor mental and physical health among

suffers in some traditional faith practices

(Rosmarin, Pargament, Flannelly, & Koenig,

2009); hence, it is sometimes difficult to deter-

mine whether spirituality is a resource or

a liability and adds to the complexity that

already exists in this spirituality-health relation-

ship, which in some instances may not be linear.

Further, there have been attempts to adopt the

concept of spirituality into an overall definition

of health, and some now argue that spiritual

health and growth are equally important for

quality of life (Sawatzky, Ratner, & Chiu,

2005); thus, spirituality can now be viewed

and measured as an endpoint itself.

Measuring Spirituality

Measuring spirituality is a very difficult

task due to lack of agreed upon definition and

its close knit ties with religion. However, there

have been some admirable attempts to capture

the concept using self-report methods, and

some of the measures include the Daily

Spiritual Experience Scale (Underwood &

Teresi, 2002), the Spiritual Well-being Scale

(Paloutzian & Ellison, 1991), the Theistic Spir-

itual Outcome Survey (Richards et al., 2005),

and both the Spiritual Transcendence Scale

(Piedmont, 1999), and the Beliefs and Values

Scale (King et al., 2006) offers a conceptuali-

zation of spirituality which is nonreligious;

these may be useful when one is dealing with

individuals who are more inclined to adopt

a contemporary view of spirituality.
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Spirituality and Health

Kevin S. Masters

Department of Psychology, University of

Colorado, Denver, CO, USA

Synonyms

Faith and health; Religiousness and health

Definition

Spirituality is an elusive term for which

definitional consensus has yet to be reached.

Many definitions include concepts concerning

that which is beyond the material world and may

include features of life that are not commonly

perceptible by the physical senses. This is some-

times said to include a search for the sacred or

belief in the transcendent. Common themes in

definitions of spirituality include connectedness

or relationship, subjectivity, personal experience,

behaviors reflecting sacred or secular beliefs, and

belief in something transcendent. This entry

regards spirituality as related to health, an area of

significantly increased research activity over the

last 15–20 years.

Description

Over the last 15–20 years, scholars have become

significantly more interested in determining if

there is a relationship between spirituality

and health, what the strength of this relationship

might be, and if the relationship varies

depending on the specific dimensions of both

spirituality and health under consideration.

Clearly both spirituality and health are

multidimensional constructs, and thus, any gen-

eral statement on their relationship will be an

oversimplification.

The first major problem that investigators

have in this area is, indeed, defining both terms.

In this entry, the definitional focus is on

spirituality. An important first question pertains

to the similarities and differences between reli-

gion and spirituality. Most scholars currently

agree that they are related, but not synonymous

constructs. This understanding diverges from the

historic conceptualization that viewed spirituality

and religion as indivisible entities but coincides

temporally with the increasing secularization of

Western culture (Zinnbauer, Pargament, &

Scott, 1999). Compared to spirituality, religion

is often viewed as including more organized

social or group practices with well-defined

rituals, doctrinal creeds, and statements of faith.

Spirituality, on the other hand, is thought to be

more subjective and personal, lacking in the

organizational elements that characterize reli-

gion. Shahabi et al. (2002) reported that 10% of

individuals in a US national stratified sample

classified themselves as spiritual, but not

religious. Nevertheless, most highly religious

individuals note that their spirituality is pursued

within the context of their religion. Further,

a common theme for definitions of both religion

and spirituality is reference to a higher power,

and 70% of spirituality definitions referred to

traditional concepts of God, Christ, and the

church as constituting what is sacred (Zinnbauer

et al., 1997). Based on a review of the nursing

literature, Emblen (1992) defined spirituality

as “a personal life principle which animates

a transcendent quality of relationship with

God” (p. 45). More recently, Saucier and

Skrzypinska (2006) demonstrated that subjective

spirituality and tradition-oriented religiousness

are empirically independent and correlate

quite distinctly with personality dimensions.

It has also been observed that neither spirituality

nor religiousness can be simply reduced to

a commonly measured personality variable (Pied-

mont, 1999; Saroglou & Muñoz-Garcı́a, 2008;

Saucier & Skrzypinska, 2006).

Given the definitional problems with

spirituality, it is not surprising that there are

measurement concerns as well. Recently,

Kapuscinski and Masters (2010) reviewed work

in this area. They not only observed the lack of
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definitional consensus and related measurement

confusion but also suggested that, given the

dearth of lexical studies of spirituality, it is quite

likely that the spiritual construct as defined by

researchers differs from popular understanding

and use of the term.

Clearly, these basic problems limit the extent

that strong statements can be made regarding

spirituality and health. At this point, most of the

research has not focused on spirituality per se, as

differentiated from religiousness, but rather has

used measures such as religious service atten-

dance as proxies for spirituality or has

confounded religion and spirituality often using

the R/S naming convention to represent both

simultaneously and therefore demonstrate that

no attempt at conceptual separation was made.

There is significant research suggesting that some

practices that are often associated with spiritual-

ity or considered behavioral indicators of

spirituality can be effective. For example,

meditation has a strong history of beneficial

findings in the area of stress management and

has been an important component in some

major lifestyle interventions such as the Ornish

Lifestyle Heart Trial (Ornish et al., 1983, 1990).

Nevertheless, intervention studies that include

a specifically spiritual intervention are almost

nonexistent, and observational research, even if

longitudinal, is severely limited in considering

cause and effect relations. For example, it is

clear that people tend to pray more when they

are ill (negative relationship with health), but

it is quite likely that it is the illness that is

“causing” the increase in prayer rather than

prayer having a negative impact on health.

Investigations on frequency of prayer and health

are, at this point, nonconclusive and largely

characterized by cross-sectional research

designs of self-report data. A few studies have

investigated the content of prayer and found

that, for example, self-esteem is higher among

older adults when they pray, believing that only

God knows when and how to best answer prayer

(Krause, 2004). Krause (2003) also found that

prayer for material things did not alleviate the

burden of financial strain on physical health. But

these are very preliminary findings, and much

work in this area remains.

Finally, there are many behavioral and cogni-

tive practices that could be considered either

spiritual or not spiritual depending on how they

are conceptualized and contextualized. These

include concepts such as gratitude, forgiveness,

relaxation, compassion, hope, optimism, faith,

and connectedness among others. The extent

that these may be considered aspects of spiritual-

ity depends on many factors notably the extent to

which they are conceptualized as aspects of relat-

ing to the transcendent or sacred.
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Afton N. Kapuscinski

Psychology Department, Syracuse University,

Syracuse, NY, USA

Definition

Quantitative assessment of spirituality, typically

in the form of self-report questionnaires.

Description

Measuring spirituality poses a serious challenge

to research in the psychology of religion and

spirituality. The principal source of difficulty is

researchers’ inability to reach a consensus on

how to define spirituality, especially regarding its

relationship to the concept of religiousness

(Kapuscinski & Masters, 2010). As language in

the United States has shifted over the past few

decades, such that religion and spirituality are no

longer considered to be synonymous, researchers

have created instruments intended to measure

spirituality as a concept distinct from religious-

ness. However, the definitions used to generate

measures of spirituality are highly diverse,

resulting in some instruments that appear to share

little overlap in content (Kapuscinski & Masters,

2010). For instance, some measures define spiritu-

ality using language stemming from traditional

religious institutions (e.g., “God”), whereas others

include no reference to the transcendent or sacred

in their conceptualizations. An additional concern

is that some themes in the way researchers tend

to understand spirituality stand in contrast to how

the term is used in common language by the gen-

eral public (Hill & Pargament, 2003; Zinnbauer,

Pargament & Scott, 1999). Specifically,

researchers tend to sharply divide spirituality

from religion, such that religion is considered

to be comprised of external behaviors (e.g., reli-

gious service attendance) and is associated with

formal institutions, whereas spirituality is com-

prised of personal, inner experience that is separate

from organized religion. Further, researchers

are inclined to view spirituality as a health-

promoting quality associated with positive psy-

chological and societal benefits, and religiousness,

in contrast, is perceived to be restrictive and

unhealthy. The empirical literature, however, indi-

cates that non-researchers regard the concepts as

overlapping considerably and view both religious-

ness and spirituality as positive qualities. More-

over, researchers’ connotations are not consistent

with research linking both religion and spirituality

to positive mental and physical health outcomes

(Masters & Hooker, 2011).

Further, theoretical concerns arise regarding

the feasibility of quantifying and operationally

defining a concept that seems to be, by its nature,

highly experiential and personalized. The litera-

ture indicates that like researchers, individuals

differ in how they understand spirituality

(Zinnbauer et al., 1999). Interestingly, the

majority of researchers do not consult partici-

pants regarding conceptualization of spirituality

when developing new measures (Kapuscinski &

Masters, 2010). Miller and Thoresen (2003)

comment that from the believer’s perspective,

scientists can at best explore mere reflections of
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spirituality, which approximate but never fully

capture its essence.

The disagreement regarding how to conceptu-

alize spirituality is implied by the sheer number

of available spirituality instruments. Reviews

of measures (Hill & Hood, 1999; MacDonald,

LeClair, Holland, Alter, & Friedman, 1995; Mac-

Donald, Friedman, & Kuentzel, 1999) indicate

that over 100 measures exist that are designed

tomeasure a variety of spiritual constructs, includ-

ing spirituality, intrinsic spirituality, spiritual

experiences, spiritual meaning, spiritual develop-

ment, spiritual transcendence, spiritual transfor-

mation, and spiritual well-being. Most measures

appear to address interest in or search for

the sacred and focus on assessing cognitive

(e.g., meaning, beliefs, values) or emotional (e.g.,

peace, hope, connection) experiences associated

with the sacred. Several high-quality measures

should be considered as appropriate for use in

health psychology research. The FACIT Spiritual

Well-Being Scale (Peterman, Fitchett, Brady,

Hernandez, & Cella, 2002) was designed specifi-

cally to assess aspects of spirituality relevant to

quality of life for chronically ill individuals. The

Daily Spiritual Experiences Scale (Underwood &

Teresi, 2002) includes language that is relevant to

individuals from various faith traditions and has

demonstrated a relationship to important health

variables such as alcohol consumption and depres-

sion. Additionally, the Spiritual Transcendence

Scale (Piedmont, 1999), which does not include

language associated with institutional religion, is

noteworthy for its high-quality scale development

and validation practices and includes an observer

report form. When selecting a measure for use,

researchers should carefully consider whether or

not the content of scale items is consistent with

the conceptualization of spirituality relevant to

their study and population of interest.

Cross-References

▶ Spiritual Beliefs

▶ Spirituality

▶ Spirituality and Health
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Definition

The Stages-of-Change Model was developed by

James Prochaska and Carlo DiClemente as

a framework to describe the five phases through

which one progresses during health-related

behavior change (Prochaska & DiClemente,

1983). It is part of their broader Transtheoretical

Model, which not only assesses an individual’s

readiness to act to eliminate a problem behavior

but also includes strategies and processes of

change to guide the individual through the stages.

The Stages-of-Change Model originated in

research related to psychotherapy and the cessa-

tion of addictive behaviors, such as smoking,

alcohol and substance abuse, and issues

related to weight management (Buxton, Wyse,

& Mercer, 1996). Although Prochaska and

DiClemente initially hypothesized that individ-

uals progress linearly through a series of discrete

stages of change, researchers now believe that

a cyclical or “spiral” pattern more accurately

represents how most people change unhealthy

behavior over time. Since its development, the

Stages-of-Change Model has been related to

a variety of problem behaviors, associated with

treatment outcomes, and integrated in stage-

based interventions. Although most scientists

and clinicians agree that the model has heuristic

value, it has been criticized by some researchers.

Description

History of the Model

Stage theories have been integral to the field of

psychology since its inception and include

Freud’s and Erikson’s psychosexual stages,

Kohlberg’s stages of moral development,

Piaget’s stages of cognitive development, and

Maslow’s hierarchy of needs (Dolan, 2005).

DiClemente and Prochaska’s Stages-of-Change

Model uses language similar to Horn. Specifi-

cally, Horn hypothesized four stages of change

associated with health-related behavior: (1) con-

templating change, (2) deciding to change,

(3) short-term change, and (4) long-term change

(Horn, 1976). DiClemente and Prochaska

initially identified four stages of changes associ-

ated with smoking cessation and maintenance:

(1) thinking about change (contemplation),

(2) becoming determined to change (decision

making), (3) actively modifying behavior and/or

environment (action), and (4) maintaining new

behaviors (maintenance). Precontemplation was

later identified as a separate stage preceding

contemplation.

Description of Stages

Precontemplation. The individual in the

precontemplation stage has no intention to change

his or her behavior in the foreseeable future

(Prochaska & Norcross, 2001). Although individ-

uals are unaware of their problems, their families,

friends, neighbors, and employees are often very

aware of these problems. Individuals presenting

for treatment in the precontemplation stage gener-

ally do so because of pressure from others.

Contemplation. During the contemplation

stage, individuals are aware that a problem exists

and seriously consider overcoming it. However,

they have not yet made a commitment to do so.

According to Prochaska and Norcross, individ-

uals often remain stuck in this stage for long

periods.

Preparation. The preparation stage combines

intention and behavioral criteria. Individuals in

the preparation stage intend to enact change in the

next month and have unsuccessfully attempted to

do so in the past year. These individuals report

small behavioral changes, but they have not yet

reached a criterion for effective action, such as

abstinence from smoking or sufficient weight

loss. These individuals do intend to take action

in the very near future.
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Action. Individuals in the action stage modify

their behavior, experiences, and environment in

order to overcome their problems. This stage

involves the most overt behavioral changes and

requires considerable commitment of time

and energy. Modifications of the problem behav-

iors made in this stage are most visible to others

and tend to elicit others’ recognition. Individuals

in this stage must have successfully altered

their problem behavior for a period of 1 day to

6 months.

Maintenance. Individuals in the maintenance

stage concentrate on preventing relapse and con-

solidating the gains attended during the previous

stage. These individuals must have remained free

of their problem behavior and consistently

engaged in a new incompatible behavior for

more than 6 months.

Termination. Individuals who reach this stage

have completed the change process and no longer

have to work to prevent relapse. This stage

involves total confidence or self-efficacy across

all high-risk situations and no temptation to

relapse.

Assessing Stages of Change

Multiple ways for measuring stage of change

have been proposed and devised, and

researchers/clinicians usually assign people to

stages on the basis of their responses to questions

concerning their prior behavior and current

behavioral intentions (Weinstein, Rothman, &

Sutton, 1998). A Stages-of-Change Question-

naire has been developed as a brief and reliable

instrument for measuring stages of change in

psychotherapy and has been adopted to evaluate

stages of change for specific problem behaviors

(McConnaughy, Prochaska, & Velicer,

1983). This continuous measure includes ques-

tions such as “As far as I’m concerned, I

don’t have problems that need changing”

(precontemplation), “I have a problem and

I really think I should work on it” (contempla-

tion), “I am working really hard to change”

(action), and “I may need a boost right now to

help me maintain the changes I’ve already made”

(maintenance). Given that attributes that define

the stages of change are mainly internal to

the individual (e.g., beliefs, plans, attributions),

measurement is often imperfect (Weinstein,

Rothman, & Sutton, 1998).

Stages of Change and Specific Health

Behaviors

The Stages-of-Change Model has been used to

understand a variety of problem behaviors includ-

ing smoking cessation, cessation of cocaine use,

weight control, high-fat food consumption,

adolescent delinquent behaviors, risky sexual

behaviors, sunscreen use, radon gas exposure,

exercise acquisition, mammography screening,

and physicians’ preventive practices with smokers

(Prochaska et al., 1994).

Stage-Based Treatments

The Stages-of-Change Model has been use to aid

in treatment planning and to develop stage-based

treatments. Prochaska (1991) has argued that

a person’s stage of change provides proscriptive

and prescriptive information about appropriate

treatments (Prochaska, 1991). For example,

those who are in the preparation or action stages

presumably benefit from action-oriented thera-

pies, whereas those in the precontemplation or

contemplation stages likely may benefit more

from insight-oriented, consciousness raising

interventions.

Several interventions based on stage-based

models of change have been developed to modify

risk behaviors. These interventions are tailored to

take into account the current stage an individual

has reached in the change process in contrast to

“one size fits all” interventions. A systematic

review of these interventions identified 37 RCTs

of such interventions aimed at smoking cessation,

promotion of physical activity, dietary change,

multiple lifestyle changes, mammography

screening, and treatment adherence (Riemsma

et al., 2002). The authors of this review

concluded that there is little evidence to suggest

that stage-based interventions are more effective

compared to non-stage-based interventions, no

intervention, or usual care. Nonetheless, they rec-

ommend additional studies of tailored interven-

tions which involve frequent reassessment of

patients’ readiness to change. Reviews of
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stage-based lifestyle interventions in primary

care (Van Sluijs, Van Poppel, & Van Mechelen,

2004) and stage-based interventions for smoking

cessation (Riemsma et al., 2003) have likewise

resulted in limited scientific evidence in support

of these interventions.

Revised Stages-of-Change Model

Freeman and Dolan (2001) offered a revised

Stages-of-Change Model with five additional

changes to more precisely determine a psycho-

therapy patient’s position on the continuum of

change (Freeman & Dolan). This revised model

has been recommended as a more dynamic and

flexible one that provides clinicians with a more

experience-centered focus from which to make

treatment decisions.

Non-contemplation is the stage during which

an individual is not considering or even thinking

about changing. These individuals do not actively

avoid, resist, or oppose change; they are rather

unaware of their need to change or of the effect

their behavior has on others. Anti-contemplation

involves the process of becoming reactive and

violently opposed to the notion of needing

change, a response often seen in individuals

who are legally mandated to attend treatment or

who come to treatment at the urging of their

family, friends, or significant others. Freeman

and Dolan’s precontemplation and contemplation

stages are identical to those of Prochaska and

DiClemente. Their action planning stage occurs

when the clinician and patient have collabora-

tively developed a treatment focus and treatment

plan. Patients in this stage are actively willing to

plan change, and next progress to the action stage

of Prochaska and DiClemente’s model. Prelapse,

lapse, and relapse stages may then occur prior to

the maintenance stage. During prelapse, an indi-

vidual experiences overwhelming thoughts,

desires, and cravings to engage in the problem

behavior. During lapse, the skills needed to main-

tain the action stage decrease or are ignored.

During relapse, the individual returns to the prob-

lem behavior. As in Prochaska and DiClemente’s

model, the maintenance stage occurs when the

individual actively works toward maintaining the

cessation of the problem behavior.

Evaluation of the Stages-of-Change Model

The Stages-of-Change Model is not without

criticism. Those who have criticized the model

argue that its inherent concept of discrete stages

involves arbitrary distinctions; it falsely assumes

that individuals make coherent and stable plans,

and it neglects the role of reward, punishment,

and associative learning that contribute to the

maintenance of problem behaviors (West,

2005). Others have found that minimal support-

ive evidence for the Stages-of-Change Model

exists (Whitelaw, Baldwin, Bunton, & Flynn,

2000) and questioned the model’s internal

validity (Ahijevych & Wewers, 1992; Bandura,

1997; Farkas et al., 1996), external validity

(Clarke & Eves, 1997), and ethical difficulties

associated with interventions derived from the

Stages-of-Change Model (Piper & Brown, 1998).

Notwithstanding the criticisms and absence of

evidence discussed above, the Stages-of-Change

Model provides a pragmatic framework for

practitioners and clinical researchers, and it is

intuitively appealing to many in the fields of

clinical psychology, behavioral medicine, public

health, and other fields. Future research promises

to offer improved measurement of stages, quali-

tative case studies of practitioner utilization, and

process-based implementation evaluation of the

model in various settings (Whitelaw, Baldwin,

Bunton, & Flynn, 2000).

Cross-References

▶Health Beliefs/Health Belief Model

▶Transtheoretical Model of Behavior Change
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Standard Deviation

J. Rick Turner
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Definition

A simple measure of dispersion is the range, the

arithmetic difference between the greatest

(maximum) and the least (minimum) value in

a data set. While this characteristic is easily

calculated and useful in initial inspections of

data sets, by definition it only uses two of the

values in a data set. In a large data set most pieces

of numerical information are therefore not used

in the calculation of the range, and it is not known

whether many data points lie close to the

minimum, maximum, or mean, or in any other

distribution pattern.

Two more sophisticated measures of disper-

sion are variance and the standard deviation.

These measures are intimately related to each

other and take account of all values in a data set.

The calculation of variance involves calculating

the deviation of each data point from the mean of

the data set, squaring these values, and summing

them. The process of squaring the deviation is

mathematically necessary: If the raw deviations

were to be summed they would always sum to

zero. However, the squaring process creates the

problem that the units of measurement of vari-

ance are not the same as the units of measurement

of the original data. In the vast majority of cases,

the data points in our studies are not simply

numbers, but numerical representations of infor-

mation measured in certain units. For example,

a systolic blood pressure measurement of “125”
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is actually a measurement of 125 millimeters of

mercury (mmHg). Since the calculation of vari-

ance involves squaring certain values, the vari-

ance of a set of blood pressure data points would

actually be measured in squared millimeters of

mercury, a nonsensical unit.

Fortunately, this problem can be solved by

simply calculating the square root of the variance.

The resulting value is called the standard devia-

tion (SD), and the unit of measurement of the SD

is the same as the unit of measurement of the

original data points. The SD is a very commonly

presented descriptor in research studies. It is usu-

ally presented in conjunction with the mean in the

form “mean � SD.”

Cross-References

▶Variance

Standard Normal (Z) Distribution

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Z distribution

Definition

The Standard Normal distribution, also known as

the Z distribution, is one particular form of the

Normal distribution in which the mean is zero

(i.e., 0) and the variance is unity (i.e., 1). This

can be written as (m ¼ 0, s ¼ 1).

Before presenting the Z distribution, it is

necessary to discuss the Normal distribution in

general. Imagine that the heights of a large

number of adult males (or females) are measured

and the results plotted as a histogram. Height is

plotted in inches on the x-axis and the number of

people within each height category is plotted on

the y-axis. There would be many more people

close to the middle of the histogram than close

to either end, since more individuals are close to

the mean height, and very few are very tall or

very short. Given a large sample and decreasingly

thin bars in the histogram (that is, the width of the

measurement intervals along the x-axis becomes

infinitely small such that the height data become

continuous), a curve can be superimposed on this

histogram. One particular version of a density

curve is called the Normal distribution. This

distribution is of considerable interest since

height and many physiological variables conform

very closely (but not perfectly) to this distribu-

tion. Since the word normal is used in everyday

language, and since its meaning in Statistics is

different and important, the word is written in this

entry with an upper case N when it is used in its

statistical sense.

The Normal distribution has several notable

properties:

• The highest point of the Normal curve occurs

for the mean of the population. The properties

of the Normal distribution ensure that this

point is also the median value and the mode.

• The shape of the Normal curve (relatively

narrow or relatively broad) is influenced by

the standard deviation (SD) of the data. The

sides of the curve descend more gently as the

standard deviation increases and more steeply

as it decreases.

• At a distance of approximately �2 SDs from

the mean, the slopes of the downward curves

change from a relatively smooth downward

slope to a curve that extends out to infinity

and thus never quite reaches the x-axis.

For practical purposes, the curve is often

regarded as intercepting the x-axis at a dis-

tance of �3 SDs from the mean, but this is

an approximation.

Area Under the Normal Curve

The area under the Normal curve is of considerable

interest in the discipline of Statistics. That is, it is of

considerable interest to define and quantify the area

bounded by the Normal curve at the top and the

x-axis at the bottom. This area will be defined as
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1.00, or as 100%.Given this interest, the final bullet

point in the previous list raised an issue that appears

problematic. That is, it appears that, if the two

lower slopes of the Normal curve never quite

reach the x-axis, the area under the curve is never

actually fully defined and can therefore never be

calculated precisely. Fortunately, this apparent par-

adox can be solved mathematically.

The solution is related to the observation that

the sum of an infinite series can converge to

a finite solution. An example that effectively

demonstrates the solution here is the geometric

series “1/2 + 1/4 + 1/8 + . . . ad infinitum.” That

is, the series starts with 1/2, and every subsequent

term is one half of the previous term. Given this,

the terms of the series never vanish to zero.

However, the sum of them is precisely 1.00. The

proof of this is as follows, where the series is

represented as S:

S ¼ 1=2þ 1=4þ 1=8þ . . . ad infinitum (1)

Both sides of this equation are then multiplied

by the same value, namely, 2 (multiplying both

sides of an equation by a constant means that the

sides are still of equal value):

2S ¼ 1þ 1=2þ 1=4þ . . . ad infinitum (2)

The value S is then subtracted from both sides

(subtracting a constant from both sides of an

equation means that the sides are still of equal

value). First, consider the left-hand side (LHS) of

Eq. 2:

LHS of Eq. 2: 2S � S, which equals S

Now consider the right-hand side (RHS) of

Eq. 2. Subtracting S from this quantity can be

represented as:

RHS of Eq. 2: (1 + 1/2 + 1/4 + . . .
ad infinitum) � S, which equals what, exactly?

To determine the unknown value we can use

Eq. 1, which shows that S is equal to (1/2

+ 1/4 + 1/8 + . . . ad infinitum). Therefore, the

right-hand side of Eq. 2 can be written as follows:

RHS of Eq. 2: (1 + S) � S, which equals 1

Equation 2 can therefore be rewritten as:

S ¼ 1

Therefore, despite the initial paradoxical

nature of the statement, it can indeed be shown

that the sum of an infinite series can converge to

a finite solution.

Returning to the topic of immediate interest,

i.e., the area under the Normal curve, the state-

ment that the terms of the geometric series never

vanish to zero can be reinterpreted in this context

as saying that the curves of the Normal curve

never intercept the x-axis. Despite this statement,

however, an adaptation of the proof just provided

shows that the area under the Normal curve is

indeed precisely equal to 1.00, or 100%. The

visual equivalent of this is that there is indeed

a defined area under the Normal curve, bounded

by the curve and the x-axis, and the value of this

area can be represented as 1.00, or 100%. This

can be demonstrated formally using integral

calculus. It can also be thought of as analogous

to the statement that the probability of all mutu-

ally exclusive events must sum to 1.00.

It is of particular interest in Statistics that the

means of many large samples taken from a par-

ticular population are approximately distributed

in this Normal fashion, i.e., they are said to be

Normally distributed. This is true even when

the population data themselves are not Normally

distributed. The mathematical properties of

a true Normal distribution allow quantitative

statements of the area under the curve between

any two points on the x-axis. It was just demon-

strated that the total area under the Normal curve

is 1, or 100%. It is also of interest to know the

proportion of the total area under the curve that

lies between two points that are equidistant from

the mean. These points are typically represented

bymultiples of the standard deviation (SD). From

the properties of the mathematical equation that

governs the shape of the Normal curve, it can be

shown that:

• The central 90% of the area under the

curve lies between the mean �1.645 SDs

• The central 95% of the area under the curve

lies between the mean �1.960 SDs

• The central 99% of the area under the curve

lies between the mean �2.576 SDs

The area under the curve is representative of

the number of data points falling within that
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range. That is, the percentage of the area under

the curve translates directly into the percentage of

data points falling between the two identified

points. Of particular relevance for many research

studies is that 95% of the area under the curve lies

between the mean �1.960 SDs. The value of

1.960 is often rounded up to 2, leading to the

statement in many practical examples in text-

books that 95% of the data points fall within the

mean �2 SDs.

The Z Distribution

The Z distribution is such that the mean and the

standard deviation in the immediately preceding

statements can be removed, leading to the

following statements:

• The central 90% of the area under the curve

lies between �1.645.
• The central 95% of the area under the curve

lies between �1.960.
• The central 99% of the area under the curve

lies between �2.576.
This distribution is used extensively in

Statistics, and underpins many more complex

statistical procedures (Durham & Turner, 2008).

Cross-References
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Statins
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Synonyms

HMG-CoA reductase inhibitors

Definition

Statins, also known asHMG-CoA reductase inhib-

itors, are a class of cholesterol lowering agents

that are prescribed worldwide to hyperlipidemic

patients who are at high risk for cardiovascular

disease. Statins currently on the market include

pravastatin, simvastatin, fluvastatin, atorvastatin,

rosuvastatin, and pitavastatin. Statins exert

their effect through inhibition of 3-hydroxy-3-

methylglutaryl coenzyme A (HMG-CoA)

reductase, the rate-limiting enzyme of cholesterol

biosynthesis in the liver. In many clinical trials,

statins have been beneficial both in the primary

and secondary prevention of coronary heart

disease. Recent clinical and experimental data

suggest that the benefit of statins may extend

beyond their lipid lowering effects. Those choles-

terol-independent or “pleiotropic” effects of

statins involve improving endothelial dysfunction,

enhancing the stability of atherosclerotic plaques,

decreasing oxidative stress and inflammation, and

inhibiting the thrombogenesis.
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Statistical Inference

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Inferential statistics

Definition

Statistical inference is a process of using the

precise data and results from a specific group of

subjects in a research study to infer the likely

responses to the same treatment in the general

population of patients who would receive the

treatment or intervention if it entered general

behavioral medicine practice.

The ultimate purpose of the results from

a single behavioral medicine study, such as

a randomized clinical trial, is not to tell us pre-

cisely what happened in that trial, but to gain

insight into likely responses to the behavioral

treatment or intervention in patients with the dis-

ease or condition of clinical concern who would

receive the treatment. Inferential statistics allows

us to do this.

The treatment effect calculated from the data

in the single study is regarded as the treatment

effect point estimate. Confidence intervals are

then placed around this point estimate. The

range of values between the lower limit and the

upper limit of the confidence interval represents

a range that covers the true but unknown popula-

tion treatment effect with a specified degree of

confidence.

Cross-References
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Statistics

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

For present purposes, the discipline of Statistics

(recognized here by the use of an upper case “S”)

can be usefully defined as an integrated discipline

that is critically and fundamentally important in

all of the following activities associated with

clinical research in behavioral medicine:

• Identifying a research question that needs to

be answered.

• Deciding upon the design of the study, the

methodology that will be employed, and

the numerical information (data) that will be

collected.

• Presenting the design, methodology, and data

to be collected in a study protocol. This study

protocol specifies the manner of data collec-

tion and addresses all methodological consid-

erations necessary to ensure the collection of

optimum quality data for subsequent statisti-

cal analysis.

• Identifying the statistical techniques that will

be used to describe and analyze the data in

a section within the protocol or in an associ-

ated statistical analysis plan, which should be

written in conjunction with the study protocol.

• Describing and analyzing the data. This

includes analyzing the variation in the data to

see if there is compelling evidence that the

treatment is safe and effective. This process

includes evaluation of the statistical signifi-

cance of the results obtained and, very impor-

tantly, their clinical significance.
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• Presenting the results of a clinical study to the

research and clinical communities in confer-

ence talks and posters, and in journal

publications.

Cross-References
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Stem Cells

Keiki Kumano

Department of Cell Therapy and Transplantation

Medicine, The University of Tokyo, Bunkyo-ku,

Tokyo, Japan

Definition

Stem cells are found in all multicellular organisms.

They are defined by the ability to renew them-

selves through mitotic cell division (self-renewal)

and to generate all the differentiated cell types of

the tissue (multipotency). For this definition, one

stem cell divides into one father cell that is

identical to the original stem cell and another

daughter cell that is differentiated.

The mammalian stem cells are divided into

two broad types: embryonic stem cells and adult

somatic stem cells. Embryonic stem cells are

isolated from the inner cell mass of blastocysts,

and adult somatic stem cells that are found in

adult tissues. In a developing embryo, stem

cells can differentiate into all of the specialized

embryonic tissues. The stem cells can become

any tissue in the body, excluding a placenta.

Only the morula’s cells are totipotent, able to

become all tissues and a placenta.

In adult organisms, stem cells and progenitor

cells act as a repair system for the body,

replenishing specialized cells, but also maintain

the normal turnover of regenerative organs, such

as blood, skin, or intestinal tissues. In addition to

the definition described above, adult stem cells

are thought to be quiescent within the niche,

dividing infrequently to generate one stem cell

copy and a rapidly cycling cell (transient ampli-

fying cell). Transient amplifying cells undergo

a limited number of cell divisions and differenti-

ate into the functional cells of the tissues.

Recently, the third stem cells, artificially

established, induced pluripotent stem cells

(iPSCs) are generated. Previously, nuclear transfer

of embryo into the adult somatic cells is known to

be able to reprogram the somatic cells. These are

not adult stem cells but rather reprogrammed cells

(e.g., epithelial cells) given pluripotent capabili-

ties. So reprogramming factors are thought to exist

in the embryo or embryonic stem cells. Using

genetic reprogramming with transcription factors,

pluripotent stem cells equivalent to embryonic

stem cells have been derived from human adult

tissue. Shinya Yamanaka and his colleagues used

the transcription factors Oct3/4, Sox2, c-Myc, and

Klf4 in their experiments on cells from human

faces. Another groups used a different set of fac-

tors, Oct4, Sox2, Nanog, and Lin28, and more

limited combination of these factors (Oct3/4,

Sox2, Klf4 (OSK), OS, only Oct3/4) can repro-

gram the adult tissue.

Stem cell therapy has the potential to dramat-

ically change the treatment of human disease.

A number of adult stem cell therapies already

exist, particularly bone marrow transplantation

that is used to treat hematological disease (leuke-

mia, lymphoma, etc.). In the future, stem cell

therapy will be broadened to treat a wider variety

of diseases including cancer, neurological

diseases, several inherited diseases, and so on.

Cross-References
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Steptoe, Andrew (1951–)

Mika Kivimaki

Epidemiology & Public Health, University

College London, London, WC1E 6BT, UK

Biographical Information

Andrew Steptoe was born in London on April 24,

1951. He is British Heart Foundation Professor of

Psychology at University College London, UK,

where he is also the Director of the Division of

Population Health, a grouping of academic depart-

ments including Epidemiology and Public Health,

PrimaryCare and Population Health, Infection and

Population Health, and the Medical Research

Council Clinical Trials Unit. Steptoe graduated

in Natural Sciences from Cambridge in 1972,

and completed his Doctorate at Oxford University

in 1976. He was appointed lecturer in psychology

at St. George’s Hospital Medical School in 1977,

becoming professor and chair of theDepartment in

1988. He moved to his present research chair at

University College London in 2000, where he is

the Director of the Psychobiology Group. Steptoe

is also the Director of the English Longitudinal

Study of Ageing, a population cohort of older men

and women in England.

Major Accomplishments

Steptoe was one of the small group of behav-

ioral medicine specialists, who developed the

International Society of Behavioral Medicine

(ISBM) in the 1980s. He served as the third

President of the ISBM from 1994 to 1996. Addi-

tionally, he was the former President of the Soci-

ety for Psychosomatic Research in the UK. He

was the cofounding editor of the British Journal
of Health Psychology along with Jane Wardle,

and has served as an associate editor of Psycho-

physiology, the Annals of Behavioral Medicine,
the British Journal of Clinical Psychology, and

the Journal of Psychosomatic Research, and is on

the editorial boards of six other journals.

Steptoe is the author of more than 550 journal

articles and papers, and author or editor of 17

books, most recently theHandbook of Behavioral
Medicine (Steptoe 2010) and Stress and Cardio-

vascular Disease (Hjemdahl, Rosengren, &

Steptoe, 2012). His research has addressed many

topics in behavioral medicine, including stress and

health, socioeconomic status, the determinants of

health behavior, health behavior change, cardio-

vascular disease, respiratory disorders, aging, and

positive well-being. His collaborative research

with Professor Marmot has focused on under-

standing the biological processes through which

lower socioeconomic status and psychosocial risk

factors influence cardiovascular disease risk. This

work has involved laboratory studies of the influ-

ence of psychosocial factors on cardiovascular,

neuroendocrine, and immune function, and natu-

ralistic studies of blood pressure, cortisol, and

other biological measures.

Steptoe has advanced our understanding of the

psychobiology of health and diseases and the

multiple associations between affect and biology

in everyday life. He and his team found that

people from lower socioeconomic groups tend

to suffer the biological effects of stress for longer

than more affluent people. This is a potential

pathway linking low socioeconomic status with

increased risk for coronary heart disease. Further

studies by Steptoe’s group showed that in some

patients, intense episodes of anger and stress

occurred in the hours immediately before the

onset of chest pain. In experiment settings, epi-

sodes of mental stress, similar to those encoun-

tered in everyday life, were found to cause

transient (up to 4 h) endothelial dysfunction in

S 1880 Steptoe, Andrew (1951–)



healthy young individuals. These studies have

been important in demonstrating the role of emo-

tional factors in the triggering of coronary ische-

mia and acute coronary syndromes. Steptoe is

also one of the leading scientists on the protective

effects of positive affect in physical health.

Steptoe has received many honors for his

work. He is a Fellow of the Society of Behavioral

Medicine and the Academy of Behavioral

Medicine Research in the USA, the Academy of

Medical Sciences, the Academy of Learned Soci-

eties for the Social Sciences, and the British

Psychological Society.
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Steroids

Sarah Aldred

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Steroid hormones

Definition

A steroid or steroid hormone is a biomolecule

derived from cholesterol, with a characteristic

structure containing four fused rings (see Fig. 1).

Cholesterol is the precursor for five major

classes of steroid hormones: progestagens,

glucocorticoids, mineralcorticoids, androgens,

and estrogens. These hormones are powerful
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signaling molecules that are released in order to

elicit a specific response.

Androgens, such as testosterone, are responsi-

ble for the development of male sex characteris-

tics, whereas estrogens are responsible for the

development of female sex characteristics. Dehy-

droepiandrosterone (DHEA) is the most abundant

circulating steroid in humans, and is a precursor

for the sex hormones, testerosterone and estradiol.

In addition, DHEA is a cortisol antagonist.

Glucocorticoids, such as cortisol, promote the

formation of glycogen and inhibit the inflamma-

tory response. They enable humans (and animals)

to respond to stress.

Steroids act by interaction with cellular recep-

tors that serve as transcription factors to regulate

gene expression. Steroids are incredibly potent

and elicit very specific responses due to their

interaction with steroid receptors.
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Stigma

Valerie Earnshaw1 and Stephenie Chaudoir2

1Department of Public Health, Yale University,

New Haven, CT, USA
2Department of Psychology, Bradley University,

Peoria, IL, USA

Synonyms

Deviance; Discrimination; Prejudice;

Stereotypes; Stigmatization

Definition

A stigma is a personal attribute, mark, or charac-

teristic that is socially devalued and discredited

(Goffman, 1963). A wide variety of attributes

are stigmas, including physical illnesses (e.g.,

HIV/AIDS, tuberculosis, epilepsy), mental ill-

nesses (e.g., schizophrenia, mental disability),

social norm violations (e.g., homosexuality,

sex work, drug use, obesity), and certain

demographic characteristics (e.g., racial/ethnic

background, gender, socioeconomic status).

Steroids, Fig. 1 Structure and carbon numbering scheme for cholesterol and other steroids
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People who possess a stigma are perceived and

treated negatively by others and ultimately

suffer worse physical, psychological, and behav-

ioral outcomes than people who do not possess

a stigma.

The following sections describe how certain

attributes become socially devalued, how stigma

impacts individuals who possess a stigma

(i.e., stigmatized people) and who do not possess

a stigma (i.e., nonstigmatized people) via a series

of stigma mechanisms, and other considerations

relevant to stigma. Because HIV/AIDS is one of

the strongest stigmas throughout the world and

has received a great deal of empirical attention

related to stigma (e.g., Aggleton & Parker, 2002),

it used as the primary example of stigma through-

out these sections.

The Social Construction of Stigma

Stigmas are socially constructed (Crocker, Major,

& Steele, 1998). In other words, certain attributes

become devalued as the result of a social process

(Link & Phelan, 2001) rather than as the result of

innate differences between people who possess the

attribute and people who do not possess the attri-

bute. This social process involves stereotyping by

associating the attribute with negative characteris-

tics. For example, people living with HIV/AIDS

(PLWHA) may be stereotyped to be promiscuous.

The social process also involves separating the

people who have the attribute into out-group cat-

egories. HIV-negative people may view other

HIV-negative as part of their social group

(i.e., part of “us”) but PLWHA as part of a differ-

ent social group (i.e., part of “them”). Finally, the

social process involves experiences of status loss

and discrimination by people who have the attri-

bute. PLWHA may not be given medical care

because of their HIV-status. Importantly, the

social process that results in stigma relies on

power. Nonstigmatized people have more power

than stigmatized people and use this power to

produce and reproduce social inequities and

inequalities. This happens in both subtle ways

(e.g., stigmatized people being paid systematically

less than nonstigmatized people) and blatant ways

(e.g., stigmatized people being enslaved by

nonstigmatized people).

Because stigma results from a social process,

the extent to which an attribute is devalued

varies across different social contexts. Social

contexts include both individual relationships and

cultural contexts. For example, individual people

(e.g., friends, family members, employers, and

health-care providers) vary in the degree to

which they view HIV/AIDS as a devalued

attribute. Similarly, HIV/AIDS may be more

devalued in some sociocultural contexts (e.g.,

Asian cities) than others (e.g., North American

cities; Rao, Angell, Chow, & Corrigan, 2008).

The extent to which an attribute is devalued also

varies across time. For example, devaluation

associated with HIV/AIDS decreased during the

1990s within the United States (Herek, Capitanio,

&Widaman, 2002). Taken together, the degree of

devaluation associated with a stigma is not uni-

versal or fixed; instead, it changes relative to

specific social contexts and time periods.

Stigma Mechanisms and Outcomes

Individuals are impacted by stigma via a series

of stigma mechanisms. Stigma mechanisms refer

to the ways in which people react to either

possessing or not possessing a particular stigma

(Earnshaw & Chaudoir, 2009). Stigma mecha-

nisms, in turn, result in physical, psychological,

and behavioral outcomes for both stigmatized

and nonstigmatized people. Figure 1 is adapted

from the HIV Stigma Framework (Earnshaw &

Chaudoir, 2009) and shows how stigma leads to

stigma mechanisms, which in turn lead to out-

comes. Because they represent the link between

the social process of stigma and outcomes asso-

ciated with stigma, stigma mechanisms are often

measured by researchers.

Individuals who do not possess the stigma

experience the stigma mechanisms of prejudice,

stereotyping, and discrimination. Prejudice

refers to negative emotions and feelings toward

people who possess the stigma. For example,

HIV-negative people may feel disgust toward

PLWHA. Stereotypes refer to group-based

beliefs about people who possess the stigma.

HIV-negative people may believe that PLWHA

are mostly gay men. Finally, discrimination

refers to behavioral expressions of prejudice
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directed toward people who possess the stigma.

HIV-negative people might refuse to hire, medi-

cally treat, or give housing to PLWHA. Although

people who do not possess the stigma have more

power than people who possess the stigma, people

who do not possess the stigma may still suffer

negative consequences due to stigma mecha-

nisms. For example, an HIV-negative person

who endorses the stereotype that PLWHA are

mostly gay men may be less likely to engage in

safe sex, be tested for HIV, or seek health care for

HIV-related symptoms if they do not identify as

a gayman. Consequently, belief in stereotypes can

put HIV-negative people at risk for contracting

HIV and not receiving treatment.

Individuals who possess the stigma experience

the stigma mechanisms of anticipated stigma,

enacted stigma, and internalized stigma. Enacted

stigma, also called experienced stigma, refers to

experiences of prejudice, stereotyping, and/or

discrimination. For example, PLWHA may

experience social rejection from friends and

family members. Anticipated stigma refers to

expectations of prejudice, stereotyping, and/or

discrimination. PLWHA may expect that they

will not be hired by a potential employer. Finally,

internalized stigma refers to the endorsement of

prejudice and stereotypes associated with one’s

stigma and applying them to the self. PLWHA

may feel that they are dirty due to their HIV

status. Further, stigma mechanisms experienced

by individuals who do not possess the stigma may

impact the outcomes of individuals who do

possess the stigma. Discrimination perpetuated

by HIV-negative people may be experienced as

enacted stigma by PLWHA.

Stigma mechanisms profoundly impact the

physical, psychological, and behavioral outcomes

of stigmatized individuals.Meta-analytic evidence

has shown that stigma mechanisms are associated

with decreased physical health (e.g., increased

physical illnesses and illness symptoms; Pascoe

& Smart Richman, 2009) and mental health

(e.g., increased depression and decreased self-

esteem; Mak, Poon, Pun, & Cheung, 2007). Addi-

tionally, stigma mechanisms are associated

with maladaptive behaviors which may further

undermine the health of stigmatized individuals.

For example, stigma mechanisms are related to

behaviors such as delayedHIV treatment initiation

and nonadherence to medication regimens

(Chesney & Smith, 1999). Stigma mechanisms

are further related to decreased likelihood of dis-

closure among individuals living with concealable

stigmatized identities including HIV/AIDS

(Smith, Rossetto, & Peterson, 2008).

Other Considerations

Intersectional stigma and layered stigma refer

to the possession of multiple stigmas. For exam-

ple, a gay man living with HIV possesses two

stigmas: homosexuality and HIV. Possessing

multiple stigmas may exacerbate the impact of

stigma on individuals.

Associative stigma, courtesy stigma, and

affiliate stigma refer to being connected to some-

one who possesses a stigma. For example, an

HIV-negative man who has a daughter living
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with HIV/AIDS may experience associative

stigma due to his connection to his daughter.

People who possess an associative stigma may

experience negative outcomes via stigma

mechanisms typically reserved for people who

possess a stigma.

Concealable stigmas refer to devalued attri-

butes that cannot be seen by others. Examples of

concealable stigmas include many physical and

mental illnesses and some social norm violations

such as homosexuality and drug use. In contrast,

visible stigmas refer to devalued attributes that can

be seen by others. Examples of visible stigmas

include many demographic characteristics such

as racial/ethnic background and gender. Whereas

people with concealable stigmas can hide their

stigma from others in some social interactions,

people with visible stigmas cannot.
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Synonyms

Anxiety; Distress; Mental stress; Pressure;

Psychological stress

Definition

Stress is a transactional process occurring when an

event is perceived as relevant to an individual’s

well-being, has the potential for harm or loss, and

requires psychological, physiological, and/or

behavioral efforts to manage the event and its

outcomes (Lazarus& Folkman, 1984). The stimuli

or events that cause stress are referred to as

stressors (Mason, 1975). Stress often results in

psychological distress and efforts to cope with

the event. Physiological stress responses are

often in support of efforts to manage the stressful

event and protect the organism from harm

(McEwen & Seeman, 1999). Stress may not be

a uniformly negative experience, as stressful

events may also include the potential for benefit

and growth (Lazarus & Folkman). Early views

of stress focused on physical stress – events that

perturb the resting homeostasis of the body, such

as changes in temperature or physical injury

(McEwen & Seeman, 1999). Current views of

stress focus heavily on social and psychological

sources, with appraisals of the event and the

perceived coping resources as key features.

Stress may be categorized by its severity, its

time course (acute, repeated, or chronic), and

degree of control over the stressor. Distinctions

also have been made between active coping

stressors and passive coping stressors (Obrist,

1981). Active coping stressors require overt

behavioral action, such as giving a speech or

performing a reaction time task, whereas passive

coping stressors require that the individual

endure without behavioral action, such as

watching gruesome photos. Psychological and

physiological stress responses have been

shown to differ based upon these dimensions

(Tomaka, Blascovich, Kelsey, & Leitten, 1993).
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Stress Management
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Synonyms

Coping with stress; Relaxation techniques;

Stress reduction

Definition

Stress management techniques and interventions

can be broadly categorized into skills that are

provided via education, relaxation training,

psychosocial interventions, and group formats,

alone or in combination, that aim to reduce the

stress response by targeting coping strategies and

relaxation skills.

Description

The deleterious effects of stress on health and

well-being are well documented and have led to

the incorporation of stressmanagement techniques

into many psychosocial treatment protocols, alone

or in combination with medical treatments.

Chronic stress has been linked to physiologic

changes such as neuroendocrine and immune

dysregulation, and worsened disease profiles.

One of the most prominent associations between

stress and poor health has been in the area of

cardiovascular risk. For example, evidence sug-

gests that chronic stress is associated with

increased sympathetic cardiovascular activity and

damage to endothelial functioning, which

increases the risk of several cardiovascular condi-

tions, such as arterial hypertension, coronary

artery disease, and arrhythmias. Therefore, incor-

poration of stress management into clinical and

research protocols designed to improve health

and well-being has become increasingly popular.

The field of stress management is comprised

of a variety of methods and techniques. Relaxa-

tion skills training methods with the most

empirical support include progressive relaxation

or progressive muscle relaxation, autogenic

training, biofeedback, mental imagery, and other

Eastern or Westernized meditation methods. Var-

ious cognitive techniques and in some cases, phar-

macotherapy, are also part of stress management

programs. Other methods that have been incorpo-

rated into stress management include listening to

relaxing music, massage, aerobic exercise, dia-

phragmatic breathing, and postural relaxation

methods. Some evidence suggests that “active”

stress management techniques (e.g., breathing-

guided relaxation training) may be more effec-

tive in reducing stress symptoms and inducing

improved autonomic cardiovascular regulation

than “passive” techniques (e.g., massage). Several
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standardized stress management interventions

have been developed and shown to be efficacious

in reducing symptoms of stress and improving

various indicators of physical and mental health

and quality of life. Empirical evidence supports

the use of stress management techniques in the

treatment of migraines, pain, and other somatic

complaints, and have also been used to reduce

stress symptoms, improve adjustment, well-being,

and quality of life in a range of patient populations,

including those diagnosed with type 2 diabetes,

coronary heart disease, fibromyalgia, chronic

fatigue syndrome (CFS), human immunodefi-

ciency virus (HIV), and cancer.

Stress management intervention strategies

range from single session psychosocial treat-

ments to multifaceted treatments involving

psychosocial and behavioral modification

components. Likewise, intervention aims and

target outcomes also range from behavior and

lifestyle changes (e.g., diet, exercise, and utiliza-

tion of stress management techniques) to changes

in psychological and physical well-being

(e.g., relief of depressive or anxious symptoms,

cortisol regulation). It is hypothesized that if one

can manage stress effectively, an individual’s

ability to adopt lifestyle changes that positively

impact health outcomes will be maximized.

Conversely, chronic stress has been associated

with negative lifestyle factors including poor

diet, sedentary lifestyle, alcohol and substance

use, and poor adherence to medical regimens.

Therefore, many stress management programs

include medical endpoints such as disease risk

factors, disease morbidity, and mortality. For

example, stress management interventions in cor-

onary heart disease may include known risk

factors as relevant endpoints, such as being

overweight or obese, smoking status, blood

pressure, cholesterol, lipids, cardiac ischemia

(e.g., angina), and number of cardiac events

and/or procedures (e.g., myocardial infarction,

angioplasty). Endpoints may be measured at

proximal, intermediate, or distance time points,

depending on the outcome of interest.

Cultural factors have also been shown to be

associated with stress and stress management.

Although all cultures experience stress and its

sequelae, psychosocial sources of stress, the

expression of stress symptoms, and the use and

acceptability of stress management techniques

varies across cultures. For example, evidence sug-

gests that Hispanics are more likely to experience

somatic symptoms in response to stress, compared

to non-Hispanic Whites. Cultural differences in

stress symptoms will likely lead to varying inter-

vention and treatment approaches. Individuals

who present with emotional symptoms of stress

without a somatic component, for example,

receive more treatment in the United States com-

pared to South Korea, a collectivist culture in

which individuals are less likely to express signs

of emotional distress directly. However, there is no

cross-cultural difference between the United

States and South Korea in treatment of somatic

symptoms of stress, suggesting that treatment

methods may be culturally biased.

Stress Management Techniques and
Interventions

Many different methods of stress management

have been employed with empirical support

across a range of populations. Progressive relax-

ation or progressive muscle relaxation consists of

consecutively tensing and relaxing different

sets of muscle groups throughout the body, gen-

erally starting with the feet and systematically

progressing up to the head. Diaphragmatic breath-

ing consists of taking deep breaths in which the

diaphragm contracts and the abdomen, rather than

the chest, is extended. This type of breathing

involves a slow and deep inhalation through the

nose, usually to a count of 10, followed by slow

and complete exhalation for a similar count; the

process is repeated for a preferred number of times

to facilitate relaxation. Using mental imagery as

a stress management tool involves imagining

a scene, place, or event that is considered safe,

peaceful, and restful; one that is associated with

affective feelings of happiness, job, and content-

ment. Alternatively, images may involve mental

pictures of stress flowing out of the body or being

locked away in a padlocked chest. All of the senses

are incorporated into the mental imagery exercise
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and it is encouraged to develop details and com-

plex images that invoke sensual perceptions. The

imagined place is used as a retreat from environ-

mental stressors, with the goal of having the body

react to imagined scenes of peace and tranquility

as if they were real, counteracting the adrenergic

effects of stress. These methods have been shown

to be beneficial through self-report measures of

stress and well-being and physical measures of

the body’s stress response through biofeedback

methods.

Biofeedback is a method that keeps track of

the body’s physiological responses in real time,

generally through machines that measure heart

rate, muscle tension, or brain waves. Most often,

biofeedback is used as a tool to facilitate control

over the stress response sequelae. Individuals are

taught to recognize the stress response when it is

underway and employ relaxation techniques (e.g.,

deep breathing, mental imagery, or adaptive cog-

nitive replacement) to calm physiological arousal.

Theory and empirical evidence suggest that the

real-time feedback of physiological changes in

response to stress and the utilization of stress man-

agement techniques facilitate learning and adop-

tion of effective relaxation methods into daily life.

Stress Management Programs

Many stress management interventions for

clinical populations consist of a combination of

methods that frequently incorporate a variety

of cognitive and behavioral techniques. For

example, cognitive-behavioral stress manage-

ment (CBSM) interventions have been employed

and been shown to have beneficial effects in

stressed nonclinical subjects and a range of

patient populations. These interventions typically

aim to improve adaptive coping and reduce psy-

chological distress through the use of emotion

regulation strategies and relaxation training.

Didactic training typically addresses stress

appraisal and cognitive coping strategies to

improve stress management of general- and dis-

ease-specific stressors. Often, a psychoedu-

cational component about the nature and

consequences of stress and disease processes is

also incorporated into intervention protocols.

The CBSM protocol consists of a 10-week

manualized group intervention in which groups

meet for 2 h per week; sessions consist of 90 min

of didactic discussion and exercises and 30min of

relaxation training. During the didactic portion

of each session, participants are provided infor-

mation regarding stress awareness, physical

responses to stress, and the appraisal process

and are taught a variety of cognitive-behavioral

techniques designed to manage general- and

disease-specific stress. Cognitive techniques

include learning to identify cognitive distortions

and cognitive restructuring processes (e.g.,

rational thought replacement), effective coping

strategies (e.g., emotional-focused vs. problem-

focused coping), and anger management and

assertiveness training (e.g., effective communi-

cation). Information related to disease physiol-

ogy, diagnosis, and treatment are also provided

and health maintenance strategies are reviewed.

During the relaxation portion, participants are

taught a variety of techniques through group

relaxation exercises, including progressive mus-

cle relaxation, guided imagery, meditation, and

diaphragmatic breathing. Participants are encour-

aged to practice the techniques at home on a daily

basis. The CBSM intervention has been shown to

be effective in increasing stress management

skills, which has been related to improvements

in a number of quality-of-life domains, in HIV,

cancer, and CFS populations.

Similarly, some have demonstrated the

efficacy of a group-based stress management

program that included progressive muscle relax-

ation training, didactic training in the use of cog-

nitive and behavioral skills to bring awareness to

and reduce physiological symptoms of stress

(e.g., guided imagery, deep breathing techniques,

thought stopping, and recognition of life

stressors), and education on the negative effects

of stress on health in improving glycemic control

in patients with type 2 diabetes. Participants

learned stress management techniques in a group-

based intervention format and were instructed

to practice muscle relaxation at home twice

daily with the aid of an audiotape. Specific instruc-

tions were given to encourage “mini-practices”
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(i.e., brief, 30-s versions of a progressive relaxation

session) to facilitate the use of stress management

and relaxation techniques into daily life. Although

similar interventions have been conducted and

shown positive effects on blood glucose, findings

have been mixed as several others have failed to

show a therapeutic effect of stress management on

diabetes control.

Mindfulness-based stress reduction (MBSR)

is a clinically standardized meditation program,

originally developed as a group-based interven-

tion for chronic pain but has since demonstrated

efficacy for patients with a range of mental and

physical disorders, as well as healthy subjects.

The MBSR protocol consists of three different

stress management techniques: body scan, which

involves focusing on different parts of the body,

bringing attention and awareness to sensations

and feelings, breath awareness, and relaxation;

sitting meditation, which involves focusing on

body sensations and breathe, as well as nonjudg-

mental awareness of the cognitions and the

stream of thoughts and distractions that pass

through the mind; and Hatha yoga practice,

which consists of breathing exercises, stretching,

and postural exercises designed to strengthen and

relax the musculoskeletal system. The MBSR

program is an 8- to 10-week group intervention

in which sessions typically last 2.5 h, with an

additional single all-day session per course.

Homework of at least 45 min a day, 6 days

a week, is also encouraged, which may consist

of meditation practice, mindful yoga, and/or

incorporating mindfulness into daily life.

Groups may be either homogenous or heteroge-

neous with regard to illnesses or presenting

problems of participants. Empirical evidence

provides consistent and relatively strong effect

sizes regarding the efficacy of MBSR on

a number of psychological (e.g., depressive and

anxiety symptoms, coping style) and physical

(e.g., medical symptoms, sensory pain, physical

impairment, and functional quality of life) well-

being in clinical and nonclinical populations.

Clinical populations have included patients

diagnosed with anxiety disorders, depression,

chronic pain, fibromyalgia, cancer, and stress

related to environmental contexts (e.g., med-

ical school, prison life), as well as relatively

healthy individuals interested in improving

their ability to cope with normal stressors of

daily living.

Stress management interventions for healthy

and patient populations are promising. However,

findings have been mixed and the literature is

limited bymeasurement and research design prob-

lems, insufficient information regarding interven-

tion components and protocol fidelity, clinical

relevance of statistically significant effects, and

feasibility and dissemination concerns regarding

the translation of research protocols into clinical

practice. Nevertheless, given the detrimental

effects of stress on psychological and physical

well-being, further research is needed using

large-scale, randomized clinical trials, with sound

methodological procedures that include objective

markers of health and disease status, in addition to

self-report measures of psychosocial well-being

and functional indicators of distress.
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Synonyms

Stress responsivity

Definition

Stress reactivity is the capacity or tendency to

respond to a stressor. It is a disposition that

underlies individual differences in responses to

stressors and is assumed to be a vulnerability

factor for the development of diseases.

Description

People respond differently when exposed to the

same stressor. Such differences can be observed

in all four major stress response domains,

namely, physiology, behavior, subjective experi-

ence, and cognitive function. Within the physio-

logical domain, two response systems are of

particular importance: cardiovascular responses

(indicated by blood pressure and heart rate),

driven by sympathetic nervous system (SNS)

activity, and output of the glucocorticoid hor-

mone cortisol from the adrenal cortex, driven

by hypothalamic-pituitary-adrenal (HPA) axis

activity. Stress reactivity is assumed to be stable

over time, i.e., persons showing high responses at

an initial assessment also show high responses

when the assessment is repeated at a later time.

Stress reactivity can be conceptualized as specific

or general. Whereas specific stress reactivity

reflects reactivity of a particular response system

(e.g., cardiovascular stress reactivity; endocrine

stress reactivity; affective stress reactivity), gen-

eral stress reactivity is indicated by aggregation

of responses across domains and/or stressors.

The relevance of stress reactivity for behav-

ioral medicine rests primarily on the assumption

that high stress reactivity is assumed to be

a vulnerability factor for disease that predicts

disease outcome variance independently of

well-established risk factors. As early as in the

first half of the twentieth century it was proposed

that the size of blood pressure responses to plac-

ing the hand in cold water (cold pressor test)

would indicate the risk of later development of

hypertension. More recently, a growing body of

evidence from longitudinal studies that used lab-

oratory stress tests support the assumption that

cardiovascular stress reactivity is indeed a risk

factor for subclinical and clinical cardiovascular

disease. This has been shown for both physiolog-

ical stressors such as the cold pressor test and

psychological stressors such as pressure to per-

form in a social situation (e.g., public speaking).

On the basis of this evidence it has been con-

cluded that cardiovascular stress reactivity is

a risk factor for cardiovascular disease in addition
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to the classic risk factors of family history, obe-

sity, smoking, diabetes mellitus, and hypercho-

lesterolemia. As for endocrine stress reactivity,

a few longitudinal studies found evidence for

associations between endocrine stress reactivity

and increased risk for disease. However, this

research area is much less developed than that

for cardiovascular stress reactivity, and the evi-

dence is less robust. Finally, it has been suggested

that endocrine and affective stress reactivity

might be a risk factor for the development of

mental disorders such as psychosis, depression,

and anxiety disorders. Again, research in this area

is still relatively scarce and the evidence mostly

relies on cross-sectional studies.

In contrast to specific stress reactivity, the

concept of general stress reactivity emphasizes

generalizability of responses across response sys-

tems and stressors. It is based on the notion that

stress responses have a common origin in brain

areas that mediate activation of the HPA axis and

the SNS, as well as behavioral and subjective-

emotional responses. In particular, hippocampus,

amygdala, and prefrontal cortex are higher cen-

tral mediators of subjective-emotional responses.

These areas are functionally connected to the

hypothalamic and brainstem nuclei which are

critical in activating the HPA axis and the SNS.

If a stressor is processed in higher brain areas,

stress responses are expected to show relatively

high covariance. This is to be expected for psy-

chological stressors, but less so for physiological

stressors. Thus, dissociations between responses

systems might reflect individual differences at

both levels. In addition, observed physiological

stress responses are influenced by peripheral fac-

tors such as receptor sensitivity in the periphery

or vascular resistance. Although high covariance

between response systems would be expected,

a number of factors such as different dynamics

of the response systems, habituation effects,

measurement error, and limited variance due to

limited stressor intensity act at attenuating asso-

ciations between responses.

Complementary to the notion of general stress

reactivity, the concepts of individual response

specificity (IRS) and stimulus response specific-

ity (SRS) reflect observations of dissociation

between response systems or stressors. The con-

cept of IRS describes individual differences in

patterns of responses, for example, one person

might respond to stressors with a high blood

pressure but low cortisol increase, whereas

another person might also show a high cortisol

increase. SRS describes such response patterns as

related to stressors, for example, it has been pro-

posed that the HPA axis in humans is activated by

stressors that include social evaluative threat, but

not by cognitive effort without that component.

In research, it is often difficult to reliably detect

general stress reactivity, IRS or SRS response

patterns. Although there is now increasing evi-

dence for the concept of general stress reactivity,

associations between responses are usually mod-

erate. Therefore, it is important to note that it

is not possible to use the stress response in one

domain or system as a general indicator of

responses in other domains. Although it has

been suggested that such dissociations might pre-

sent useful information about psychobiological

responses systems of an individual that could be

valuable for behavioral medicine, to date little is

known about the stability and implications of

response dissociations.

Stress reactivity can be assessed both in the

laboratory and in daily life. The major advantage

of laboratory stress tests is the high degree of

standardization over the conditions implemented.

However, stress responses in the laboratory have

limited ecological validity, i.e., do not necessar-

ily reflect stress reactivity in daily life. For that

reason, ambulatory assessment methods are

increasingly used and present the opportunity to

assess real-time stress reactivity in daily life for

both research and clinical practice. A number of

factors influence stress reactivity, with implica-

tions for clinical decisions. For example, it

is known that stress reactivity is associated

with sex, age, ethnicity, personality factors,

preexisting disease, and the presence or absence

of chronic stress. Due to such moderating factors

there is a wide range of associations between

stress reactivity and disease outcome. Therefore,

the predictive value varies across individuals,

making it difficult to use stress reactivity scores

in clinical practice. Although the reliability of
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stress reactivity assessments could be increased

by assessing aggregated stress responses in

a repeated measure/multiple stressors design,

few studies have implemented this design due to

the high demands on resources. It would be

expected that stronger and more consistent asso-

ciation with disease could be observed with such

a design. Finally, an important conclusion from

the variety of findings on associations between

stress response systems is that, as mentioned

above, a single assessment of one response sys-

tem cannot be used as an indicator for stress

responses in other systems. The notion of

a consistent “gold-standard” indicator of stress

reactivity is not supported by the research

literature.

As the assessment of physiological stress

responses is relatively expensive and fraught

with practical problems, clinicians often rely on

retrospective self-reports of individual stress

experience to assess stress reactivity. However,

such subjective measures of stress experience

confound individual stress reactivity with fre-

quency of exposure to daily life stress. Recently,

a self-report instrument for the assessment of

perceived stress reactivity has been developed

and evaluated. Although retrospective self-report

methods cannot replace real-time measures, they

present an opportunity to assess patients’ percep-

tions of their own stress reactivity in daily life

when resources to assess real-time responses are

lacking or when such self-observations are of

primary interest.

Stress reactivity is assumed to be a conse-

quence of the individual genetic makeup and

early environmental factors. Quantitative genetic

studies using mainly twin designs have con-

cluded that approximately 50% of the variance

in stress responses is due to genetic factors.

However, there is some variability of estimates

between studies, and the amount of heritability

seems to change with repeated exposure to the

same stressor. Molecular genetic studies have

revealed a number of single gene variants that

might influence stress responses in different sys-

tems, although many of these effects of candidate

genes need replication before valid conclusions

can be drawn. In addition to genetic makeup,

factors of the environment early in life have

been shown to influence stress reactivity.

A number of studies suggest that an adverse pre-

natal environment might exert long-term effects

on stress reactivity in the offspring. Similarly,

adverse early postnatal environmental factors

such as maternal care or abuse have been shown

to affect stress reactivity, with consequences for

the risk of mental disorder later in life. Animal

studies have suggested that such early environ-

mental effects might be mediated by epigenetic

changes in specific brain areas.

Despite good evidence for the prediction of

cardiovascular disease by cardiovascular stress

reactivity, potential pathways and causal chains

of effects are unclear. In addition, not all indi-

viduals with high cardiovascular stress reactiv-

ity later develop cardiovascular disease. This

points at another factor implicated in the path-

way. It is likely that high stress reactivity leads

to disease particularly if a highly stress reactive

individual is exposed to chronic stress in daily

life (diathesis-stress model). Other areas of

discussion are the potential adaptive function

of high stress reactivity in an evolutionary con-

text, and the significance of low levels of stress

reactivity for the development of diseases and

disorders.
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Synonyms

Stress; Stress reactivity

Definition

Stress responses are psychological, physiologi-

cal, and behavioral responses to an event per-

ceived as relevant to one’s well being with some

potential for harm or loss and requiring adapta-

tion. Psychological stress responses often include

negative emotions, such as anxiety, distress, or

anger, although positive emotional states related

to feeling challenged and driven may also occur.

Cognitive efforts aimed at coping with the

stressor, such as planning, distancing, and/or

reinterpreting, also occur (Lazarus & Folkman,

1984). Physiological stress responses are often

those that are in support of coping with or fleeing

from the stressor, and protecting the organism

from potential harm. These responses include,

but are not limited to, changes in heart rate,

blood pressure, cortisol, and immune function

(Sapolsky, 1994). Behavioral stress responses

involve actions also aimed at coping with or

fleeing from the stressful event, such as actively

performing a task or withdrawing effort from

a situation perceived as impossible (Lazarus &

Folkman, 1984).
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Synonyms

Mental stress task; Psychological stress task;

Psychological stressor

Definition

Laboratory mental stress tasks are commonly

used in behavioral medicine to assess the physi-

ological responses to a standardized stressor in

a controlled setting (Turner, 1994).

Description

Even though originally it was thought that partic-

ularly exaggerated physiological responses to

mental stress can be predictive of cardiovascular

disease (Obrist, 1981), there is now growing

evidence that blunted physiological responses

can also be associated with poor health (Carroll,

Lovallo, & Phillips, 2009). Other evidence is

available that not the responses to mental stress

itself, but the physiological recovery upon com-

pletion of the stress task can be related with the

poor health outcomes (Larsen & Cristenfeld,

2011). There is a large body of research that

explores the associations between psychological

traits (e.g., competitiveness and hostility) as well

as mental disorders (e.g., depression and anxiety)

with the individual differences in physiological

responses to mental stress (Lovallo, 1997). Par-

ticipants that have been included in these stress

studies comprise of young healthy participants,

elderly people, and a wide variety of clinical

populations. This section will describe the gen-

eral setup of a laboratory stress task and the most

commonly used mental stress tasks in behavioral

medicine. Even though the focus will be on men-

tal stress tasks, it is worth noting that physical

tests, such as exercise, tilt test, and cold pressor,

are also readily used in laboratory settings.

In order to assess the physiological responses

to a mental stress task, it is important to assess the

resting physiological state of the participant. To

quantify the stress response, a reactivity score is

calculated, which is the difference between the

physiological activity during the stress task and

the activity during the rest period (Turner, 1994).

A typical stress session starts with a resting

period of 15–30min, during which the participant

is relaxed. Relaxation can be facilitated by listen-

ing to music, reading magazines, or watching

a low-stimulating video. This is followed by an

explanation of the stress task with, where appro-

priate, a brief practice session and the actual

stress task. Upon completion of the stress task,

a recovery period is started, during which the

participant is asked again to relax, similar to the

baseline rest period. The duration of the recovery

period is depending on the variables that are

under investigation. Whereas heart rate is

known to return to baseline relatively soon after

the end of the stress task, changes in other vari-

ables, in particular blood based measures such as

cytokines, will not be seen until 30 min or longer
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(Steptoe, Hamer, & Chida, 2007). In general,

physiological data collection is conducted

throughout each of these periods.

When exploring the effects of individual dif-

ferences in physiological responses to mental

stress, it is crucial that the testing procedures are

identical between participants (Turner, 1994).

The conditions in the laboratory, such as temper-

ature and number of experimenters present, but

also time of day, should be kept consistent. Care

should also be taken to standardize the instruc-

tions of the task, which can be done by having the

instructions prerecorded. Finally, adherence of

the participants to the presession instructions

is important. These involve most commonly

avoiding strenuous exercise, food, caffeine, and

smoking, as well as instructions about the medi-

cation which could influence the physiological

measurements. The presession instructions are

dependent on the physiological measures that

are under investigation.

Mental Stress Tasks

Public Speaking – The participant is asked to give
a speech in front of an audience and/or a video

camera, following a brief preparation period.

The topic of speech is psychologically stressful

such as “pretend that you are falsely accused

of shoplifting and that you have to defend your-

self to the shop owner” or “describe your per-

sonal strengths and weaknesses” or “describe

a recent event that caused anger.” The partici-

pant will be told that the audience will be crit-

ically evaluating the content and delivery of the

speech (Van Eck, Nicolson, Berkhof, & Sulon,

1996).

Mental Arithmetic – Different varieties are

available for mental arithmetic tasks, which

include serial subtraction or addition of double

digit numbers or serial addition of single digit

numbers with an element of retention. These

tasks, even though not complicated in nature,

have been developed to be provocative by adding

components of increased time pressure, competi-

tion, harassment when a wrong answer is given,

and social evaluation (Veldhuijzen van Zanten

et al., 2004).

Trier Social Stress Test – This is a combina-

tion of mental arithmetic task followed by a

public speech, all under conditions of social

evaluation. In addition to the two varieties of

mental stress, this task also has a postural com-

ponent as the speech is conducted while upright

(Kirschbaum & Hellhammer, 1993).

Computer Games – A variety of computer

games have been used to induce stress in partic-

ipants, which has been mainly conducted in

younger participants. These tasks often have

a strong component of competition; participants

are either directly competing against the experi-

menter (often in a modified situation to standard-

ize the success rate between participants) or

competing against the other participants in the

study.

Stroop Color Word Task – The participants are
presented with words which describe colors, but

the color of the letters is incongruent with the

color that the word is written in. For example,

the word red is written with yellow ink, and the

word yellow is written with red ink. The partici-

pant is asked to call out the color of the ink

(Stroop, 1935).

Mental stress tasks are subject to the effects

task novelty and habituation (Turner, 1994). For

example, even though all of these tasks provoke

an increase of heart rate throughout the task,

typically, the peak heart rate response is seen at

the start of the test. Particularly when a partici-

pant is asked to complete the task on different

occasions, it is important to maintain the engage-

ment of the participant in each session. It has

been shown that the addition of stressful elements

such as social evaluation and competition will

help to facilitate this. To ensure that the desired

levels of stress are obtained, it is common prac-

tice to add a measure of self-reported perceptions

of the task to each session. These can vary from

a simple Likert scale related to perceived

stressfulness and difficulty or measures of state

stress and anxiety levels both before and after the

stress task.

The stress tasks vary in terms of generalizabil-

ity to real-life settings. Interestingly, an overview

of various stress task revealed that public
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speaking tasks were most consistently effective

in inducing myocardial ischemia in patients with

coronary heart disease (Strike & Steptoe, 2003).

It is possible that this is due to the more natural-

istic nature of the task than, for example, mental

arithmetic or Stroop task. However, care should

be taken when interpreting the effectiveness of

a certain task to induce physiological changes

between studies, as it is hard to compare the

stressfulness of tasks between studies. Ambula-

tory recording techniques are available for the

assessment of physiological measurements in

real-life setting. Even though these field studies

cannot be standardized between participants, it is

worth noting that there is evidence that the labo-

ratory cardiovascular responses to mental stress

were predictive of ambulatory physiological

assessments (Strike & Steptoe, 2003).

Cross-References
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▶ Immune Responses to Stress

▶Mental Stress
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▶ Psychophysiologic Reactivity
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Synonyms

Stress diathesis models

Definition

Vulnerability models are used to identify factors

that are causally related to symptom develop-

ment. Stress vulnerability models describe the

relation between stress and the development of

(psycho-)pathology. They propose an association
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between (1) latent endogenous vulnerability fac-
tors that interact with stress to increase the

adverse impact of stressful conditions, (2) envi-
ronmental factors that influence the onset and

course of (psycho-)pathology, and (3) protective

factors that buffer against or mitigate the effects

of stress on pathological responses.

Description

The prevalence of stress-related mental disorders

encompassing mood and anxiety disorders in

Europe is above 20%. This morbidity is associ-

ated with high health care costs, disability, and

potential mortality. It is widely acknowledged

that there are individual differences in how stress-

ful people judge a particular event to be as well as

in their ability to cope with adverse stressful life

events. While historically stress was said to play

an initiating role in the development of pathol-

ogy, only a minority of people who experience

adverse stressful life events go on to develop

pathology. To distinguish people who develop

pathology from people who do not (i.e., are resil-

ient), vulnerability processes are suggested that

predispose individuals to psychopathology when

confronted with severe stressors. In the late

1970s, Zubin and Spring were the first to intro-

duce this idea in the field of behavioral medicine

by postulating a vulnerability model for schizo-

phrenia. Specifically, they suggested that humans

inherit a genetic predisposition to mental illness.

However, an interaction between the genetic

vulnerability and biological or psychosocial

stressors is necessary to develop the disorder.

The relationship between predispositional factors

(or diathesis) and development of pathology has

been described in four basic stress vulnerability

models.

Stress Vulnerability Models

The first and most simple stress vulnerability

model, the dichotomous interactive model, sug-

gests that when predispositional factors are

absent, even severe stress will not result in

pathology. Instead, it is only when predispo-

sitional factors are present that stress may,

depending on the severity of the stress, lead

to the expression of pathology. Alternatively,

the quasi-continuous model suggests varying

degrees of predisposition with a continuous effect

of predispositional factors on pathology once

a threshold has been exceeded. The third, more

extensive threshold model incorporates an indi-

vidually specific threshold that is determined by

the degree of vulnerability and the level of expe-

rienced stress. Finally, perhaps the most compre-

hensive model is the risk-resilience continuum

model in which vulnerability is viewed as a

continuum ranging from vulnerability to resil-

ience, integrating different levels of severity of

pathology into the model. Here, resilient charac-

teristics that can make people more resistant to

the impact of stress are also emphasized. Note

that according to this latter model, even highly

resilient individuals might still be at risk

for developing pathology when experiencing

extreme stress, but their individual threshold

will be higher and the symptomatology likely

less severe. Collectively, these four models are

used to describe the relation between predispo-

sitional factors and the development of various

pathologies.

Vulnerability Factors

In general, stress vulnerability models postulate

that a genetic vulnerability interacts with adverse

life events or stressors to produce pathology. This

gene-environment interaction with regard to

stress and the development of pathology has

been most extensively investigated in mood dis-

orders such as depression. Gene-environment

interaction studies use monozygotic twin, adop-

tion, and family studies as tools to identify

predispositional factors in shared and non-shared

environments in order to differentiate genetic

from environmental influences. In twin studies,

a higher prevalence of pathology in monozygotic

twins reared in different environments is used to

confirm a genetic predisposition, whereas in

adoption studies the effect of the environment
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(adoptive parents) can be offset against the effect

of genes (biological parents). Using these

methods the heritability of major depression,

has been estimated at around 40%.

At the neurochemical level, the serotonin

(5-HT) system has been implicated in depression.

5-HT regulates among others mood, activity,

sleep, and appetite. Accumulating evidence

indicates that individuals with a serotonergic vul-

nerability, manifested in a more sensitive brain

serotonergic system, have an increased likeli-

hood of developing mood-related disorders. Spe-

cifically, polymorphisms in the 5HT transporter

system (5-HTT) have been associated with stress-

ful life events, a heightened risk for depression,

and reactivity to negative emotional stimuli. Indi-

viduals carrying two copies of the short variant of

the 5-HTT allele (i.e., 5-HTTLPR), a less active

gene resulting in fewer 5-HTT transporters, dis-

play an increased sensitivity to the impact of mild

stressful life events, an excessive amygdala activ-

ity to fearful faces and produce elevated and

prolonged levels of cortisol in response to

a laboratory stressor compared to individuals

with the long variant of the 5-HTT allele. The

heritability of the stress hormone response has

also been investigated with family studies in rel-

atives of patients with depression using neuroen-

docrine functioning tests. For example, studies

with the dexamethasone suppression test, a drug

test used to measure the effectiveness of the neg-

ative feedback mechanism of the hypothalamic-

pituitary-adrenal (HPA) axis at the level of the

pituitary, have found an amplified set point of the

HPA axis in relatives of depressed patients com-

pared to healthy controls.

Moreover, 5-HT is also involved in the mod-

ulation of the HPA axis and its associated regu-

latory actions in the secretion of cortisol, the

major human glucocorticoid stress hormone.

Cortisol binds to two corticosteroid receptors in

the brain, namely, the mineralocorticoid receptor

(MR) and the glucocorticoid receptor (GR). Two

mechanisms of cortisol binding are known. First,

cortisol can bind to the hormone response ele-

ment on DNA to influence gene expression

(intracellular MR and GR binding properties).

Secondly, cortisol can bind to membrane

versions of the corticosteroid receptors to influ-

ence glutamate transmission and gene expression

in the brain. The MR controls the basal HPA

activity through inhibition of the HPA axis, facil-

itating the selection of adaptive behavioral

responses and preventing minor adverse stressful

life events to disturb homeostasis. In contrast, the

GR promotes recovery after stress as well as the

storage of information for future events. The bal-

ance between the MR and GR receptors deter-

mines the threshold and termination of the HPA

axis response to stress. Studies have demon-

strated that individuals with polymorphisms in

the GR gene display higher cortisol responses

and inefficient recovery of the HPA axis follow-

ing standardized laboratory stress tests, thus

revealing predisposition factors for stress-related

pathology.

Genes can have a direct effect on the develop-

ment of various brain systems. To illustrate this

point, altered gene expression can reduce plastic-

ity in brain circuits regulating mood, anxiety, and

aggression and thereby decrease one’s ability to

cope with stressful life events. Moreover, genes

can bias brain circuits to inefficient information

processing which can result in the expression of

pathology (e.g., intrusive memories in patients

suffering from posttraumatic stress disorder).

Genetic polymorphisms are then viewed as vul-

nerability factors given that they produce an

increased sensitivity to the impact of stressful

life events. However, it should be kept in mind

that replication studies of candidate gene associ-

ations in pathology are relatively sparse and that

most disorders are polygenetic. Additionally, the

net outcome of a stressor is at least in part deter-

mined by the individual’s personality traits that

may be formed by genes, potentially indirectly

influencing the selection of environments and

thus the risk of exposure to adverse effects.

Lifespan models have examined the relation

between early life stressful events, later stressful

life events and pathology development. Undiffer-

entiated neuronal systems are dependent on early

experience during development. It is suggested

that early life stress results in inefficient informa-

tion processing and sensitization of brain circuits

involved in regulating stress reactivity, which
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may ultimately render people more vulnerable.

Different brain structures have specific develop-

mental trajectories resulting in a variety of path-

ological response after stress across the lifespan.

For example, prenatal stress originating from

maternal stress or postnatal environmental stress

such as the quality of parental care influences the

regulation of the HPA axis. However, exposure to

a manageable stressor during childhood can also

desensitize the stress circuits, producing experi-

ence-based resilience in which brain systems tend

to become less reactive to future stress. Early life

stress can hence be protective in that it can negate

or diminish the negative outcomes or alterna-

tively promote adaptive functioning in the con-

text of adverse stressful life events. Additionally,

other psychosocial factors during development

like social support, parental care, and affective

style have been identified as potentially protec-

tive factors that can enhance adaptive coping

during or after stress. In a similar vein, brain

frontal alpha asymmetry has been suggested to

bias individuals’ affective style and emotion reg-

ulation capacities. Specifically, left frontal acti-

vation has been linked to approach behavior and

suggested to be an indicator of decreased vulner-

ability to depression whereas right frontal activa-

tion is viewed as a predispositional factor,

lowering the threshold for adverse impact of

stressful conditions.

In sum, stress vulnerability models underscore

that the nature and intensity of the stressor in

combination with genetic vulnerability factors,

phenotypic vulnerability factors (personality,

neuroendocrine reactivity), and both genetic and

phenotypic protective (resilience) factors deter-

mine the impact and sequela of adverse stressful

life events.

Cross-References

▶Corticosteroids

▶Cortisol

▶ Family Studies (genetics)

▶ Family Stress

▶Gene-Environment Interaction

▶Glucocorticoids

▶Hypothalamic-Pituitary-Adrenal Axis

▶ Individual Differences

▶Resilience

▶ Stress

▶ Stress Reactivity

▶ Stress Responses

▶ Stress Test

▶ Stress: Appraisal and Coping

▶ Stress, Caregiver

▶ Stressor

▶Twin Studies
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Stress, Caregiver

Youngmee Kim
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Synonyms

Caregiver burden; Caregiver hassle; Caregiver

strain

Definition

The stress of caregivers is defined as a feeling

experienced when a person thinks that the

demands of caregiving exceed the personal and

social resources the individual is able to mobilize

(Lazarus & Folkman, 1984).

Description

An illness affects not only the quality of life of

individuals with the disease but also that of their

family members and close friends who care for

the patients. The stress of caregivers is defined as

a feeling experienced when a person thinks that

the demands of caregiving exceed the personal

and social resources the individual is able to

mobilize (Lazarus & Folkman, 1984). The care-

giver role of family members incorporates

diverse aspects involved in dealing with an illness

of the relative. This role includes providing the

patient with cognitive/informational, emotional,

financial/legal, daily activity, medical, and spiri-

tual support, as well as facilitating communica-

tion with medical professionals and other family

members and assisting in the maintenance of

social relationships (Kim & Given, 2008). All of

these aspects can contribute to caregivers’ stress

when they perceive it difficult to mobilize their

personal and social resources to carry out each of

the caregiving-related tasks. Therefore, identify-

ing the gaps between resources available for

caregiving and the caregiving demands, unmet

needs in caregiving, should be the initial step in

the development of programs designed to reduce

caregivers’ stress and enhance their quality

of life.

In addition to assessing the diverse aspects of

caregivers’ stress and unmet needs, understand-

ing how caregivers’ stress varies across the ill-

ness trajectory is an importance concern (Kim,

Kashy, Spillers, & Evans, 2010). For example, in

the early phase of caregivership, caregivers’

stress is often associated with providing informa-

tional and medical support to the patients. During

the remission phase, dealing with uncertainty

about the future, fear that the disease may come

back, the financial burden of extended treatment

needs of the patients, and changes in social rela-

tionships are major sources of caregivers’ stress.

After the death of the patients, spiritual concerns

and psychological and physical recovery efforts

from caregiving strain are the challenges care-

givers face.

Another important aspect of caregivers’ stress

is their own unmet needs—things that are not

directly related to caring for the patient but rep-

resent important personal needs to the caregivers.

That is, in addition to caring for the individual

with an illness, family caregivers likely have

responsibilities for self-care and care for other

family members that may have to be set aside or

ignored in order to carry out the caregiver role.

This complex construct of caregiver stress has

been associated with caregivers’ demographic

characteristics (Kim et al., 2010; Pinquart &

Sörensen, 2003, 2005). For example, younger

caregivers have reported greater stress in provid-

ing psychosocial, medical, financial, and daily

activity support during the early phase of the

illness trajectory. During the remission years

after the illness onset, however, younger care-

givers have reported greater stress only in daily

activity. Gender has been also an important fac-

tor. Female caregivers have reported greater

stress from dealing with psychosocial concerns

of the patients, other family members, and them-

selves. Ethnic minorities tend to report lower

levels of psychological stress but greater levels
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of physical stress from caregiving. Studies have

found mixed associations of caregiver stress to

other demographic characteristics, such as edu-

cation, income, employment status.

Perceived level of stress from providing care

has been significantly related to the caregivers’

quality of life, after taking into consideration the

variations in caregiving stress related to the

demographic characteristics mentioned above

(Kim et al., 2010; Pinquart & Sörensen, 2003).

Caregivers who reported higher levels of psycho-

social stress from caregiving have shown poorer

mental health consistently and strongly across

different phases of the illness trajectory. Care-

givers’ poorer mental health has also been related

to higher levels of stress from meeting the med-

ical needs of the patients during the early phase of

illness, whereas during remission, poorer mental

health has been related to financial stress from

caregiving.

With regard to the self-reported physical

health of the caregivers, caregivers’ perceived

stress has been a fairly weak contributor beyond

contributions of demographic factors (Kim et al.,

2010; Pinquart & Sörensen, 2003). However, the

physical burden of caregiving, documented in

objective measures, is considerable. For exam-

ple, compared with matched non-caregivers,

caregivers for a spouse with dementia report

more infectious illness episodes, have poorer

immune responses to influenza virus and pneu-

mococcal pneumonia vaccines (Glaser, Sheridan,

Malarkey, MacCaullum, & Kiecolt-Glaser,

2000), show slower healing for small standard-

ized wounds, have greater depressive symptoms,

and are at greater risk for coronary heart disease

(2000; Vitaliano, Zhang, & Scanlan, 2003).

A recent meta-analysis (2003) concluded that

compared with demographically similar non-

caregivers, caregivers of dementia patients had

a 9% greater risk of health problems, a 23%

higher level of stress hormones, and a 15% poorer

antibody production. Moreover, caregivers’ rela-

tive risk for all-cause mortality was 63% higher

than non-caregiver controls.

Immune dysregulation has been identified as

a key mechanism linking caregiving stress to

physical health. Chronically stressed dementia

caregivers have numerous immune deficits

compared to demographically matched non-

caregivers, including lower T-cell proliferation,

higher production of immune regulatory cyto-

kines (interleukin-2 [IL-2], C-reactive protein

[CRP], tumor necrosis factor-alpha [TNF- a],
IL-10, IL-6, D-dimer), decreased antibody and

virus-specific T-cell responses to influenza virus

vaccination, and a shift from a Th1 to Th2 cyto-

kine response (i.e., an increase in the percentage

and total number of IL10+/CD4+ and IL10+/

CD8+ cells) (Segerstrom & Miller, 2004;

Vitaliano et al., 2003). A 6-year longitudinal

community study (Kiecolt-Glaser et al., 2003)

documented that caregivers’ average rate of

increase in IL-6 was about four times as large as

that of non-caregivers. The mean annual change

in IL-6 among former caregivers did not differ

from that of current caregivers, even several

years after the death of the spouse. There were

no systematic group differences in chronic health

problems, medications, or health-relevant behav-

iors that might otherwise account for changes in

caregivers’ IL-6 levels during the 6 years of the

study period (2003).

Another mechanism linking caregiving stress

to poor physical health is lifestyle behaviors.

Family members with chronic strain from caring

for dementia patients increase health-risk

behaviors, such as smoking and alcohol con-

sumption (Carter, 2002). They also get inade-

quate rest, inadequate exercise, and forget to

take prescription drugs to manage their own

health conditions, resulting in poorer physical

health (Beach, Schulz, Yee, & Jackson, 2000;

Burton, Newsom, Schulz, Hirsch, & German,

1997).

In summary, caregiver stress is a

multidimensional construct that varies in nature

across the illness trajectory. Certain caregivers

by their demographic characteristics can be

identified as a vulnerable sub-group to greater

caregiving stress. Overall, however, caregiving

stress takes a considerable toll on the care-

givers’ mental and physical health. Such effects

deserve further systematic study to understand
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their psychological, biological, and behavioral

pathways.

Cross-References

▶Alzheimer’s Disease

▶Cancer Survivorship

▶Caregiver/Caregiving and Stress

▶Daily Stress

▶Dementia

▶ Family Stress

▶ Family, Caregiver

▶ Family, Relationships

▶Quality of Life
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Synonyms

Adversity, early life; Trauma, early life

Definition

In order to define early life stress in humans, two

main criteria must be considered: (a) the devel-

opmental age range that is subsumed under “early

life” and (b) the characteristics of the events that

would be considered as “stressful” during early

life. There is no such generally agreed upon def-

inition (Heim, Meinlschmidt, & Nemeroff 2003).

Many investigators use an upper age limit to

define the early life criterion, usually between 12

and 18 years. An alternative approach is to define

the early life period by developmental stage,

using, for example, sexual maturation (such as

menarche in girls) as a cutoff criterion.

As for the stress criterion, prevailing models

suggest that stress is generally experienced when

an individual is confronted with a situation,

which is appraised as personally threatening and

for which adequate coping resources are
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unavailable. In addition, threats to physiological

homeostasis, such as injury or illness, elicit stress

responses. Any such situation occurring within

the defined developmental period may be classi-

fied as early life stress. The most salient forms of

early life stress in humans are abuse (sexual,

physical, emotional), neglect (emotional, physi-

cal), and parental loss (death, separation). Other

forms of early life stress include accidents, phys-

ical illness, surgeries, natural disasters, and war

or terrorism-related events. Less obvious experi-

ences, which pose significant distress on a child,

include unstable families, inadequate parental

care, dysfunctional relationships between parent

and child, and poverty.

Early life stress is often complex, inasmuch as

various forms coexist or are associated among

each other. While early life stress may be

a single event, it more typically occurs as chronic

or ongoing adversity in most cases. Taken

together, there remains substantial ambiguity in

the definition of early life stress in humans

(Heim, Meinlschmidt, & Nemeroff 2003).

Description

It is well established that early life stress, such as

childhood abuse, neglect, or loss, dramatically

increases the risk for developing a wide range of

psychiatric disorders as well as certain medical

diseases later in life. Among the major psychiat-

ric disorders, depression and anxiety disorders

have been most prominently linked to early life

stress. Medical disorders, for which early-life

stress induces risk, include ischemic heart dis-

ease, lung disease, cancer, gastrointestinal disor-

ders, and chronic fatigue and pain syndromes

among others. Early life stress has further been

linked to a variety of risk behaviors, including

smoking, alcohol, or drug abuse, impulsive

behavior, promiscuity, teen pregnancy, and sui-

cide (for further reading, see Anda et al., 2006).

Many of the above disorders and risk behaviors

are elicited or aggravated by acute stress, and

individuals with early life stress experiences

have decreased thresholds to exhibit symptoms

and risk behaviors even upon mild challenge

(Hammen, Henry, & Daley, 2000).

The precise mechanisms that mediate the det-

rimental and persistent impact of early adversity

on long-term adaptation and health have been

the subject of intense inquiry over decades.

Advances from neuroscience research have pro-

vided compelling insights into the enormous

plasticity of the developing brain as a function

of experience. For example, visual sensory input

early in life is required for normal development

of the visual cortex and perception, and disrup-

tive experiences during such critical periods of

plasticity can lead to lifelong and sometimes

irreversible damage. The same principle may be

applied to stress experiences during critical

periods early in life that may permanently impact

on the development of brain regions implicated

in the regulation of emotion and stress responses

(for further reading, see Weiss &Wagner, 1998).

Enduring effects of early life stress on the brain

and its regulatory outflow systems, including the

autonomic, endocrine, and immune systems, may

then lead to the development of a vulnerable phe-

notype with increased sensitivity to stress and

risk for a range of behavioral and somatic disor-

ders (for further reading, see Heim, Plotsky, &

Nemeroff, 2004).

Compelling support for this hypothesis comes

from a burgeoning literature of studies in animal

models that provide the direct and causal evi-

dence that early adverse experience, such as

prolonged maternal separation or naturally occur-

ring low maternal care, leads to structural, func-

tional, and epigenetic changes in a connected

network of brain regions that is implicated in

neuroendocrine control, autonomic regulation

and vigilance, and emotional regulation or fear

conditioning. These neural changes converge

into lifelong increased physiological and behav-

ioral responses to subsequent stress in animal

models (see Heim et al., 2004; Lupien, McEwen,

Gunnar, & Heim, 2009; Meaney, 2001). These

effects appear to be present across species and in

different models of adversity, while the unifying

element across studies is timing of the stressor

in early life. Particularly intriguing are results
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from animal studies suggesting that epigenetic

changes, stress sensitization, and maternal care

behavior are transmitted into the next generation

(Francis, Diorio, Liu, & Meaney, 1999; Franklin

et al., 2010).

Accumulating evidence suggests that these

preclinical findings can be translated to humans.

For example, adult women with histories of

childhood sexual or physical abuse exhibit

markedly increased neuroendocrine and auto-

nomic responses to psychosocial laboratory

stress, particularly those with depression (Heim

et al., 2000). Other alterations in humans with

early life stress experiences include glucocor-

ticoid resistance, increased levels of inflamma-

tion, increased central corticotropin-releasing

hormone activity and decreased activity of the

prosocial neuropeptide, oxytocin (Carpenter

et al. 2004; Danese, Pariante, Caspi, Taylor, &

Poulton, 2007; Heim, Newport, Mletzko,

Miller, & Nemeroff, 2008; Heim et al., 2009).

A small hippocampus has also been linked to

early life stress in humans (Vythilingam et al.,

2002). Early adversity has also been found to be

associated with epigenetic changes of the gluco-

corticoid receptor gene in hippocampal tissue

obtained by postmortem from suicide victims,

leading to reduced glucocorticoid receptor

expression and enhanced stress responses

(McGowan et al., 2008).

Taken together, these neurobiological and epi-

genetic changes secondary to early life stress

likely reflect risk to develop depression and

a host of other disorders in response to additional

challenge. In several studies, these changes were

not present in depressed persons without early

life stress, suggesting the existence of biologi-

cally distinguishable subtypes of depression as

a function of early life stress (Heim et al., 2008,

2004). These subtypes of depression were also

found to be responsive to differential treatments

(Nemeroff et al., 2003). Therefore, consideration

of early life stress might be critical to guide

treatment decisions.

Several genes moderate the link between

childhood trauma and adult risk for depression

and other disorders, including the serotonin

transporter, corticotropin-releasing hormone

receptor 1, FK506 binding protein 5, and oxyto-

cin receptor genes. A more recent idea is that

such genetic factors might reflect general sensi-

tivity to the environment, inasmuch as persons

who are susceptible to the detrimental effects of

trauma might also be particularly amenable to the

beneficial effects of a positive social environment

or early psychological intervention (Binder et al.,

2008; Bradley et al., 2008; Bradley, Westen,

Binder, Jovanovic, & Heim, 2011; for further

reading, see Caspi, Hariri, Holmes, Uher, &

Moffitt, 2010).
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Synonyms

Emotional distress; Mental stress; Psychological

stress; Stress

Definition

Emotional stress involves the experience of

negative affect, such as anxiety, in the context

of a physiological stress response that includes

cardiovascular and hormonal changes. Emotional

stress commonly occurs when an individual

perceives that he or she does not have adequate

personal resources to meet situational demands

effectively (Lazarus, 1966).

Description

Early conceptions of stress characterized its

physical properties, with a focus on the disruption

of homeostasis in an organism (Selye, 1956). The

stress concept subsequently evolved to include a

greater emphasis on the influence of psychologi-

cal factors on the stress process. The term “emo-

tional stress” reflects the fact that the stress

process in humans involves a substantial affec-

tive component.

Emotional stress includes both negative affect,

such as anxiety and distress, as well as a cascade

of physiological responses associated with the
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stress-response system. Physiological responses

promote “fight or flight” and include activation of

the hypothalamic pituitary adrenal (HPA) axis,

which stimulates secretion of cortisol, and

activation of the sympathetic nervous system,

which increases heart rate (Sapolsky, 1994).

Behavioral responses may include attempts to

flee or avoid the stressor or to actively address it.

Emotional stress can be triggered by various

stress exposures, including major life events,

chronic stressful situations, and daily hassles.

Certain objective features of a stressor influence

the likelihood that it will produce emotional

stress. For instance, emotional stress is more

likely to result from stressors that are not within

an individual’s control (e.g., a death) and

affect central aspects of an individual’s life

(Dohrenwend, 2000).

Individual differences are also critical compo-

nents in predicting levels of emotional stress, par-

ticularly when the stressor is not extremely

traumatic. Thus, the same stressor may produce

emotional stress in one individual but not in

another. Richard Lazarus and Susan Folkman’s

work has established the importance of appraisal

processes in generating or buffering against stress

(Lazarus & Folkman, 1984). Emotional stress

results from an appraisal that the situation is threat-

ening and that efforts to address it effectively are

not likely to be successful. In contrast, a sense of

positive challenge may arise if the situation is not

perceived as overly threatening or if the perceiver

feels capable of an effective response. Similarly,

a number of other factors can increase risk for, or

protect against, emotional stress. These factors

include the ability to employ effective coping

strategies and the presence of positive social sup-

ports (Kessler, Price, & Wortman, 1985).

A life course perspective is important

for understanding the etiology of vulnerability

to emotional stress. Both vulnerability to stress

and resilience are likely shaped over the life

course by complex interactions of genetic fac-

tors, biological mechanisms, and environmental

exposures. Emerging research suggests that

exposure to stress and adversity during sensitive

periods early in the life course (prenatal, early

postnatal, childhood) may be especially critical in

influencing genetic expression and impacting

the developing stress-response system, with

long-term effects on vulnerability to emotional

stress (Anderson & Teicher, 2009; Dudley,

Li, Kobor, Kippin, & Bredy, 2011; Shonkoff,

Boyce, & McEwen, 2009).

A key reason for continued interest in the

study of emotional stress is its well-documented

link with development of both mental and phys-

ical disorders. Major depressive disorder and

posttraumatic stress disorder are two commonly

studied psychiatric sequelae of emotional stress.

Emotional stress has also been found to predict

cardiovascular disease and other physical health

problems (Brotman, Golden, & Wittstein, 2007;

Rozanski, Blumenthal, & Kaplan, 1999).

Putative mechanisms linking emotional stress

with psychiatric and physical disorders include

stress-related neurobiological changes (e.g.,

dysregulation of the HPA axis) and increased

cardiovascular reactivity to stress with slow

recovery (Chida & Steptoe, 2010; Hammen,

2005); detailed understanding of these pathways

requires more study.

A variety of psychosocial stress management

interventions have been developed to reduce

emotional stress and prevent its negative effects

on health. Such interventions generally aim

to enhance positive coping methods, including

the use of relaxation techniques, exercise, and

cognitive strategies for managing stress. Some

stress management interventions have been

shown to have positive effects on emotional and

physical outcomes (e.g., Blumenthal et al., 2005).

Cross-References

▶Cardiovascular Disease

▶Coping

▶Depression: Symptoms

▶Relaxation

▶ Stress Responses

▶ Stress Vulnerability Models

▶ Stress, Early Life
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▶ Stress Reactivity

▶ Stress: Appraisal and Coping

▶ Stressor

▶ Sympathetic Nervous System (SNS)
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Definition

Exercise is a form of physical activity that

involves repeated body movements that are both

structured and planned with the intention of

maintaining or enhancing one’s health or physi-

cal fitness. Typically, exercise is characterized as

either aerobic or anaerobic with the former

emphasizing the use of oxygen for sustained

movements such as jogging or swimming,

whereas the latter emphasizes the use of muscle

glycogen supply and metabolism as sources of

energy for higher-intensity activities such as

strength and resistance training. Moreover, exer-

cise has been defined in terms of being chronic/

regular/habitual or as acute/single bout.

Stress represents a response among

biopsychosocial systems in an effort to adapt to

a challenge. The nature of the challenge has been

delineated along several dimensions, including

but not limited to its intensity, duration, fre-

quency, quality, and familiarity. The stress

response has been measured in naturally occur-

ring situations as well as in laboratory settings

and ranged from self-reported questionnaires to

physiological indices of neuroendocrine, heart

rate, and blood pressure reactivity.

Description

The health benefits of exercise and physical fit-

ness have been well documented in the literature.

In particular, the effects of exercise on reduced

morbidity and mortality from cardiovascular dis-

ease have received a great deal of attention, in

part, due to the association between stress and
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cardiovascular disease and the potential attenua-

tion of physiological reactivity to stressors.

Notably, an acute bout of exercise may also act

as a stressor and elicit the same cardiovascular

and neuroendocrine responses as psychosocial

stressors without the detrimental effects health.

As exercise becomes chronic and habitual, the

physiological adaptations (e.g., reduced heart

rate and blood pressure and increased parasym-

pathetic activity) that occur are thought to

yield similar responses and adaptations in the

presence of psychosocial stressors. This benefi-

cial adaptation and reduced sensitivity to stress is

characterized in the literature as the cross-

stressor-adaptation hypothesis. Thus, the effect

of exercise on stress response is somewhat para-

doxical as it is considered to be both a stressor

and a potential modifier of stress. Most investi-

gations of exercise-stress adaptations have relied

upon laboratory stressors (e.g., mental arithmetic,

public speaking and evaluative scenarios, cold

pressor tests, reaction time, Stroop color-word

test), cardiorespiratory responses, and cross-

sectional designs. Although a number of studies

have examined the association between exercise/

fitness and psychophysiological stress responses,

the findings have been rather mixed even among

the reviews and quantitative analyses of the

literature.

In an initial meta-analysis of the relationship

between aerobic fitness and resistance to stress

reactivity by Crews and Landers (1987), the

overall effect size across multiple indices was

d = 0.48 with effects ranging from 0.15 to 0.87.

The findings from this review suggested that fit-

ness/exercise training was beneficial in reducing

reactivity to stressors with regards to heart rate

d = (0.39), diastolic blood pressure d = (0.40),

systolic blood pressure d = (0.42), self-reported

stress d = (0.57), skin response d = (0.67), and

muscle tension d = (0.87). The review has since

been criticized for a number of methodological

limitations including confounding reactivity with

recovery. Later qualitative reviews reported no

beneficial effect for fitness on stress reactivity in

terms of heart rate, blood pressure, or catechol-

amine responses, with the effect on stress recov-

ery determined to be inconclusive (Claytor, 1991;

De Geus & Van Doornen, 1993). More recently,

Jackson and Dishman (2006) revealed in a meta-

analytic review that fitness was associated with

a slight increase in stress reactivity to laboratory

psychosocial stressors. Notably, a small effect

size was present between cardiorespiratory

fitness and stress response recovery, indicating

that physically fitter individuals appeared to

have an enhanced and quicker recovery following

their peak stress response. In contrast to these

findings, Forcier and colleague’s (2006) meta-

analytic review examining the effects of aerobic

fitness on stress reactivity and recovery revealed

that, despite considerable heterogeneity present

in the analyses and no significant moderation

effects (e.g., gender, stressor intensity), signifi-

cant effects for exercise/fitness were found for

decreased heart rate and systolic blood pressure

reactivity. Additionally, a significant effect was

found for fitness and heart rate recovery, though

no such effect was present for systolic blood pres-

sure. Thus, the findings from this meta-analysis

suggest a beneficial attenuated physiological reac-

tivity and improved recovery from psychosocial

stressors as a consequence of fitness/chronic exer-

cise. Although the effects between fitness and

reactivity/recovery appeared small in magnitude

(e.g., 1.8 bpm heart rate reactivity, 3.7 mmHg

systolic blood pressure reactivity), the differences

are equivalent to 15–25% reductions in reactivity

which may still be of clinical importance.

Evidence from a recent meta-analysis

(Hamer, Taylor, & Steptoe, 2006) examining

blood pressure response to a psychosocial

stressor suggested that an acute bout of aerobic

exercise may result in a significant reduction

in reactivity. That is, medium effect sizes

revealed that exercise resulted in beneficial atten-

uated stress reactivity for both diastolic and

systolic blood pressure with reductions of a

3.0 mmHg and 3.7 mmHg in diastolic and sys-

tolic responses, respectively. The observed

effects appeared most robust with psychosocial

stressors administered up to 30 min postexercise

with moderate to vigorous exercise intensity and

durations lasting from 20 min to 2 h. The findings

from this review offer the possibility that the

effects of acute exercise may account for some

Stress, Exercise 1909 S

S



of the mixed results from studies examining

chronic exercise and blood pressure reactivity

because habitually exercising may place an

individual in the postexercise “window” more

frequently when encountering daily stressors

and thereby result in attenuated stress responses.

Although evidence from meta-analytic

reviews is lacking, some studies have reported

relationships between physical fitness and

reduced hypothalamic-pituitary-adrenal (HPA)

axis psychosocial stress reactivity, such as corti-

sol and inflammatory cytokine production.

However, the ability to draw solid conclusions

in this area is currently limited. With regard

to sympathetic-adrenal-medullary responses, the

findings appear conflicting as a result of sampling

methodology and exercise intensity and durations

employed. Some studies have found no effect of

fitness on norepinephrine and epinephrine levels,

whereas other studies have reported higher norepi-

nephrine levels in the early phases of a stress

response or, conversely, an association between

lower levels of fitness and an increased norepi-

nephrine response. In animal analogue studies,

levels of norepinephrine have been shown to

increase in the frontal cortex following an acute

bout of exercise, suggesting increased vigilance to

threat and reactivity; however, reduced levels have

been found in the hypothalamus and hippocampus

which suggests diminished stress reactivity.

In summary, although it appears that acute and

chronic exercise and fitness may favorably influ-

ence an individual’s response to psychosocial

stress, further research is needed to clarify this

relationship. Reviews of the literature suggest

that there is a need for greater methodological

rigor and reporting as well as examination of

potential moderators of exercise-reactivity and

exercise-recovery associations.

Cross-References

▶Benefits of Exercise

▶ Physical Activity and Health

▶ Stress

▶ Stress Reactivity

▶ Stressor
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Definition

Posttraumatic stress is a stress reaction character-

ized by a multitude of symptoms following

a traumatic event. Symptoms can be affective,

behavioral, cognitive, and/or physiological in

nature. These symptoms appear only after expo-

sure to an event that involved a threat to one’s

physical integrity such as actual or threatened

death or serious injury to oneself, witnessing

such a threat on another person, or learning of

such a threat experienced by a family member or

other close person. A traumatic event can come in

many forms including but not limited to a natural

disaster (e.g., earthquake, tornado), violent per-

sonal attack, (e.g., rape, robbery), military com-

bat, terrorist attack, severe automobile accident,

or diagnosis of life-threatening illness (American

Psychiatric Association [APA], 1994). Although

posttraumatic stress is similar to posttraumatic

stress disorder (PTSD), a diagnosable psycholog-

ical condition, it is distinctly different in that the

symptoms of posttraumatic stress may not be as

severe or as numerous as those of PTSD. Thus,

not all of the criteria necessary for diagnosis of

PTSD are met, and the symptoms typically do not

cause clinically significant distress or impairment

in important areas of functioning.

Description

Rates of trauma exposure are unclear, but it is

estimated that a majority of people, over 60%,

living within the United States have experienced

at least one traumatic event (Resick, Monson, &

Rizvi, 2008). Some of those affected will develop

no signs of distress, whereas some will develop

clinically significant, diagnosable signs of dis-

tress, and yet others, people experiencing

posttraumatic stress, can be categorized as devel-

oping subclinical levels of distress. Like many

other psychological difficulties, whether or not

someone develops significant signs of distress

after a traumatic event depends on many vari-

ables such as the individual’s coping abilities,

trauma history, support system, type of traumatic

event, intensity of the event, proximity to the

event, and so on. Individuals with diminished

coping abilities, extensive trauma histories,

weak support systems, and who experience

more intense and physical traumas closer to

their bodies will be at greater risk for suffering

from more severe posttraumatic distress (APA,

1994; Resick et al., 2008). Since the subclinical

population does not warrant a diagnosis and most

likely does not seek treatment due to the lack of or

low level of impairment, it is difficult to estimate

how many are afflicted by posttraumatic stress.

However, individuals living with posttraumatic

stress experience various difficulties, which can

be categorized into groups of affective, behav-

ioral, cognitive, and physiological symptoms.

Affective Symptoms

After a traumatic event, one can feel a variety of

stressful emotions as a consequence for days,

weeks, or even months after the experience.

Intense fear and helplessness are characteristic

markers of posttraumatic stress (APA, 1994;

Beidel & Stipelman, 2007; Resick et al., 2008).

A person can feel scared that the event might

reoccur at any moment and horror that he or she

will be unable to stop it from happening again.

One might fear for their life and worry that death

or severe injury is imminent, creating constant

anxiety, and perhaps a sense of a foreshortened

future (APA, 1994; Beidel & Stipelman, 2007).

Some people may react to a traumatic incident

with guilt and/or shame, unwilling to talk to

others about the incident believing that they are

at fault for the event. Sadness and even depres-

sion can also arise as a result from experiencing

a trauma. This can lead to no longer finding

pleasure in activities that the person once enjoyed

or in diminished social involvement (Beidel &

Stipelman, 2007). Lastly, an individual may

experience a feeling of anger, manifested through

irritability or outbursts (APA, 1994). This anger

may be focused on the event itself; it may also be

geared toward others, perhaps blaming others for

the occurrence of the event or fueled by mistrust

of others. Overall, the affective symptoms that

result from posttraumatic stress are typically

negative and can become harmful if they linger

for too long.
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Behavioral Symptoms

Certain behaviors that were not present before

a traumatic event can also surface as a result.

Hypervigilance, a constant watchful eye on

one’s surroundings, is a hallmark behavior used

to protect oneself from unexpected threats. This

hypervigilance includes heightened sensory sen-

sitivity with an intense, somewhat irrational reac-

tion or an exaggerated startle response (APA,

1994; Beidel & Stipelman, 2007). For example,

an individual who has personally experienced an

earthquake may become more aware of slight

tremors, flickering lights, rattling windows, or

rumbling sounds that others do not notice.

These stimuli might arouse fear or anxiety in the

individual who might feel as if they are

reexperiencing the traumatic event. A person

may also purposely work toward not

reexperiencing or remembering the event. He or

she might avoid certain places, people, smells,

sounds, topics of conversation, or anything else

that might trigger memories of the incident and

may even be unable to recall certain aspects of the

event altogether (Beidel & Stipelman, 2007;

Resick et al., 2008). One might also learn to

numb their feelings so that they no longer expe-

rience fear, anxiety, or anger as a protective mea-

sure from the various affective symptoms that

may have developed after the trauma. However,

this typically also leads to numbing positive

affect such as joy and excitement as well,

restricting one’s range of affect (APA, 1994;

Beidel & Stipelman, 2007). Avoidance and

numbing can further cause a person to become

somewhat reclusive and decrease involvement in

social situations, resulting in a feeling of detach-

ment or estrangement from friends and family. In

general, the behavioral symptoms that appear

after a traumatic event are used as coping mech-

anisms to either protect oneself to keep such an

event from reoccurring or to distance oneself

from the event that has occurred.

Cognitive Symptoms

There are key cognitions that are representative

of those individuals who have experienced

a trauma. Most often, there is an overgenera-

lization of the event and the harm that it caused

(Resick et al., 2008). In other words, an individ-

ual might believe that harmful or deadly events

happen more often and in more places than pre-

viously thought. He or she might feel that he

or she is always at risk and lacks safety,

misappraising minor events or stimuli as much

more dangerous than they really are. A victim

might lose trust in others and think that others

are out to harm him or her, particularly if another

human being caused the trauma. Other distorted

cognitions about power and control may surface

as well (Resick et al.). Such beliefs might be that

one has no control or power over events in their

daily life, perhaps lowering self-esteem. Another

distortion might be self-blame where the victim

believes he or she had complete control and

power in the situation, bringing the traumatic

event upon him or herself. This can result in

a feeling of shame or guilt.

Although cognitive symptoms usually only

include cognitions or beliefs that a person holds,

in the case of posttraumatic stress, they also

include ideas, images, and impulses that might

materialize in one’s mind after a traumatic event.

Individuals might have sudden, intrusive memo-

ries of images, smells, sounds, etc., of the event

flash in his or her mind (APA, 1994). The victim

might also have distressing dreams about the

incident or feel and act as if he or she is reliving

the terrible moment (Resick et al., 2008). Due to

the many stressors experienced after a traumatic

event, concentration may be difficult for individ-

uals with posttraumatic stress.

Physiological Symptoms

Posttraumatic stress causes physiological

changes as well. Most notably, there is an

increase in heart rate and sweat gland activity.

Levels of cortisol may also rise. These symptoms

may lead to exhaustion or various serious ill-

nesses such as heart disease (Resick et al., 2008;

Sarafino, 2008).

Summary

Posttraumatic stress is a psychological stress

reaction following a traumatic event. It is charac-

terized by a multitude of affective, behavioral,

cognitive, and physiological symptoms that
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negatively impact an individual. However, the

symptoms are not severe enough to cause impair-

ment in social, occupational, or other areas of

functioning and therefore do not warrant a diag-

nosis. Nevertheless, if symptoms become more

severe and do not diminish within a month’s time,

they may be a sign of a diagnosable psychologi-

cal condition, posttraumatic stress disorder. In

such a case, the individual should seek treatment

from a professional psychologist or counselor.

Cross-References

▶ Posttraumatic Growth

▶ Posttraumatic Stress Disorder

▶ Stress
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Stress: Appraisal and Coping

Susan Folkman

Department of Medicine, School of Medicine,

University of California San Francisco,

San Mateo, CA, USA

Definition

Stress has been defined traditionally either as

a stimulus, often referred to as a stressor, that

happens to the person such as a laboratory shock

or loss of a job, or as a response characterized

by physiological arousal and negative affect, espe-

cially anxiety. In his 1966 book, Psychological

Stress and the Coping Process (Lazarus, 1966),

Richard Lazarus defined stress as a relationship

between the person and the environment that is

appraised as personally significant and as taxing or

exceeding resources for coping. This definition

is the foundation of stress and coping theory

(Lazarus & Folkman, 1984).

Description

Stress and coping theory provides a framework

that is useful for formulating and testing

hypotheses about the stress process and its

relation to physical and mental health. The

framework emphasizes the importance of two

processes, appraisal and coping, as mediators of

the ongoing relationship between the person and

the environment. Stress and coping theory is rel-

evant to the stress process as it is experienced in

the ordinary events of daily life, major life events,

and chronic stressful conditions that stretch out

over years.

Appraisal refers to the individual’s continuous

evaluation of how things are going in relation to

his or her personal goals, values, and beliefs.

Primary appraisal asks “Am I okay?” Secondary

appraisal asks “What can I do?” Situations that

signal harm or potential harm that is personally

significant and in which there are few options

for controlling what happens are appraised as

stressful. Stress appraisals include harm or loss,

which refer to damage already done; appraisals

of threat, which refer to the judgment that

something bad might happen; and appraisals of

challenge, which refer to something that may

happen that offers the opportunity for mastery

or gain as well as some risk of an unwelcome

outcome. Situations that are appraised as high in

personal significance and low in controllability,

for example, are usually appraised as threats, and

situations that are high in personal significance

and high in controllability are more likely to

be appraised as challenges.
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The concept of appraisal addresses the issue

of variability of responses among people

experiencing a similar stressor and why a given

situationmay bemore stressful for one person than

another. The situation may involve goals, values,

or beliefs that are more personally significant for

one person than for another, or one person may be

better equipped than another to control the situa-

tion’s outcome. Appraisal-based approaches

now dominate the field (Pearlin, Lieberman,

Menaghan, & Mullan, 1981).

Appraisals generate emotions that vary in

quality and intensity according to the person’s

evaluation of personal significance (primary

appraisal) and options for coping (secondary

appraisal). Threat appraisals, for example, are

often accompanied by fear, anxiety, and worry;

harm/loss appraisals are often accompanied by

anger, sadness, or guilt; and challenge appraisals

are often accompanied by eagerness and excite-

ment as well as a touch of threat.

People experience a complex array of emo-

tions during real-life stressful events, including

positive as well as negative emotions (Folkman,

1997, 2008). Emotions indicate that something is

happening that matters to the individual. Emo-

tions also often signal what the person intends to

do. Negative emotions have long been associated

with the individual’s preparation to approach or

avoid, fight or flee (Lazarus, 1991). Positive emo-

tions have more recently been examined for their

roles in the stress process. Positive emotions, for

example, are associated with widened focus of

attention, motivating meaning-focused coping,

and eliciting social support (Folkman, 2008;

Fredrickson, 1998).

Coping refers to the thoughts and actions

people use to manage distress (emotion-focused

coping), manage the problem causing the distress

(problem-focused coping), and sustain positive

well-being (meaning-focused coping). Emotion-

focused coping includes strategies such as dis-

tancing, humor, and seeking social support

that are generally considered adaptive, and strat-

egies such as escape-avoidance, day dreaming,

and blaming others that are generally considered

maladaptive. Problem-focused coping includes

strategies such as information gathering, seeking

advice, drawing on previous experience, negoti-

ating, and problem solving. Meaning-focused

coping includes strategies such as focusing on

deeply held values, beliefs, and goals; reframing

or reappraising situations in positive ways; and

amplifying positive moments over the course of

a day (Folkman & Moskowitz, 2000).

Coping is influenced by the person’s coping

resources including psychological, spiritual,

social, environmental, and material resources,

and by the nature of the situation, especially

whether its outcome is controllable or has to be

accepted. Problem-focused coping is used more

in situations that are controllable, and emotion-

focused coping is used more in situations that

have to be accepted. Meaning-focused coping

appears to be used more in situations that are

chronic and not resolvable, such as in caregiving

or serious illness. It is hypothesized that

meaning-focused coping becomes more

active when initial coping efforts fail to

make the situation better (Folkman, 2011). Mean-

ing-focused coping sustains other coping efforts

and restores coping resources.

People use an array of coping strategies in

real-life situations. Most situations involve more

than one coping task or goal, each of which

requires a coping strategy tailored to that task or

goal. And people switch coping strategies when

the ones they are using do not have the desired

effect. Coping also changes as an encounter

unfolds in response to changes in the environ-

ment, the situation, or to changes within the

person.

Coping effectiveness is determined contextu-

ally because effective coping in one situation

may be ineffective in another. For instance, dis-

tancing may be ineffective when a person should

be problem solving or preparing for an upcoming

challenge, whereas it may be effective when there

is nothing to be done, as when waiting for a test

result. Researchers often identify on an a priori

basis the outcome that is desired, such as

improved mood. In such cases, effective coping

is the coping that is associated with the desired

outcome.

Another approach to evaluating coping is to

examine the goodness of the fit between the
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appraised options for coping and the choice

of coping strategy. Problem-focused coping

that is used when the situation is appraised as

controllable, for example, would be a good fit,

whereas the same form of coping in situation

where nothing can be done would be a poor fit.

Conversely, distancing that is used when there

is nothing that can be done would be a

good fit, whereas the same form of coping in a

controllable situation that called for attention

would be a poor fit.

Like appraisal, coping is key to understanding

why the outcomes of given stressful situations can

vary from person to person. Two people may cope

quite differently with the same stressful situation

because of differences in their resources, experi-

ences,motivation, preferences, and skills for coping.

The dynamic quality of the stress process is

evident in changes in the appraisal and reappraisal

process, the fluidity of emotions, and changes in

coping thoughts and actions as an encounter

unfolds. The processes are also in reciprocal rela-

tionships. An outcome of appraisal and coping at

Time 1, such as mood, for example, can become

a predictor of appraisal and coping at Time 2.
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Stroke Burden

Jonathan Newman

Columbia University, New York, NY, USA

Definition

Description

Strokes are one of the leading causes of death and

disability: each year, nearly 800,000 Americans

experience a new or recurrent stroke. Approxi-

mately 600,000 of these are first events and

roughly 180,000 are recurrent attacks. In the

United States, strokes accounted for 1 out of

every 16 deaths in 2004, and more than 50% of

the deaths attributable to strokes occurred outside

of the hospital. When separated from other car-

diovascular diseases, stroke is the third leading

cause of death, behind heart disease and cancer.

Importantly, strides have been made in reduction
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of stroke mortality: the stroke death rate has

fallen more than 20% from 1994 to 2004. How-

ever, important disparities remain. While His-

panic, Latino, American Indian, and Pacific

Islander populations have somewhat lower stroke

death rates than whites, black men and women

continue to have significantly higher stroke death

rates than all other populations, and the preva-

lence of stroke remains higher in minority

populations than among whites. Lastly, because

women live longer than men, in 2004, women

accounted for greater than 60% of stroke deaths

in the United States.

In addition to the significant mortality, the

morbidity associated with stroke is considerable:

more than 25% of stroke survivors older than age

65 are disabled 6 months later. The length of time

to recover from a stroke depends on its initial

severity. From 50% to 70% of stroke survivors

regain functional independence, but 15–30% are

permanently disabled, and 20% require institu-

tional care at 3 months after onset. Although 70%

of strokes are a first cardiovascular event, 15% of

survivors will have a recurrent event within

1 year, and 30% will have a recurrent event

within 5 years. The period soon after an acute

stroke is associated with the highest rate of stroke

recurrence, and the risk of stroke following

a transient ischemic attack (TIA) is over 10%

for the following 90 days.

The medical costs of stroke are high: the esti-

mated direct and indirect costs of stroke for 2008

are $65.5 billion USD. In comparison, the 2008

costs for coronary heart disease were estimated at

$156.4 billion USD, making stroke one of the

leading US health-care expenditures. The mean

lifetime cost of ischemic stroke is over $140,000

USD, and 70% of the first-year costs following an

acute stroke are due to inpatient hospital costs.

Finally, the burden associated with stroke con-

tains an important association with other cardio-

vascular disease processes and risk. Many risk

factors for stroke overlap with those of cardiac

and peripheral vascular disease. This overlap has

led to the concept of “global risk” for cardiovascu-

lar disease in general, of which stroke is one com-

ponent. High blood pressure is the greatest risk

factor for stroke, but factors like smoking, diabetes,

and low high-density lipoprotein levels are impor-

tant risk factors. Depression has been suggested to

be an independent risk factor for stroke. The occur-

rence of a stroke is therefore likely to be the initial

manifestation of a global cardiovascular disease

process, with high morbidity, mortality, and cost,

and risk factors that overlap with traditional car-

diovascular risk factor categories.
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Stroop Color-Word Test

Mark Hamer

Epidemiology and Public Health, Division of

Population Health, University College London,

London, UK

Synonyms

Mental stressor; Problem solving

Definition

The Stroop test is commonly used in psychophys-

iological studies as a problem-solving task to

elicit mental stress. The test is an incongruent

task that requires participants to identify the
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name of a color (e.g., “blue,” “green,” or “red”)

that is printed in a conflicting color not denoted

by the name (e.g., the word “red” printed in blue

ink instead of red ink). The task primarily evokes

beta-adrenergically driven responses, resulting

in increased heart rate and cardiac output.

Functional neuroimaging studies of the Stroop

effect have consistently revealed activation in

the frontal lobe and more specifically in the ante-

rior cingulate cortex and dorsolateral prefrontal

cortex, two structures hypothesized to be respon-

sible for conflict monitoring and resolution.

Cross-References
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Structural Equation Modeling (SEM)

Maria Magdalena Llabre and William Arguelles

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

SEM

Definition

Structural equation modeling (SEM) is a multi-

variate statistical methodology for the estimation

of a system of simultaneous linear equations that

may include both observed and latent variables.

With origins in the path analysis work of the

biometrician Sewell Wright and the factor anal-

ysis tradition of Charles Spearman, over the past

40 years, SEM has transitioned from a novel

methodology for linear models to a mainstream

statistical framework for the analysis of latent

variable models. SEM-related techniques may

be used to examine a wide variety of structures,

including causal models, measurement models,

growth models, latent classes or mixtures, and

combinations of these. The generality and flexi-

bility of SEM, the development of efficient esti-

mation methods, and the availability of computer

programs contribute to the utility of this method-

ology for addressing important research ques-

tions in behavioral medicine.

Description

The first step in an SEM analysis is the specifica-

tion of the model. SEM models are specified via

either a system of structural equations or, more

commonly, a path diagram. Included in the path

diagram are the observed variables to be analyzed,

the constructs or latent variables to be inferred, the

unobserved but ever-present errors or disturbances,

and the ways in which these observed and

unobserved variables are related to one another.

The path diagram is a valuable tool in itself, help-

ing investigators better understand their research

questions and their data. A path diagram forces the

investigator to think critically about every variable

relevant to the phenomenon under study.

Observed variables (also called indicators) are

the variables we measure directly. These could be

exogenous (variables whose causes are not

included in the model) or endogenous (variables

whose causes are posited in the model). Path
analysis is a special case of SEM in which all

variables specified in a model are observed

(except for the errors) and assumed to be per-

fectly reliable. However, when reliability is not

perfect and indicators contain measurement

error, as is often the case, parameter estimates

may be biased. One of the key features of SEM

is the possibility of combining multiple observed

variables into latent variables (the constructs of

interest). A latent variable, like a construct, is not

observed directly, but is rather inferred from the

covariances shared among its corresponding indi-

cators. For example, we could combine multiple

measures of depression into a latent variable to

improve reliability. Thus, a general SEM model

may be viewed as having two components:

a structural model (which allows for the specifi-

cation and testing of relationships among
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variables) and a measurement model (which

offers the advantage of using latent variables to

represent constructs of interest, modeling sources

of measurement error and bias associated with

directly observed variables).

Generally speaking, the purpose of analyzing

SEM models is twofold. First, we wish to test

whether the specified model fits the data. Second

and simultaneously, we want to estimate the

parameters of interest and test them for signifi-

cance. The most common method of estimation

used by available computer programs is maximum

likelihood (ML), performed iteratively to arrive at

an admissible solution. ML parameter estimates

are unbiased, consistent, efficient, and normally

distributed in large samples. Given a particular

model specification, this method is used to generate

and compare a model-implied variance-covariance

matrix to the data-based variance-covariance

matrix. ML estimates are those that minimize the

discrepancy between those two matrices, and as

such, yield parameter values that have the greatest

likelihood of having given rise to the sample values

obtained, assuming a multivariate normal distribu-

tion. The typical output from a computer analysis

will have indices of model fit, as well as the param-

eter estimates, their standard errors, and z-values
used to test them for significance.

The primary index used to test model fit is a w2

statistic. However, given this statistic’s direct

dependence on sample size, with large sample

sizes, even small differences between the two

matrices may yield a significant w2 indicative of

poor model fit. Several other indices have been

developed and proposed as either alternatives or

companions to the w2 in such cases, including the
comparative fit index (CFI), the root mean

squared error of approximation (RMSEA), and

the standardized root mean residual (SRMR).

Beyond overall measures of fit, it is important to

make sure that parameter estimates make sense in

relation to the problem being investigated.

In terms of the structural aspect of SEM, the

parameters of primary interest are the path coef-

ficients (or the direct effects among the vari-

ables). In SEM, the variances and covariances

among the exogenous variables are also

estimated, as well as the variances and covari-

ances of the disturbances. In terms of the mea-

surement aspect of SEM, the parameters of

primary interest are the factor (or latent variable)

loadings, the measurement error variances, and

the variances and covariances of the latent

variables.

When working within the SEM framework

using ML estimation, it is possible to take advan-

tage of its full information capabilities to include

all of the available data. Often referred to as

full information maximum likelihood (FIML),

this approach to missing data has been shown

to yield unbiased parameter estimates when

missingness is related to variables that are acces-

sible for analysis (Little & Rubin, 2002; Schafer

& Graham, 2002). Comparable to multiple impu-

tation, this method is superior to other missing

data techniques such as listwise or pairwise

deletion, or mean, regression, or hotdeck imputa-

tion, particularly when data are not missing

completely at random (Enders, 2006).

SEM is a large sample methodology and the

appropriate sample size must be considered keep-

ing in mind several issues including model com-

plexity, estimation method, and statistical power.

With samples less than 100 participants, models

must be simple and the variables normally dis-

tributed, otherwise problems with model conver-

gence are likely to arise. As a general rule, more

complex models or non-normal data will require

more participants.

Of note, testing of alternative models is neces-
sary to strengthen the causal inferences often

associated with SEM. Sometimes researchers

improperly assume that models that fit the data

represent reality, without recognizing there are

always multiple alternative models that fit just as

well. Models can be rejected but not proven. It is

important to consider design features such as ran-

domization, experimentation, longitudinal designs,

instrumental variables, or inclusion of other vari-

ables to strengthen model interpretation.

In addition to testing relationships among

variables, means and mean structures may be

analyzed. For example, multiple groups may be

compared with respect to means of latent
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variables, or mean changes over time may be

modeled using latent growth modeling. Many

other extensions are possible but their description

is beyond the scope of this entry. However, this is

an active area of research and readers are encour-

aged to learn more by consulting available text-

books, Web sites, and papers. A very readable

conceptual introduction to SEM is provided by

Kline (2010). A more detailed presentation of its

use in behavioral medicine may be found in

Llabre (2010). The Web site for Mplus (Muthen

& Muthen, 2011) – one of the more popular

computer programs – contains a lot of useful

information on the basics of SEM, as well as

extensions to more complex models.

Cross-References

▶Hierarchical Linear Modeling (HLM)

▶Latent Variable

▶Missing Data

▶Randomization
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Structural Variant

▶Copy Number Variant (CNV)

Structured Clinical Interview for
DSM-IV (SCID)

Ulrike K€ubler

Department of Psychology, University of Zurich,

Binzmuehlestrasse, Zurich, Switzerland

Definition

The Structured Clinical Interview for DSM-IV

(SCID) is a semistructured interview created to

make reliable psychiatric diagnoses in adults

according to the Diagnostic and Statistical Man-

ual, fourth edition (DSM-IV). The SCID has two

parts: one for DSM-IV Axis I Disorders (SCID-I)

and another for DSM-IV Axis II Personality

Disorders (SCID-II).

In order to meet different needs, the SCID-I is

available in two versions: the Research Version

(SCID-I-RV; First, Spitzer, Gibbon, & Williams,

2002) and the Clinician Version (SCID-CV;

First, Spitzer, Gibbon, & Williams, 1996). In

contrast to the SCID-CV, the SCID-I-RV com-

prises more disorders, subtypes, severity, and

course specifiers, and is easier to modify. The

SCID-I-RV itself is also available in different

versions. The broadest SCID-I-RV version

comprises 10 self-contained diagnostic modules:

Mood Episodes, Psychotic and Associated

Symptoms, Psychotic Disorders, Mood Disor-

ders, Substance Use Disorders, Anxiety

Disorders, Somatoform Disorders, Eating

Disorders, Adjustment Disorders, and an optional

module which allows psychiatric diagnoses that

may be of the interviewer’s interest, such as the

module on Acute Stress Disorder and on Minor

Depressive Disorder.

The SCID-I starts with an open-ended over-

view that includes questions about demographic

information, work history, chief complaint, past

and present periods of psychopathology, treat-

ment history, and current functioning. This is

followed by the diagnostic modules, which are

presented in a three-column format: the left-hand

column contains the interview questions, the
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middle column contains the corresponding DSM-

IV criteria and in the right-hand column ratings

for the criteria are indicated. Besides rating the

presence of the DSM-IV criteria for Axis

I Disorders, the SCID-I also enables rating of

Axis III, IV, and IV of the DSM (see DSM-IV

for more details).

The SCID-II (First, Gibbon, Spitzer, Williams,

& Benjamin, 1997) is only offered in a single

version. It covers the ten standard DSM-IV Axis

II Personality Disorders (Avoidant, Dependent,

Obsessive-Compulsive, Paranoid, Schizotypal,

Schizoid, Histrionic, Narcissistic, Borderline,

Antisocial Personality Disorder), as well as

Personality Disorder Not Otherwise Specified,

and the appendix categories Depressive Person-

ality Disorder and Passive-Aggressive Person-

ality Disorder. The item format and the

conventions of the SCID-II are very similar to

those of the SCID-I. The SCID-II consists of

several questions organized in sections in accor-

dance with the DSM-IV diagnoses for personal-

ity disorders. In most cases, the questions

correspond accurately with the criteria. To

shorten overall administration time, the SCID-

II is also provided with a self-report screening

questionnaire that is intended to be administered

at first. After this questionnaire has been filled

out, only those items indicating personality

abnormalities need to be inquired in more detail

during the interview.

The SCID-II is often used in conjunction with

the SCID-I. While administration of SCID-I typ-

ically takes between 45 and 90 min, the complete

administration time of the SCID-II usually lasts

about 1 h. Ideally, the SCID is administered by

a trained interviewer familiar with the diagnostic

criteria used in the DSM-IV. The SCID can be

used in both healthy individuals and psychiatric

patients. In individuals with either severe psy-

chotic symptoms or severe cognitive impair-

ments, the administration of the SCID is not

recommended.

Overall, the SCID is a widely used assessment

tool in both research and clinical settings in many

countries. Various versions of the SCID have

been translated into multiple languages, includ-

ing Mandarin, Spanish, French, and German. The

psychometric properties of the SCID-I and the

SCID-II have been evaluated in several adult

populations in numerous investigations, with

encouraging results for most Axis I and Axis II

disorders (e.g., Lobbestael, Leurgans, & Arntz,

2010). Computer-assisted versions of the SCID

are also available. For more information on

the SCID, the reader is referred to the SCID

website.
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Study Protocol

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The study protocol is “the most important doc-

ument in clinical trials, since it ensures the qual-

ity and integrity of the clinical investigation in

terms of its planning, execution, conduct, and

the analysis of the data” (Chow & Chang, 2007).

The study protocol is a comprehensive plan

of action that contains information concerning

the goals of the study, details of subject

recruitment, details of safety monitoring, and

all aspects of design, methodology, and anal-

ysis. (In some cases, a Statistical Analysis

Plan, associated with and written at the same

time as the study protocol, will contain the

detailed description of the analyses to be

conducted.)

Description

The creation of study protocol requires input

frommany individuals. Consider a study protocol

for a pharmaceutical clinical trial, since this is

likely to be more extensive (and complex) than

some smaller trials for behavioral medicine inter-

ventions and treatments. By considering this

more extensive version, one will be able to

judge which parts are and are not needed on a

case by case basis.

In the case of a pharmaceutical trial, input will

be needed from clinical scientists, medical safety

officers, study managers, data managers, and stat-

isticians. Consequently, while one clinical scien-

tist or medical writer may take primary

responsibility for the protocol’s preparation,

many members of the study teammake important

contributions.

The requirements of a study protocol include:

• Objectives (usually primary and secondary

objectives). These goals of the study are stated

as precisely as possible.

• Measurements related to the drug’s safety, and

procedures to ensure the safety of all subjects

while participating in the trial.

• Inclusion and exclusion criteria. These pro-

vide detailed criteria for subject eligibility

for participation in the trial.

• Details of the procedures for physical

examinations.

• Laboratory procedures. Full details of the

nature and timing of all procedures and tests

are provided.

• Electrocardiogram (ECG) measurement and

any other measurements such as imaging.

• Drug treatment schedule. Route of administra-

tion, dosage, and dosing regimen are detailed.

This information is also provided for the con-

trol treatment.

• In the case of later-phase trials, measurements

of efficacy. The criteria to be used to deter-

mine efficacy are provided.

• In the case of later-phase trials, details of the

method of diagnosis of the disease or condi-

tion of clinical concern for which the drug is

intended.

• Statistical analysis. The precise analytical

strategy needs to be detailed, here and/or in

an associated statistical analysis plan.

Inclusion and exclusion criteria are central

components of clinical trials. A study’s inclu-

sion and exclusion criteria govern which indi-

viduals interested in participating in the trial are

admitted to the study as subjects. Criteria for

inclusion in the study include items such as the

following:

• Reliable evidence of a diagnosis of the disease

or condition of clinical concern.

• Being within a specified age range.

• Willingness to take measures to prevent preg-

nancy during the course of treatment. This

includes a female in the trial not becoming

pregnant (she may be receiving the drug

being tested), and a male participating in the
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trial not causing a female to become pregnant

(he may be receiving the drug being tested).

Criteria for exclusion from the study may

include:

• Taking certain medications for other medical

conditions and which therefore cannot safely

be stopped during the trial.

• Participation in another clinical trial within so

many months prior to the commencement of

this study.

• Liver or kidney disease.

While inclusion and exclusion criteria are typ-

ically provided in two separate lists in regulatory

documentation, exclusion criteria can be regarded

as further refinements of the inclusion criteria.

Meeting all the inclusion criteria allows a person

to be considered as a study participant, while not

meeting any exclusion criteria is also necessary to

allow the person to become a participant.

Cross-References

▶ Informed Consent
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Substance Abuse: Treatment

John Grabowski

Department of Psychiatry, Medical School,

University ofMinnesota, Minneapolis, MN, USA

Synonyms

Addiction rehabilitation; Chemical dependency

treatment; Drug abuse: treatment; Drug and

alcohol treatment; Drug dependence treatment;

Drug rehabilitation; Inpatient treatment;

Outpatient treatment; Residential treatment

Definition

Treatment refers to a defined, empirically evalu-

ated, data-based intervention intended to manage,

remediate, or cure a diagnosed condition, here,
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impairing or problematic drug use. Historically,

there have been two frameworks underpinning

substance use treatment, the “disease” and

“learning/conditioning” models (Higgins, 1997).

While some assumptions are divergent and

perhaps irreconcilable, a broad integrative view

dictates that genetic and other biological factors

interact with behavior and environmental factors

as composite determinants of substance use

disorders. The diagnostic criteria applied to

determining need for treatment are found in the

International Statistical Classification of

Diseases and Related Health Problems (ICD) 10

(“Mental and behavioral disorders due to

psychoactive substance use“–”a wide variety of
disorders that differ in severity and clinical form

but that are all attributable to the use of one or

more psychoactive substances, which may or may
not have been medically prescribed”) and The

American Psychiatric Association Diagnostic

and Statistical Manual (DSM) IV, (“Substance
Related Disorders“–”The Substance-Related

Disorders include disorders related to the taking

of a drug of abuse (including alcohol), to the side
effects of a medication, and to toxin exposure”).

The intervention may include behavioral, psy-

chological, social, and pharmacological compo-

nents delivered by skilled practitioners. There is

a wide range of self-help and other efforts with

little or no documented efficacy that are beyond

the purview of this entry as are a number of

criminal justice–based interventions.

Description

Underlying Disciplines, Principles, Goals, and

Focus

In the public and lay domain, putative treatments

for substance use disorders (i.e., “drug abuse” or

“addiction”) are legend and varied in their under-

pinnings. However, the core principles for

systematic treatment of substance use disorders

reside in empirically based interventions of

psychology, psychiatry, pharmacology, behav-

ioral science, and neuroscience. Despite diverse

theoretical, conceptual, and terminological dif-

ferences, there are many commonalities in both

practice and behaviors and thoughts that are the

focus of treatment. Emphasis is typically placed

on avoiding drug use–related circumstances

(physical or social) and replacing drug-seeking,

drug use, and drug-related thoughts with other

behaviors (e.g., coping skills, problem-solving

skills). The interventions focus on altering biol-

ogy, behavior, and social interaction through

behavioral/psychological and pharmacological

techniques. Longer term pharmacotherapy

focuses on substituting a therapeutic medication

(e.g., methadone) at controlled doses for the drug

used (opiate) or a medication blocking (e.g., nal-

trexone) the effects of the drug used (opiate) with

untoward consequences. Each strategy produces

blunting or elimination subjective drug effects.

Short-term alleviation of withdrawal symptoms

or disturbed behavior is achieved with specific

symptomatic treatment (e.g., anxiolytics, seda-

tives, antidepressants, antipsychotics).

Two important considerations in discussion of

treatment are the determinants and correlates of the

disorders and the not uncommon existence of co-

occurring psychiatric/behavioral or medical prob-

lems. These may predate or be a consequence of

the substance use disorder(s). The most common

comorbid condition for treatment is multiple drug

use (e.g., cocaine, heroin, alcohol). Next, the psy-

chological/psychiatric diagnoses of problematic

drug use or dependence are not uncommon

among individuals also diagnosed for schizophre-

nia, depression, posttraumatic stress disorder,

etc. Indeed, observation of common symptoms

associated with extreme drug use, for example,

disorganization, paranoid ideation, hallucinations,

may reveal existence of the other psychiatric

condition. Increasing awareness of co-occurrence

of other psychiatric conditions with substance

use disorders has resulted in extensive research,

discussion, and review of conceptualization of

treatment. For example, should specialized single

interventions be applied to each presenting

condition or should integrated treatments be

devised? Questions arise as to correlation, associ-

ation, and causation. Did the substance use cause

psychiatric illness or precipitate its onset and

reveal its existence or a predisposition? Did the

psychiatric illness predispose to drug use, perhaps
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as a means to self-medicate the underlying condi-

tion? Finally, in instances of severe drug use, med-

ical consequences (e.g., respiratory depression,

cardiovascular event, accident-induced trauma)

rather than psychiatric symptomsmay lead to iden-

tification of problematic drug use and need for

treatment.

Critical in establishing treatment strategies

and regimens is understanding that the substance

use disorder is the consequence of multiple deter-

minants, some amenable to manipulation or inter-

vention, others not. As with forms of some other

common conditions, for example, hypertension,

diabetes, obesity, a complex interplay of genetic,

biological, behavioral, social, and other environ-

mental factors contributes to the observed dis-

ease. However, limits must exist on diagnosis

and treatment. Thus, while some patients present

with reasonably stable life styles, educational

backgrounds, and work histories, others using

the same drugs may have limited education and

skills. In both cases, systematic focus on diag-

nosed conditions is essential. However, the

myriad collateral circumstances are the purview

of other domains (e.g., social service networks,

job counselors, educational systems), which can

be addressed more effectively, for example, by

adept case managers and other experts, rather

than health care providers. The two historical

models continue to influence the perspective

and goals of treatment. Underpinning an integra-

tive behavioral learning perspective is the

concept that just as one learns other behaviors

(reading, using the internet, sports), one learns

to use drugs. The behavior is maintained by

biological, behavioral, and social rewards or

reinforcers. The treatment strategy is establish-

ment or learning of other behaviors sustained by

non-drug reinforcers, while drug seeking and

taking are diminished or eliminated. The disease

model assumes a “chronic relapsing disease”

evidenced when a predisposed individual is

exposed to and begins using psychoactive drugs;

complete and perpetual abstinence is the goal and

relapse is always imminent (Higgins, 1997). To

the extent that biology underlies behavior, the

integrated learning model accounts for genetic

and biological differences but focuses on new

behaviors and reinforcers rather than the chronic-

ity of disease.

Treatment Settings, Dose, and Costs

Distinct from the intervention is the setting or

environment in which treatment is provided. Set-

tings include outpatient (e.g., office, clinics,

emergency rooms), inpatient (e.g., hospital facil-

ities), and residential (e.g., community-like living

arrangements). The opportunity for access to

patients is increased in controlled residential

settings and some supplement the professionally

driven therapy with a variety of “self-help”

activities such as group discussions. Still others

may have options for attending work or school.

However, many of the same fundamental

interventions can be applied in any of these

settings. For example, a course of cognitive

behavior therapy could be applied weekly in

a mental health care practitioner’s office, an

inpatient facility, a residential care setting, or

for that matter a prison. Another dimension of

“setting” is whether care is provided to a single

patient by a therapist, or with a group of patients,

having the therapist interacting with individual

members and also facilitating discussion among

members. Attempts to match individuals to par-

ticular settings for treatment have been flawed

and generally ineffective. For example, no data

point to advantages of inpatient compared to

outpatient care, regardless of severity for treat-

ment of the behavior of substance use itself.

Similarly distinct is the actual amount or

“dose” of intervention. Inpatient settings in

which the patient resides continuously for days

or weeks do not necessarily deliver more, or more

efficacious therapeutic care than treatment deliv-

ered to a patient residing at home and functioning

in her or his natural environment while receiving

office-based care a few hours a week. For exam-

ple, while inpatient or residential care may shield

a patient from access to drugs, including alcohol

and nicotine, it also prevents them from having

exposure to the very environments in which it

will be necessary to engage in life without prob-

lematic drug use; this exposure is both essential

and therapeutic. As an aside, inpatient and resi-

dential care are extremely costly strategies that
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are well beyond the resources of most individuals

and, with increasing health cost burdens for soci-

ety, will be of diminishing importance except in

unusual circumstances.

Evaluation and Monitoring

Drug use severity, as determined by substance

used, frequency and amount of use, may be crit-

ical to determining treatment required. Thorough

diagnostics and history determination permit tai-

loring treatment. An interview method termed

Timeline Follow Back (Sobel, Sobel, Klajner,

Pavan, & Basian, 1986) permits careful structur-

ing of a history of use. The accepted diagnostic

interviews conforming to elements of the DSM or

ICD criteria are necessary to determine severity,

existence of comorbid conditions, and plausible

treatment plans. A collateral finding in many

studies of therapeutic interventions for substance

use disorders is that individuals presenting with

less severe conditions are more successful in

treatment. For example, individuals who on

entry for evaluation have negative biological

screening tests for the drug used (see below) are

more likely to continue successfully for a full

course of treatment. Comorbid conditions and

individual differences in a range of social and

environmental circumstances must always be

considered.

Both at intake and during treatment, objective

measures of determining current use are essen-

tial. For alcohol use, this may be a breath test or

urine screen. Tobacco smoking can be readily

determined using CO monitoring while other

tobacco use can be monitored with saliva or

urine screens for cotinine, primary metabolite of

nicotine. Virtually all other drug use can be mon-

itored with simple and widely available urine

screen procedures and this is essential, much as

regular blood pressure evaluation is critical in

treatment of hypertension or glucose level mon-

itoring is critical to diabetes treatment.

Interventions: Behavioral, Pharmacological,

and Combined

Behavioral therapy/psychotherapy and pharmaco-

therapy are the two broad classes of interven-

tion applied to psychiatric disorders including

substance use disorders. Current science points to

remarkably effective interventions for specific

types of substance use disorders, limited efficacy

for some forms of substance use disorders, and for

others, little efficacy or even exacerbation of drug

use (e.g., olanzapine and cocaine use).

Some therapies are designed primarily to pro-

mote understanding of an existing problem or

motivate entry into more extended or intensive

treatment (e.g., motivational enhancement ther-

apy). Other treatments are intended to provide

a systematic course of intervention addressing

the gamut of problems linked to substance use

disorder and cessation of use (e.g., cognitive

behavior therapy, contingency management).

Still other interventions are composites with ele-

ments incorporated from a number of conceptual

and pragmatic frameworks (e.g., community

reinforcement approach, matrix model).

There is a clear need to distinguish between

treatment of acute drug-related symptoms, nota-

bly withdrawal syndromes, and the complex

behaviors of drug seeking and drug taking.

A patient can achieve a “drug free” state within

days by enforced abstinence. Sleep patterns and

other biological functions and a variety of

disrupted behaviors may stabilize within days or

weeks. This normalization does not directly

address the problems of drug seeking and drug

use; however, for a small minority of individuals,

a period of abstinence/cessation, however

achieved, may be sufficient. Even this observa-

tion may be confounded since these individuals

often undergo repeated cessation attempts before

achieving behavioral change. For most, some

supplemental intervention, ranging from brief,

structured therapies to multiple structured ses-

sions, will be required at some point in the drug

use career to attain meaningful beneficial out-

comes. Indeed, some scientists conceptualize

substance use disorders as chronic for many indi-

viduals, requiring ongoing treatment and support,

similar to obesity (McLellan, 2002).

There are several behavioral, or psychother-

apy, interventions for which strong supporting

data of efficacy exist. One is cognitive behavior

therapy; another is contingency management

sometimes applied within the broader
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community-based reinforcement approach; and

a third encompassing a range of theoretical

frameworks entails variants of “talk therapy.”

Components or variants exist with labels such as

“the matrix model” (Shoptaw, Rawson, McCann,

& Obert, 1994), “relapse prevention,” and “dia-

lectical behavior therapy.” Diverse techniques

(e.g., hypnotism, acupuncture) have been incor-

porated into treatment models with little evidence

of added efficacy compared to well-constructed

behavioral therapies. All effective non-

pharmacological therapies ultimately focus on

behavior and thought directed at minimizing or

eliminating drug use while increasing the fre-

quency of a range of socially appropriate con-

structive behaviors. Among adults, these goals

are more readily achieved when the individual

arrives at therapy with an age and ability appro-

priate set of social skills, training, job history, and

experience. Still, there are times when additional

focused therapeutic elements may be included,

for example, parenting or marital counseling.

In the realm of pharmacotherapy, opiate

replacement therapy (methadone, buprenorphine)

provides a clear example of robust and effective

treatment applicable to use and dependence

ranging from iv heroin use to oral oxycodone

use. Some promising data suggest potential

efficacy of a similar replacement, or agonist-like

strategy for stimulant dependence though there are

currently no FDA-approved medications. Possible

substitute medications for stimulant dependence

include amphetamine analogs. Similarly, while

there are currently no approved medications for

treatment of marijuana use and dependence,

a promising agent that represents substitution or

replacement, tetrahydrocannabinol/cannabidiol,

is currently being evaluated. A variety of strate-

gies addressing different behaviors and pharma-

cological mechanisms have been applied

to alcohol use (disulfiram, benzodiazepines,

naltrexone, acamprosate) with greater or lesser

efficacy. Similarly, several medications (nicotine

preparations, bupropion, varenicline) have been

shown to have varying degrees, but nevertheless

modest effectiveness in treatment of tobacco use

and nicotine dependence. There are several nico-

tine preparations (gum or polacrilex, lozenges,

nasal spray, patches, inhalers) that alone produce

relatively modest rates of cessation across broad

populations but have meaningful public health

consequences due to the prevalence of tobacco

use and the costs of associated diseases. Disulfi-

ram for alcohol dependence has a unique profile:

through metabolic interference, it results in high

levels of acetaldehyde and induced severe dis-

comfort; integrated into a well-controlled regi-

men, it can be very effective but is not widely

used. Naltrexone and acamprosate appear to have

modest effects in reducing alcohol intake or sus-

taining abstinence. For individuals whose alcohol

use is found to be highly correlated with diagno-

ses of comorbid depression or anxiety, effective

treatment may stem from administration of anxi-

olytics or antidepressants. In some instances, use

of two or more medications may be a useful

therapeutic approach. A dilemma across most

medical and psychiatric is nonadherence or

noncompliance with medication regimens. This

is particularly true for antagonist medications

such as disulfiram and naltrexone.

Ultimately, for many instances of substance

use disorders, benefit of joint action of concur-

rently applied behavioral and pharmacological

interventions may be important in all but the

least severe cases. This is analogous to treatment

of other disorders with clear biological and

behavioral determinants. For example, hyperten-

sion may be treated with combined behavioral

(e.g., exercise, diet) and pharmacological (e.g.,

ACE inhibitors) interventions. Similarly, depres-

sion, while amenable to both behavioral and

pharmacological treatments, may be most effec-

tively treated with a combination (e.g., CBT and

SSRIs). The need for continuing intervention in

treatment of substance use disorders may vary.

For example, pharmacotherapy with an effec-

tive course of behavior therapy establishing

(or reestablishing) alternative behaviors and

eliminating drug use may still entail long-term

maintenance pharmacotherapy. The latter may be

necessitated by biological perturbations that

predated or were a consequence of drug use.

Here continued medication sustains biological

and behavioral stability that would otherwise

not be achieved or would only continue with
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unnecessary behavioral, emotional, or biological

burden on the patient. Exemplifying this is treat-

ment of heroin dependence. On completing initial

behavioral treatment combined with methadone

or buprenorphine maintenance, some patients

may successfully undergo gradual reduction in

medication dose. In other instances, perhaps

more severe and involving many years of heroin

use, maintenance pharmacotherapy for years or

decades is desirable and warranted. The need for

maintenance may reside in engrained perturba-

tions in biology and behavior, resulting from

prolonged heroin use. Generally, the costs and

inconvenience of maintenance replacement are

outweighed by nearly inevitable return to drug

dependence and associated dire psychosocial and

medical consequences when abstinence without

further treatment is undertaken.

Often discussed is the concept of “relapse,”

“return to drug use,” or in some instances, “devel-

opment of new drug use.” Early in treatment

(often within days but up to 3–6 months), there

may be graded but rapid return to previous

baseline levels of use. Some individuals may

use a drug a few times, for example, smoke

a cigarette, or consume alcohol. They may even

engage in periodic use, heavy use, or a binge, but

through sustained therapy eventually refrain from

further use. The likelihood of return to use greatly

decreases after a year. Confounding these general

observations are individuals who enter treatment

and never use the drug again as well as those who

are abstinent for years and then resume use. In

some cases, individuals treated for heavy use, for

example, heavy alcohol drinking, may resume

nominal social use without return to heavy

drinking. Here the legal status of a drug is

germane. Treatment with a goal of abstinence

from cocaine or heroin use has positive implica-

tions beyond those related to reducing impair-

ment from drug effects, for example, no risk of

incarceration. For those engaged in heavy alcohol

use, reduced use may be a realistic, achievable,

beneficial goal. However, as with cigarette

smoking, the entrenched habitual behavior com-

bined with reinforcing effects of the drug may

preclude a goal of moderation. Finally, a small

subset of individuals who have well-established

behaviors of problematic use may be success-

fully treated for use of one drug, but at some

later date develop similarly problematic use

of a different drug. This would reflect

reestablishment of drug seeking and taking, but

not “relapse” as the word is commonly used. As

with any complex disorder with multiple deter-

minants, the core constellation of symptoms,

here drug seeking and drug taking, can be

addressed directly with supplemental specialty

intervention when appropriate.
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Synonyms

Optimal aging

Definition

Successful aging has been addressed and

discussed repeatedly with at least 29 different

definitions articulated from both cross-sectional

and longitudinal research studies. Common

themes across all of this work describe successful

aging as the absence of physical and mental dis-

ability. Generally, successful aging is noted to

occur when the individual has perceived “good

health.”

Description

Successful Aging

The concept of successful aging emerged in the

late 1980s and early 1990s as a departure from

the loss-focused geriatric and gerontological

research that preceded the concept. In their

groundbreaking 1987 article, Human Aging:

Usual and Successful, Rowe and Kahn argued

that the cognitive and physiological losses

documented in the literature as age-related

changes were mischaracterizations of the natural

aging process. “We believe that the role of aging

per se in these losses has often been overstated

and that a major component of many age-

associated declines can be explained in terms of

lifestyle, habits, diet, and an array of psychoso-

cial factors extrinsic to the aging process.”

Definition

Successful aging has been addressed and there

are at least 29 different definitions articulated

from both cross-sectional and longitudinal

research studies. Common themes across all of

this work consider successful aging as the absence

of physical and mental disability and perceived

“good health.” In addition, successful aging has

increasingly been associated with resilience and

maintenance of an active lifestyle and having good

supportive relationships. Everyone has the oppor-

tunity to age successfully. From the outside, objec-

tively, this may look very different across people.

For some, aging successfully is still working at age

98. For others, it is sitting quietly in a room in

assisted living and reliving past memories

reviewing very rich, fulfilling lives.

More important than the absolute state of

health of the individual is the notion of one’s

conceptualization and acceptance of his or her

health status. Acceptance of changes and optimi-

zation of physical and mental health are the most

critical aspects of aging successfully. Changes

that occur as part of normal aging must be

accepted, addressed, and adjusted to. Vision

changes that occur starting around age 40 provide

the first experience adults have to cope with and

age successfully. Successful adaptation includes

buying reading glasses over the counter as needed

or getting eye examinations and vision testing

done and getting new glasses! Increasingly baby

boomers carry small lights with magnification to

read restaurant menus, telephone books, and

other pertinent information. Other changes, such

as painful degenerative joint disease, are not so

easily or commonly recognized, accepted, and

adjusted to. It is being able to accept and adjust

to changes that are at the core of successful aging.

As noted, resilience is central to successful

aging. The word “resilience” comes from the

Latin world “salire,” which means to spring up

and the word “resilire” means to spring back.

Resilience, therefore, refers to the capacity to

spring back from a physical, emotional, financial,

or social challenge. Being resilient indicates that
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the individual has the human ability to adapt in

the face of tragedy, trauma, adversity, hardship,

and ongoing significant life stressors. Resilient

individuals are able to adapt to all types of situa-

tions, especially with regard to social function-

ing, morale, and somatic health, and are less

likely to succumb to illness. That is, a resilient

individual may still get ill but will respond in

a way in which he or she optimizes recovery,

maintenance, or even death in a way that defines

resilience. Resilience, as a component of the

individual’s personality, develops and changes

over time through ongoing experiences with the

physical and social environment. Resilience can,

therefore, be perceived as a dynamic process that

is influenced by life events and challenges.

Increasingly, there is evidence that resilience is

related to motivation, specifically the motivation

to age successfully and to recover from physical

or psychological traumatic events.

Resilience research has helped to uncover the

many factors or qualities within individuals that

are associated with resilience. These include such

things as positive interpersonal relationships,

incorporating social connectedness with a

willingness to extend oneself to others, strong

internal resources, having an optimistic or posi-

tive affect, keeping things in perspective, setting

goals and taking steps to achieve those goals,

high self-esteem, high self-efficacy, determina-

tion, and spirituality which includes purpose of

life, religiousness or a belief in a higher power,

creativity, humor, and a sense of curiosity.

Strengthening any of these factors will help

individuals to become more resilient when faced

with a challenge.

Older women who have successfully recov-

ered from orthopedic or other stressful events

describe themselves as resilient and determined

and tend to have better function, mood, and

quality of life than those who are less resilient.

These are the women who at 97 engage in reha-

bilitation services post–hip fracture to their

fullest ability and then following discharge

home are insistent on getting back on their

exercise equipment at the gym. Resilience has

also been associated with adjustments follow-

ing the diagnosis of dementia, widowhood,

management of chronic pain, and overall adjust-

ment to the stressors associated with aging. Thus,

it is through resilience he or she adjusts, adapts,

and addresses the physical, emotional, and

mental challenges that are to be anticipated as

one ages.

Older adults accrue a lifetime of experiences

through which resilience develops. Resilient indi-

viduals generally age successfully. A resilient

older adult is exemplified by such things as

accepting the loss of a spouse; symptoms associ-

ated with an acute medical event; or a fracture and

responding with determination to recover and

grow through the experience. He or she does not

waste energy on complaining about what has hap-

pened but rather on pooling the resources needed

to overcome the challenging event.

Resilience alone is not sufficient to assure

successful aging. It is believed that all individuals

have the innate ability to be resilient and return

to homeostasis successfully and to transform,

change, and grow, regardless of age. He or she

must, however, summonmotivation in the face of

adversity to be resilient. Thus, motivation may be

present independent of resilience, but resilience

depends on being motivated to successfully rein-

tegrate. Resilient reintegration requires increased

energy, or motivation, for resilience to success-

fully occur.

Motivation comes from within and is based on

an inner urge that moves or prompts a person to

action. This is in contrast to resilience which is

stimulated in response to adversity or challenge.

Motivation refers to the need, drive, or desire to

act in a certain way to achieve a certain end. We

do not need to be challenged to be motivated.

We do have to be motivated to respond, with

resilience, to a challenging event. There are

some factors that are associated with both

resilience and motivation such as determina-

tion, self-efficacy, being open and willing to

experience new things, and social supports. The

capacity to be resilient and/or motivated is

present in everyone and choices are made in the

face of routine and challenging situations to be

motivated and/or resilient. Motivation related to

engaging in physical activities may be high for

some individuals while others are motivated to sit
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in a chair or lie in a bed. Conversely, some older

adults are motivated to take classes in a senior

center while others refuse to even consider this

and are motivated to sit daily and watch televi-

sion alone. Some individuals are resilient with

regard to physical challenges but cannot cope

with challenges associated with finances or cog-

nitive changes. Thus, there are traits and charac-

teristics of individuals associated with resilience

and motivation as well as external factors that can

impact resilience and motivation as individuals

respond to challenges or activities within

their lives.

Resilience, unlike motivation, relies on the

individual experiencing a life challenge or some

type of adversity. These challenges may be devel-

opmental challenges such as those associated

with normal aging (e.g., vision changes), or they

maybe social and/or economic challenges such as

those experienced by the loss of employment, the

loss of a spouse, or a move into an assisted living

facility. Conversely, motivation is not dependent

on an adverse event or challenge; rather motiva-

tion is a necessary component for all activity.

Routine personal care activities such as bathing

and dressing require motivation, as do making

plans to have dinner with a friend or play cards.

Resilience would be required, however, when he

or she is faced with bathing and dressing chal-

lenges following a wrist fracture.

Keys to Aging Well

An individual has the ability to be resilient as

long as he or she is motivated to do so. The first

step in the process is to engage in appro-

priate health promotion activities, particularly

exercise. Due to the changes that can occur with

aging, underlying physical capability will vary

among older individuals. For some individuals,

maintaining a regular exercise program will

involve running for 40 min on the treadmill. For

others, it may be walking within their apartment

building or long-term care facility, doing a sitting

exercise program, or swimming or walking in the

water. There is, however, an exercise program

that matches each individual’s needs. This is crit-

ically important to appreciate and recognize. The

benefit of physical activity for older adults should

not focus on preventing cardiovascular disease

and managing blood pressure to prevent a stroke.

Rather, it should be geared toward the mental

health benefits associated with physical activity

as well as the sense of achievement and physical

benefit of maintaining function and improving

balance and strength.

Successful Aging Guidelines

Meta-analytic reviews provide strong evidence to

support the many benefits of exercise including

decreased risk of coronary heart disease and

stroke; decreased progression of degenerative

joint disease; prevention of osteoporosis of the

lumbar spine; decreased incidences of falls;

increased gait speed if the activity is of sufficient

intensity and dosage; improved cognitive func-

tion in sedentary older adults and in those with

dementia; a modest benefit in quality of life for

frail older adults; and a positive association with

successful aging. Current guidelines from the

American College of Sports Medicine and the

American Heart Association recommend that all

older adults engage in moderately intense aerobic

exercise for 30 min daily at least 5 days a week or

vigorous exercise 20 min a day, 3 days a week. In

addition, each should do eight to ten strength

training exercises, 10–15 repetitions of each

exercise two to three times per week. These exer-

cises are well described in a book published by

the National Institute of Aging, Exercise:

A Guide from the National Institute of Aging.

For older adults at risk for falling, balance exer-

cise is also recommended. It is not known, how-

ever, what dose of exercise is needed for each

individual to age successfully. For some, a walk

to get the mail is sufficient psychologically to

constitute an exercise program. For others, one

activity a day (e.g., playing bridge, going to din-

ner) makes them feel successful and engaged. The

focus should be on helping the individual under-

stand what successful aging means to them and

helping them develop a plan to achieve that.

Unfortunately, all too many older adults

assume that they cannot exercise or engage

actively in routine life activities and social activ-

ities because of underlying disease, pain, short-

ness of breath, or other limiting symptoms.
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Health outcomes can be achieved at even rela-

tively low levels of exercise intensity, particu-

larly for those who have previously been

sedentary. Thus, initiation of physical activity

even at 1-min intervals is an important step to

successful aging. Adjustments can be made to

engage them in social activities via chair posi-

tioning that will help them maintain indepen-

dence in public or remain comfortable to sit for

a game of bridge or an evening eating with

friends. Solving these challenges is part of the

necessary resilience needed to age successfully.

Health-care providers can serve as sources to help

with overcoming such challenges and barriers.

In addition to physical activity, mental stimu-

lation may also be important for successful aging.

In a recent meta-analysis, there was not statistical

support to indicate that cognitive stimulation

through structured programs prevents or slows

the progression of Alzheimer’s disease. The cur-

rent research, however, is limited by a lack of

consensus on what constitutes the most effective

type of cognitive training, insufficient follow-

up times, a lack of matched active controls, and

few outcome measures showing changes in daily

functioning, global cognitive skills, or a decrease

in disease progression. Keeping actively engaged

mentally through volunteer work or activities

within one’s own living space certainly will

build resilience and likewise assure successful

aging. Opportunities abound for such activities,

however, as with physical activity the older indi-

vidual must be motivated to initiate and engage in

these activities.

Older adults should be encouraged to move

beyond their level of comfort and engage in new

and different activities to stimulate their minds

and their bodies. If playing bridge or doing a

crossword puzzle is lifelong acquired skill,

newer activities such as learning a new language

or playing an instrument will provide important

mind stimulation and encourage plasticity and

growth.

The Health-Care Provider’s Role in Successful

Aging

Informing young and older adults about the ways

in which to age successfully is the first step

toward facilitating successful aging for any indi-

vidual. There are ways in which to measure resil-

ience and motivation, although at a clinical level

they will not necessarily direct interventions.

Thus, the best approach is to motivate individuals

toward resilient behaviors.

Cross-References

▶Aging
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Synonyms

Suicidal impulses; Suicidal thoughts

Definition

Suicidal ideation refers to thoughts or impulses of

engaging in behavior intended to end one’s life

(Nock, Borges, Bromet, Cha, Kessler, and Lee

2008). Suicidal ideation should be distinguished

from suicidal plan, which refers to the formula-

tion of a specific method through which one

intends to die, and from suicide attempt, which

refers to an actual engagement in potentially self-

injurious behavior in which there is at least some

intent to die (Nock et al., 2008).

Description

Ongoing suicidal ideation is a chronic risk factor

and has been considered predictive of suicidal

behavior especially if accompanied with severe

hopelessness, prior suicide attempts, not having

a child under 18 years old living at home, and

a history of alcohol and drug abuse (Tishler and

Reiss, 2009). Suicidal ideation represents an

important phase in the suicidal process and

often precedes suicide attempts or completed sui-

cide. However, not all patients experiencing sui-

cidal ideation attempt suicide (Weissman et al.,

1999). While approximately 10–20% of the pop-

ulation across diverse countries report suicidal

ideation and 3–5% have made a suicide attempt

at some time in their life, only 0.01% will com-

plete suicide (Kessler, Berglund, Borger, Nock,

and Wang, 2005). Acute risk factors including

severe anxiety, agitation, and severe anhedonia

are most predictive of whether someone will

commit suicide in inpatients (Tishler and Reiss,

2009, Bostwick and Rackley, 2007).

Physical as well as mental health problems

have been associated with suicidal ideation.

Patients with chronic medical illnesses, such as

HIV and cancer, and especially those experienc-

ing physical pain are more likely to report sui-

cidal thoughts (Tang and Crane, 2006). Certain

medical illnesses, such as neurological disorders

and some cancers, appear to have higher rates of

suicidal ideation and suicide compared to other

medical disorders (Hugues and Kleespies, 2001).

A higher prevalence of suicidal ideation has been
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observed in patients experiencing pain associated

with a variety of medical conditions including

migraines, musculoskeletal pain, fibromyalgia,

and arthritis (Tang and Crane, 2006). Research

suggests that the location and type of pain as well

as the intensity and duration of the pain may have

implications for the risk of suicidal ideation

(Tang and Crane, 2006). In addition, sleep-onset

insomnia associated with pain is also a significant

discriminator of the presence or absence of sui-

cidal ideation (Tang and Crane, 2006).

Research in the elderly suggests that physical

illness plays an important role in suicidal ideation

and behavior (Szanto, Gildengers, Mulsant,

Brown, Alexopoulos, and Reynolds, 2002). In

the elderly with physical illness, untreated or

undertreated physical pain, anticipatory anxiety

regarding the progression of the physical illness,

fear of dependence, and fear of burdening the

family have been reported as the major contrib-

uting factors for suicidal ideation (Szanto et al.,

2002). For all age groups, social isolation is con-

sidered another important risk factor that has been

shown to be associated with suicidal ideation.

Sociodemographic factors including age and

income level have also been associated with sui-

cidal ideation (Kessler et al., 2005). In general,

younger age, lack of education, and unemploy-

ment have been associated with higher rates

of suicidal ideation and may represent an

increased risk associated with social disadvan-

tage (Nock et al., 2008). For all age groups, social

isolation is considered another important risk

factor that has been shown to be associated with

suicidal ideation (Van Orden, Witte, Cukrowicz,

Braithwaite, Selby, and Joiner, 2010).

Prior suicide attempts and the presence of

a psychiatric disorder are the most consistently

reported risk factors associated with suicidal ide-

ation and behavior (Nock et al., 2008). Mood

disorders such as anxiety and particularly depres-

sion significantly increase the risk of suicidal

ideation in the general population and in medical

patients in particular. Suicidal ideation has

also been associated with other mental illnesses

including severe anxiety, psychotic and person-

ality disorders, and alcohol and substance

abuse (Van Orden et al., 2010). A number of

psychological processes have been found to exac-

erbate suicidal ideation. Specifically, findings

from cross-sectional as well as longitudinal stud-

ies have attested to the role of hopelessness and

helplessness, feelings of defeat and entrapment,

deficits in problem solving abilities, and avoidant

coping in the development of suicidal ideation

(Van Orden et al., 2010, Nock et al., 2008, Szanto

et al., 2002).

The presence of suicidal ideation in a clinical

or medical setting typically requires a thorough

risk assessment including chronic and acute risk

factors as well as the frequency, intensity, and

duration of suicidal thoughts (see Tishler and

Reiss, 2009 for prevention in medical settings).
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Definition

Suicide is the act of intentionally ending one’s

own life. The definition of suicide reflects three

important components (Rudd, Joiner & Rejab

2001): (a) that the person died, (b) that the per-

son’s behavior caused death, and (c) that the

person intended to cause his or her own death.

While intentionality is the most precise charac-

teristic that distinguishes those who have died by

suicide and those who had died by other causes,

its assessment remains controversial.

Description

Suicide is a major public health problem, and

reports from the World Health Organization

(WHO) indicate that suicide is projected to

become an increasingly important contributor

to the global burden of disease over the coming

decades. Suicide is the 11th leading cause of

death among all ages in the United States and

the 13th leading cause of death worldwide.

Suicide rates vary significantly cross-nationally

(Center for Disease Control and Prevention,

2007). In general, rates are highest in Eastern

Europe and lowest in Central and South America,

with the United States, Western Europe, and Asia

falling in the middle. Epidemiological surveys

showed that 2.7% of the US population has

made a suicide attempt (Nock et al., 2008).

Most individuals that attempt suicide die during

their first suicide attempt (Nock et al., 2008).

Within medical settings, according to Joint Com-

mission on Accreditation of Healthcare Organi-

zations (JCAHO 2010), suicide ranks among the

five top most frequent sentinel events in hospi-

tals. Seeking help from mental health profes-

sionals can assist in the reduction of distressing

psychological symptoms. However, according to

a recent review, while 45% of people who suc-

cessfully committed suicide contacted a primary

care provider within 1 month of their death,

only 20% contacted mental health services within

the same time period (Lauma, Martin &

Pearson 2002).

Rudd, Joiner, and Rejab (2001) provide in

their book a good description on a number of

psychiatric, psychological, demographic, and

biological variables have been recognized as

suicide risk factors. The presence of one or

more psychiatric problem is a central variable

explaining suicide acts. At least 90% of individ-

uals who have died from suicide have had at least

one psychiatric disturbance. In addition, past sui-

cide attempts, history of childhood abuse, and

family history of suicide are associated with

increased risk of suicide. Other variables that

contribute to suicide risk are psychological vari-

ables, such as hopelessness, impulsivity, prob-

lem-solving deficits, and perfectionism. In terms

of demographic variables, men are more likely to

die by suicide than are women. Death by suicide

is more common in older, lower socioeconomic

status, and veterans. Similarly, non-Hispanic

White individuals have a higher rate of suicide

than individuals from other ethnical background.

In addition, individuals who are unemployed,

single, divorced, or widowed are also at a higher

risk. Biological variables have also been found to

be associated with suicide behaviors. Family,

twin, and adoption studies have found evidence
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for heritable risk of suicidality. Biological factors

related to lower levels of serotonin metabolites in

the cerebrospinal fluid, higher serotonin receptor

binding in platelets, and fewer presynaptic sero-

tonin transporter sites were found in individuals

who died by suicide. In addition, biological fac-

tors that inhibit impulsive behaviors, such as

greater postsynaptic serotonin receptors in spe-

cific brain areas, such as the prefrontal cortex,

have been associated with suicide behaviors.

The high rate of medical illness among indi-

viduals who committed suicide shows that both

mental disorders and physical illness are impor-

tant risk factors. Research shows variability in the

risk of suicide according to the type of medical

diagnosis. According to Hughes and Kleespies

(2001), medical illnesses such as AIDS, cancer,

chronic pain, end-stage renal diseases, severe

neurological disorders, and chronic obstructive

pulmonary disease have been correlated with

increased risk of suicide. In contrast, they

reported that other medical conditions including

sclerosis, heart transplant, hypertension, rheuma-

toid arthritis, neoplasms, and cervix and prostate

cancer have not been associated with increased

risk. Studies have shown that at least one quarter

of inpatients that have committed suicide in

medical/surgical units did not report any previous

psychiatric history (JCAHO 2010). Furthermore,

suicide among these patients tends to happen

within the first 2 weeks of their initial diagnosis

(JCAHO 2010). This highlights the need of

assessing suicidality in individuals who have

chronic medical problems or who have been

recently diagnosed with a life-threatening illness.

Additionally, significant differences have been

found between individuals who have completed

suicide in inpatient psychiatric facilities and

inpatient medical units. According to these stud-

ies, individuals who committed suicide in medi-

cal units tend to be older, their death did not

include careful planning, and their means of com-

mitting suicide were significantly more violent

(Nock et al., 2008).

In contrast to the vast literature on variables

associated with suicide, there are some studies

that have identified protective factors. Protective

factors are those that decrease the probability of

suicide in the presence of elevated risk. Rudd and

colleagues (2001) summarized some of the most

consistent findings in the literature are supportive

social network or family, reasons for living, and

religious beliefs. Being pregnant and having

young children in the home are also protective

against suicide.

Clinical providers face the difficulty of recog-

nizing individuals at risk of committing suicide

as no single factor is sufficient to trigger or pro-

tect an individual from a suicidal act. Suicide

warning signs are the earliest detectable signs or

symptoms that indicate high risk for suicide in the

near term (i.e., within minutes, hours, or days

before the suicidal act; Rudd et al., 2001). They

provide immediate cues to loved ones or clinical

providers of the imminent risk of attempting to

end one’s life. Some suicide warning signs

include hopelessness, anger, dramatic changes

in mood, acting recklessly or engaging in risky

activities, reports of feeling trapped, increased

alcohol or drug use, withdrawal from loved

ones, agitation or anxiety, and drastic sleep

changes (Rudd et al., 2001).

Due to the difficulty of preventing and recog-

nizing suicide, the assessment of suicide risk

should be completed in a standardized and sys-

tematic way. In addition to assessing risk and

protective factors, as well as warning signs to

understand the risk level of an individual, suicide

ideation, suicide plan, intent to act, previous sui-

cide attempts, and the medical lethality of means

need to be considered. When assessing suicide

risk, it is important to differentiate between

chronic risk and acute risk (Rudd et al., 2001).

Chronic risk involves the presence of risk factors.

Acute risk is determined by suicide ideation, inten-

tion, and a suicide plan in combination with warn-

ing signs. Acute risk can be further classified into

low, moderate, and high. Low acute risk involves

the presence of suicide thoughts with no specific

plan, intent, or behavior. Moderate acute risk

involves the presence of suicide ideation and

a plan without intent or behavior. High acute risk

refers to the presence of persistent suicide ideation

and a specific plan with the intent to die.
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Definition

Death from suicide in 1998 was ranked by the

World Health Organization (WHO) as the 12th

leading cause of mortality worldwide. Suicide is

the cause of death of one million people a year

worldwide (Lineberry, 2009). Suicide has been

committed via several methods, which vary

across geographic regions (Ajdacic-Gross

et al., 2008). It is a main cause of death in later

adolescence (ages 15–24 years; Shields,

Hunsaker & Hunsaker, 2006).

The main difficulty in suicide prevention is the

prediction of rare events and the multiple risk

factors of suicide. These include situational

factors such as social stressors and life events

(e.g., unemployment, poverty), psychological

factors such as hopelessness and hostility,

biological factors (e.g., reduced brain-derived

neurotrophic factor, protein-kinase A; Dwivedi &

Pandey, 2011), and mere access to means of

suicide (e.g., arms). One main difficulty in

predicting suicidal behavior is the reliance on

self-reported instruments, where people either

conceal their real replies or are unaware of them.

Conversely, some recent studies have shown

that assessing implicit associations between the

“self” and “life” versus “death,” with the Implicit

Association Test, predicted suicidal behavior

beyond what was detected by traditional risk

factors (e.g., depression, past attempts,

clinicians’ ratings; Nock et al., 2010). Similarly,

attention biases to suicide-related words relative

to neutral words, using the “emotional stroop,”

predicted suicidal behavior better than tradi-

tional risk factors (Cha, Najmi, Park, Finn, &

Nock, 2010). More research needs to utilize

such instruments to identify additional suicide

risk factors assessed in such indirect manners.

Often, an accumulation of risk factors occurs,

culminating in the tragic event. To conclude,

explicit and implicit psychosocial factors and

biological and situational factors serve as risk

factors for suicide and need to be considered in

the important attempt to prevent this severe

health outcome.
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Definition

Sun exposure refers to the amount and manner in

which people expose themselves to sunlight. This

is a highly complex parameter for quantification,

as it relies on self-report and its effects depend on

multiple environmental and personal factors, as

well as frequency and location of exposure on the

body. Most skin cancers are related to sun expo-

sure, and a great majority of exposure to sun takes

place before adulthood, making children and ado-

lescents central target groups for assessment and

prevention of sun exposure.Multiple studies have

linked sun exposure to various cancers, particu-

larly to skin cancer. In a review of 57 studies,

intermittent sun exposure and history of burns

were related to risk of melanoma. In contrast,

high occupational sun exposure was inversely

related to melanoma. Furthermore, factors such

as country of study seem to moderate effects of

sun exposure on melanoma, suggesting that

effects of sun exposure depend on geographical

factors as well. Indeed, latitude synergistically

interacts with history of sunburn in relation to

melanoma (Gandini et al., 2005). A major cause

of melanoma due to sun exposure is ultraviolet

light (Armstrong & Kricker, 1993). Various

scales exist for assessing sun exposure, which

consider the manner and duration of sun expo-

sure, context (working vs nonworking days), and

cumulating measures in relation to various time

frames (years or one’s life time; Kricker, Vajdic,

& Armstrong, 2005). Importantly, to achieve

greater test-retest reliability, it may be beneficial

to assess sun exposure in relation to activities

(e.g., with family, at work) rather than in relation

to specific time periods (Yu et al., 2009). In

children, important social factors related to

usage of sun protective agents include parental

reminders (Donavan & Singh, 1999). In children,

sun protective behavior decreases with age

though sun exposure increases with age, possibly

reflecting greater peer pressure and reduced

parental control in older children (Pichora &

Marrett, 2010). Thus, sun exposure reflects

a major and complex cause of various skin can-

cers and must be properly assessed and better

controlled in attempt to prevent skin cancers.
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Definition

Surrogate Decision Making

If an individual is unable to make decisions about

personal health care, some other individual can

be authorized to provide direction. Such a person

is called the surrogate decision maker, a proxy, or

some other term specific to the type of authoriza-

tion. For example, under an advance directive,

the decision maker is typically an “agent”; under

a durable power of attorney for health care, the

decision maker is the “attorney in fact” (although

in slang, some health-care providers refers to

such persons as “the POA”); an individual may

be judicially appointed as a “guardian,” or state

lawmay identify certain next of kin or other close

persons as eligible to serve as a surrogate. State

law will determine the role of domestic partners

in the absence of an advance directive appointing

someone as an agent.

Each type of surrogate or proxy has a scope of

authority to make health-care decisions for an

individual depending on the source of the

surrogate or proxy’s authority and state law. For

example, the surrogate may have broad authority

to consent to health care and to refuse or direct the

withdrawal of health care but with limitations if

the care is life-sustaining. An agent under an

advance directive from an individual may have

immediate, broader authority to direct the

withholding or withdrawal of life-sustaining

treatment than a surrogate acting only under

state law. Guardians may nor may not need

court approval for certain actions involving

life-sustaining treatment.

Surrogates or proxies appointed by the

individual patient have decision making priority.

Where there is no such person, state law deter-

mines the process for consulting with next of kin

or others, which can include close friends,

potentially in an order of hierarchy as to who

priority, and how to resolve disagreements

among those with the same level of relationship.

Where there are no such persons or there is an

irreconcilable disagreement, a judicial guardian-

ship may be needed. Ethics committees or Patient

Care Advisory Committees are examples of

bodies within a health-care facility that can be

very helpful in gathering an evaluating informa-

tion about an individual’s clinical condition, treat-

ment options and prognosis, previously expressed

wishes, interpretations of available documents,

varying points of view, and related considerations.

In a recent study, it was noted that surrogate

decision making is often required for older

Americans at the end of life. Among a sample

of 4,246 deaths of respondents in the Health and

Retirement Study, proxies reported that 42.5% of

these individuals needed decision making about

medical treatment before death; 70.3% of

subjects lacked the capacity to make those deci-

sions themselves and, overall, 29.8% required

decision making at the end of life but lacked

decision-making capacity. These findings suggest

that more than a quarter of elderly adults may need

surrogate decision making before death.
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Definition

Survey is a methodology and a practical tool

used to collect, handle, and analyze in a

systematic way information from individuals.

These individuals or micro units can be of various

types, such as people, households, hospitals,

schools, businesses, or other corporations. The

units can be simultaneously available from two

or more levels such from households and their

members. Information in surveys may be

concerned various topics such as people’s per-

sonal characteristics, their behavior, health, sal-

ary, attitudes and opinions, incomes, poverty and

housing environments, or characteristics and per-

formance of businesses. Survey research is

unavoidably interdisciplinary, although the role

of statistics is most influential since the data for

surveys is constructed in a quantitative form.

Correspondingly, many survey methods are spe-

cial statistical applications. However, surveys

exploit substantially many other sciences such

as informatics, mathematics, cognitive psychol-

ogy, and theory of submatter sciences of each

survey topic.

Basic Survey Concepts

A key concept in surveys is target population the
universe of which should be exactly determined

and realistic. It is possible that there are more

than one target population (e.g., hospitals of cer-

tain types and their clients during a specific

period). Before determining a strict target popu-

lation, a researcher can have in mind population
of interest, but this is often too difficult to reach,

and hence, a realistic population is chosen. For

example, more or less heavy alcohol drinkers

may be interest for a researcher, but such people

cannot be found from any data source. Respec-

tively, such a target population is not realistic, but

fortunately, one can try with a larger target pop-

ulation where there are also nondrinkers or light

drinkers. The study itself can, among others, con-

centrate on those heavy drinkers, and results are

correct if there are in data enough such people in

order to get appropriate results. This requires also

that we have a good frame and frame population
from which reasonable data are downloaded.

A drawback is that although the frame seems to

be ideal, it includes such people who do not

belong to our realistic target population, never-

theless, and secondly, we cannot get responses

from all selected people due to nonresponse.

Thus, when designing data collection, it is neces-

sary to predict nonresponse and other gaps as well

as possible in order to get enough respondents for

the study.

Sampling

Survey data can cover the whole target popula-

tion, but if it is large, it is rational to use sampling.

This leads to plan an optimal sampling design.

The design may be more or less complex. The

simplest one is to use completely random selec-

tion in which case every frame unit has an equal

inclusion probability to be selected in the sample.

Such a design is rarely rational since the data

collection may be too expensive or such a frame

is not available. For these reasons, the most com-

mon strategy in people surveys is in the first

stage, to select so-called clusters (small areas,

service houses, households), and in the second

stage, the desired sample units (target people,

clients, household members) are to be

interviewed and studied. This strategy is called

two-stage sampling, but three-stage sampling is

also applied. These both strategies lead to prob-

ability sampling that is definitely a valid method.

Naturally, next steps must have been done suc-

cessfully too.

Two- and three-stage samplings are generally

called multistage sampling, but if the study units

are selected directly from the frame, it is one-

stage sampling, but this term is not much used.

In contrast, the term element sampling is com-

mon. Multistage sampling is hierarchical in its

nature, that is, we approach to study units by

stage by stage. This strategy is different from

multiphase sampling in which case after one

sample selection, a new sample from the first

sample has been selected. This is much used

in panels in which case the second or the
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consecutive samples have been selected even

with 100% from those who have responded

in the first phase. This panel approach gives

opportunity to follow respondents over time. It

is common in health, poverty, and living condi-

tion research, for instance. Panel designs can be

very complex too. Rotating design is much used

when needed to analyze data both cross-section-

ally (for a specific time point or time period) and

longitudinally (for following individuals over

time). Long panels might be hard to do well,

and there can be met too much nonresponse that

leads a worsening data quality.

Two-phase sampling is also useful when ana-

lyzing how respondents differ from nonrespon-

dents. This information is necessary for survey

quality documentation, but it can be used also for

improving the quality. The second phase could in

this case lead to draw a subsample of the non-

respondents, and then attempts to get some infor-

mation from them. Naturally, this is not easy

since they are reluctant, but most nonrespondents

still are willing to answer to some simple but key

questions of the survey.

Moreover, it is often advantageous to exploit

stratification in surveys. This leads to create

a number of strata that are like subpopulations.

Sampling designs for each stratum may be sim-

ilar or different. The main varying point is

maybe that the sample size has been allocated

for each stratum so that the research targets are

satisfied ideally. Typically, the relative sample

size is larger for a smaller stratum population

and smaller for a larger population, respec-

tively. This is due to an ordinary target to get

about as accurate estimates (results) for each

stratum.

Data Collection Tools and Methods

Data collection is not ready after selection

a sample (or the full data). Three other major

tasks are needed: (1) design the questionnaire,

(2) decide the data collection mode (mail or

phone or face-to-face interviewing or web or

mixed mode such as web plus phone), (3) collect

supported data (auxiliary) both for sampling

and further data handling. Such data are required

both from respondents and nonrespondents.

Auxiliary data are very advantageous for

adjusting sampling weights from the initial

ones. Consequently, the bias in estimates will

be reduced.

Data Cleaning and Analysis

Survey data should be cleaned before starting

the analysis. In addition to computing the sam-

pling weights, the following tasks are needed:

data editing, imputation of missing data, data

documentation (called metadata), data collection

process documentation (called paradata), and se-

lection of a good IT format (e.g., SPSS or SAS).

The sampling design strategy is necessary to cor-

rectly take into account in the analysis.
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ioral interactions in the development of obesity

to clinical investigations of the effects of stress

and hostility on glucose metabolism and diabe-

tes. He also pioneered the use of computers in

the medical management of such chronic dis-

eases as diabetes and congestive heart failure.

He has received multiple grants from the

National Institutes of Health, private founda-

tions, and industry to support his research pro-

gram. He has played a key administrative role in

the Department of Psychiatry and Behavioral

Sciences at Duke University as vice chair for

research and is a former president of the Society

of Behavioral Medicine. He also has served on

the editorial boards of such journals as Health

Psychology, the Journal of Consulting and Clin-

ical Psychology, Obesity, andMetabolism. He is
the recipient of numerous awards and honors

including the Research Career Award in Health

Psychology from the American Psychological

Association.

Cross-References

▶Diabetes

Sustainability

▶Ecosystems, Stable and Sustainable

Sympathetic

▶Autonomic Balance

▶Heart Rate Variability
Dr. Surwit recently received the Distinguished Scientist

Award from the Society of Behavioral Medicine.

S 1942 Surwit, Richard S.

http://dx.doi.org/10.1007/978-1-4419-1005-9_740
http://dx.doi.org/10.1007/978-1-4419-1005-9_1394
http://dx.doi.org/10.1007/978-1-4419-1005-9_789
http://dx.doi.org/10.1007/978-1-4419-1005-9_805


Sympathetic Nervous System (SNS)
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Definition

The sympathetic nervous system (SNS) is one

of two main branches or subsystems of the auto-

nomic nervous system (ANS). It originates in the

thoracic and upper lumbar segments of the spinal

cord and commonly – but not always – yields

peripheral adjustments that are complementary

to those produced by its counterpart, the para-

sympathetic nervous system (PNS).

Description

The sympathetic nervous system is one of two

main branches or subsystems of the autonomic

nervous system, the physical system responsible

for unconsciously maintaining bodily homeosta-

sis and coordinating bodily responses. Working

with the second main branch, the parasympa-

thetic nervous system, the sympathetic nervous

system regulates a wide range of functions such

as blood circulation, body temperature, respira-

tion, and digestion. Sympathetic activation com-

monly leads to adjustments on organs and glands

that are complementary to those produced by

parasympathetic activation and suitable for

high activity (“fight and flight” as opposed to

“rest and digest”). Examples of high-activity

adjustments are constriction of blood vessels in

the skin, dilation of blood vessels in the skeletal

muscles and lungs, and increased heart rate and

contraction force. Although sympathetic adjust-

ments tend to complement parasympathetic

adjustments, they do not always. For example,

both sympathetic nervous system arousal

and parasympathetic nervous system arousal

increase salivary flow, although to different

degrees and yielding different compositions

of saliva.

Basic functional units of the sympathetic ner-

vous system are preganglionic and postgangli-

onic neurons. Preganglionic neurons have cell

bodies in the thoracic and upper lumbar segments

of the spinal cord and axons that extend to cell

bodies of postganglionic neurons. Postganglionic

neurons have cell bodies that are clustered in the

so-called ganglia and relatively long axons that

innervate target organs and glands. The major

neurotransmitters of the sympathetic nervous

system are acetylcholine and norepinephrine.

Acetylcholine is the neurotransmitter of all pre-

ganglionic neurons. Stimulation of cholinergic

receptors of the nicotinergic subtype located on

the cell bodies of the postganglionic neurons by

acetylcholine leads to an opening of nonspecific

ion channels. This opening permits transfer of

potassium and sodium ions, which depolarizes

the postganglionic cell and initiates an action

potential. Norepinephrine is the neurotransmitter

of most sympathetic postganglionic neurons and

stimulates adrenergic receptors lying on targeted

visceral structures. All adrenergic receptors are

coupled with G-proteins, but transmission path-

ways depend on the receptor subtype. Activation

of alpha-1 receptors changes the calcium concen-

tration in the cell, which in turn triggers the

specific effect on the targeted visceral structure.

Alpha-2 and beta receptors trigger visceral

responses by affecting cAMP production in the

cell. Specific effects depend on the receptor

subtype and on the innervated visceral structure.

For instance, stimulation of alpha-1 receptors

on blood vessels of skeletal muscles leads

to vasoconstriction and reduced blood flow,

whereas stimulation of alpha-1 receptors on the

radial pupil muscle leads to muscle contraction

and increased pupil size. Stimulation of beta-2

receptors on the heart leads to increased heart

rate and contraction force, whereas stimulation

of beta-2 receptors on skeletal muscle blood

vessels leads to vasodilation and increased

blood flow.

In working jointly with the parasympathetic

nervous system, the sympathetic nervous system
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does not function in an all-or-none fashion, but

rather activates to different degrees. Depending

on the affected visceral structure and situation,

it may be more or less active than the para-

sympathetic nervous system. Shifts in the mag-

nitude of sympathetic and parasympathetic

influence can occur locally within a single vis-

ceral structure (e.g., the eye) or across visceral

structures, with local shifts occurring to meet

highly specialized demands (e.g., a change in

ambient light) and global shifts adapting the

body to large-scale environmental changes

(e.g., the appearance of a substantial physical

threat). Autonomic control is maintained by

structures in the central nervous system that

receives visceral information from an afferent

(incoming) nervous system. A key central ner-

vous system structure is the hypothalamus,

which integrates autonomic, somatic, and endo-

crine responses that accompany different organ-

ism states.
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Sympathetic Nervous System (SNS)
Activation

▶ Sympatho-Adrenergic Stimulation

Sympatho-Adrenergic Stimulation

Sabrina Segal

Department of Neurobiology and Behavior,

University of California, Irvine, CA, USA

Synonyms

Adrenergic activation; Sympathetic nervous sys-

tem (SNS) activation

Definition

Activation of one of the three branches (the sym-

pathetic nervous system) of the autonomic ner-

vous system via disruption of physiological

homeostasis which results in the release

of epinephrine/adrenaline and norepinephrine/

noradrenaline from the adrenal medulla.

Description

The sympatho-adrenomedullary (SAM) system is

one of two major components of the stress sys-

tem. Stress activates the sympathetic nervous

system and the goal of this response is to return

the individual to physiological homeostasis. Epi-

nephrine release from the adrenal medulla causes

physiological alterations in cardiovascular tone,

respiration rate, and blood flow to the muscles.

Epinephrine does not cross the blood–brain bar-

rier, but acts indirectly on the brain via the vagus

nerve, which projects to the nucleus of the soli-

tary tract (NTS), resulting in noradrenergic pro-

jections to the amygdala, as well as other brain

regions. The release of epinephrine and norepi-

nephrine from the adrenal medulla increases
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blood glucose levels and enhances alertness,

learning, and memory.
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University, Boston, MA, USA

Synonyms

Learned symptom behavior; Maladaptation of

symptom behaviors to chronic illness; Malinger-

ing; Martyr behavior; Secondary gain

Definition

Symptom magnification is a self-destructive,

socially reinforced behavioral response pattern

consisting of reports or displays of symptoms

which function to control the life of circum-

stances of the sufferer.

Description

Symptom magnification syndrome (SMS) may

be described as a conscious or unconscious

self-destructive learned pattern of behavior which

is maintained through social reinforcement and

typically controls the individual’s life activities.

SMS may be labeled “malingering” or exagger-

ated psychological complaints which can be asso-

ciated with individuals who are seeking financial

compensation or a secondary gain, e.g., increased

attention from a family member, from symptom

reporting. The validity scales of the Minnesota

Multiphasic Personality Inventory-2 (MMPI-2)

are widely used for the detection of exaggerated

psychological complaints.
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Symptom-Limited Exercise Test

▶Maximal Exercise Stress Test

Symptoms

Tana M. Luger

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Synonyms

Indicators

Definition

Symptoms are physical sensations or changes in

internal state that a person recognizes, interprets,

and reports (Pennebaker, 1982). Although

symptoms are a key indicator of disease, it has

been shown that perceived symptoms do not

always correspond with objective, physiological

pathology. Thus, researchers have sought to

examine the various factors that can influence

the perceptual processing and attributing of

physical symptoms.

Because perception involves attention to

certain cues while ignoring others, a person is

more likely to recognize symptoms if their exter-

nal world is not supplying them with information

or distractions (Pennebaker, 1982). For example,

a person with a boring job is more likely to report

symptoms than one with a fast-paced job.

The assumption is that the person with the boring

job can focus more attention on his internal,

physical state rather than managing the external.

There is much evidence that people selectively

search for information when interpreting their

symptoms. People tend to focus on information

which either confirms their expectations or shows

the potential symptoms to be benign (Leventhal,

Leventhal, & Contrada, 1998; Pennebaker,

1982). Situational cues may also influence

a person’s search for information. For example,

a recent outbreak of influenza in one’s town

may make a person more sensitive to his physio-

logical changes and more likely to interpret his

symptoms as signs of the flu. Previous experience

with similar symptoms may also prime a

person to attribute symptoms as being indicators

of a particular disease (Jemmott, Croyle, & Ditto,

1988).

Finally, researchers have found that individual

differences like gender, age, and personality can

affect the amount that people report symptoms

(Pennebaker, 1982). For example, women tend

to report more physical symptoms than men,

older adults report more than young adults, and

those high in the personality trait of negative

affectivity report more than those high in positive

affectivity. One reason suggested for these

differences are differing tendencies to focus on

one’s internal state, resulting in more attention

and recognition of symptoms.
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Symptoms Scale
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University of Brussels (VUB),
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Definition

Symptoms scales are psychometric instruments

aimed at assessing the frequency or severity of

any type of symptom associated with a mental or

physical health condition. Development of symp-

tom scales requires the same type of rigor as any

other self-report instrument requires, including

tests of internal reliability and test-retest reliabil-

ity and face, concurrent, construct and predictive

validity.Questions on such scales can be asked in

relation to a specific time frame (e.g., the present

moment, the past week) and in relation to certain

severity levels. For example, in the assessment of

pain symptoms, patients may be asked to rate

their level of average and worse pain in a given

time frame. Finally, some scales also ask the

extent to which certain symptoms interfere with

one’s daily functioning, as is often done in the

domain of quality of life or pain. One of the

earliest developed psychological symptoms

scale is the symptom check list 90 (SCL-90)

which was designed to assess psychological

symptoms for evaluating the outcomes of mental

health interventions and for research purposes.

The symptoms are assessed in relation to the

past 7 days and are categorized into nine dimen-

sions (e.g., psychoticism, depression). Its internal

reliability is adequate (e.g., Cronbach’s alpha of

.77 to .90 on its dimensions). Its concurrent, con-

struct, and predictive validities have been shown

as well. A physical symptoms scale is the Patient

Health Questionnaire 15 (PHQ-15; Kroenke,

Spitzer, & Williams, 2002). This scale assesses

15 common physical symptoms including

stomach, back, head and chest pains, dizziness,

shortness of breath, etc. Scores on the PHQ-15

correlate with functional status and with health-

care utilization. Numerous other instruments

exist for assessment of various psychiatric

symptoms including depression, anxiety,

post-traumatic stress disorder, and for disease-

specific symptoms. The latter include symptoms

scales of upper respiratory infections (Orts

et al., 1995), the Rose chest pain questionnaire

(Rose, McCartney, & Reid, 1977), and others.

Symptom scales are a basic element in diagnosis

and monitoring of treatment effects and in

research in many health disciplines including

medicine and behavior medicine. However, it is

noteworthy to consider the limitations of symp-

tom scales, as in most self-report scales. These

include reporting biases, memory, and lack of

self-awareness. One important factor known to

underlie reporting biases includes neuroticism or

negative affectivity, which, when elevated, often

leads to inflated symptom reporting and needs to

be considered when patients complete symptoms

scales (Watson & Pennebaker, 1989).
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Syntocinon (Synthetic Forms)

▶Oxytocin

Syringe Exchange Programs

▶Needle Exchange Programs

Systematic Bias

▶Bias

Systematic Desensitization

Faisal Mir

School of Sport & Exercise Sciences, University

of Birmingham, Edgbaston, BHAM, UK

Synonyms

Graded exposure counterconditioning

Definition

Systematic desensitization or graded exposure is

a behavioral intervention commonly used in the

treatment of phobias and other anxiety-related

disorders. Individuals with phobias tend to pos-

sess irrational fears of stimuli such as heights,

close spaces, dogs, and snakes. In order to

cope, the individual avoids such stimuli. Since

escaping from the phobic object reduces anxiety

temporarily, the individual’s behavior to reduce

the perceived fear is negatively reinforced.

The aim of systematic desensitization is to

overcome this avoidance by gradually exposing

individuals to the phobic stimulus until their

anxiety to the fear is extinguished (Sturmey,

2008).

Description

Joseph Wolpe (1915–1997)

Joseph Wolpe was a South African–born Ameri-

can doctor. During his work as a medical officer,

Wolpe’s task was to treat soldiers who were diag-

nosed with “war neurosis” which is now referred

to as post-traumatic stress disorder. It was

argued at the time that by talking about their

war experiences would lead to a resolution of

their symptoms. However, this was not found to

be the case, and Wolpe became increasingly dis-

illusioned by Freud’s psychoanalytic therapy. It

was this which served as a catalyst for Wolpe to

discover other more effective treatment strategies

(Wolpe, 1973).

Wolpe began to investigate behavioral strate-

gies through laboratory experiments. One of his

concepts was reciprocal inhibition by which

anxiety is inhibited by a feeling which is incom-

patible such as relaxation (Wolpe, 1961). He

pioneered the intervention assertiveness training

and deciphered that this approach was useful for

people who were anxious about social situations.

As they learned assertiveness skills, this assisted

to minimize the anxiety associated with such

situations and in turn relaxed. As this proved

to be highly fruitful, it further led to the devel-

opment of systematic desensitization (Wolpe,

1973).

Systematic Desensitization

It was discovered that fears could be learned

through the behavioral model of classical condi-

tioning (see ▶Classical Conditioning). There-

fore, Wolpe (1973) sought to eliminate the fear

response generated by the stimulus and replace it

with a competing response of relaxation. The

notion of systematic desensitization was based

upon two principles of conditioning. The first

was that an individual could not produce two

different responses to stimuli such as fear and

relaxation. Secondly, classical conditioning

often involves stimulus generalization which

refers to stimuli which are similar and lead to

the learned response of fear (Sturmey, 2008).

During the process of systematic desensitiza-

tion, the therapist works in conjunction with the
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person who has a phobia to ascertain the exact

stimulus which triggers the phobia. Next, the

individual is taught relaxation-inducing tech-

niques often related to a cue for relaxing. After

this stage, the therapist and individual develop

a list of fear-evoking stimuli, ranging from

very mild to very intense anxiety. This list is

referred to as a hierarchy of fears as the stimulus

items are listed in order of the intensity of fear

they evoke. Then, working gradually the thera-

pist attempts to recondition the person so that

the stimuli in the hierarchy become associated

with a relaxed response rather than fear. Once

the individual can eventually confront the

stimulus which originally evoked the greatest

anxiety and remains relaxed, then the phobia

has been effectively extinguished (Sturmey,

2008).

Systematic desensitization has been found to

be highly effective in the treatment of phobias

(Clark, 1963), sexual disorders (Obler, 1973),

and traumatic nightmares (Schindler, 1980).

Cross-References

▶Anxiety Disorder

▶Behavior Change

▶Behavior Modification

▶Behavioral Intervention

▶Behavioral Therapy

▶Classical Conditioning

▶Cognitive Behavioral Therapy (CBT)
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Systematic Review

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Systematic reviews present a descriptive

assessment of a collection of original research

articles related to a specific research question.

These reviews “collate, compare, discuss, and

summarize the current results in that field”

(Matthews, 2006). Campbell, Machin, and

Walters (2007) noted that “It has now been

recognised that to obtain the best current

evidence with respect to a particular therapy all

pertinent clinical trial information needs to be

obtained.” This “overview process” (Campbell

et al., 2007) has led to many changes in the way

clinical trial programs are developed. They have

become an integral part of evidence-based med-

icine, impacting decisions that affect patient care.

A considerable problem in writing such

reviews is the retrieval of all relevant publica-

tions in the behavioral medicine literature,

although the advent of computerized searchable

databases has made this task much less arduous.

While such a narrative review can be very

useful in its own right, it can also be the first

step in a two-step process that also includes

conducting a meta-analysis. This provides a

statistical (quantitative) answer, whereas the

authors’ conclusions in a systematic review will

largely be qualitative.
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Systems Theory
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Psychology Department, Syracuse University,
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Definition

An approach to science that emphasizes unity and

wholeness (Bertalanffy, 1968) and views factors

that influence phenomena as mutually affecting

each other at various levels of complexity.

Description

Systems theory, which became popular in the

mid-twentieth century, developed in opposition

to some of the philosophical assumptions that

permeated the sciences across a variety of disci-

plines (Bertalanffy, 1968). Specifically, systems

theory opposed the idea that knowledge about the

universe is best obtained through a perspective

rooted in notions of reductionism, mechanism,

and objectivism (Midgley, 2000). Mechanism

assumes that the universe and all phenomena

contained within it can be likened to machines,

composed of parts that operate in predictable,

logical ways. Therefore, traditional scientific the-

ory and methodology seeks to reduce complex

phenomena to the functions of the smallest pos-

sible parts (reductionism), assuming that such

analysis will yield complete understanding and

ultimately control, in the area under study

(Midgley, 2000). For example, a reductionistic

approach to psychology may pose that all

behavior can ultimately be traced to genetic

endowment or chemical reactions occurring at

the level of individual brain cells.

Systems theorists, however, argue that the

search for simple, linear, cause and effect rela-

tionships between variables may lead to the

neglect of developing more holistic, comprehen-

sive conceptual models (Midgley, 2000), leaving

the field of psychology impoverished in a

couple of ways. First, mechanistic and reduction-

ist approaches may struggle to explain emergent

properties of systems, that is, those qualities of

a system that cannot be explained merely as the

sum of its individual parts (Bertalanffy, 1968),

such as the human capacity for agency, creativity,

or love. Even the concept of life itself cannot be

explained by the activity of individual cells

(Bertalanffy), but emerges from a complex sys-

tem of interacting cells. Second, reductionistic

scientific disciplines tend to exist in relative iso-

lation from each other, without attempts at inte-

gration that may benefit the individual field, as

well as facilitate broader societal improvement.

Since system thinking views the boundaries

between disciplines as somewhat unnecessary

and artificial, a behavioral medicine investigator

working from a systems perspective may draw

from many sciences to obtain a more holistic

understanding of a given topic. Therefore, in

contrast to the “zooming in” approach of reduc-

tionism, systems thinking values panning out-

ward to examine different levels of contextual

factors that may be influencing and be influenced

by a particular aspect of a system – including

concepts across disciplines.

Ecological models of health behavior (see

Sallis, Owen, & Fisher, 2008) are a good example

of research grounded in systems thinking. These

models assume multiple influences on health

behaviors at various levels, with influences

interacting across the levels (Sallis et al., 2008).

For example, consider the problem of cardiovas-

cular disease. A systemic approach to reducing

the incidence of cardiovascular disease would

aim to target a variety of factors that are

interacting to determine one’s degree of risk for

developing the condition, including biological

(e.g., hypertension, high cholesterol), psycho-

logical (e.g., hostility), social (interpersonal
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relationships and support), and behavioral (e.g.,

diet, exercise, medication compliance) contribu-

tors. Such conceptualization in behavioral

medicine is often referred to as taking a

biopsychosocial approach, a form of systems

thinking. A systemic model would also examine

contextual factors that affect the individual, such

as health care utilization or level of education,

which may influence the individual’s exposure to

preventative medicine and information about

healthy eating habits. Further, the approach

would likely be mindful of broader social and

economic concerns (e.g., unemployment rate,

racial inequality) that may, in turn, influence

one’s access to these resources and thus would

also be considered relevant to intervention

efforts. These types of ecological models have

been developed to further understanding of

various health behaviors such as physical activ-

ity, tobacco control, and diabetes management

(Sallis et al.).

Just as systems theory questions the validity of

boundaries between disciplines, it also disputes

the boundary between scientists and their objects

of study (Midgley, 2000). Systems theorists reject

the position that one can passively observe reality,

standing separate from the object of study, but

holds that scientists interact with these objects to

actively create reality and interpret observations

based on the lens through which they view them

(Bertalanffy, 1968). If objectivism is not possible

and scientists can never capture “reality,” then

theories and methodologies become “ways of

seeing” that are full of value (Midgley, 2000).

A critical implication of this shift in thinking is

the possibility for theoretical pluralism, wherein

investigators value contributions from various per-

spectives and types of research.

Influence on Psychotherapy

The principles inherent in the systems approach

have influenced important shifts in the way

psychotherapists understand the process of

facilitating client change. First, there has been

a shift away from the traditional psychoanalytic

approach, which viewed the therapist as

a relatively objective figure who could success-

fully remove his or her self from the process,

providing the patient with a “blank screen” on

which to project unconscious material for

interpretation by the therapist. Modern

psychoanalytic approaches, such as the object

relations or two-person paradigms, assert that the

therapist cannot avoid revealing the self and

influencing the therapeutic encounter so as to cre-

ate it along with the patient (Levenson, 1995).

When viewing the therapeutic relationship as

a system, the interaction between the therapist

and patient, including the therapists’ behaviors

and feelings, becomes critically important and

should be considered to aid case formulation and

planning interventions. Since a change in any part

of a system affects the whole of the system

(Bertalanffy, 1968), the therapist’s attempts to fos-

ter a healthy relationship can encourage improved

interpersonal functioning in the patient (Levenson,

1995). Second, systems theory gave rise to another

popular paradigm for understanding individual

and family dysfunction, known as family systems

theory. Family systems theory holds that an indi-

vidual’s or family’s distress cannot be understood

fully by looking at any one person in isolation, but

must be viewed as the symptom of problematic

patterns of interactions within the larger family

structure (Smith-Acuña, 2010). Systems therapists

therefore seek to improve the functioning of the

family as a unit.

Cross-References
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Systolic Blood Pressure (SBP)

Annie T. Ginty

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Blood pressure

Definition

Systolic blood pressure is the force exerted by

blood on arterial walls during ventricular con-

traction measured in millimeters of mercury

(see Tortora & Grabowski, 1996). It is the highest

pressure measured; normal range for systolic

blood pressure is <120 mmHg.

Cross-References

▶Blood Pressure, Measurement of
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Department of Biomedical Sciences, University
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Definition

The word “tachycardia” means rapid heart rate.

This condition is more precisely defined as

a heart rate that is above the age-adjusted range

of normal heart rates (see Table 1). Children

normally have higher heart rates than adults and

can tolerate rapid heart rates more easily.

Description

Normal Determinants of Heart Rate

Heart rate is normally established by the rate of

spontaneous generation of an electrical signal

(action potential) by “pacemaker” cells located

in the sinoatrial (SA) node of the heart (in the wall

of the right atrium near the entry of the superior

vena cava) (Mohrman & Heller, 2011). These

electrical signals are normally generated at

a rate of 60–100 beats per min in a human adult.

They are propagated from the SA node through

the atrial and ventricular muscle cells in a set

pathway that stimulates contraction in a pattern

that optimizes pumping of blood from the heart.

Most other cardiac muscle cells have the poten-

tial to act as pacemakers, but the SA nodal cells

drive the heart at a slightly faster rate than any of

these other “latent” pacemakers.

The normal fluctuations in heart rate that occur

in response to normal changes in the body’s met-

abolic demands are accomplished by altering

autonomic neural influences on the SA nodal

pacemaker cells from the parasympathetic and

sympathetic nervous system. Increased sympa-

thetic activity causes an increase in heart rate

whereas increase in parasympathetic activity

causes a decrease in heart rate.

Symptoms of Tachycardia

A person with significant tachycardia may or may

not be aware that their heart rate is fast without

actually measuring their pulse rate (Valentin,

O’Rourke, Walsh, & Poole-Wilson, 2008). How-

ever, tachycardia often results in a feeling of

light-headedness, dizziness, tunnel vision, or

fainting. Other symptoms may include muscle

weakness, nervousness, sweating, pallor, or

a feeling of fullness in the chest. The cause of

Tachycardia, Table 1 Age-associated upper limit to

normal human heart rates (Adapted from Greene, 1991)

Less than 1 year �170 bpm

1–2 years �150 bpm

3–5 years �135 bpm

6–12 years �130 bpm

12–15 years �120 bpm

15 years through adulthood �100 bpm

M.D. Gellman & J.R. Turner (eds.), Encyclopedia of Behavioral Medicine,
DOI 10.1007/978-1-4419-1005-9, # Springer Science+Business Media New York 2013



many of these symptoms is often related to

a decrease in arterial blood pressure and therefore

blood flow to the brain and other tissues.

Physiological Cause of the Symptoms

The amount of blood that the heart pumps in

a minute is called the cardiac output (Mohrman

& Heller, 2011). This is determined by the

volume of blood ejected in each beat (stroke
volume) and the number of beats per minute

(heart rate):

Cardiac output ¼ stroke volume� heart rate

One might predict from this equation that the

cardiac output would increase whenever heart

rate increased. This is true over the normal

range of heart rates. However, when the heart

rate exceeds this normal range, the cardiac output

may actually fall. There are three primary reasons

for this: (1) There is insufficient time between

beats to allow the heart to fill adequately.

(2) The coronary circulation to the cardiac mus-

cle may be compromised by the compressive

forces in the ventricular wall associated with

each individual beat. (3) The energy require-

ments for the heart increase enormously and

may not be met by the compromised coronary

blood flow.

Physiological Causes of Tachycardia

1. Atrial Tachycardia or Supraventricular

Tachycardia (i.e., associated with a narrow

QRS complex on an ECG) (Valentin,

O’Rourke, Walsh, & Poole-Wilson, 2008).

This condition is more common than ventric-

ular tachycardia (see below) and can often be

successfully treated. It is often uncomfortable

and alarming to the individual, but does not

usually portend immediate, possibly fatal

consequences.

(a) Sinus Tachycardia – Elevated sympathetic

neural activity or an increase in circulating

catecholamines stimulates the normal

pacemaker cells in the SA node to fire at

a very rapid rate and this electrical signal

is then carried via normal pathways

through the entire heart.

(b) Ectopic Atrial Pacemakers – Atrial cells

that are not part of the SA node can some-

times become irritable and generate elec-

trical signals that spread throughout the

cardiac tissue.

(c) AV Nodal Reentrant Tachycardia – This is

a conduction defect rather than a pace-

maker defect. In this case, a rapid heart

rate may result from an abnormal portion

of conduction pathway usually found in

the AV node in which the electrical signal

circles back on itself to rapidly re-excite

the downstream tissue.

(d) Atrial Flutter – An ectopic pacemaker or

reentrant pathway in the atria evokes in

a very rapid atrial rate such that AV node

fails to conduct every signal. The atria

may beat three or more times for each

ventricular beat. The ventricular rate may

be faster than normal or within the normal

range but the atrial rate is faster.

(e) Atrial Fibrillation – The atrial conduction
pathways become disorganized and the

normal synchronized excitation of the

atrial tissue is disrupted. Electrical signals

are initiated and conducted in bizarre pat-

terns, resulting in unpredictable intermit-

tent conduction through the AV node. This

results in an irregular ventricular rhythm

that may, on the average, be faster than

normal (tachycardia), normal, or slower

than normal (bradycardia).

2. Ventricular Tachycardias (i.e., associated

with wide QRS complex on an ECG). This is

a more serious condition than atrial tachycar-

dia and needs immediate attention. The heart

is still operating as a pump but the possibility

of a sudden deterioration to ventricular fibril-

lation is high.

(a) Ectopic Ventricular Pacemakers –

Ventricular cells can sometimes become

irritable and generate electrical signals

that spread throughout the cardiac tissue.

This may occur if blood flow to a portion

of the ventricular wall is inadequate and

the tissue becomes ischemic.

(b) Ventricular Reentrant Pathways – In this

case, a rapid heart rate may result from
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abnormal conduction of the electrical sig-

nal through a small portion of ventricular

muscle such that the electrical signal cir-

cles back on itself to rapidly re-excite the

cardiac tissue. Because all cardiac muscle

cells are electrically connected, this rap-

idly firing small group of cells can drive

the ventricles at a fast rate.
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Tailored Communications

Celette Sugg Skinner

Clinical Sciences, The University of Texas
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Synonyms

Tailored health behavior change interventions

Definition

“Tailored communications are any combination

of information intended to reach one specific

person, based on characteristics unique to that

person, related to the outcome of interests, and

derived from an individual assessment” (Kreuter

& Farrell, 2000).

Description

Background

The field of behavioral medicine studies how

behaviors affect health and medical conditions,

as well as how behaviors can be changed. Good

behavior-change interventions are, of course,

guided by strong health behavior theories that

elucidate factors (variables) affecting individ-

uals’ behaviors. One of most basic of these, the

Health Belief Model (HBM), was developed in

the 1950s when the US public health service

consulted with psychologists to understand why

people were not availing themselves of free

tuberculosis screenings. This simple model delin-

eates three major factors (or theoretical con-

structs) affecting whether people take a health

action. They must feel susceptible to a health

threat serious enough to warrant attempts to

reduce the risk, believe that changing their behav-

ior would reduce their risk, and overcome per-

ceived barriers to behavior change (Champion &

Skinner, 2008). Individuals can vary widely on

these beliefs. One’s threat perception may be low

whereas another may perceive the threat but not

believe the behavior change would have benefit

for lowering it. Among those who perceive bar-

riers to behavior change, specific types of barriers

may vary widely. For example, not having a ride

to a screening site is very different from not being

able to afford screening or of being afraid the

screen would find a problem.

Message Customization

Face-to-face communications are usually cus-

tomized for different people. For example, nurses

seeking to facilitate medication adherence com-

municate with different patients differently,

depending on factors influencing that persons’
behavior. The message differs when talking

with someone who cannot remember to take the

pills versus someone avoiding the medication

due to side effects. But only recently did this

kind of message customization become possible

in mass-produced media such as print and video.

From the 1950s through the 1980s, mass-media

communications such as brochures and videos

were developed to address an array of variables,
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with the hope that at least some of the message

components would be relevant to most audience

members.

Mass-Produced Tailored Communications

In the 1980s, the rise of micro-computing capa-

bilities opened possibilities for mass-producing

communications that retained advantages of

customized face-to-face interactions. These

“tailored communications” are reminiscent of

tailor-made clothing that is based on numerous

measurements taken by the tailor before begin-

ning his work. Tailored communications begin

with measures of people’s behavior-influencing

factors such as the HBM variables of perceived

risks and beliefs about the behavior’s benefits and

barriers. The “fabric” of tailored communications

is distinct text, audio, or graphic components that

are “sewn” together to fit the measurements of

a particular message recipient.

In their 2000 book, Tailored Health
Messages; Customizing Communication with

Computer Technology Kreuter, Farrell et al. pro-

vide this elegant definition of tailored communi-

cations: “any combination of information

intended to reach one specific person, based on

characteristics unique to that person, related to

the outcome of interests, and derived from an

individual assessment.” Continuing the clothing

analogy, this definition distinguishes between

tailored and targeted communications, as fol-

lows. Tailored communications – and tailored

clothing – are intended to fit one individual.

Targeted communications – and off-the-rack

clothing – are intended to fit any one of a group

sharing some common characteristics (e.g., men

who wear a size 40 long, like pinstripes, and

shop in a certain price range). Targeted mes-

sages are usually directed to a particular demo-

graphic group (i.e., African American church

members) and address factors known to be

important for many members of that group. In

contrast, tailored communications are based on

individual-level assessment of theory-based

behavior-influencing variables, with a unique

combination of messages assembled for each

individual within the group (Kreuter & Skinner,

2000).

The original rational for tailoring was that

tailored communications would be more notice-

able and compelling and less burdensome

because they are streamlined to only include

content relevant to the recipient. According to

Petty and Cacioppo (Petty, Cacioppo, &

Goldman, 1981), the more personal involvement

with the message, the more careful consideration

(i.e., “central processing”) and elaboration on the

message which, in turn, increases likelihood of

attitude and behavior change.

Early Trials of Tailored Print Communications

Several initial randomized trials compared

printed communications that were v. were not

tailored on theory-derived behavior-influencing

variables (Skinner, Campbell, Rimer, Curry, &

Prochaska, 1999). Three of these, targeting mam-

mography screening (Skinner, Strecher, &

Hospers, 1994), smoking cessation (Strecher

et al., 1994), and dietary change (Campbell

et al., 1994), were conducted among primary-

care patients who completed telephone surveys

and were randomly assigned to receive tailored or

non-tailored printed newsletters. In addition to

age, race, and risk factors, messages in the tai-

lored letters directly addressed variables such as

the recipients’ perceived risk, benefits and bar-

riers, their stage of behavior adoption, character-

istics such as age, race, and risk factors and, for

smokers, causal attributions for past failed quite

attempts. In each of these three studies, the non-

tailored letter version addressed a number of fac-

tors that had been shown to influence people’s

behaviors, in general. For example, the non-

tailored mammography letter was adapted from

a letter from US Surgeon General’s office mailed

to women who requested information about

breast cancer screening. Because these three tri-

als were designed to compare tailored versus non-

tailored content, the tailored letters did not

include statements such as “the information was

prepared especially for you,” as have later stud-

ies. Tailored and non-tailored letters looked very

much alike. They were printed in black and white

on two-column 8½ � 11 paper and included a

head-and-shoulders line drawing. Therefore, it is

remarkable that recipients of the tailored letters
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were more likely to report remembering and

reading their letters. Receipt of a tailored letter

was also associated with behavior change

(Campbell et al., 1994), at least among important

subgroups (Skinner et al., 1994; Strecher et al.,

1994). Indeed, of the seven initial comparisons of

tailored versus. non-tailored print communica-

tions, six (Skinner et al., 1999) found more

behavior change among tailored recipients.

Movement Toward Different Comparisons

Given these impressive results from studies com-

paring tailored versus similar non-tailored print,

and with tailoring technology expanding rapidly,

tailoring researchers moved on to different com-

parisons. Studies tested tailored communications

as an adjunct to other intervention components

such as self-help smoking manuals, and com-

pared tailored messages delivered through differ-

ent media, such as tailored print versus tailored

telephone counseling (Champion et al., 2007;

Rimer et al., 2002), tailored on different types

of variables (Kreuter et al., 2005), and with and

without booster doses (Skinner, 2006). Even

within the tailored print medium, researchers

moved beyond the newsletter format to tailored

booklets and magazines with tailored features

such as cartoons and advice columns (Rimer

et al., 2002; Kreuter et al., 2005). Because there

were so many kinds of comparisons of different

tailoring approaches and for different target

behaviors, data do not exist from head-to-head

comparisons of every feature (e.g., more vs. less

content, fewer vs. more graphics). As reported in

a 1998 review of the “first generation” of tailored

communications, these various comparisons

showed mixed results, and “when (tailored print

communications) are only one component of

a complex intervention strategy without a facto-

rial design, it is more difficult to isolate their

relative contribution to the overall intervention

effect” (Skinner et al., 1999, p 296). Nonetheless,

this initial review and several others published

subsequently (Kreuter & Farrell, 2000; Kroeze,

Werkman, & Brug, 2006; Revere & Dunbar,

2001; Rimer & Glassman, 1999) reported that

tailoring seems to “work” both for attracting

and retaining attention and for facilitating

behavior change. Further, delivering tailored

messages via print plus another medium such as

telephone generally is more effective than tai-

lored print alone.

Interactive “Real-Time” Tailoring

Original print-tailored interventions collected

questionnaire data and then used that entire

“batch” of data to put together specific messages

that, depending on algorithms, were selected

from a library of potential messages. More

recently, CD-ROMs, DVDs, and the internet

have allowed for interactive tailoring based on

data collected during program use rather than in

questionnaire form before the intervention is

delivered. For example, a DVD or CD-ROM

can ask a question about barriers to behavior

change, then immediately show videos, selected

from a tailored video library, that address the

specific barriers named by the user (Skinner

et al., 2011). Some web-based programs provide

tailored content based on predetermined algo-

rithms, others allow users to “self-tailor” by

selecting any content of interest to them. As

described in Lustria, Cortese, Noar, &Glueckauf,

2009 review of computer-tailored health inter-

ventions delivered over the web, these interven-

tions “have involved a great diversity of features

and formats,” and “further outcome research is

needed to enhance our understanding of how and

under what conditions computer-tailoring leads

to positive health outcomes in online behavioral

interventions” (Lustria et al., 2009, p. 156).

Therefore, as with the print-tailored communica-

tions, it is difficult to draw conclusions across

studies.

Conclusions and Challenges

One problem in understanding findings and

implications of tailored communication interven-

tion studies is that journals often severely limit

the amount of space for intervention descriptions.

As a result, we have many statistics associated

with the intervention outcomes, but we know

little about the interventions themselves. In

other words, we may learn that “it worked” with-

out knowing exactly what “it” was or with what

“it” was compared. Tailoring researchers have,
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therefore, recently called for new reporting

standards through which intervention studies

will report similar descriptions and metrics,

which should help in evaluation and dissemina-

tion of best practices in tailored interventions

(Harrington & Noar, 2011).

In summary, communication interventions

that are tailored to include theory-basedmessages

relevant to individual recipients, based on data

collected from them, are generally better than

non-tailored communications in drawing the

attention of message recipients and facilitating

their health behavior change. However, questions

still remain about optimal amounts and types of

tailoring for different behavioral targets and

through different media.

Cross-References
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Definition

Telomeres are noncoding repeat DNA sequences

(consisting of TTAGGG) that cap the ends of

eukaryotic chromosomes. Telomerase is an

enzyme that adds basepairs to telomeres.

Description

Like the plastic tips that protect shoelaces from

unravelling, telomeres protect DNA material.

When cells divide, the enzymes that replicate the

chromosomes are unable to do so fully. The main

purpose of telomeres is to form a buffer so that

genetic material is not lost in this process. With

each cell division, telomeres can shorten, andwhen

telomeres become critically short, a cell undergoes

senescence (cell arrest). Telomeres also function to

protect chromosomes from genomic instability,

end-to-end chromosome fusion, less efficient cell

division, loss of ability for cell replenishment, and

apoptosis or cell death (Blackburn, 2000).

Because of these important functions, telo-

meres are related to a number of health outcomes

and disease states. Shorter telomere length is

associated with chronic diseases of aging such

as cardiovascular disease, cancer development,

and Alzheimer’s disease, and is related to earlier

mortality. Telomere length is also thought to be

an indicator of biological, rather than chronolog-

ical, age (Epel, 2009).

Telomere length is associated with a number

of psychosocial factors. For example, depression,

higher perceived stress, longer stress duration,

caregiving, lower socioeconomic status, pessi-

mism, childhood adversity, and lower subjective

well-being are correlated with shorter telomere

length. Health behaviors such as smoking, lack of

physical activity, and repeated dieting as well as

altered metabolic states such as obesity and insu-

lin resistance are also linked with shorter telo-

mere length (Lin, Epel, & Blackburn, 2009).

Telomerase is the enzyme that adds base pairs

back onto telomeres. This serves to protect telo-

meres from shortening. Recent work suggests

telomerase may have future applications for

antiaging therapies as evidenced by telomerase

knockout mice displaying reversed aging with

telomerase treatment (Jaskelioff et al., 2010).

Telomerase, like telomeres, appears to be

responsive to psychological states, and may
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serve to protect cells under stress. Exposure to

acute stress (Epel et al., 2010) as well as states of

chronic psychosocial adversity are associated

with high telomerase. Because telomerase

levels change more dynamically than telomere

length, psychosocial interventions such as

meditation (Jacobs et al., 2010) and comprehen-

sive lifestyle changes (Ornish et al., 2008)

have been tested in preliminary studies as a

potential treatment to increase telomerase, with

promising results.
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Synonyms

Dual process models of health behavior; Dual

systems models

Definition

Temporal self-regulation theory (TST; Hall &

Fong, 2007; Fig. 1) is a theoretical framework

for explaining individual health behavior. TST

posits that health behavior is proximally deter-

mined by three factors: intention strength, behav-
ioral prepotency, and self-regulatory capacity.

The latter two constructs are theorized to have

direct influences on behavior and also to moder-

ate the intention-behavior link. Specifically,

intentions are proposed to have a stronger influ-

ence on behavioral performance in the presence

of stronger self-regulatory capacity and/or when

the behavioral prepotency is weak. Also included

in the model is consideration of ecological con-

text in the form of contingencies supplied to the

behavior by the social and physical environment
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(i.e., ambient temporal contingencies). In the

TST model, intention strength is a function of

anticipated connections between one’s behavior

and salient outcomes (i.e., connectedness

beliefs); the valence of the latter can range from

negative (i.e., costs) to positive (i.e., benefits).

These beliefs are weighted by temporal proximity

(i.e., temporal valuations). For example, the per-

ceived self-relevant contingencies for making

a healthy dietary choice might include eventual

benefits (e.g., improved appearance, better health

status), but more temporally proximal – therefore

more heavily influential-immediate costs (e.g.,

inconvenience, monetary costs, time costs). The

sum of the perceived contingencies weighted by

their respective temporal proximities should

determine intention strength to make a healthy

dietary choice, according to the TST model.

Description

The aim of the TST is to explain variability in

health behavior in a manner that is sensitive to

biological capacities for self-control, motivation

level, and the ecological context in which the

behavior takes place. Given the complexities of

the model and the fact that it crosses many levels

of analysis (from biological to social to ecologi-

cal), it is expected that the model is not testable in

its entirety. Rather, individual components of

the model may be tested individually or in rela-

tion to each other (e.g., hypothesized moderating

effects).

The TST model was initially offered as an

improvement over traditional models of individ-

ual health behavior which posited that behavior

was most proximally determined by social

cognitive variables, without direct or indirect

links to neurobiological resources. While

TST preserves the central role of intention

strength, it adds two important moderating and

direct effects on health behavior performance:

(1) self-regulatory capacity (SRC) and (2)

behavioral prepotency (BPP).

SRC is composed primarily of executive con-

trol resources and therefore ascribed to operation

of the prefrontal cortex and associated neural

Connectedness
Beliefs

P(outcome | behavior)

Intentions

Self-regulatory
Capacity

Behavioral
Prepotency

Observed
Behavior

Temporal 
Valuations
(V x TP)

Ambient Temporal Contingencies
(social and physical environment)

Motivational Sphere

Temporal Self-Regulation Theory, Fig. 1 Arrows

between Behavioral Prepotency and Self-regulatory

Capacity to the Intentions-Behavior arrow implies

moderation; V ¼ value; TP ¼ perceived temporal prox-

imity. Broken arrows denote weaker (i.e., secondary)

hypothesized effects. Adapted from (Hall & Fong 2007).
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systems implicated in the neurobiology of

self-control (Miller & Cohen, 2001). BPP is the

psychological inertia of a given behavior, by vir-

tue of frequent past performance in similar con-

texts, or via the presence of strong cues (which

may be social or visceral in nature) to perform the

behavior at a given time. The combination of

SRC and BPP determines the likelihood that

intentions will be translated into behavior, and

each also has direct influences on behavior itself

regardless of intention.

Additional components of TST that differen-

tiate it from its predecessors are (1) an explicit

focus on temporal proximity of behavioral con-

tingencies as determinants of their relative

potency and (2) a consideration of ecological

factors as causal agents in health behavior perfor-

mance. These two components are conceptually

linked, as ecological contexts often determine

what kinds of consequences (positive, neutral,

or negative) are experienced following perfor-

mance of a behavior, as well as the relative

proximity of those consequences (immediate vs.

long-term).

The primary contribution of the TST model

has been to provide some basis for understand-

ing the possibility of brain-behavior relation-

ships as being partial determinants of health

behavior trajectories, and to provide an interface

for individual models of health behavior

with ecological and social-level determinants

of behavior. Given that intention strength

(Armitage & Connor 2001) and behavioral pre-

potency (Ouellette & Wood, 1998) are among

the most well-established determinants of

behavior in the extant research literature, the

construct within TST that has required the most

empirical justification is the inclusion of biolog-

ically based SRC.

Though few studies of SRC as a determinant

of health behavior existed prior to the introduc-

tion of the TST model, the early findings have

been promising. In recent studies, it has been

found that SRC predicts health behavior patterns

directly and exerts an additional moderating

influence on health behavior performance, both

of which are hypothesized by TST (Hall, 2012).

In addition, evidence has emerged to indicate that

individual differences in SRC may be selectively

responsible for the previously demonstrated asso-

ciation between IQ and longevity, and also pre-

dicts survival time among those living with

chronic illnesses that carry significant self-care

demands. Finally, recent research shows that

SRC interacts with intentions such that intentions

predict various health behaviors, only when SRC

is high, not low.

Together these findings provide support for

the inclusion of biologically based SRC in

contemporary models of health behavior. It is

expected that the next generation of research

involving TST will include experimental designs

that can isolate causal relations between SRC and

health behavior performance (both directly

and via its intention-moderating effect) in the

laboratory setting, and test the efficacy of

SRC-augmenting activities in the interventional

context. Among themost promising interventions

for augmenting SRC is the use of aerobic train-

ing, which has been shown to enhance structural

and functional components of the brain regions

that are known to support self-regulatory pro-

cesses and self-control (McAuley & Hillman,

2012). One final novelty of this model is its

use of various types of assessment methods

(self-report and neuropsychological or reaction-

time tests), which may overcome problems of

shared-method variance and enhance its predic-

tive validity.

Cross-References
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Synonyms

Conjecture; Model

Definition

A theory is a coherent set of statements or ideas

used to organize, generalize, explain, and predict

phenomena. Theories are based on observations,

experimentation, and abstract reasoning, and play

a fundamental role in scientific research.

Theories must (a) successfully describe and

explain existing observations, (b) make predic-

tions about future observations, and (c) be falsi-

fiable, that is, they must be refutable by some

conceivable event or observation.
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While not directly verifiable, theories gain sup-

port as empirical evidence accumulates in their

favor, particularly if such evidence results from

“risky” predictions where the outcome could con-

ceivably have been different (Popper, 1963/2004).

An accumulation of contradictory empirical evi-

dence results in the theory being abandoned, mod-

ified, or superseded by a new theory. This dynamic

process of testing, evaluation, and change allows

research to move forwards toward the “truth.”

Theories provide a shared language for researchers

to use, enabling the development of a cumulative

science. The most useful theories are those that

make specific and relevant predictions that can

be tested in a straightforward manner.

Prominent theories in behavioral medicine

cover a range of domains and include the Trans-

actional Theory of Stress and Coping (Lazarus &

Folkman, 1984), Type D Personality (Denollet

et al., 1996), the Theory of Planned Behavior

(Ajzen, 1991), and the Common Sense Model of

Self-Regulation of Health and Illness (Leventhal,

Diefenbach, & Leventhal, 1992).

Cross-References

▶Causal Diagrams

▶Hypothesis Testing

References and Readings

Ajzen, I. (1991). The theory of planned behaviour. Orga-
nizational Behavior and Human Decision Processes,
50, 179–211.

Denollet, J., Sys, S. U., Stroobant, N., Rombouts, H.,

Gillebert, T. C., & Brutsaert, D. L. (1996). Personality

as independent predictor of long term mortality in

patients with coronary heart disease. Lancet, 347,
417–421.

Lazarus, R. S., & Folkman, S. (1984). Stress, appraisal
and coping. New York: Springer.

Leventhal, H., Diefenbach, M., & Leventhal, E. A. (1992).

Illness cognition: Using common sense to understand

treatment adherence and affect cognition interactions.

Cognitive Therapy and Research, 16, 143–163.
Popper, K. R. (1963/2004). Conjectures and refutations:

The growth of scientific knowledge. London: Routledge.

Theory of Planned Behavior

▶Theory of Reasoned Action
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Definition

The Theory of Reasoned Action (TRA; Ajzen &

Fishbein, 1980; Fishbein & Ajzen, 1975) and its

extension, the Theory of Planned Behavior (TPB;

Ajzen, 1985, 1991), are cognitive theories that

offer a conceptual framework for understanding

human behavior in specific contexts. In particu-

lar, the theory of planned behavior has been

widely used to assist in the prediction and

explanation of several health behaviors.

Description

According to the initial Theory of Reasoned

Action, an intention to engage in a certain

behavior is considered the best predictor of

whether or not a person actually engages in that

behavior. Intentions, in turn, are predicted by

attitudes and subjective norms. That is, the more

positively a person regards a certain behavior or

action and the more they perceive the behavior as

being important to their friends, family, or

society, the more likely they are to form inten-

tions to engage in the behavior. Azjen, however,

noted the importance of a behavior being under

volitional control in both forming intentions and

engaging in the actual behavior. Therefore, he

added perceived behavioral control to the

model, which is now known as the Theory of

Planned Behavior. See Fig. 1.
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Description of the Theoretical Factors

Behavioral beliefs and attitudes: A person first

forms beliefs about the outcomes of a given

behavior (e.g., “If I exercise, I will improve my

health, lose weight, and be more attractive”).

These beliefs contribute to his or her attitude or

evaluation of the outcome of the behavior (e.g.,

“Being healthy and attractive is good/valuable”).

The more favorable the attitude, the stronger the

intention.

Normative beliefs and subjective norms:

Normative beliefs refer to a person’s perception

about the expectations of important others

(e.g., “My friends think I should exercise”).

These beliefs contribute to the perception of

social pressure and contribute to motivation to

comply (e.g., “I feel pressured to exercise and

I want to fit in with my friends”). The more

powerful the perceived norm/pressure, the

stronger the intention.

Control beliefs and perceived behavioral

control: A person forms beliefs about the factors

that may facilitate or be barriers to engaging

in the specific behavior (e.g., “I have time

before work, I have access to a gym, and I am

physically able to exercise”). These beliefs

lead to a perception of behavioral control or

sense of ease/difficulty in engaging in the

behavior (e.g., “I will be able to exercise”).

Although many researchers have used the terms

self-efficacy and perceived behavioral control

interchangeably, including Ajzen (1991), these

concepts are not quite synonymous. Whereas

self-efficacy reflects individuals’ beliefs about

their competence or internal control, perceived

behavioral control also incorporates other

external/environmental factors (e.g., time,

resources, social support). The greater the per-

ceived behavioral control, the stronger the inten-

tion and the greater the likelihood of engaging in

the behavior.

Intention: Intentions refer to peoples’ plan of

action and represent their expressedmotivation to

perform the behavior.

Evaluation of the Model

Meta-analytic reviews have supported the pre-

dictive efficacy of the TPB model for both

behavioral intentions and behaviors (Armitage &

Conner, 2001; Godin & Kok, 1996; Sheeran,

2002). The theory typically accounts for about

40–50% of the variance in intentions and

20–40% of the variance in behavior. The relative

importance of each of the three factors (attitudes,

norms, perceived behavioral control) varies

across behaviors and situations. Subjective

norms are usually the weakest predictor, though

this may reflect measurement issues or people’s

denial of the effects of social pressures. With

regard to health behaviors, the model is better at

predicting some behaviors (exercise, condom

use, drug use, and cigarette smoking) than others

Behavioral
beliefs

Attitude
toward the
behavior

Control
beliefs

Perceived
behavioral

control

Intention Behavior
Normative

beliefs
Subjective

norms

Theory of Reasoned
Action, Fig. 1 Theory of

planned behavior
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(weight loss and dietary behavior, clinical and

screening behavior, oral hygiene; see Godin &

Kok). Intentions are usually more potent than

perceived behavioral control in predicting health

behaviors, suggesting that such behaviors are

largely driven by personal motivation.

Although TPB is widely used and offers one of

the most robust set of predicators of human

behavior, it has been criticized for failing to

include emotional variables, such as perceptions

of threat, mood, and affect, which may limit

is predictive power, particularly with certain

health behaviors. It has been argued that many

behaviors are not rational and that one’s affect

may be counter to one’s cognitions about

engaging in a particular behavior. Thus, attitude

may be shaped by affect in addition to beliefs.

Another criticism of the TRA/TPB model is that

the majority of research testing the theory has

been correlational (cross-sectional or longitudi-

nal, typically with brief follow-up periods). The

experimental studies testing the theory have

provided less support for the model (Webb &

Sheeran, 2006).

Measurement of the Theory of Planned
Behavior Constructs

It is common practice to assess each of the

constructs with only one or two items, though

multi-item measures are often recommended.

Differences in the way the constructs are assessed

have led to confusion and may account for some

of the variation between studies (see Armitage &

Conner (2001) for a meta-analytic review of such

differences).

Attitude: Attitude is typically assessed via the

use of semantic differential scales that tap into

both affective and cognitive attitude. Pairs of

adjectives (reflecting a positive and negative

component of an attitude) that have relevance

to the health behavior being studied are provided

as anchors. For example, “To me, engaging in

regular exercise is. . .” [unpleasant-pleasant;
unsatisfying-satisfying(affective); harmful-bene-

ficial; useless-useful (cognitive)].

Subjective norms: When assessing subjective

norms, it is recommended to measure both

injunctive norms (what others think) and

descriptive norms (what others actually do).

Social groups are often identified as peers,

family, friends, or important people. Examples

of items include the following: “People who are

important to me think I should exercise regularly”

(injunctive); “My friends exercise regularly”

(descriptive). Items are usually measured using

a 7-point Likert scale.

Perceived behavior control: Perceived

behavioral control is often measured with

Likert-scale items assessing both internal control

(i.e., self-efficacy), such as “I am confident that

I can exercise regularly,” a perception of

ease/difficulty of engaging in the behavior, such

as “It is easy for me to exercise,” and perception

of control, such as “How much personal control

do you feel you have over engaging in regular

exercise?” In general, measures of self-efficacy

account for the most added variance to intentions.

Intentions: Many researchers assess intentions

with one Likert-scale item, such as “I intend to

engage in regular exercise for the next 3 months.”

Although intentions tend to be highly reliable,

additional itemsmay strengthen themeasurement

of this construct. Items are sometimes phrased as,

“I will try to. . .,” “I plan to. . .,” and “I will make

an effort to. . ..” This construct has also been

assessed with questions related to self-prediction

(e.g., “It is likely that I will engage in regular

exercise over the next 3 months”), though

such a conceptualization probably incorporates

perceived behavioral control.

Behavior: Behavior is often assessed via

self-report, but observed behavior is clearly

preferred. The TPB model typically predicts

more of the variance in self-reported behavior

than observed behavior.

Specific recommendations and guidelines for

developing questionnaires for use in a particular

study are offered by Ajzen (see http://people.

umass.edu/aizen/tpb.html), Fishbein and Ajzen

(2010), Godin and Kok (1996), and the National

Cancer Institute (see http://cancercontrol.cancer.

gov/brp/constructs/index.html).
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Synonyms

Couple therapy; Family therapy; Interventions

therapy

Definition

Both family and marital therapy are branches of

psychotherapy that aim to facilitate positive

change, by addressing the dyad and family as

a whole. Broadly, these branches of psychotherapy

help teaching communication and problem-solving

techniques in an effort to ameliorate distress.

Description

There are a wide range of therapeutic interventions

that work with families and couples during times

of distress. The goal of each therapeutic approach

is to alleviate the distress, to strengthen dyadic and

family resources, and to improve well-being of the

couple or family members. Although family and

couple therapies can be applied with various tech-

niques or theoretical approaches, there are com-

mon approaches that have been shown effective in

alleviating family distress, such as behavioral fam-

ily and couple therapy.

Family Therapy Techniques

Therapeutic techniques for families are grounded

in family systems theory, which states that each

member of the family is interconnected and one

cannot just treat one family member independently

(Segrin & Flora, 2005). The most common family

therapy techniques address adolescent concerns in

respect to the family dynamic.
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Below, we review some of the commonly used

therapies.

Bowen’s family approach. Bowen’s family

systems theory views behavior within the family

as an emotional unit. This theory operates under

the balance of two forces: togetherness and

individuality, whereby too much of any one force

can create an imbalance in the system. Bowen’s

approach also uses eight concepts that aim to

explain family development and functioning:

(1) differentiation of self, (2) triangles, (3) nuclear

emotional process, (4) family projection

process, (5) multigenerational transmission

process, (6) sibling position, (7) emotional cutoff,

and (8) societal emotion process. Some of the

main goals of therapy include reframing the fam-

ily problem as a multigenerational problem that

is caused by factors outside the individual

and to lower the family “emotional turmoil”

(Bowen, 2004; Bowen Center for the Study of

the Family, 2011).

Structural family therapy (SFT). SFT is a way

to address problems within the family by looking

at the invisible rules or boundaries which help

its functioning (family rules). The role of the

therapist is to manipulate the therapy session in

a way to accelerate change in the family, for

example, by changing the seating of each family

member. This helps the family members see

the unbalance of the family system and the

dysfunctional patterns that have developed

(Minuchin, 1974).

Brief strategic family therapy (BSFT). BSFT
aims to improve and change the family interaction

patterns that have led to the disruptive behaviors in

adolescents. Specifically, BSFT targets children

between the ages of 6 and 17 that display or are

at risk for developing behavior, conduct, and sub-

stance abuse problems. Specifically, BSFT

focuses on inappropriate family alliances, poor

boundaries (open vs. closed), and allows the

parents to recognize the adolescent is not

necessarily the cause for familial problems but

the expression of dysfunctional family patterns

(Szapocznik & Williams, 2000).

Functional family therapy (FFT). FFT is an

intervention program that focuses on adolescents

with disruptive behavior problems (conduct,

alcohol, and/or substance abuse). The goal is to

reduce the problem behavior while using an

individualized nonjudgmental attitude, focusing

on strengths and protective factors specific to

each client. This intervention can be implemented

in a variety of settings such as schools, probation

and aftercare systems, and well as in mental health

facilities (Alexander & Parsons, 1982).

Multisystemic therapy (MST). MST is an

intensive family- and community-based treatment

program that focuses on the entire “world” of

chronic and violent juvenile offenders – their

homes and families, schools and teachers, neigh-

borhoods and friends (Heneggler, Schoenwald,

Borduin, Rowland & Cunningham, 1998).

Other techniques, such as contextual therapy,

focal family therapy, systemic therapy, and

symbolic-experimental family therapy have also

been used in family therapy (see Gurman &

Kniskern, 1991, for an overview).

Marital Therapy

Traditional behavioral couple therapy (TBCT).
TBCT attempts to increase the level of

reinforcing exchange between the two partners.

This approach classically aims at teaching more

effective communication and problem-solving

skills that will enhance the ability of the couple

to effectively communicate as well as minimize

punishment and maximize reward (Jacobson &

Christensen, 1994; Jacobson & Margolin, 1979).

Cognitive behavioral couple therapy (CBCT).
CBCT takes the basic principles of TCBT and

incorporates partner’s relationship assumptions,

standards, expectancies, and attributions that

contribute to the relationship distress (Baucom,

Shoham, Mueser, Daiuto & Stickle, 1998;

Epstein & Baucom, 2002).

Integrated behavioral couple therapy (IBCT).

ICBT also takes the basic principles of CBCT

and expands them to emphasize interventions

aimed at increasing acceptance. The three

components, empathetic joining, tolerance build-

ing, and detachment from the problem, are

focused at enhancing the couple’s ability to

appreciate the differences in their marriage

T 1968 Therapy, Family and Marital



(Christensen, Jacobson & Babcock, 1995;

Jacobson & Christensen, 1998).

Emotion-focused couple therapy (EFCT).
EFCT focuses on inner emotional experiences in

combination with self-reinforcing interactions,

based on adult attachments and attachment

bonds. Therapists in this approach try to (1) access

and reprocess the emotional experience of the

partners’ and (2) restructure the partner’s interac-

tion patterns. Partners are thought to learn new

aspects about themselves and develop a more

functional pattern of interaction with their partner

that is cohesive with their specific attachment

needs (Greenberg & Johnson, 1988; Johnson &

Greenberg, 1985).

Integrated systematic couple therapy (ISCT).

The specific goal of ISCT is not to resolve all of

the issues causing distress but rather instigated

a reversal of the negative interaction. ISCT is

based on procedures from family and marital

systems therapy and primarily targets the prob-

lem at the interaction level. Specifically, ISCT

tries to initiate a reversal in the “fight cycle” by

changing the meaning attributed to the situation.

Empirical evidence exists for the efficacy of

ISCT showing greater maintenance of marital

satisfaction and goal attainment after the inter-

vention (Greenberg & Goldman, 1985).

Insight-oriented therapy (IOMT). IOMT

focuses on the interpretation of underlying

intrapersonal and interpersonal dynamics

between the couple partners contributing to the

marital distress. IOMT also examines develop-

mental issues, interactions, expectations, and

maladaptive relationship patterns that may exist

in the relationship. The role of the therapist is to

guide the couple to gain a better understanding

and clarification of each partner’s unconscious

feelings and beliefs that may be affecting the

relationship (Snyder &Wills, 1989;Wills, 1982).

Coping-oriented couple therapy (COCT).

COCT is based on stress and coping research in

couples and cognitive behavioral couple therapy.

It aims to enhance communication, problem-

solving, and dyadic coping in both partners

(Bodenmann, 2007, 2010). A main focus lies on

dyadic coping and building mutual intimacy and

understanding. A key element of this approach is

the three-phase method. By means of this method

the therapist aims to enhance mutual understand-

ing for each partner’s personal functioning (that

becomes most evident in stressful situations) and

its impact on the close relationship as well as the

enhancement of mutual support that matches per-

sonal needs of the partner. Overall, this approach

fosters (a) understanding for each partner’s per-

sonality, (b) mutual dyadic coping, and (c) mutual

intimacy, trust in the partner, cohesion, and emo-

tional security (Table 1).

Prevention Programs

Several evidence-based programs aim to prevent

marital distress (e.g., Couples Communication

Program (CCP); Miller, Wackman & Nunnally,

1983; Premarital-Relationship Enhancement Pro-

gram (PREP): Markman, Stanley & Blumberg,

1994, Couples Coping Enhancement Training

(CCET); Bodenmann & Shantinath, 2004).

Efficacy of Marital and Family Therapy

The efficacy of family and couple therapies are

well documented (Dunn & Schwebel, 1995;

Shadish & Baldwin, 2005) including substantial

mean effect sizes which demonstrate the

effectiveness in relieving distress (d ¼ .74–.95;

Shadish, Montgomery, Wilson, Wilson, Bright &

Okwumabua, 1993; d ¼ .50–1.30; Shadish &

Baldwin, 2003). Prior research has shown that

approximately 70% of couples seeking

evidence-based couple therapy report an

improvement after therapy (Baucom et al.,

1998; Christensen & Heavey, 1999), and more

recent numbers suggest 46–56% of couples show

significant clinical improvement (Christensen,

Atkins, Baucom & Yi, 2010).

Application to Behavioral Medicine

Family and marital therapy techniques have been

used to alleviate distress within the family, stem-

ming from things such as communication issues

or family dynamics. Nevertheless, some of these

therapeutic approaches have been used for a

range of behavioral and physical health problems

(see Snyder, Castellani & Whisman, 2006 for
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Therapy, Family and Marital, Table 1 Marital and family therapies

Marital and family

therapies Goal Content

Family therapies

Bowenian Family

Therapy

Individuals are encouraged to look at the

view they play in the family system,

patterns of emotional reactivity, and

interlocking triangles. In addition, the goal

is to decrease anxiety

Examines how the family may operate as an

“emotional system” using key concepts such as :

triangles, differentiation of the self, emotional

cutoff, and sibling position

Structural Family

Therapy (SFT)

Address the problem in functioning within

a family, in an attempt to restructure the

family system’s rules to become more

flexible (Minuchin, 1974)

Therapist helps to show family how their family

systemmay be unbalanced and to help the family see

the dysfunctional patterns they have created. SFT

also helps families move toward an understanding of

how the behavior has developed into a positive

feedback loop

Brief Strategic

Family Therapy

(BSFT)

Aims to improve family interaction and

change family interaction patterns that

have led to disruptive behaviors in

adolescents (e.g., conduct problems,

delinquency, and drug abuse)

(Szapocznik & Williams, 2000)

BSFT operates on five basic concepts: (1) context –
the behavior cannot be understood outside the context

to which it occurs; (2) systems – the family is an

interconnected entity that cannot be understood by

just examining one member; (3) structure – provides
the habitual and repetitive patterns of family

interaction; (4) strategy – interventions tend to be
practical, problem-focused, and planned; and

(5) content versus process – the therapist’s focus is on
how the family members’ interaction, not what the

family members discuss, is the problem

Functional Family

Therapy (FFT)

Family intervention program for

adolescents with disrupting behavior

problems (conduct, alcohol, and/or

substance abuse). The goal is to reduce the

problem behavior while using an

individualized nonjudgmental attitude,

focusing on strength/protective factors

that are linked to each client (Alexander &

Parsons, 1982; Alexander et al., 2000)

FFT operates on five major components:

(1) engagement phase – the goal of this phase is to

demonstrate a desire to listen and help. The therapist

focuses on immediate responsiveness and maintains

a strength-based focus; (2) motivational phase – the

goals of this phase include creating a positive

motivational context that will facilitate change,

minimizing hopelessness, and changing the meaning

of the family context to promote change;

(3) relational assessment – the focus of this phase is
on intra- and extra-familial context (e.g., values,

interaction patterns, and sources of resistance,

resources, and limitation); (4) behavior change
phase – this phase helps build coping patterns, such

as teaching communication as well as training

conflict resolution; and (5) generalization phase –
this phase focuses on extending positive family

functions and helps the family plan for relapse

prevention (e.g., using other family and community

members for support)

Multisystemic

Therapy (MST)

Intensive family and community-based

treatment program that focuses on violent

and criminal youth behavior (Heneggler

et al., 1998)

MST views the child/adolescent embedded within

interconnected systems: family, peers, school,

neighborhood, and community/culture.

Focus is on increasing parenting skills: spending

time with children, teaching communication

techniques and how to develop boundaries/

discipline, and teaching skills on how to deal with

conflict. Help adolescents participate in positive

activities (sports or extracurricular clubs) and create

a supportive social network among family, peers,

and community to maintain change

(continued)
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a review). Additionally, CanCOPE is an education

program developed for people facing cancer

(personally or within the family). The focus of

this program is to strengthen the resources within

the family so that they can more effectively

deal with the realities of cancer management

(Scott, Halford & Ward, 2004). Family-based

obesity treatment programs have also been

Therapy, Family and Marital, Table 1 (continued)

Marital and family

therapies Goal Content

Couple therapies

Traditional

Behavioral Couple

Therapy

Attempts to increase the level of

reinforcing exchange between partners

Minimize punishment and maximize

reinforcement (Jacobson & Margolin,

1979; Jacobson & Christensen, 1994)

Help couples identify positive behaviors that they

can do for one another (e.g., show more affection).

Help guide couples to engage in these behaviors and

acknowledge when they occur (e.g., to give praise)

Cognitive

Behavioral Couple

Therapy (CBCT)

Examined the evidence about their

thoughts about their partner

Use of cognitive restructuring strategies to modify

different types of dysfunctional cognitions. Examine

the interplay between thoughts, emotions, and

behavior
Alter assumptions and standards, couple

evaluates consequences of living

according to their standards and

assumptions about their partner (Baucom

et al., 1998; Epstein & Baucom, 2002)

Integrated

Behavioral Couple

Therapy (IBCT)

To help the couple think about the problem

and identify feelings associated with that

issue before one can accept them

(Christensen et al., 1995; Jacobson &

Christensen, 1998)

Educate couples that partners need to learn a way to

alter negative emotional responses that make them

and their partners unhappy

Teaches couple new ways to resolve problems and

emotions through three steps: (1) Empathetic

joining, (2) tolerance building, and (3) detachment

from the problem

Emotion-Focused

Couple Therapy

(EFCT)

Conceptualizes distress in adult romantic

relationships in terms of attachment

theory. Focus on re-establishing

attachment bonds (Johnson & Greenberg,

1985; Greenberg & Johnson, 1988)

(1) Identify the negative interaction cycle of the

conflict, (2) access unacknowledged feelings,

(3) reframe the problem(s) in terms of underlying

feelings, (4) promote identification with disowned

needs and aspects of self, (5) promote acceptance by

each partner; (6) facilitate the expression of needs

and wants to restructure the interaction based on the

new understandings, (7) establish the emergence of

new solutions (cycles), and (8) consolidate new

positions

Integrated

Systematic Couple

Therapy (ISCT)

Try to change meaning attributed to

situation that caused distress. Aims to

initiate a reversal in the “fight cycle” (self-

perpetuating negative cycles that lead to

changes in behavior) (Greenberg &

Goldman, 1985)

(1) Define the issue presented, (2) identify the

negative interactional cycle, (3) attempt

restructuring, (4) reframe the problem using positive

connotation followed by prescribing the symptom,

(5) restrain using “go slow” and dangers of

improvement, (6) consolidate the frame, and

(7) prescribe a relapse

Insight-Oriented

Marital Therapy

(IOMT)

Emphasis is on the interpretation of

underlying intra- and interpersonal

dynamics that influence relationship

distress (Wills, 1982; Snyder et al., 1989)

Focus on expectations, interactions, andmaladaptive

relationship rules using clarification and

interpretation, to highlight unconscious feelings,

beliefs, or thoughts causing the marital discord

Copying-Oriented

Couple Techniques

(COCT)

Teach couples the notion the better the

partners together can cope with stress, the

higher their chance for optimal marital

satisfaction and stability. Bodenmann,

Plancherel, Beach, Widmer, Gabriel &

Meuwly, 2008)

Focus on educating the couple about the effects

stress has on the relationship. Couples become aware

of the influence of environmental factors on their

close relationship. Focus on teaching dyadic copying

that goes beyond the traditional models of

interpersonal communication and social support in

close relationships
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developed, and show that child–parent interactions

can influence the outcome of obesity treatment

(Temple, Wrotniak, Paluch, Roemmich & Epstein,

2006). Osterman, Sher, Hales, Canar, Singla and

Tilton (2003) encourage health psychologists to

incorporate more of a couple’s perspective into

illness, so that the partner can facilitate health-

promoting attitudes and behaviors.
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Synonyms

Ergotherapist; Occupational therapist

Definition

Therapy with focus on people’s occupational

performances and behavior that is using occupa-

tion as the therapeutic medium is carried out by

registered or legitimated occupational therapists

(ergotherapists). Major goals of occupational

therapy andmajor roles of occupational therapists

are to (a) manage environmental, temporal, and

occupational adaptations that facilitate clients’

way of life and well-being, (b) teach clients to

learn or relearn performance of activities in daily

life and work, (c) enable clients to be meaning-

fully occupied, and (d) promote clients’ health

and wellness through preventive measures

(Söderback, 2009).

Description

Occupational therapy is concerned with the activ-

ities and occupations that make up the pattern of

people’s lives, and with people’s capacity to carry

out those activities in ways that support their

health and well-being. For occupational therapists,

the concept of occupation encompasses every-

thing that people do in their daily lives, including

self-care, domestic activities, interactions with

others, work and leisure activities (Fidler & Fidler,

1978; WFOT, 2010).

Occupational therapists understand that

occupation is essential to human development

and learning, to social relations, to individual

health and well-being and to the well-being of

communities. Occupation enables the develop-

ment and integration of bodily systems, promotes

socialization, and verifies the individual’s

identity as a contributing member of society.

Further, purposeful activity can mitigate the

effects of disease or injury and prevent secondary

disability (Creek, 2003). Occupational therapists

are concerned with the impact of illness, injury,

or disability on people’s ability to carry out the

activities and occupations that they want to do,

need to do, or expect to do. The focus of

intervention is not on the client’s impairment or

diagnosis but on the impact that illness or
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disability can have on the individual’s ability to

carry out his or her expected daily activities. This

means that the occupational therapist works not

only with the client’s functional problems but

also with the meaning of illness or injury to his

or her life. This has been called a two-body prac-

tice, because occupational therapy is concerned

both with the physical body and with the whole

person, including social, cultural, and psycholog-

ical issues. The knowledge base that supports

a two-body practice is necessarily broad and

varied (Mattingly, 1994). Occupational therapists

have a deep understanding of the importance of

activity and occupation in people’s lives and they

also make use of relevant knowledge from the

biological, medical, psychological, social, and

technological sciences. Areas of knowledge

include theory, research, policy, and legislation.

In most countries, occupational therapy educa-

tion is at bachelors or master’s degree level,

although the qualification is a diploma in some

countries (College of Occupational Therapists,

2009). Occupational therapists are experts in

assessing function in the activities of daily life,

including personal care, mobility, domestic activ-

ities, social interactions, education, leisure, and

work. When a person is unable to perform the

activities of daily life to an acceptable standard,

the occupational therapist can assist him or her to

relearn the necessary skills, develop new skills, or

adapt activities so that they are within the indi-

vidual’s capabilities. The occupational therapist

can also recommend aids, equipment, and

environmental modifications to support function

or compensate for loss of function.

Occupational therapists practice a set of

principles that influence both what is done and

how the therapeutic relationship works. These

principles include respect for diversity, customs

and preferences; recognition of the client’s rights;

incorporation of the client’s perspective at all

stages of intervention; promotion of client auton-

omy and choice, and sharing power with the

client and/or carer. Intervention does not follow

a standard process but is highly individualized

and specific to the client, the context, and the

environment. This means that the way in which

occupational therapy is practiced is strongly

influenced by the social context in which

the therapist is working, the work setting, gov-

ernment policies and standards, local norms and

procedures, and the available research evidence

(White, 2007). Person-centered intervention

takes account of the individual’s current circum-

stances, cultural background, social context,

educational experiences, employment status, per-

sonal beliefs and values, skills, interests, needs,

and aspirations. Interventions are designed to suit

the person’s living environment, family, neigh-

borhood, workplace, financial situation, social

networks, and support systems. An expert occu-

pational therapist is able to engage with each

service user within his or her own environments,

to identify the activities that have meaning and

relevance for each person and to work in partner-

ship to devise individually tailored interventions.

The occupational therapist works in collaboration

with the client, families, caregivers, employers,

teachers, coworkers, and colleagues to develop

and deliver relevant and effective interventions.

As far as possible, the client is engaged as an

active partner throughout, and the intervention

is carried out within his or her own living or

working environments.

The core skills of the occupational therapist

are collaboration with the client, assessment of

function, problem solving, therapeutic use of

activity, group work, and environmental adapta-

tion. Activity is the main tool employed

to achieve therapeutic goals: It can be used to

develop and maintain skills, to improve occupa-

tional performance, to enhance self-esteem, and

to increase social participation. Activities are

chosen both for their potential to engage client

participation and for their potential to meet treat-

ment objectives. Throughout the intervention,

activities are monitored and adapted to maintain

client interest and therapeutic effectiveness.

Occupational therapists also use environmen-

tal adaptation to enhance functional and occupa-

tional performance. Changes to the client’s

environment have to be negotiated and agreed

with the client and relevant others, taking into

account the dynamics of the household or other

setting. Environmental modifications may be

made over time, as the client’s circumstances

T 1974 Therapy, Occupational



change. The therapist may also recommend the

introduction of paid carers to improve the

client’s functional capacity and quality of life,

or to relieve carers.

Occupational therapy has relevance for every-

one who is experiencing occupational dysfunc-

tion and it is practiced in many countries

throughout the world. In most countries, it is

regulated as a health profession. The worldwide

professional body for occupational therapy is the

World Federation of Occupational Therapists:

Member countries all have a national profes-

sional body and full member countries also have

at least one approved program of occupational

therapy education (White, 2007; Christiansen &

Baum, 1997).

Occupational therapists are working in a wide

range of public, private, and voluntary sector

settings, although most occupational therapists

work in the fields of health and social care. People

of all ages, who have functional problems arising

from physical, psychological, social, educational,

economic, or other difficulties, participate in

occupational therapy. Clients may be individuals,

groups of people, communities, health and social

care agencies, or other organizations. Individual

clients may be hospital or community patients,

schoolchildren, workers, compensation claim-

ants, caregivers, homeless people, or anyone

who is experiencing occupational dysfunction.

Group clients can be families, coworkers, paid

carers, or groups of patients. Some occupational

therapists work in the areas of public health,

occupational health, or health promotion.

They may work in the field of law as expert wit-

nesses or consultants, for example, carrying out

assessments to ascertain the level of disability

sustained following an accident (Radomski &

Trombly, 2008). Occupational therapy contributes

to the treatment of, and early recovery from, injury

and disease, and is making an increasing contribu-

tion to health promotion and disease prevention.

However, the profession’s major role is in habili-

tation and rehabilitation: helping people to gain or

regain the ability to perform their occupations and

preventing secondary disability. Occupational

therapists also work with people who have long-

term or deteriorating health conditions, assisting

them to remain active for as long as possible and

slowing down the decline of functional ability

(Christiansen & Baum, 1997).
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Synonyms

Ringing in the ears

Definition

Tinnitus is a condition characterized by the per-

ception of sound in the ears or head without the

presence of an external source. Tinnitus itself is

not a disease, but a symptom that can result from

a number of different causes. Sounds heard can

manifest in many different ways such as low to

high pitched, heard in one or both ears, heard as

a single noise or competing noises, or be heard

intermittently or continuously. Sounds have

been described as ringing, buzzing, blowing,

humming, hissing, whooshing, hissing, and whis-

tling among many others. Mild forms of tinnitus

are very common and experienced by most

people at some point in their lives. More severe

forms, however, are less common and can

lead to chronic sleep disturbance, anxiety, and

depression.

Description

Tinnitus is generally categorized into two types:

subjective tinnitus and objective tinnitus. Objec-

tive tinnitus is the less common of the two types

and sound is not only heard by the patient, but

also audible to other people, most often

a clinician listening with a stethoscope or an ear

tube. Pulsatile tinnitus is a common example of

objective tinnitus. It is caused by muscle contrac-

tions or audible blood flow in arteries or veins

(e.g., bruits) close to the inner ear that resonate as

rhythmic pulsing in the ear. Subjective tinnitus is

the most common form and is heard exclusively

by the patient. This type of tinnitus has many

causes and pathologies.

Although tinnitus is most often associated

with abnormalities of the auditory or central

nervous systems, it can also be caused by

nonauditory etiologies. These include hyperten-

sion and cardiovascular disease, hypo- and

hyperthyroidism, stress and fatigue, temporo-

mandibular joint (TMJ) disorder, poor diet and

physical inactivity, and wax buildup in the

outer ear putting pressure on the tympanic mem-

brane. Exposure to excessive noise is also

a common cause of tinnitus, which can precede

hearing loss and should therefore be an indicator

of the need for protection from excessive noise

exposure. Tinnitus associated with abnormalities

of the auditory or central nervous systems includ-

ing middle ear infections, damage to the inner

ear, disorders that affect the central nervous

system such as meningitis, encephalitis, and

stroke; head and neck trauma; surgical injury;

and tumors affecting the acoustic nerve (cranial

nerve VIII); Meniere’s disease (an inner ear

disorder characterized by hearing loss vertigo,

and tinnitus); and vestibular schwannoma

(e.g., acoustic neuroma). Over 200 ototoxic med-

ications are associated with inducing tinnitus.

These medications include aspirin, some
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antibiotics, diuretics, cancer chemotherapy drugs,

and quinine.

With many causes of tinnitus, treatment of the

underlying disease often alleviates symptoms.

Drug therapies include benzodiazepines, anticon-

vulsants, antidepressants, vasodilators, tranquil-

izers, and antihistamines. Acamprosate, a drug

used to treat alcohol dependence, has shown to

have potential as a treatment, as well as zinc and

gabapentin. Antiarrhythmic agents such as lido-

caine have also shown to have tinnitus-

suppressing qualities.

Hearing aides are another modality shown to

benefit patients. Loss of hearing often increases

awareness of tinnitus and a hearing aid, which

amplifies external sound, often helps mask the

perception of tinnitus. Wearable sound genera-

tors or tinnitus maskers are also used. These

devices fit into the ear much like a hearing aid

and deliver low-level sound directly into the ear.

Cochlear implant is a treatment used in

patients whose tinnitus is accompanied by severe

hearing loss. Electrical and magnetic stimulation

treatments include transcranial magnetic stimu-

lation and trans-electrical nerve stimulation.

Cognitive behavioral therapy treatments include

tinnitus retraining therapy (TRT), tinnitus activi-

ties treatment, sound therapies, auditory discrim-

ination therapy, and neurofeedback. Alternative

therapies for tinnitus have included acupuncture,

hypnosis, craniosacral therapy, antioxidants,

vitamin and herbal remedies.
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Synonyms

Hearing disturbances; Perception of internal

noise (false)

Definition

Tinnitus is an auditory perceptual phenomenon

that is defined as the conscious perception of

internal noises without any outer auditory stimu-

lation. The sounds may be very loud and bizarre,

and the most common ones are heard like a high-

pitched musical tone or a rushing sound like

escaping steam or air. Other descriptions can be

more complicated such as metallic sounds, mul-

tiple tones of varying frequencies, and mixtures

between buzzing and ringing.

Tinnitus is in most cases a temporary sensation,

which many people have experienced at least

sometime in their life. However, it may develop

into a chronic condition, and prevalence figures

show that at least 10–15% of the general popula-

tion have tinnitus. Fortunately, most persons do not

have severe tinnitus. Only about 1–3% of the adult

population has severe tinnitus, in the sense that

it causes marked disruption of everyday activi-

ties, mood changes, reduced quality of life, and

disrupted sleep patterns. Tinnitus has been reported

in children, but in its severe form, it is more com-

mon in adults and in particular in the elderly.

Tinnitus is known to occur in association with

almost all the dysfunctions that involve the

human auditory system. This includes damage

to the middle ear, the cochlea, the audiovestibular

cranial nerve, and pathways in the brain from

cochlear nucleus to primary auditory cortex.
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A common distinction is often made between so-

called objective (somatosounds, which can actu-

ally be heard from the outside) and subjective

tinnitus (that are heard only by the afflicted per-

son). Objective tinnitus represents a minority of

cases. Subjective tinnitus has been linked to sen-

sorineural hearing loss, caused by various deficits

such as age-related hearing loss and noise expo-

sure. Links to other conditions such as temporo-

mandibular joint dysfunction have also been

found. Tinnitus has been explained as the result

of increased neural activity in the form of

increased burst firing or as a result from patho-

logical synchronization of neural activity. Other

suggested mechanisms are hypersensitivity and

cortical reorganization. With the advent of mod-

ern imaging techniques, it has been observed that

tinnitus involves certain areas of the brain,

particularly those that are related to hearing and

processing of sounds. Some involvement of the

brain’s attentional and emotional systems has

also been seen (Cacace, 2003).

Description

Distress and Tinnitus

What distinguishes mild from severe tinnitus is

not easily established, apart from variations in

subjective ratings of intrusiveness and loudness.

In particular, in attempts to determine the handi-

cap caused by tinnitus, it has not been possible to

make the determination using the characteristics

of the tinnitus itself (e.g., loudness, pitch, etc.).

However, psychological factors are of major

importance in determining the severity of tinni-

tus, and this has been observed in both clinical

and epidemiological studies.

The problems experienced by tinnitus patients

can be divided into four categories: hearing

difficulties including noise sensitivity, emotional

consequences, concentration problems, and

insomnia. In addition, there might be interper-

sonal consequences and occupational difficulties

(e.g., for a musician, admitting tinnitus can be

regarded as a sign of weakness).

Hearing loss is the most common symptom that

goes together with tinnitus and that can in itself be

a great problem. Another common problem is

noise sensitivity, which in its severe form can

develop into hyperacusis, which is sensitivity to

everyday sounds not regarded as loud by most

people.

In its severe form, tinnitus is strongly associ-

ated with lowered mood and depression. Suicide

caused by tinnitus is however rare. Most

cases reported have had comorbid psychiatric

disturbances. Anxiety, and in particular anxious

preoccupation with somatic sensations, is an

aggravating factor, and stress is often mentioned

as a negative factor for tinnitus and in particular

in association with major adverse life events, but

the evidence for this notion is weak. Personality

factors have been investigated, and associations

have been reported between degree of optimism

and tinnitus distress (Andersson, 1996) and

between perfectionism and tinnitus distress

(Andersson Airikka, Buhrman, & Kaldo, 2005).

Tinnitus patients often report difficulties

with concentration, for example, with reading.

Often this is perceived as auditory intrusions

while trying to hold concentration on a task.

Until recently, there have been few attempts to

measure tinnitus patients’ performance on tests of

cognitive functioning, but recent research implies

a role of the working memory system (Hallam,

Shurlock, & McKenna, 2004). Another line of

research has focused on the role of selective

information processing. Finally, sleep problems

represent a significant element in tinnitus

patients’ complaints and are often a driving

reason for seeking help.

Theories

Among the most influential psychological theo-

ries on why tinnitus becomes annoying is Hallam

et al.’s (1984) habituation model of tinnitus,

which presents the notion that tinnitus annoyance

is caused by lack of habituation, and the neuro-

physiological model by Jastreboff and coworkers

(Jastreboff, 1990), which is a classical condition-

ing model where the tinnitus signal is conditioned

to aversive reactions such as anxiety and

fear. The latter model puts less emphasis on

conscious mechanisms involved in tinnitus

perception. Other researchers have endorsed
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a cognitive-behavioral conceptualization of tin-

nitus, suggesting a major role for thoughts and

beliefs regarding tinnitus (Andersson, 2002).

In clinical settings, management of tinnitus

involves taking history of its characteristics

such as onset, loudness, character, fluctuations,

and severity. Audiological and neuro-otological

measurements such as pure-tone audiometry,

otoscopy, and brain stem audiometry are also

included in routine assessment to exclude

treatable conditions (Andersson, Baguley,

McKenna, & McFerran, 2005).

Treatments

There is a long history of attempts to cure tinni-

tus, but surgical and pharmacological interven-

tions have been largely without any success.

When the aim is to reduce the suffering, treatment

outcome is more promising, and psychologically

informed treatments have been found to be help-

ful in randomized trials (Andersson & Lyttkens,

1999).

Among the psychosocial treatments, cogni-

tive-behavioral therapy (CBT) is the most

researched alternative. As for other medical con-

ditions such as chronic pain, CBT for tinnitus

distress is directed at identifying and modify-

ing maladaptive behaviors and cognitions by

means of behavior change and cognitive

restructuring. The focus is on applying tech-

niques such as applied relaxation in real-life

settings. An overview of the techniques used in

CBT for tinnitus is presented in the Table. There

is now evidence from randomized trials that

CBT can be effective for alleviating the distress

caused by tinnitus in adults (e.g., Hesser, Weise,

Zetterqvist Westin, & Andersson, 2011), includ-

ing a trial on the use of CBT with older adults,

and also that it works in a self-help format

presented via the Internet (Kaldo et al., 2008).

However, while the effects are promising, there

is room for more improvement, and tinnitus is

a typical example of an area where multidis-

ciplinary input is necessary. Most recent devel-

opment in CBT for tinnitus is to incorporate

treatment procedures from acceptance and com-

mitment therapy (ACT; Hayes, Strosahl, &

Wilson, 1999).

Conclusion

Tinnitus is a poorly understood phenomenon, and

while the role of psychological factors is widely

acknowledged, there is yet little research on basic

mechanisms such as information processing bias,

the role of psychopathology, and the influence of

the tinnitus sound on working memory capacity.

While there are few cases of tinnitus for which

surgical and medical interventions might help, in

most cases, there is no cure in the sense that the

tinnitus sound will not disappear. However, lon-

gitudinal fluctuations of both loudness and sever-

ity of tinnitus have been observed, and health

psychologists could benefit in the pursuit of an

explanation why it is that tinnitus becomes both-

ersome only for a proportion of individuals.

When it comes to methods to lessen the distress

and to cope with the adverse consequences, such

as lowered mood and sleep difficulties, CBT is

a promising approach. However, the dissemina-

tion of CBT into audiological hospital settings

has been slow, and there are very few clinical

Tinnitus and Cognitive Behavior Therapy,
Table 1 Overview of cognitive-behavioral treatment

for tinnitus

Case formulation

Structured clinical interview following audiological

screening

Questionnaire assessment

Treatment rationale and information

Treatment presented in 6–10 sessions

Applied relaxation (1. progressive relaxation, 2. short

progressive relaxation, 3. cue-controlled relaxation, and

4. rapid relaxation)

Positive imagery

Sound enrichment by means of external sounds

Hearing tactics and advice regarding noise sensitivity

Modification of negative thoughts and beliefs

Behavioral sleep management

Advice regarding concentration difficulties, exercises of

concentration (mindfulness)

Exposure to tinnitus

Advice regarding physical activity

Relapse prevention

Follow-up

Interview and questionnaires
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psychologists working with tinnitus. Self-help

methods are promising and could at least partly

solve that problem, and there is also much to be

done regarding preventive work as noise-induced

hearing loss is the cause of tinnitus in one third of

cases with recent onset of tinnitus (Table 1).
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▶Cognitive Behavioral Therapy (CBT)
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Tobacco Advertising
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Germany

Synonyms

Tobacco marketing; Tobacco promotion

Definition

Tobacco advertising is a form of communication

by the tobacco industry with the aim of promot-

ing tobacco products (typically cigarettes) and

use. Different forms of advertising can be classi-

fied into “above the line” (ATL) and “below the

line” (BTL) advertising. ATL advertising is tra-

ditional mass media advertising in print, televi-

sion, radio, in cinemas, and on billboards. BTL

advertising focuses more on specific target

groups and uses less traditional advertising

methods, such as sponsoring, promotion, event

marketing, point-of-sale displays, product place-

ments, direct marketing, ambient marketing, viral

marketing, or brand stretching. Most research on

the effects of tobacco advertising focuses on ATL

advertising. However, the importance of BTL
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tobacco advertising is growing in the light of bans

or partial bans of traditional tobacco advertising

in most countries.

Description

A fundamental premise for the tobacco industry

to spend money into tobacco advertising is the

assumption that it is effective. The term “effec-

tive” can refer to different levels or “outcomes.”

It can either mean that tobacco advertising

increases the market share of a specific brand,

given a fixed market size for tobacco products. It

can also mean that tobacco advertising increases

or stabilizes the market size, by recruiting new

smokers and by stimulating current smokers

not to quit or ex-smokers to relapse. Empirical

research conducted by non-industry-funded

researchers has mainly focused on the latter inter-

pretation of effectiveness, which is the one with

high impact from a public health perspective.

One type of study in this field has analyzed

changes in the global or country-specific tobacco

market size dependent on advertising spending

or dependent on changes in tobacco policy

(e.g. implementation of advertising bans). These

studies are usually time series or interrupted

time-series designs and use highly aggregated

data. While many of the early econometric stud-

ies found no association between aggregate

cigarette advertising spending and total market

sales, there are also studies that found positive

relations, especially if the aggregation of the data

was reduced (Saffer & Chaloupka, 2000). Studies

that compare countries with and without adver-

tising bans or that conduct comparisons within

a country before and after an advertising ban

often find that bans reduce overall consumption

of tobacco (Quentin, Neubauer, Leidl, & Konig,

2007). The effect is stronger in countries with

comprehensive bans compared to partial bans.

A second type of studies uses individual-level

data, looking at the effects of tobacco advertising

on smoking behavior, mostly of young people.

These studies are either experimental and quasi-

experimental studies or cross-sectional and lon-

gitudinal observational studies. The effect of

tobacco advertising is usually studied in terms

of individual exposure to tobacco advertising.

This is some form of induced exposure in the

experimental studies or a measure of self-reported

advertising exposure in the observational studies.

Measures of exposure can be direct (e.g., advertis-

ing recall, brand recall, notice of advertising, lik-

ing of advertising, ownership of promotional

items) or indirect (e.g., television screen times,

reception and liking of specific television pro-

grams, movies, sports, or magazines). A 2006 sys-

tematic review of the empirical evidence based on

individual-level studies found 29 studies from 5

continents with more than 300,000 participants

(DiFranza et al., 2006). The authors concluded

that there is strong evidence for a link between

exposure to tobacco promotion and tobacco use of

children and adolescents. Applying Hill’s criteria

for judging the likelihood of a causal relationship

between exposure and behavior, the authors found

that many of Hill’s criteria of causation were ful-

filled (Hill, 1965). They found that (1) children are

exposed to tobacco promotion before the initiation

of tobacco use (criterion temporality), (2) exposure

increases the risk for initiation (criterion strength),

(3) greater exposure results in higher risk (criterion

dose–response), (4) the increased risk is robust

(criterion consistency), (5) the risk is scientifically

plausible (criterion plausibility), and (6) no other

explanation can account for the evidence (criterion

analogy). A recent study additionally confirmed

the Hill criterion “specificity” (Hanewinkel,

Isensee, Sargent, & Morgenstern, 2011).

It is less explicitly studied how this effect is

mediated, i.e., how tobacco advertising leads to

an increase in market size. However, tobacco

advertising is not systematically different from

other forms of advertising and can, therefore, be

conceptualized within broader psychological and

marketing theories. Most psychological theories

of advertising can be classified as “hierarchy of

effects” models (Vakratsas & Ambler, 1999).

These models suggest that advertising is not

directly influencing behavioral responses, but

that the effects are always mediated by a mental

process. In the broadest sense, this mental process

is a change in object valence, the object being the

brand, the product, the product group, or the adver-

tising itself. The most common models used to
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explain the effects of advertising are based on

the information processing approach (McGuire,

1976). They assume that people are persuaded by

the contents of the advertising and consciously

follow a cognitive path which is mediated by

preferences, attitudes, norms, and beliefs about

the advertised object. Newer variants of these

models are the so-called dual-process models

which conceptualize two routes of information

processing, a central route and a peripheral route

(Eagly & Chaiken, 1993; Petty & Cacioppo,

1986). The central route is activated if advertising

contents are thoughtfully elaborated and recipients

have high involvement and attention. On the

peripheral route, information is less thoughtfully

processed (low involvement) which happens if

advertisings are consumed rather casually. Recip-

ients with low involvement aremore influenced by

peripheral or emotional characteristics of the

advertising (e.g., attractiveness of the source,

colors, music). Most recent psychological theories

even go a step further and assume that conscious

mental processes are not a necessary precondition

for behavioral influences (Bargh, 2002; Harris,

Bargh, & Brownell, 2009). From this perspective,

advertising is a form of behavioral priming that

automatically affects the perceiver. The term

“automatic” implies that the consumer does not

have to be aware of having seen the advertising

and also does not have to be aware that she/he

responded to it. Such conceptions of advertising

effects have, of course, strong implications for

prevention strategies as it may be very difficult to

counteract unconscious advertising effects.

Cross-References

▶Tobacco Control

▶Tobacco Use
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Definition

Tobacco control includes all measures aiming at

reduction of tobacco use and of its harmful con-

sequences in the population.

Thus, tobacco control includes measures

aiming at both prevention and cessation of use

of all tobacco products – both smoking and use of

smokeless tobacco.

Description

Introduction

The great health risks from smoking have been

convincingly shown since the 1950s. It is now

known that all forms of tobacco use, i.e.,

smoking and use of smokeless tobacco, are

addictive and potentially lethal. Scientific evi-

dence confirms that smokers have significantly

elevated risks of death from many cancers,

cardiovascular and respiratory diseases, and

many other fatal conditions (US Department of

Health and Education and Welfare, 1972). The

harmful effects of secondhand smoke have

also been convincingly established (Öberg,

Jaakkola, Woodward, Peruga, & Pr€uss-Ust€un,

2011).

Tobacco is a highly addictive substance that

directly kills half of its users, as well as many

nonsmokers exposed to secondhand smoke.

There is no safe form of tobacco use or no safe

level of exposure to secondhand smoke.

It is estimated that currently about 1 billion of

men (nearly 50% of adult men) and about 250

million women (over 10% of women) in the

world smoke. Smoking rates among men seem

to have peaked, but among women, they are still

increasing on global scale.

Tobacco kills currently annually some six mil-

lion people (about 10% of world deaths), and

with current trends some eight million people

annually by 2030. Of the tobacco deaths some

three fourth occur in low- and middle-income

countries, and generally proportionally more

among lower socioeconomic segments of the

population. The economic costs of tobacco-

related harms are enormous: both the direct

costs to health services and the indirect societal

costs (Shafey, Eriksen, Ross, & Mackay, 2009).

Health professionals started to warn about the

harmful consequences of tobacco use already in

the 1950s. Because of the disinformation and

lobbying of the big tobacco industry, policy actions

to reduce tobacco use started much later, generally

only in the 1980s and the 1990s. A milestone was

the adoption of the WHO Framework Convention

on Tobacco Control (FCTC) in 2003 (World

Health Organization [WHO], 2003). Currently,

over 170 countries have ratified the convention

that is a pioneering example of use of international

law in the field of public health. FCTC covers all

the main elements of tobacco control.

Elements of Tobacco Control

Reduction of Demand for Tobacco

Education and communication: Included are

comprehensive educational and public awareness

programs on the health risks and on the addictive

nature of tobacco products and exposure to

tobacco smoke. This includes also effective train-

ing programs on tobacco control to health

workers, to other professional and community

groups dealing potentially with tobacco control,

as well as to decision makers.

Tobacco cessation: Stopping tobacco use is

often difficult because of strong physical addic-

tion to nicotine and to the psychosocial depen-

dence to the habit. During the last few decades,

pharmacological and nonpharmacological (psy-

chological, educational) methods have been

developed to effectively help smokers and other

tobacco users to quit the habit. Tobacco control

policies include measures to provide tobacco

users access to cessation services.

Elimination of tobacco advertising and pro-

motion: An important background for the global

tobacco epidemic is the powerful push from the

multinational tobacco industry in form of effec-

tive advertising, promotion, sponsorship, and

lobbying of decision makers. Thus, important

component of tobacco control is a comprehen-

sive ban on advertising, promotion, and spon-

sorship. Here an international agreement is
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especially important because of the cross-border

spreading of advertising. It is also important to

eliminate false or misleading messages about the

tobacco products.

Price and tax measures: Price is an important

aspect of use of any product. Accordingly, price

and tax measures are effective and important

means of reducing tobacco consumption, in par-

ticular among young persons.

Regulation on the contents of tobacco prod-

ucts: Although there is no safe tobacco products,

authorities can introduce regulations on testing,

measuring and levels of the contents and emis-

sions of tobacco products. This can also include

introduction of self-extinguishing cigarettes to

reduce fires. National legislation can also regu-

late tobacco product disclosures.

Smoke-free environments: Exposure to

tobacco smoke, especially indoors, is a health

risk to everybody and especially to vulnerable

population groups like children. At the same

time, smoke-free environments discourage initi-

ation and continuation of smoking. Thus, impor-

tant elements of any tobacco control policies

include prohibition of smoking in indoor work-

places, public transport, indoor public places, and

also in other public places (e.g., stadia).

Packaging and labeling of tobacco products:

Tobacco product packages and labels should not

promote the product by any false, misleading, or

deceptive messages. Such messages may include

terms like “low tar,” “light,” “ultralight,” or

“mild.” Tobacco products should carry large

and clear health warnings in text or in form of

pictures. Recently, also generic tobacco packages

have been proposed.

Reduction of the Supply of Tobacco

Sale to minors: An important part of tobacco-

related health work is prevention of tobacco use

among children and youth, and moving the pos-

sible initiation to as late as possible. Thus, sale of

tobacco to minors should be prohibited, and this

legislation well enforced, e.g., by requiring the

purchaser to provide appropriate evidence of age.

Vending machines should be placed so that

minors cannot use them. Regulations should

also prohibit sale of tobacco products by minors,

as well as sale of individual cigarettes or small

cigarette packets.

Illicit trade: Surprisingly, large part of tobacco

products used in the world is smuggled,

manufactured illicitly, or counterfeited. Thus,

elimination of illicit trade of tobacco products is

important, and an issue in which international

collaboration by authorities is especially needed.

Economic alternatives to tobacco business:

Reduction of tobacco use calls also for reduction

of tobacco growing. Thus, alternatives for

tobacco growing should be encouraged, as well

as also other viable alternatives for other tobacco-

related occupations.

Other Aspects of Tobacco Control

Research, monitoring, and surveillance:

Although the scientific base of tobacco control

is very strong, further research is needed in sev-

eral areas. It is also important that every country

has own tobacco research. Monitoring of tobacco

use trends in the population and its subgroups is

crucial. It is also important to monitor many

aspects of determinants and process of tobacco

use as well as activities related to tobacco control.

Exchange of information: For the interna-

tional collaboration and the reporting of the

FCTC implementation exchange of tobacco

control–related information is needed. This

includes, e.g., information on legislative, admin-

istrative, and other tobacco control measures, as

well information on tobacco use trends.

International collaboration in scientific, tech-

nical, and legal fields of tobacco control: Because

of the global nature of the tobacco epidemic, also

the tobacco control calls for strong international

collaboration, much assisted by the international

FCTC-related work.

Implementation of International
Tobacco Control

The FCTC Convention Secretariat published in

2009 a summary report on the global progress

in implementation of the FCTC (FCTC, 2009).

The report concluded that the implementation

levels vary substantially between different policy

T 1984 Tobacco Control



measures. Overall, countries report high imple-

mentation rates for measures on packaging and

labeling, sales to minors, and education, training,

and public awareness. Rates remain low in areas

like disclosure of marketing expenditures or pro-

grams for tobacco use cessation.

The implementation of tobacco control mea-

sures varies across different regions of the world.

Also comparability of reports from different

countries varies concerning both implementation

measures and tobacco use data.

Overall, there seems to be notable progress in

introduction and implementation of various

tobacco control measures in most parts of the

world.

Cross-References

▶Health Promotion and Disease Prevention

▶ Public Health

▶Risk Factors and Their Management

▶ Smoking Prevention Policies and Programs
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Trail-Making Test

Romola S. Bucks

School of Psychology, The University ofWestern

Australia (M304), Crawley, WA, Australia

Synonyms

Trails

Definition

This term refers to a widely used test assessing

organized visual search, planning, attention, set

shifting, cognitive flexibility, and divided atten-

tion (Rabin, Barr, & Butler, 2005), all capacities

thought to be executive in nature. Originally

developed by Partington (Brown & Partington,

1942), it was first published as part of the Army
Individual Test Battery (1984). The test is cur-

rently available in public domain (see Lezak,

Howieson, Loring, Hannay, & Fischer, 2004;

Strauss, Sherman, & Spreen, 2006) and revised

versions (e.g., Reynolds, 2002) and as part of

a number of assessment batteries (e.g., Delis,

Kaplan, & Kramer, 2001).

The standard trail-making test (TMT) contains

two parts: Trails A and Trails B, which usually

takes no more than 5–10 min to complete. In

Trails A, the subject draws lines to connect con-

secutively numbered circles, drawn on a single

A4 sheet (1-2-3. . .). In Trails B, the subject con-

nects consecutively numbered and lettered cir-

cles, alternating between them (1-A-2-B-3. . .)
on a second sheet. The subject is asked to connect

the numbers, or numbers and letters, as fast as

possible without lifting the pencil from the

sheet. Revised versions (e.g., Delis et al., 2001;

Reynolds, 2002) usually contain an equivalent to

Trails B, plus up to four other subtests designed

to help the assessor distinguish the cause(s) of

difficulties in the switching task, such as number

or letter sequencing, visual scanning, or motor

deficits.

The main performance measure is time taken

to complete the sequence, but errors are com-

monly recorded as they can also be clinically

useful (Lezak et al., 2004). Because of the signif-

icant motor requirements of the task, normative

data must be age-stratified (e.g., Mitrushina,

Boone, & D’Elia, 1999; Tombaugh, 2004).

Education-based norms are also recommended

(Tombaugh, 2004). Generally, Trails B is thought

to require more executive skills because it

requires shifting between sequences (Kortte,

Horner, & Windham, 2002). Evidence suggests

that the difference between Trails A and B, or

their ratio, may be “cleaner” indices of executive

function by controlling for baseline motor, visual

tracking, and sequencing abilities (Arbuthnott &

Frank, 2000; see e.g., Hester, Kinsella, Ong, &

McGregor, 2005, for difference and ratio norms).

Indeed, fMRI evidence supports this view:

Zakzanis, Mraz, & Graham (2005) found greater

left frontal activation in the dorsolateral prefron-

tal cortex during Trails B than Trails A.

Both parts of the TMT are highly sensitive to

dementia and brain injury, including Parkinson’s

(Goldman, Baty, Buckles, Sahrmann, & Morris,

1998) and Alzheimer’s disease (Chen et al.,

2000). Importantly, deficits in TMT performance

predict everyday activities of daily living diffi-

culties (Bell-McGinty, Podell, Franzen, Baird, &

Williams, 2002) and mortality (Vazzana et al.,

2010) and may indicate preclinical Alzheimer’s

dementia (Chen et al., 2000).
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Trait Anger

Judith Carroll

Cousins Center for Psychoneuroimmunology,

University of California, Los Angeles,

CA, USA

Synonyms

Hostile affect; Hostility

Definition

Trait anger is described as a dispositional charac-

teristic where one experiences frequent anger,

with varying intensity (e.g., mild irritability,

intense rage), and is often accompanied by related

negative emotions such as envy, resentment, hate,

and disgust (Buss, 1961; Siegman&Smith, 1994).

There is considerable construct overlap between

hostile dispositions and trait anger, making it dif-

ficult to disentangle. Martin, Watson, and Wan

(2000) have proposed a three-factor model of

trait anger, which includes the anger-related

affect, behavior (i.e., aggression), and cognitions

(i.e., cynicism), similar to several of the subscales
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of the Cook-Medley Hostility Scale (Barefoot,

Dodge, Peterson, Dahlstrom, & Williams, 1989).

A frequently used measure of trait anger is the

Spielberger State-Trait Anger Expression Inven-

tory (STAXI), which measures trait anger as hav-

ing a proneness to experiencing anger either as

a general tendency (Anger temperament), or with

provocation (Anger Reactions) (Spielberger,

1988, Spielberger & Sydeman, 1994). Further-

more, Speilberger describes three different styles

of anger expression: (1) showing anger emotions

(Anger-Out), (2) preventing anger from being

expressed but still experiencing it internally

(Anger-In), or (3) having the initial affective

response but then regulating it well (Anger-
Control) (Spielberger, 1988).

Behavioral medicine research has documented

associations of trait anger, and the related con-

structs of hostility, with greater cardiovascular

disease incidence and progression (al’Absi &

Bongard, 2006; Chida & Steptoe, 2009; Miller,

Smith, Turner, Guijarro, & Hallet, 1996;

Siegman & Smith, 1994; Smith, Glaser, Ruiz, &

Gallo, 2004). Although poor health behaviors are

thought to partially explain these associations

(Everson et al., 1997; Siegman & Smith, 1994),

it is also likely that this trait disposition contrib-

utes to worse health through the repeated emo-

tionally driven activation of the neuroendocrine

stress response and its associated downstream

biological effects, including increases in blood

pressure, inflammation, and oxidative stress

(Carroll et al., 2010, 2011; Greeson et al., 2009;

Smith & Gallo, 1999; Suarez, Kuhn, Schanberg,

Williams, & Zimmermann, 1998). Further work

is needed to better define the mechanisms of this

association.
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Trait Anxiety

Yori Gidron

Faculty of Medicine & Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Trait anxiety refers to the stable tendency to

attend to, experience, and report negative emo-

tions such as fears, worries, and anxiety across

many situations. This is part of the personality

dimension of neuroticism versus emotional sta-

bility. Trait anxiety also manifests by repeated

concerns about and reporting of body symptoms.

Trait anxiety is characterized by a stable percep-

tion of environmental stimuli (events, others’

statements) as threatening. Trait-anxious people

often experience and express also state anxiety, in

situations in whichmost people do not experience

such responses. This bias is thought to reflect

a cognitive-perceptual bias. At the perceptual

level, there is an overattentional bias to threaten-

ing stimuli. At the cognitive level, there is

a distorted negative interpretation of information

congruent with and fostering anxious responses.

Finally, at the level of memory, there is overrecall

of threatening information. These three biases

are common in people with a trait-anxious per-

sonality type and have important etiological

roles in various types of affective disorders

(Mathews & Macleod, 2005). Trait anxiety is

commonly assessed with the state-trait anxiety

inventory – trait version (Spielberger, Gorsuch,

& Lushene, 1970), though other instruments exist

as well. Trait anxiety is an important predictor

and moderator in behavior medicine. For exam-

ple, trait anxiety predicts functional recovery fol-

lowing spine surgery, risk of posttraumatic stress

disorder, as well as adaptation to and risk of death

following myocardial infarction (e.g., Szekely

et al., 2007). These relationships could occur

since trait anxiety is related to various coping

strategies and to various neurophysiological

responses. For example, high trait-anxious peo-

ple demonstrate greater activity in the amygdala

and reduced activity in the inhibitory dorsal ante-

rior cingulate cortex, during extinction of fear

responses (Sehlmeyer et al., 2011). This brain

pattern can explain their increased vulnerability

for psychological disorders and adaptation prob-

lems. As such, this psychological trait deserves

attention in research and clinical applications of

behavior medicine. The underlying causes,

mechanisms for contributing to poor health out-

comes, and ways for reducing the consequences

of trait anxiety are important avenues of research

for the benefit of clinical practice.
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Trans Fatty Acids

Leah Rosenberg
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Synonyms

Trans fats

Definition

Trans fatty acids are unsaturated fatty acids with

one double bond in the trans structural configu-
ration as opposed to the cis conformation. These

differences in conformation likely have conse-

quences in the development of atherosclerosis

secondary to diets rich in trans fatty acids.

Dyslipidemia and adverse health outcomes have

been linked to frequent consumption of trans

fatty acids. While trans fatty acids do appear in

nature, the vast majority in industrialized-world

diets are manufactured to promote shelf life

stability and enhance flavor in prepared foods.

Preventative approaches to cardiovascular dis-

ease prevention and management include elimi-

nation of trans fatty acid consumption (Curhan &

Mitch, 2007). Certain municipalities, such as

New York City, have recently enacted prohibi-

tions against the use of trans fatty acids in restau-

rant food.
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Transcendental Meditation

Alan M. Delamater

Department of Pediatrics, University of Miami

Miller School of Medicine, Miami, FL, USA

Synonyms

Attention training; Concentration; Contempla-

tion; Meditation; Mental training

Definition

Transcendental meditation (TM) is a meditation

technique that has its origins in the ancient Vedic

tradition of India. In the 1960s, Maharishi Mahesh

Yogi introduced this meditative technique to the

western world in a simple, nonreligious fashion,

and since then TM has been practiced by millions

of people worldwide. A considerable amount of

research has been conducted on the effects of TM

on physiological and psychological outcomes.

Overall, the results of this research indicate

that the practice of TM has beneficial effects in

individuals with chronic health conditions as well

as healthy people.

TM is classified as a concentrative meditation

technique. The method consists of twice-daily

20 min practice in which the individual focuses

on their mantra which is individually prescribed

by a certified instructor. The individual is
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instructed to sit in a relaxed posture in a quiet

environment and focus on the silent repetition of

their mantra in their mind to the exclusion of

other thoughts or feelings.

As concentration deepens, feelings of calm or

tranquility are experienced. Research has shown

that when individuals practice this type of medi-

tation, they experience a restful hypometabolic

state in which their respiration, heart-rate, blood

pressure, muscle tension, and other indicators

of sympathetic nervous system activation all

decrease. This state of hypometabolic, restful

alertness has been termed “the relaxation

response.” The relaxation response can be

reliably elicited by the repetition of a mental

stimulus (e.g., a mantra) while the individual

adopts a relaxed mental attitude in a quiet

environment.
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Definition

In physics, a transducer is a device or system

which converts one type of energy to another

type. In biology, this term can refer to cells or

intracellular elements which transform one form

of input into another. Both are applicable for

behavior medicine. Looking at devices, trans-

ducers are found in any machine which measures

bodily parameters and depicts them electroni-

cally. A device measuring heart rate or pulse

can detect changes in light in blood vessels,

which reflect amount of blood as a function of

one’s heart rate. These changes in light are

sensed, for example, by photoresistors, which

are then translated to changes in electrical energy

(current), which is then translated to digital num-

bers reflecting the rate of change in heart rate.

Such devices are pivotal in medical diagnosis

and in psychophysiological research. Another

example of a device would be a galvanic skin

conductance measure, which detects changes in

electrical conductance of the skin, which reflects

sympathetic activity and input into the skin. The

conductance is translated into a digital represen-

tation, to reflect sympathetic activity. This too is

used in psychophysiological research on stress

responses.

Biologically, numerous transducers exist in

the pathways of the sensory system and in cells.

In the eyes, for example, the retina contains

numerous photoreceptor cells that contain
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molecules called opsins. These photoreceptor

cells synapse onto neuronal pathways and, via

signal transducers, convert light energy detected

by the opsins to neuronal energy, for visual

processing in the brain. In the auditory system,

sound reaches the middle ear after being

channeled by the ear’s shape. The eardrum and

bones carry vibrations to the inner ear, where

physical movements are transformed to fluid

movement in the cochlea. This fluid movement

excites hair cells in the basilar membrane that

generates, via transduction, neuronal signals

to the auditory cortex for higher auditory

processing. Another example is the neuroendo-

crine transducer, where a neuron, for example, in

the pituitary gland, translates electrical stimula-

tion in its input to secretion of hormones at its

output. In recent years, the vagus nerve has been

found to be a pivotal neuroimmune transducer

since its paraganglia express receptors for inter-

leukin-1. Upon signaling by that cytokine, neuro-

nal information is carried to the brain via

acetylcholine, thus translating immune to nerve

information, which then triggers several negative

feedback anti-inflammatory loops (Tracey,

2009). Transducers also play major roles in dis-

eases. In cancer, for example, among multiple

intracellular signaling pathways, the signal trans-

ducer and activator of transcription 3 (STAT3) is

a transcription factor which is active upon extra-

cellular activation by many signals including

cytokines and growth factors. STAT3 plays

a role in cell apoptosis and growth. In some

cancers, constant activity of STAT3 is related to

procarcinogenic activity and to poor prognosis

(e.g., Alvarez, Greulich, Sellers, Meyerson, &

Frank, 2006). Thus, transducers are omnipresent

in the body (or in devices) and are crucial for

communication between the body and the exter-

nal world as well as between different types

of signals inside the body, in relation to health

and disease.
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from the psychosocial and biomedical sciences in

order to develop behavioral interventions to

improve health, evaluate the effectiveness of

those interventions, and study and improve their

implementation in practice and policy. The over-

arching objective of TBM is to advance, inte-

grate, and actualize knowledge from the

research, practice, and policy arenas to improve

the health of individuals and communities.

Translational Behavioral Medicine: Practice,

Policy, Research, a scholarly professional journal

devoted to the topic, was established in 2011 by

the Society of Behavioral Medicine, with

founding editor, Bonnie Spring.

Description

In 2001, the Institute of Medicine (IOM)

published a report on the quality of health care

in the United States. The IOM perceived a chasm

between the health care Americans receive and

the kind they could and should receive. They

attributed this gap largely to inadequate transla-

tion of scientific discoveries into actual practices.

An often-cited statistic is that it takes 15–20 years

for a scientific discovery to influence clinical

practice (Balas and Boren, 2000). Moreover,

even when a research-supported treatment does

become recognized as a best practice, practitioner

adherence is highly variable.

“Translation” is the process of adapting theo-

retical principles and empirical findings from

research so that these can be applied to the worlds

of clinical and public health practice (Sung et al.,

2003; Westfall, Mold, & Fagnan, 2007; Woolf,

2008). The translation process proceeds through

a series of phases, as illustrated in the conceptual

model by Westfall et al. (2007), shown in Fig. 1.

T1 Translation

The first translational phase (T1) is focused on

using knowledge obtained from the study of basic

biological, psychosocial, and behavioral pro-

cesses to inform the development and refinement

of promising interventions for health conditions.

T1 research is sometimes called “bench to

bedside,” as it provides the first link from

basic science to human clinical studies. Basic

scientists address fundamental questions about

mechanisms that underlie human functioning.

T1 researchers then apply these understandings

of biopsychosocial mechanisms to develop effi-

cacious behavioral interventions and assessments

of how they work. T1 research can be performed

using a number of different types of research

designs.

Case Series

A case series (or clinical series) is a form of

observational research design. In a T1 case series

to develop a new treatment, a single individual or

small group of individuals is observed (either pro-

spectively or retrospectively using recorded infor-

mation). The aim is to examine whether there is an

association between exposure to the treatment ele-

ments and a clinical event (e.g., symptom

improvement or remission). Usually applied in

the earliest phases of treatment development,

a series of cases may be gathered to establish

“proof of concept” that a new treatment holds

sufficient promise to warrant further study. An

advantage of case series studies is that they capture

clinical events in a naturalistic context. Disadvan-

tages are that they examine small, highly selected

samples of people who may be atypical, and can

demonstrate only correlation, not causation.

Randomized Controlled Trials

Randomized controlled trials (RCTs) are the gold

standard method of testing whether a treatment

works. After participants are screened for inclu-

sion and exclusion criteria, they are assigned

randomly to two or more groups or conditions.

In a two-group design, participants in one group

receive the active intervention (e.g., smoking

cessation treatment), and participants in the

other group receive a control intervention (e.g.,

general health education) that is comparable in

some elements (e.g., credibility, contact time) but

inert in the active elements (e.g., specific skills

training) thought responsible for the treatment’s

effect. The primary outcome might be change

from baseline in the number of study participants

who smoke. Because the group allocation is

concealed until randomization has occurred,
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neither investigator nor patient can influence

the treatment assignment, so that participants

have an equal chance of being assigned to either

the intervention or control group. This enables

researchers to eliminate any bias that might

otherwise occur in the group assignment.

Two different randomization procedures are

employed in RCTs. They are: (1) fixed allocation

randomization (which includes simple, blocked,

or stratified randomization), and (2) adaptive ran-

domization (which includes baseline adaptive- or

response adaptive randomization). Simple ran-

domization is analogous to repeated fair-coin

tossing. However, this procedure is prone to

creating imbalanced group sizes. Blocked ran-

domization (also referred to as permuted block

randomization) instead ensures that at no time dur-

ing the randomization will the difference between

group sizes be large, and at some points, groups

will be equal. Stratified randomization helps to

ensure the even distribution of certain factors

(e.g., gender) between the groups or conditions.

In adaptive randomization, the probability of

being randomized to different groups changes as

the study progresses. Altering the randomization

procedure can help to overcome imbalances based

on differences in participants’ baseline character-

istics (i.e., baseline adaptive randomization) or

based on their responses at a later point in the

study (i.e., response adaptive randomization).

In RCTs testing drug treatments, the use of

identical appearing pills to contain active and

inactive agents makes it possible to keep both

participants and study personnel naı̈ve to group

assignment, a state of affairs referred to as double

blind. When only participants are naive, the trial

is described as being single blind. Blinding

participants and personnel to study conditions

helps to ensure that treatment effects are due to

the intervention, rather than person-level factors

(e.g., knowledge or expectancies about the treat-

ment or outcome). However, double blinding is

rarely feasible in trials of behavioral interven-

tions: Both patients and interventionists usually

know which treatment is being given. One impor-

tant form of blinding that does remain feasible

is blinding of outcome assessors. When blinded,

the assessors who evaluate study outcomes

are unaware of whether patients belong to the

treatment or the control group.

RCTs are the gold standard for evaluating

treatments because this design surpasses others

in its internal validity. This means that differ-

ences between the study groups in their outcome

can be attributed to the treatment, because the

researchers held constant other extraneous varia-

tion between the groups. The presence of the

control group enables the researcher to account

for shared influences, such as being repeatedly

assessed or receiving attention from profes-

sionals. Equally important is the need to establish

treatment fidelity; that is, that the intended inter-

vention was delivered as planned. Fidelity is

induced by training and supervising therapists to
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follow a treatment protocol (i.e., a treatment man-

ual or algorithm) and is assessed by monitoring to

ensure that critical intervention elements are

delivered. The RCT’s internal validity permits

researchers to make causal inferences; that is, to

attribute between group differences in patient

outcomes to variation in the treatment. Its draw-

backs are that RCTs are expensive and time

consuming to implement, and that random

assignment of study participants to conditions is

not always feasible. Just as an RCT’s validity is

compromised by low-quality design or execution,

its utility is undermined by incomplete reporting.

To facilitate comprehensive, uniform reporting

of RCTs, most scholarly journals in health have

adopted the international CONSORT guidelines

which guide the information to be reported when

publishing a RCT (Moher et al., 2010).

Intervention Development via Optimization

Design

Behavioral medicine interventions usually com-

bine multiple treatment components brought

together in a compilation intended to achieve

maximal benefit. For example, an exercise inter-

vention may combine individual coaching

from an exercise physiologist with peer support

groups, a free gym membership, and incentives

for monitoring physical activity and reaching

behavioral goals. Although the practice of testing

a bundled treatment package in an RCT maxi-

mizes the likelihood of detecting a treatment

effect, it can be inefficient for long-term policy.

After a treatment package has been found

effective, it remains unclear which treatment

components have produced the positive effect,

whether some treatment elements are inert and

could be eliminated (potentially reducing costs),

and whether the dose and timing of other compo-

nents is optimal. Subsequent “dismantling” trials

are needed to answer those questions.

Multiphase optimization strategy (MOST),

adapted from engineering science, is a method-

ology designed to build new interventions from

the ground up by first optimizing and evaluating

the contribution of multiple intervention compo-

nents. MOST follows a sequential, stepped

approach to intervention development. The first

step is to establish a conceptual, theoretical

model of how the eventual intervention should

produce benefit and apply the model to derive the

intervention components to be examined. The

second step involves experimentation to examine

the impact of individual intervention compo-

nents. That stage may be followed by further

experimentation to refine and optimize the com-

ponents (e.g., by modifying their dose, timing,

format, or delivery channel). Once the individual

treatment components have been optimized, the

third step is to assemble the treatment package

(the beta intervention) and confirm its efficacy

via an RCT. If the trial proves successful, the

fourth step is that the new intervention can be

released and tested further for effectiveness.

Note that the MOST approach delays the

RCT of a bundled treatment package until the

third step in intervention development. A key

feature of the MOST strategy is that each subse-

quent intervention will have been engineered,

and empirically validated to be superior to

the previous one on whatever optimization

parameter the interventionist desires. For exam-

ple, a treatment can be optimized to have no

inactive components, to produce the maximum

change attainable for a given level of financial

resource or time, to maximize the number of

people that can be exposed to an intervention,

etc. By optimizing for a specific context, MOST

emphasizes efficiency and careful management

of resources to increase the implementation rate

of science.

T2 Translation

The second translational phase (T2), sometimes

called “bench to trench,” is concerned with eval-

uating the effectiveness of interventions under

conditions that become progressively less con-

trolled and more representative of the general

population and usual practice settings. For exam-

ple, the studies conducted during T1 are usually

experiments or phase I and phase II clinical trials.

These trials are characterized by their strict con-

trol of extraneous variables. The intent of

a phase I clinical trial is to pilot test the intensity,

timing, duration, or format of an intervention,

with participant safety being a primary outcome.
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Consequently, phase I trials are often conducted

with small samples of participants, who are rela-

tively free of complex medical histories. Once

patient safety is established, phase II trials are

undertaken. The goal of a phase II clinical trial

is to evaluate the efficacy of an intervention for

the treatment of a specific, circumscribed prob-

lem. Efficacy testing is performed under optimal

conditions; for example, in an academic medical

setting, employing highly trained research staff

as interventionists, and involving patients with-

out co-occurring health conditions. The progres-

sion to T2 research introduces phase III trials, in

which local staff in a community setting may

deliver an intervention as part of their regular job

duties. Such trials impose few exclusion criteria

and enroll patients even if they have comorbidities.

Phase III trials are often called studies of effective-

ness (in contrast to efficacy) because they involve

more “real world,” less highly selected settings,

interventionists, and patients.

Another component of T2 research involves

the creation of systematic evidence reviews and

practice guidelines. Unlike primary research,

which involves the collection of new data, sys-

tematic evidence reviews are secondary research

that culls and combines information from prior

reports. The science of systematic reviewing is in

itself a sophisticated and evolving field with

many nuances that surround the unbiased acqui-

sition of publications, extraction and analysis of

data, and interpretation of results. Systematic

reviews offer a means to evaluate whether the

evidence about a treatment’s effectiveness is

strong and consistent enough to warrant wide-

spread application in practice. If the data are

plentiful and the studies sufficiently similar,

a systematic review can provide evidence about

whether a treatment’s effects are broadly gener-

alizable. In other words, the review can indicate

whether there are boundary conditions or types of

people for whom the treatment is less helpful or

even contraindicated. The comprehensive, unbi-

ased evidence base analyzed for a systematic

review affords an excellent grounding from

which experts can formulate practice guidelines.

The dissemination of evidence-based guidelines

concludes the T2 translational phase by

conveying best research-tested practices to clini-

cians and policy makers.

T3 Translation

The third translational phase (T3) is also called

Dissemination and Implementation (D & I)

research. D & I studies examine how to facili-

tate the uptake of evidence-based (research-

supported) interventions into routine, day-to-day

provision of clinical care and public health ser-

vices. In contrast to T1 and T2, which concern

determining whether treatments work (and for

whom), T3 research examines how to get effec-

tive treatments widely implemented in real-world

settings. D & I research focuses on identifying

and learning how to overcome barriers at the

practitioner, institutional, and system levels that

keep effective treatments from being used. Bar-

riers may include limitations in clinician training

or skills, lack of available resources for training,

competing institutional priorities, or policy

barriers (e.g., lack of insurance reimbursement).

Quasi-Experimental Designs

Quasi-experimental designs emerged from social

science research because true experimentation

(i.e., randomization of participants to groups or

conditions) was sometimes challenging to imple-

ment. These designs gained popularity with the

development of advanced statistical procedures

to control for the effect of extraneous variables

associated with group membership. In essence,

these procedures help researchers to overcome

some of the limitations of non-randomization.

Quasi-experimental designs are often used when

randomization of participants to groups or condi-

tions is infeasible (or impossible). Suppose, for

example, a researcher wished to study the effect

of preventive care reimbursement policy on the

frequency with which clinicians counsel patients

for smoking and obesity. Ideally, one would ran-

domize practices to different levels of preventive

care coverage. However, that will not be feasible.

Therefore, instead of being randomized, practices

will be grouped into those where most patients

have preventive care coverage versus those

where most patients lack such coverage. Quasi-

experimental designs are more susceptible than
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RCTs to confounding variables that may affect

the outcomes of interest. For example, universal

preventive coverage may prevail in cooperative,

single payer systems (e.g., Group Health, Kaiser

Permanente) that are geographically and demo-

graphically distinct from practices where major-

ity preventive care is rarer. It will not be possible

to determine whether these extraneous differ-

ences or differences in insurance coverage

account for observed variations in clinician

counseling behavior.

Examples of quasi-experimental designs

include: time-series designs (i.e., following

a single group of participants longitudinally to

obtain a large number of data points), single

group pretest posttest design, and case–control

design (i.e., observational design where partici-

pants selected for a certain condition, such as

insomnia treated with cognitive behavioral ther-

apy, are compared with a control group whose

insomnia is untreated). The advantage of quasi-

experimental designs is that they are broadly

applicable and easy to implement. For policy

interventions or other contexts that preclude ran-

domization, quasi-experimental designs may be

the only option available. Their disadvantage is

that non-randomization prevents researchers

from being able to make causal inferences about

what generated the outcomes, particularly

because confounding variables (both measured

and unmeasured) offer alternative explanations.

Cross-References

▶Evidence-Based Behavioral Medicine

(EBBM)

▶Research to Practice Translation
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Definition

The Transtheoretical Model (TTM) construes

behavior change as an intentional process that

unfolds over time and involves progress through

a series of six stages of change (Prochaska,

DiClemente, & Norcross, 1992a). TTM inte-

grates processes and principles of change from

across leading theories, hence the name

Transtheoretical.

Description

Precontemplation is the initial stage in which

individuals are not intending to take action in

the foreseeable future, usually assessed as the

next 6 months.

People can be in this stage due to a lack of

awareness of the health consequences of a

behavior.

Or, they can be demoralized about their abili-

ties to change, like millions of people who have

tried to lose weight multiple times in multiple

ways. This stage is often misunderstood to mean

that these people do not want to change.

The history of demoralized individuals indi-

cates that they want to change, but they have

given up on their abilities to change.

Contemplation is the stage in which individ-

uals are intending to change in the next 6 months,

but not immediately in the next month. These

individuals are more aware of the benefits or

pros of changing, but can also be acutely aware

of the cons, such as having to give up some of

their favorite foods or having to risk failure.

Decisional conflict between the pros and cons

can lead to profound ambivalence reflected in

the motto: “When in doubt, don’t act.” With

smokers intending to quit for good in the next

6 months, without help, less than 50% will quit

for 24 h in the next 12 months.

In the preparation stage, individuals are

intending to take action in the next month. Their

number one concern is, “If I act, will I fail?” The

emphasis here is helping them to be well-

prepared, because people know in growing up,

the better prepared they are in academics or ath-

letics, the more likely they are to reach their goal.

In the Action stage, change is typically overt

and observable, with individuals having quit

smoking, started exercising, or practicing stress

management. This is the busiest stage, where peo-

ple have to work the hardest to keep from

regressing or returning to an earlier stage. Many

people believe the worst risks for relapse will be

over in a few days or few weeks. We find that

people who progress through action work the

hardest for about 6 months, which happens to

represent the steepest part of relapse curves across

addictions (Prochaska & DiClemente, 1983). So,

Action is defined as 6 months being risk-free and

we encourage individuals to think of this time as

the behavior medicine equivalent of life-saving

surgery. Following such surgery, would they give

themselves 6 months to recover? Will they let

others know they will not be at their best and will

need more support? This is the type of priority

needed to progress through this tough time.

Maintenance is the stage in which people are

free from their problem for 6 months to 5 years.

People are considered cured from cancer after

5 years without symptom remission. For many

people, it may take 5 years to get free from

behavioral causes of cancer. During this stage,

individuals do not have to work as hard, but they

do have to be prepared to cope with the most

common causes of relapse. These causes are

times of distress, when people are anxious,

depressed, lonely, bored, or stressed. Average

Americans cope with such distress by increasing

unhealthy habits. We try to prepare people to

cope with such temptations through healthy alter-

natives, like talking with a supportive person,

walking, or relaxing.

Termination is the stage in which people are

totally confident that they are never going back to

their high-risk behavior and have no temptation

to return. We have found that of alcoholics and

smokers in their first 5 years of abstinence, about

20% have reached this criteria (Snow, Prochaska,

& Ross, 1992). These people can put all of their

change efforts into enhancing other aspects of
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their lives. But, for many it may mean a lifetime

of maintenance. The ideal goal is to have a new

healthy behavior be automatic and under stimulus

control, like taking their aspirin every day at the

same time and place.

Applying TTM usually begins by assessing

which stage the patient is in and then helping

them set a realistic goal for now, like progressing

to the next stage. Research shows that if we try

to pressure patients to progress quickly from

precontemplation to action, there can be

unforeseen consequences of dropping out of

treatment, stopping until treatment is over and

then quickly relapsing or simply lying.

What are the principles for helping patients

progress from precontemplation to contempla-

tion? A meta-analysis of the pros and cons of

changing for 48 health behaviors revealed some

remarkable results from 140 studies from 10

countries in 9 languages (Hall & Rossi, 2008).

The cons are clearly greater than the pros in

precontemplation (PC) and the pros are clearly

higher in contemplation (C). So, the first principle

of progress is to raise the pros. With sedentary

individuals, we might ask them if they like bar-

gains and tell them that if so, physical activity

(PA) is the bargain basement of behaviors.

There is no other behavior from which they can

get as many benefits as PA. We would ask them

to list all the benefits that they believe they could

get from regular PA, chart their list, and then

challenge them to try to double the list. Most

have five or six and we tell them there are over

60 scientific benefits and we only want them to

find five more. If we see the list going up, it

is like seeing cholesterol or blood pressure com-

ing down. We know our behavior medicine

is working.

In contemplation, the pros and cons are

exactly tied, reflecting their profound ambiva-

lence. From C to preparation (P), the cons come

down, so the second principle is to help lower the

cons. The number one con for PA is time, so some

individuals lower this con by riding a lifecycle

where they can multitask and read or review an

article for work, read a book for pleasure, or catch

up on the news. Others may volunteer to help

coach their kid’s soccer team and at the same

time, get some PA, be with their child, do com-

munity service, meet more parents, and have fun.

Fortunately, the cons have to decrease only half

as much as the pros increase, so we put twice as

much emphasis on raising the pros.

In the preparation stage, the pros clearly out-

weigh the cons, so individuals are not encouraged

to take action until they have a favorable profile.

Once in the action stage, they can use their grow-

ing list of pros to put other principles and pro-

cesses of change into operation. When they write

down on their “To-Do” list, “walking for my

heart” they are making a daily commitment

based on the process of self-liberation from Exis-

tential therapy. When they look at the list they are

cued to action based on stimulus control from

Behavior Therapy. When they scratch off their

list, they are reinforcing themselves based on

Skinnerian Theory. As they move from one pro

to the next each week, like walking for my

weight, my sleep, my self-esteem, my immune

system, and my sex life, after a while they may be

running. Over time, they are using PA to affirm so

much of their body, selves, and others based on

self-reevaluation from cognitive theory and self-

psychology.

This description illustrates how different prin-

ciples and processes are applied to produce

progress at different stages of change. This

integrative approach led to the development of

computer-tailored interventions (CTIs) by which

individuals are assessed on TTM variables

related to their current stage. Their assessment

is compared to a normative database and they can

be given feedback on how they are applying

principles and processes compared to peers who

make the most progress. Over time, they can be

given feedback compared to themselves, such as

“Congratulations, you have progressed two

stages, which means you have about tripled the

chances you will be taking effective action in the

next few months.”

Such CTIs have been found in randomized

population trials to be effective with a growing
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range of problems, including smoking, exercise,

diet, stress, depression, bullying, partner vio-

lence, and medication adherence. The percentage

of those in the action or maintenance stage at

long-term follow-up ranges from about 25% for

smoking (Prochaska, Velicer, Fava, Rossi, &

Tsoh, 2001), to about 45% for exercise and diet

(Prochaska, Wright, & Velicer, 2008), to over

65% for stress (Evers et al., 2006) and medication

adherence (Johnson et al., 2006). These results

are with populations in which typically the

majority, like 80%, would be labeled as

unmotivated or not ready to change when we

proactively reached out to them at home, school,

work, or in clinics to offer them help matched to

their personal needs. The results can be remark-

ably robust with very comparable outcomes

with smoking, for example, with adolescents

and older smokers, Hispanic and African-

American smokers, and smokers with mental ill-

ness (Velicer, Redding, Sun, & Prochaska, 2007).

Similar interventions have been found to be

just as effective when we treat populations for

three or four behaviors at the same time

(Prochaska, Velicer, Prochaska, Deluschi, &

Hall, 2006). Individuals working on one behavior

are just as effective as those working on two who

are just as effective as those working on three.

But, very few people are taking action on more

than one behavior at a time because they are not

ready. So, they can be progressing through early

stages on two behaviors, for example, while they

are working to maintain action on another single

behavior. Over time, the outcome will have much

greater impact on populations with multiple

health risk behaviors who have the highest risks

for morbidity, disability, mortality, lost produc-

tivity, and increased health care costs.
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Traumatic Brain Injury

Mary Spiers and Emily W. Reid (Deceased)
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Philadelphia, PA, USA

Synonyms

Brain damage; Brain injury; Brain trauma;

Concussion; Head injury

Definition

Traumatic brain injury (TBI) is an acquired

brain injury resulting in diffuse brain damage.

Injury is caused by the direct impact of an exter-

nal force or whiplash, which results in a rapid

acceleration or deceleration of the brain against

the skull. The rapid movement causes neurons to

shear and tear, and the impact of the brain

against the skull can result in bruising and bleed-

ing. The trauma can cause secondary complica-

tions such as ischemia, increased blood pressure,

or ruptured blood vessels. The impairments

caused by TBI depend on its severity. Due to

the diffuse nature of the injury, a variety of

cognitive, emotional, and behavioral changes

are often seen.

Description

Epidemiology of Traumatic Brain Injury

The CDC estimates that 1.5–2 million people

suffer a traumatic brain injury (TBI) every

year in the United States (Faul, Xu, Wald, &

Coronado, 2010). Of those, an estimated 80%

are mild in severity, 10% are moderate, and the

remaining 10% have severe injuries (Kraus,

McArthur, Silverman, & Jayaraman, 1996).

A small proportion (estimated 275,000) are hos-

pitalized, whereas 1.4 million are treated and

released (Faul et al., 2010). This is likely to be

an underestimate of incidence as many do not go

to the emergency room, and it is estimated that

1.6–3.8 million sports-related TBIs occur each

year, of which many are treated on the field and

do not seek emergency room assistance (Brain

Trauma Foundation, 2011). Approximately 2%

of the US population currently live with disabil-

ities from TBI and represent a significant public

health challenge (Brain Trauma Foundation,

2011).

The majority of TBIs are caused by falls

(35.2%), motor vehicle accidents (17.3%), strik-

ing or being struck by or against an object

(16.5%), and assaults (10%) (Faul et al., 2010).

Another common cause for military personnel is

blast-related injury. Approximately 52,000

deaths each year are due to traumatic brain injury

with motor vehicle accidents resulting in the

largest number of fatalities (31.8%) (Faul et al.,

2010).

TBI is the leading cause of death and disability

for children and adults under the age of 44

(Brain Trauma Foundation, 2011). Those most

vulnerable to TBI are children, ages 0–4; older

adolescents, ages 15–19; and adults over 65 years

old. However, the number of emergency room

visits for ages 0–14 is twice as many as those

for adults over 65 years of age (Faul et al., 2010).

Across all age groups, men sustain at least twice

as many head injuries as women (Faul et al.,

2010), and males, ages 0–4, have the highest

rates of TBI-related emergency visits, hospitali-

zations, and deaths.

TBI also has a strong economic impact. In

a 1998 consensus report from NIH, an estimated

$9–10 billion were spent on new TBI cases each

year (“Consensus Conference,” 1999). Finan-

cially, the lifelong care for a person with a TBI

is estimated to be between $600,000 and $1.9

million (Elias & Saucier, 2006). The NIH

acknowledges that these are likely underesti-

mates of the actual cost, as these numbers do

not reflect the lost earnings, costs to social ser-

vices systems, and the value of time and forgone

earnings of family members who care for persons

with TBI (Elias & Saucier, 2006). Further com-

plications to care include insurance coverage,

access to care, ability to navigate the health sys-

tem, and available family and community support

(“Consensus Conference,” 1999).
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Mechanism of Injury

Traumatic brain injury results either from object

penetration or from rapid acceleration or decel-

eration of the brain resulting in the classifications

of open head and closed head injuries.

Open or Penetrating Head Injury

In an open or penetrating head injury, the skull

and the covering of the brain, or meninges, are

ruptured. These injuries occur when an object

(e.g., bullet, knife, bone fragment) lodges or

passes through the brain. Because the brain is

exposed, infection is a concern. Also, because

penetrating head injuries may create more focal

damage than in a closed head injury, the pattern

of behavioral deficits is dependent on location of

injury. Aftereffects of the initial injury, including

swelling and bleeding, may cause more global,

though usually time-limited, effects due to intra-

cranial pressure or inflammatory response.

Closed Head Injury

The majority of head injuries are closed head

injuries. These injuries occur by either direct

impact or whiplash and may be caused by, for

example, motor vehicle accidents, sports-

related concussions, falls, and war-related blast

injuries. The brain undergoes a rapid accelera-

tion or deceleration or both but without skull

penetration.

Contusions and/or hematomas may be seen at

the location of impact (i.e., coup) and the oppo-

site side of the brain (i.e., contre-coup) owing to

the acceleration and deceleration of the brain

against the skull. Despite the location of impact,

a pattern of diffuse injury is likely to occur,

impacting the frontal lobes and temporal poles

because of the jagged surface of the tentorial

plates that hold those brain structures in place.

The physical forces may shear, tear, and rupture

neurons, blood vessels, and the meninges, or

covering, of the brain.

Diffuse axonal injury (DAI) may occur with

shearing or tearing of neurons, often as a result of

head rotation or rapid deceleration. Conse-

quently, the axon damage can result in fewer

axonal connections and/or less efficient transmis-

sion from one axon to another (Lux, 2007).

The neurons most vulnerable to this type of strain

are those with long axons, usually white-matter

tracts that connect distant brain regions. DAI pro-

duces two types of cell death, necrosis and apo-

ptosis, which are the leading contributors to brain

damage in closed head injuries. Both impede

axonal transport, induce atypical metabolic

changes, and cause the axon to swell. In DAI,

the damage is widespread, regional, multifocal,

and at times global, and the course of damage

may change over time. The swelling leads to

detachment downstream from other neurons.

This pattern of deafferentation is considered to

affect more neurons than those identified as orig-

inally damaged. Although the brain’s plasticity

does allow for new axonal growth in living neu-

rons, spurious growth can cause additional com-

plications by forming undesirable connections

leading to behavioral disturbances.

Consequences of Traumatic Brain Injury

The neuropsychological and behavioral conse-

quences of TBI are related to injury characteris-

tics and severity. The injury characteristics of

importance in the acute phase are length of loss

of consciousness (LOC) and length of emergence

into consciousness with accompanying degree

of posttraumatic amnesia (PTA), characterized

by confusion and disorientation. For example,

LOC ranges from none to brief LOC in concus-

sion and mild traumatic brain injury (MTBI) to

weeks in severe head injury. Emergence into

consciousness ranges from minutes to hours in

MTBI to weeks to days in severe head injury.

Corresponding recovery of neuropsychological

functioning can range from days to years.

LOC and coma are directly associated with an

injury to those areas of the brain, typically the

lower brain stem and reticular activating system

(RAS), that are involved in maintaining con-

sciousness and arousal. Coma falls along

a continuum related to depth of responsiveness

and is typically assessed at regular intervals after

an injury via the Glasgow Coma Scale (GCS)

(Teasdale & Jennett, 1974). The GCS assesses

best motor, verbal, and eye opening response at

one point in time. Scores range from 15 (can obey

motor commands, is oriented, and eyes are open)

T 2002 Traumatic Brain Injury



to 3 (flaccid motor response, no verbal response,

and no eye opening). Medically, coma is defined

as a score of 3–8, which typically corresponds to

a severe brain injury. Greater mortality is typi-

cally associated with scores below 7. Although

initial severity of GCS is an important prognostic

indicator for survival, other indicators, such as

number of days to reach a GCS of 15, and length

of PTA are added predictors for long-term neu-

ropsychological outcome. Duration of PTA and

education appear to be two of the best predictors

of long-term functional outcome. On measures of

global functioning and disability, those who had

less education preinjury or a longer period of

PTA had poorer outcomes 10 years after the

injury (Ponsford, Draper, & Schonberger, 2008).

The recovery from coma is a process of

“emergence” in which greater awareness of envi-

ronmental stimuli occurs. Characteristic of trau-

matic brain injury is a loss of recall for the actual

impact event. Since the injured person does not

recall the event, he or she cannot usually give

a reliable account of the length of LOC. This

period of PTA is characterized by confusion

and disorientation and typically includes both

retrograde and anterograde amnesia. Retrograde

amnesia is the impairment in the retrieval of

information for events preceding the injury. Con-

versely, anterograde amnesia is impairment in

encoding new memories after the injury.

The difference in diagnosis between mild,

moderate and severe head injuries relates both

to immediate injury severity as rated by the

GCS and time related to resolution of symptoms.

For example, MTBI is characterized by a GCS

score of 13–15 and a fairly rapid resolution of

LOC (less than 30 min) and PTA (less than 24 h).

Moderate-level brain injuries are characterized

by a GCS of 9–12, LOC between 30 min and

24 h, and PTA between 1 and 7 days. Severe

head injuries are those with a GCS of 3–8, LOC

longer than a day, and PTA longer than 7 days.

Neuropsychological Consequences of TBI

The neuropsychological consequences of TBI

may include a number of deficits. However,

those deficits that correspond to frontal and

temporal injuries, as well as diffuse axonal

injuries are most common. Specifically, these

include difficulties in attention, memory, and

language functions, executive dysfunction, and

emotionality.

Regardless of injury severity, attentional

deficits are common after TBI. Reports include

a feeling of mental slowness, difficulty following

conversations, losing a train of thought, and

trouble with multitasking (Gronwall, 1987;

Van Zomeren & Brouwer, 1994). The most uni-

versal consequence is a reduced ability to process

information (McCullagh & Feinstein, 2005).

Therefore, when tasks become more complex,

reaction time becomes slower. As a result,

a TBI sufferer may not appear cognitively

impaired in simpler routine assessments, but the

deficits may become more evident in the

multicomponent tasks of daily life (Granacher,

2008; Lux, 2007). Deficits are seen across all

types of attention processing, including selective,

sustained, and divided attention with particular

problems on tasks that require controlled rather

than automatic processing (Park, Moscovitch, &

Robertson, 1999).

In addition to attention and working memory

difficulties, a deficit in episodic memory is a

hallmark feature of TBI (Richardson, 2000).

Memory impairment is one of the most frequent

(Arcia & Gualtieri, 1993; King, Crawford,

Wenden, Moss, & Wade, 1995) and long-lasting

complaints with significant deficits found in

many people 10 years postinjury (Zec et al.,

2001) and poor employment prognosis 7 years

postinjury (Brooks, McKinlay, Symington,

Beattie, & Campsie, 1987). Furthermore, TBI

patients tend to have impairments in prospective

memory, or remembering to perform an intended

action, which may lead to forgetting appoint-

ments, payment of bills, and medication taking

(Kinsella et al., 1996). Adding further difficulty,

patients tend to be less aware of their memory

difficulties than those around them (McCullagh

& Feinstein, 2005).

Those with TBI may also experience language

and communication difficulties. Speech tends to

be less productive and efficient, with less content

in longer discourse, and with greater fragmen-

tation (Hartley & Jensen, 1991). Additionally,
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language difficulties may include trouble naming

objects and, to a lesser extent, comprehension of

complex commands (Levin, Grossman, & Kelly,

1976; Sarno, Buonaguro, & Levita, 1986).

Deficits in executive functioning influence

functional, emotional, and social outcomes after

TBI. The term “executive functioning” refers

to higher-order capabilities that include goal

setting, planning, initiating, sequencing, reason-

ing abilities, decision making, inhibiting

responses, self-monitoring, and self-regulation

(Stuss & Levine, 2002). Since these processes

underlie many daily and social skills, such as

impulse control, judgment, creativity, emotional

regulation, and moral judgment, routine testing

might not detect the degree of impairment

evident in these areas (Zillmer, Spiers, &

Culbertson, 2008). Verbal fluency tests, as

a measure of executive dysfunction, however,

consistently show impairment for TBI patients

because they require organization of verbal

retrieval and recall, self-monitoring aspects of

cognition, and effortful self-initiation and inhibi-

tion of responses. (Henry & Crawford, 2004)

Emotional and behavioral complications are

common after TBI and often lead to depressed

and anxious mood, impulsivity, agitation, and

amotivation (Vaishnavi, Rao, & Fann, 2009).

Mood disturbances are considered the most com-

mon psychiatric complication of TBI and are

often the most difficult adjustment for those

who care for the TBI patient (Rosenthal,

Christensen, & Ross, 1998). Approximately

10–60% of patients are depressed, reporting feel-

ings of hopelessness, worthlessness, and anhedo-

nia (Hurley & Taber, 2002). Also, they display

somatic symptoms, such as sleep disturbances,

reduced initiation, fatigue, and changes in appe-

tite. TBI patients have reduced participation in

leisure activities and have difficulty engaging

in new hobbies (Rosenthal et al., 1998). Mood

disturbances can cause significant emotional

distress in patients with TBI, contributing to the

disruption of social relationships.

In sum, while a pattern of neuropsychological

deficits in TBI may show common features,

the evaluation of any particular individual should

include a consideration of the unique injury

location and severity features in a context of

previous levels of education, work, and social

history.

Cross-References
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Synonyms

Laboratory stress protocol; Psychosocial stress;

TSST

Definition

The Trier Social Stress Test (TSST) is a proce-

dure for induction of moderate psychosocial

stress under laboratory conditions. It was intro-

duced in 1993 by Kirschbaum, Pirke, and

Hellhammer.
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Description

Stress is one of the presumably most significant

health problems of the twenty-first century

(World Health Organization, 2001). Thus it has

been of growing importance to gain insight into

its underlying components using standardized

methods, which reliably induce self-reported,

behavioral, and biological stress responses in

laboratory settings.

Two major biological systems significantly

drive stress responses in mammals: the sympa-

thetic-adrenal-medullary (SAM) axis and the

hypothalamic-pituitary-adrenal (HPA) axis. Ade-

quate methods and protocols are needed for reli-

able stimulation of biomarkers for these systems,

to allow for investigations of psychosocial stress

effects on the brain and peripheral tissues. While

already an effort-driven response suffices for

a sufficiently large SAM response, effective

HPA psychological stressors, however, need to

exert significant social-evaluative threat and

uncontrollability upon the tested individual

(Dickerson & Kemeny, 2004).

With the development of the Trier Social

Stress Test (TSST; Kirschbaum, Pirke, &

Hellhammer, 1993), a laboratory protocol with

social-evaluative threat, uncontrollability, and

effort components became available for rapid

and reliable activation of SAM, HPA axis, and

other biological stress pathways. Over the past

two decades, the TSST has been employed in

many laboratories around the globe in stress

research of healthy subjects and various clinical

samples.

The TSST is a motivated performance task

protocol being disguised as a job interview,

which consists of a brief preparation period

followed by two 5-min test periods during

which a subject has to perform a free speech

and solve an arithmetic problem, respectively.

Upon arrival the subject is informed that he/she

is supposed to take over the role of a job applicant

who is invited for a personal interview with

a selection committee. After ensuring that the

subject fully understood the instructions, he/she

is guided into a separate roomwhere the selection

committee is already seated at a desk upon

entrance of the subject. The committee members

(male and female confederates) wear white lab

coats and are specially trained to withhold any

positive or negative feedback during the whole

procedure. Furthermore, the room is equipped

with a separate desk and chair, a video camera,

and a microphone being located approximately

2 m in front of the selection committee. After the

initial 3-min preparation phase, during which the

subject has the opportunity to structure the

upcoming free speech on personal job-relevant

traits, the committee asks the subject to step

in front of the microphone and begin with the

presentation. Most test subjects finish their talk

after about 2–3 min of speech time and are

encouraged to continue with their speech by one

member of the committee. Upon the second

speech interruption, the committee silently

focuses their gaze on the subject for 20 s, before

they begin to ask standard personal questions.

After exactly 5 min the subject is asked to stop

the speech and continue with the second task,

which comprises continuous serial subtractions.

The subject is told that upon each error, the com-

mittee would ask to start anew from the initial

number. After another 5 min, the subject is asked

to return to the experimenter who is already

waiting outside the testing room to continue

with study protocol and the assessment of rele-

vant biomarkers.

With proper completion of the TSST about

70–85% (Kudielka, Hellhammer, & Kirschbaum,

2007) of all subjects reveal an increase in HPA

activity as indicated by corticotropin-releasing

hormone, adrenocorticotropic hormone (ACTH),

serum, and salivary cortisol (Kirschbaum et al.,

1993). While ACTH levels peak at or shortly

after stress cessation, cortisol levels reach

maximum values between 10 and 20 min thereaf-

ter. The TSST also activates the SAM, with

significant responses in norepinephrine, epineph-

rine, salivary amylase, heart rate, blood pressure

levels, and electrodermal activity. In addition,

hemoconcentration, blood coagulation indicators,

and transcription factor activation is seen after

the TSST (Kudielka et al., 2007). Evaluation of

T 2006 Trier Social Stress Test



perceived stress level changes as measured with

self-report scales also supports the validity of the

protocol.

The methodological advantages of the TSST

have led to its widespread use in psychoneuroen-

docrinological research and stimulated the

development of adaptions for children (TSST-C;

Buske-Kirschbaum et al., 1997), retirees (Kudielka

et al., 1998), psychiatric patients (Brenner et al.,

2009), and groups (TSST-G; von Dawans,

Kirschbaum, & Heinrichs, 2011). Furthermore,

a TSST-like placebo protocol has been developed,

which is especially useful in studies with control

group designs (Het, Rohleder, Schoofs,

Kirschbaum, & Wolf, 2009). Apart from these,

variations of the TSST have been employed with

mixed results (i.e., insufficient/unreliable stress

responses; Gold, Zakowski, Valdimarsdottir, &

Bovbjerg, 2004; Gunnar, Frenn, Wewerka, & Van

Ryzin, 2009;Kelly,Matheson,Martinez,Merali,&

Anisman, 2007; Simoens et al., 2007).

Even with complete adherence to the standard

TSST protocol, there is considerable intra- and

interindividual variation in the stress response

patterns. Certain demographic, biological, and

psychological variables can change the magni-

tude and course of the biomarkers. Among other

variables, chronic and acute nicotine or alcohol

consumption, dietary status, pregnancy, lacta-

tion, physical exercise, or personality traits can

lead to differences in HPA activation by the

TSST. For a detailed review on potential con-

founds, Foley and Kirschbaum (2010) recently

summarized the TSST literature with a special

focus on genetic factors.

In within-subject experimental designs, the

TSST may be used repeatedly. Although prior

knowledge about the protocol, as well as repeated

exposure with days, weeks, or months between

sessions can lead to HPA response habituation

(Kirschbaum et al., 1995), these effects can be

bypassed by changing setting variables, i.e., the

selection committee, and the test location with

each session. For the assessment of SAM activity

with repeated TSST exposure such adaptations

are not necessary, since SAM biomarkers show

comparable activation patterns even with five

identical TSST repetitions. The same seems to

apply to cytokines, blood coagulation indices,

and parameters of hemoconcentration (Kudielka

et al., 2007).

While the TSST has become a research tool

frequently employed in many different areas of

basic science and clinical research, a powerful

stress protocol for use in imaging studies is still

missing. Although an adapted version of a

computer-based stress task, the “Montreal Imag-

ing Stress Task” (Dedovic et al., 2005) was cre-

ated for this purpose, numerous subjects

show only small HPA responses or no significant

cortisol rises at all with this protocol. A scanner-

adapted version of the TSST may therefore prove

useful to advance our understanding how stress

affects the brain and peripheral tissues.
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Synonyms

Lipid

Definition

Triglycerides are a type of lipid (fat) which consist

of glycerol and three molecules of fatty acid and

are found in blood plasma and fat tissue. They are

derived from fats and carbohydrates that are con-

sumed. When calories are consumed, the body

converts any calories not immediately used by

tissues into triglycerides and transports them into

fat cells for storage. Hormones regulate the release

of triglycerides from fat tissues in order to provide

energy for the body between meals. If the body

uses fewer calories than are consumed in a day,

then the surplus of calories can cause elevated

levels of triglycerides (Welson, 2006).

According to the American Heart Association,

the normal level of triglycerides is less than

150 mg/dL and the optimal level of triglycerides

is 100 mg/dL or lower. Borderline high levels

range from 150 to 199 mg/dL; high levels range

from 200 to 499 mg/dL; very high levels

range from 500mg/dL and above. Elevated levels

of triglycerides are often the result of being

overweight, physically inactive, smoking, exces-

sive consumption of alcohol, and diets high in fat

and carbohydrates. High levels of triglycerides

have been linked to atherosclerosis (hardening

of the arteries) and increased risk of heart disease,

stroke, metabolic syndrome (Triglycerides, 2010;

What Your Cholesterol Levels Mean, 2011), and

Alzheimer’s disease (Altman & Rutledge, 2010).

Interventions to lower triglycerides typically

involve changes in lifestyle such as losing

weight, adopting a more heart-healthy diet

consisting of less fats and foods with added
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sugars, engaging in regular exercise, quitting

smoking, and reducing alcohol consumption

(Haffner et al., 2005; Graves & Miller, 2003;

Triglycerides, 2010). Omega-3 fatty acids can

also help reduce triglyceride levels and reduce

the risk of cardiovascular diseases and possibly

even strokes (Kris-Etherton, Harris, & Appel,

2002).
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Tumor Necrosis Factor-Alpha
(TNF-Alpha)
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Department of Psychology, Brandeis University,
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Synonyms

Cachectin

Definition

Tumor necrosis factor-alpha (TNF-alpha) belongs

to the group of pro-inflammatory cytokines.

Cytokines are chemical messenger molecules of

the immune system, and the group of pro-

inflammatory cytokines characterizes molecules

that are secreted in response to inflammatory stim-

uli, and further promote inflammatory responses in

target cells. The cytokine now known as tumor

necrosis factor-alpha was first discovered as

a molecule that appeared to be essential in the

wasting syndrome associated with bacterial infec-

tion, and therefore initially referred to as

cachectin. At the same time, another molecule

was discovered that induced pronounced necrosis

of certain tumors in organisms infected by gram-

negative bacteria. This molecule turned out to be

identical to cachectin, and both were then called

tumor necrosis factor-alpha (Beutler & Cerami,

1989; Pennica et al., 1984).

TNF-alpha is one of the major products

secreted by macrophages that are activated by

inflammatory stimuli, and it acts through

a family of different receptors that have some

structural similarities and are present as
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transmembrane proteins on a variety of target

cells. There are two different categories of recep-

tors, based on their effect on the target cell. The

first category is characterized by intracellular sig-

nals preceding programmed cell death; these

are most likely the receptors that mediate the

tumor necrotic effects of TNF. The second cate-

gory induces pro-inflammatory effects, for

example, by stimulation of proliferation or tran-

scription of further inflammatory mediators. On

a systemic level, TNF-alpha plays a notable

role in sepsis and in the induction of septic

shock. Similar to the interleukins (IL)-6 and -18,

TNF-alpha does also act on nonimmune tissues

such as endothelial cells, adipocytes, muscle

cells, the liver, and the gastrointestinal

tract (Beutler & Bazzoni, 1998; Hehlgans &

Pfeffer, 2005).

Of note, along with IL-1, TNF-alpha is

an important mediator of CNS effects of

peripheral inflammation. TNF-signaling into

the CNS has been shown to activate the

hypothalamus-pituitary-adrenal axis, to induce

hyperalgesia, to reduce food intake, and to con-

tribute to the well-described sickness behavior

response (e.g., Besedovsky et al., 1991; Watkins,

Goehler, Relton, Brewer, & Maier, 1995).

This immune-to-CNS signaling function of

TNF-alpha and other inflammatory cytokines

plays an essential role in the control of peripheral

inflammation during infectious and inflammatory

diseases, and disruption of this loop leads to death

in animal models of inflammatory diseases

(Sternberg, 2006).

TNF-alpha and other inflammatory cytokines

are further important as targets of CNS-to-immune

signaling, and serve as a link between CNS states

with disease-relevant pathophysiological factors.

Inflammatory cytokine production is modulated

by the sympathetic nervous system and the

hypothalamus-pituitary-adrenal axis, and pro-

inflammatory cytokines in blood are sensitive to

acute and chronic stress, and found increased in

depression and posttraumatic stress disorder (e.g.,

Rohleder, Marin, Ma, & Miller, 2009; Rohleder,

Wolf, & Wolf, 2010; Steptoe, Hamer, & Chida,

2007). Inflammatory cytokines also increase with

age and have been found to predict later life

morbidity and mortality (e.g., Bruunsgaard et al.,

2003).
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Definition

The classic twin study builds on the fact that there

are two kinds of twins that provide contrasting

degrees of genetic relationship in siblings of the

same age and family circumstances. Monozy-

gotic (MZ) twins, or identical twins, have identi-

cal copies of all their genes. In contrast, dizygotic

(DZ) twins, or fraternal twins, share, on average,

only half of their genes by descent, as do ordinary

siblings.

If there are genetic influences on the pheno-

type of interest, the MZ correlation will exceed

that for the DZ twins. The greater the influence

of the genes in determining individual differences

in the phenotype, i.e., the greater the proportion

of phenotypic variance attributable to genetic

differences, the greater the difference between

the MZ and DZ correlations will be. With some

simplification of assumptions, twice the differ-

ence between the MZ and DZ correlations

can be taken as an estimate of the heritability of

the trait.

If genetic influences are the only cause of

familial aggregation, if there is no nonadditive

genetic variation, and if mating is random with

respect to the characteristic under study, the cor-

relation for DZ twins would be expected to be

half that for MZ twins. However, if there are

significant nonadditive genetic influences or

there is significant competition between the

twins or other contrast effects that accentuate

the genetic differences of siblings, the DZ

correlation may be less than half the MZ correla-

tion. Conversely, assortative mating (like marry-

ing like) or imitative or cooperative effects within

the sibship, e.g., cooperative involvement in

smoking or drinking behavior, may cause the

DZ correlation to exceed half the MZ correlation.

Environmental influences on the phenotype of

interest have two distinct characteristic conse-

quences. First, if there are environmental influ-

ences that are shared by siblings growing up in

the same home, e.g., socioeconomic status or

parenting style, the MZ and DZ correlations will

reflect this source of familial aggregation to the

same extent. In the absence of genetic influences,

these shared environmental influences would

lead to equal MZ and DZ correlations. If there

are genetic influences present, the shared envi-

ronment will raise the DZ correlation relative to

the MZ correlation. Another point to consider is

individual environmental influences. If there are

significant environmental influences that are

unique to individuals, e.g., significant personal

life events, familial aggregation will be attenu-

ated and the MZ and DZ correlations will be

reduced, although their relative magnitudes will

continue to reflect the importance of genetic

versus shared environmental causes of familial

aggregation.

Historically, the twin study design has been

a key tool for understanding behavioral genetics,

but the use of twins has expanded to facilitate our

understanding of the genetic contribution to

a number of complex traits and diseases.

Cross-References

▶Dizygotic Twins

▶Monozygotic Twins

References and Readings

Nussbaum, R. L., Mc Innes, R. R., & Willard, H. F.

(2001). Genetics in medicine (6th ed.). Philadelphia:

W.B. Saunders Company.

Spector, T. D., Snieder, H., & MacGregor, A. J. (2000).

Advances in twin and sib-pair analysis (1st ed.).

London: Greenwich Medical Media.

Twin Studies 2011 T

T

http://dx.doi.org/10.1007/978-1-4419-1005-9_683
http://dx.doi.org/10.1007/978-1-4419-1005-9_710


Type 1 Diabetes

▶ Insulin-Dependent Diabetes Mellitus (IDDM)

Type 1 Diabetes Mellitus

Luigi Meneghini

Diabetes Research Institute, University of

Miami, Miami, FL, USA

Synonyms

Autoimmune diabetes mellitus; Insulin-dependent

diabetes mellitus (IDDM); Juvenile diabetes

Definition

Type 1 diabetes (T1DM) is an elevation in blood

glucose due to insufficient production of insulin

thought to result from cell-mediated autoimmune

destruction of insulin-producing pancreatic beta

cells. Autoimmunity is manifested by mononu-

clear cell invasion of islets (insulitis) and the

production of islet-specific antibodies, such as

GAD (Glutamic Acid Decarboxylase), IA-2

autoantibodies and ICA (Islet Cell Antibodies),

detectable in �85% of newly diagnosed

patients. Genetic, environmental, and possibly

other unknown factors contribute to disease sus-

ceptibility, which is most commonly manifested

in the teenage years (hence the former designa-

tion of juvenile diabetes).

If not replaced, absolute insulin deficiency in

T1DM results in severe hyperglycemia and dia-

betic ketoacidosis (DKA), which if left untreated

can prove fatal (hence the designation insulin-

dependent diabetes mellitus). Insulin replace-

ment ideally takes the form of basal/bolus insulin

therapy, delivered either via multiple daily insu-

lin injections or an insulin pump infusion. Poorly

controlled type 1 diabetes can lead to, among

other complications, nephropathy (kidney dam-

age manifested by excess protein in the urine) and

end-stage kidney failure, retinopathy potentially

leading to decreased visual acuity, and neuropa-

thy and the risk of diabetic foot infections or

ulcerations. Long-standing diabetes is also asso-

ciated with increased risk for heart disease,

stroke, and peripheral vascular disease.

Maintaining good glycemic control, as reflected

by an HbA1c of less than 7%, will prevent many

of the chronic complications of the disease.
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Synonyms

Non-insulin-dependent diabetes mellitus; Type 2

diabetes

Definition

In type 2 diabetes mellitus (T2D), high blood

glucose (or hyperglycemia) is the result of the
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pancreas producing insufficient quantities of

insulin due to beta-cell dysfunction, as well as

insulin resistance. Peripheral insulin resistance,

in which cells resist the action of insulin at the

receptor level, occurs early in the disease course.

Initially this is compensated for by increased

production of insulin, or hyperinsulinemia. Over

time, however, insulin secretion declines, and

hyperglycemia results. There is no single cause

of T2D, although it is generally accepted to be the

result of genetic, physiologic, and lifestyle fac-

tors, including obesity and physical inactivity.

Most cases of diabetes worldwide are due to

T2D. Obesity and family history are well-known

correlates of T2D, with over 85% of individuals

being either overweight or obese at diagnosis,

and most having a positive family history of

T2D. The incidence of T2D is increasing dramat-

ically, particularly among children and youth,

most likely attributable to the increase in obesity

among youth. This increasing incidence is

expected to continue in the future unless sig-

nificant prevention efforts are successfully

implemented at the population level.

T2D is generally managed by prescription of

oral medications such as Metformin to help

reduce blood glucose, but insulin is also used in

the treatment of T2D. Because of the association

of obesity with insulin resistance, weight loss is

another important goal of treatment, achieved

through lifestyle modification of dietary habits

and physical activity. The health complications

associated with poorly controlled diabetes,

whether from type 1 or T2D, include cardiovas-

cular disease, renal disease, blindness, and limb

amputations. Thus, management of T2D consti-

tutes an important public health issue. In the past,

T2D was referred to as non-insulin-dependent

diabetes or adult onset diabetes. However, now

that T2D is diagnosed at earlier ages in the life

course and treatment often does utilize insulin,

T2D is the accepted term.
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Definition

The type A behavior pattern is a personality type

which is a risk factor for coronary artery disease.

It was described by Friedman and Rosenman in

1959. The type A behavior pattern is defined as

a complex set of action and emotion including

floating hostility, sense of time urgency, impa-

tience, intense achievement drive, and a desire

for recognition and advancement. It has been

reported that the type A behavior pattern associ-

ates with inadequacy and low self-esteem.

The association between type A behavior pat-

tern and coronary artery disease has been exam-

ined for more than a few decades and strong

epidemiological evidences in this association

have appeared. However, successive studies

have failed to find the association between type

A behavior pattern and coronary artery disease.

From these findings, hostility has been supposed

to be the main psychosocial predictor of coronary

artery disease instead of global type A behavior

Type A Behavior 2013 T

T

http://dx.doi.org/10.1007/978-1-4419-1005-9_100898
http://dx.doi.org/10.1007/978-1-4419-1005-9_101820
http://dx.doi.org/10.1007/978-1-4419-1005-9_1199


pattern (Razzini et al., 2008; Trigo, Silva, &

Rocha, 2005).

The type A behavior pattern is originally

assessed by the structured interview. The inter-

viewer must have training to be able to ask

the question in an interview format before

administering the structured interview. Also,

some self-report questionnaires have been devel-

oped. For example, the Bortner Rating Scale and

Framingham Type A Scale assess the type A

behavior pattern. Although self-report question-

naires have been used widely, Friedman (1996)

pointed out that inconsistencies of the association

between type A behavior pattern and coronary

artery disease were caused by the assessment

method including the such as self-report ques-

tionnaires and the structured interview. Friedman

proposed the type A videotaped clinical exami-

nation (VCE), which can detect the physical signs

of type A behavior pattern and was valid for

diagnosis of type A behavior pattern. The VCE

method has predictive validity for myocardial

infarctions.

The modification of type A behavior pattern

has been proposed and summarized by Friedman

(1996). The modification of type A behavior pat-

tern consist of some components including the

enhancement of self-esteem and the modification

of floating hostility and sense of time urgency.

Friedman et al. (1986) conducted a large random-

ized clinical trial to examine the effect of type A

modification group therapy for myocardial

infarction male patients. Their results showed

that the coronary artery disease recurrence rate

in treatment group was lower than that of

control group.
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Type A Behavior Pattern (TABP)

▶Heart Disease and Type A Behavior

Type D Personality
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Synonyms

Distressed personality type

Definition

The Type D (distressed) personality refers to a

general propensity to psychological distress
(Denollet, Schiffer, & Spek, 2010) that is defined

by elevated scores on two broad personality

traits, negative affectivity (NA), and social
inhibition (SI). NA refers to the tendency to

experience negative emotions across time and
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situations, and SI to the tendency to inhibit the

expression of emotions and behaviors in social

interaction (Denollet, 2005).

Description

Individuals with a Type D personality are more

likely to report feelings of dysphoria, tension, and
worry (Denollet, 2005). On an interpersonal

level, Type D individuals tend to feel insecure

and inhibited in the company of others, fearing

rejection and disapproval (Denollet). Although

these individuals may experience emotional

difficulties, this may not be acknowledged by

others given their inhibited behavior. Type

D individuals are less likely to express their true

thoughts and feelings and may keep other people

at a distance.

A number of studies have reported that Type

D was associated with an increased risk of

mortality and other adverse events in cardiac

patients, even after statistical adjustment for

measures of depression or anxiety. In 1996,

a paper published in the Lancet was one of the

first reports on Type D personality as an indepen-

dent predictor of mortality in patients with heart

disease (Denollet et al., 1996). A meta-analytic

review that summarized the findings from Type

D studies that were published over a 15-year

period (1995–2009) concluded that this person-

ality profile may be related to adverse health

outcomes in patients with a cardiovascular

condition (Denollet et al., 2010). Another inde-

pendent meta-analytic review confirmed that

Type D was associated with adverse health

outcomes among patients with cardiovascular

disorder (O’Dell, Masters, Spielmans, & Maisto,

2011). There are also null studies that found no

effect of Type D personality on mortality in

patients with heart failure (Coyne et al., 2011;

Pelle et al., 2010) or other cardiac conditions

(Grande et al., 2011). However, depression or

anxiety also failed to predict prognosis in these

null studies.

The prevalence of Type D among patients

with cardiovascular disease largely ranges

between 25% and 35%. Type D personality and

its two components, NA and SI, can be reliably

assessed with the DS14 self-report scale

(Denollet, 2005). The 14 items of the DS14 are

rated on a five-point Likert scale, ranging from

0 (false) to 4 (true) and are divided into NA and SI

subscales. The seven NA items cover the ten-

dency to experience feelings of dysphoria, anxi-

ety, and irritability. The seven SI items cover

social discomfort, reticence, and lack of social

poise. These personality measures have good

internal consistency and are stable over time.

Due to its brevity and the simplicity of the

items, completing the DS14 takes only a few

minutes and comprises little burden to patients.

The DS14 has been validated in multiple lan-

guages, making it widely applicable. In the Inter-

national HeartQoL study of 6,222 patients with

ischemic heart disease, cross-cultural measure-

ment equivalence was demonstrated for the

Type D scale in 21 countries (Kupper et al.,

2012).

Type D research is based on the notion that (a)

research should examine the way traits combine

in the determination of disease, and that (b) the

delineation of subtypes may help to identify

groups of patients who share a set of relevant

characteristics in terms of clinical course. Only

those individuals scoring positive on both

NA and SI are classified as “Type D.” Type

D caseness is determined by a cutoff score �10
on both the NA and SI subscales. Some have

argued that Type D personality is more accu-

rately represented as a dimensional rather than
as a categorical construct (Ferguson et al., 2009).

The Type D construct does not infer a true taxon

that is defined by discontinuity between groups

on an underlying dimension; rather, individuals

belong only probabilistically to Type D and non-

Type D subgroups (Denollet et al., 2010). There-

fore, dimensional and categorical approaches to

Type D personality do not need to be mutually

exclusive, but rather represent two different ways

of capturing psychological tendencies of individ-

uals (Chapman, Duberstein, & Lyness, 2007).

General distress, shared across anger, depres-

sion, and anxiety, partly accounts for the link

between mind and heart (Denollet & Pedersen,

2009). The Type D personality profile identifies
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individuals who are particularly vulnerable to
this adverse effect of general distress. Hence,

Type D personality is not a concurrent of standard

psychological risk factors such depression, anxi-

ety, or stress, but rather aims at the early identi-

fication of individuals who are inclined to

experience these manifestations of distress over

a longer period of time. At first glance, depression

and Type D personality may appear quite similar,

but there are some clear differences. While

depression reflects psychopathology, Type

D represents a normal personality construct.

Accordingly, a narrative review of 29 studies

showed that Type D personality and depression

are distinct manifestations of psychological dis-

tress, with different and independent cardiovas-

cular effects (Denollet et al., 2010). It is not

surprising that there is some overlap between

Type D and the neuroticism and extraversion

traits of the Five Factor Model of personality.

However, Type D still predicts health outcomes

after controlling for these traits (Denollet et al.),

and both the Five Factor and Type D models are

related to health outcomes in primary care

patients (Chapman et al., 2007).

Several biological and behavioral pathways

may explain the link between Type D and health

outcomes. Potential biological pathways associ-

ated with Type D personality include elevated

levels of the stress hormone cortisol (Molloy

et al., 2008), elevated biomarkers of inflamma-

tion (Conraads et al., 2006; Einvik et al., 2011),

decreased capacity to repair vascular damage

(Van Craenenbroeck et al., 2009), and reduced

heart rate recovery after exercise (von K€anel

et al., 2009). Type D has also been related to

cardiovascular effects during experimental stress,

including higher cardiac output (Williams,

O’Carroll, & O’Connor, 2009) and blood pres-

sure (Habra, Linden, Anderson, & Weinberg,

2003), and lower heart rate variability (Martin

et al., 2010).

Behavioral pathways may also mediate the

relationship between Type D personality and

adverse health outcomes (Williams et al., 2008).

In the International HeartQoL study of cardiac

patients from 21 different countries, Type

D was associated with a higher prevalence of

hypertension, smoking, and a sedentary lifestyle

(Kupper et al., 2012). In the general population,

Type D has also been linked to unhealthy behav-

iors such as smoking and physical inactivity

(Einvik et al., 2011; Hausteiner et al., 2010).

Type D individuals may show reluctance to con-

sult clinical staff for cardiovascular symptoms

(Schiffer, Denollet, Widdershoven, Hendriks, &

Smith, 2007), and are not likely to seek care for

their mental problems (Williams et al., 2008). In

the medical care for patients with chronic condi-

tion, adherence to treatment may be of particular

importance. Type D has been associated with

poor adherence to treatment in patients with car-

diac (Williams, O’Connor, Grubb, & O’Carroll,

2011) and sleep (Broström et al., 2007) disorders.

Type D personality has been mainly studied in

cardiovascular patients, but there is evidence to

suggest that Type D personality can also provide

relevant information in other populations as

well. Type D has been related to poor patient-

reported health outcomes in patients with other

conditions. In cancer survivors, for example,

Type D personality has been associated with

impaired quality of life and poor mental health

(Mols, Thong, de Poll-Franse, Roukema, &

Denollet, 2012). In the general population,
Type D individuals have been shown to have an

increased risk for clinically significant depres-

sion, panic disorder, and alcohol abuse (Michal,

Wiltink, Grande, Beutel, & Br€ahler, 2011). In this

study, Type D was also robustly associated with

major stressors such as traumatic events and

social isolation. These authors concluded that

Type D as a frequent disposition is of high rele-

vance for health care (Michal et al., 2011). In

other studies of individuals without cardiovascu-

lar disease, Type D personality was related to

unhealthy behaviors such as smoking and low

physical activity (Einvik et al., 2011; Hausteiner

et al., 2010).

The evidence so far seems to indicate that

patients with a Type D personality profile are at

increased risk of for a multitude of adverse health

outcomes, particularly in the context of cardiac

disease. However, there still are a number of

unresolved issues. Evidence suggests that social

inhibition modulates the adverse effect of
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negative emotions on cardiac prognosis (Denollet

et al., 2006) but more research is needed to test

this model. Although to date the optimal treat-

ment and the applicability of counseling options

for Type D individuals are still unknown, screen-

ing may identify these high-risk patients. Overall,

the findings of Type D research support the

simultaneous use of specific and general mea-

sures of distress in cardiovascular research and

practice. In this context, screening for Type

D personality with the DS14 (Denollet, 2005)

may be useful to improve clinical research and

practice in the context of cardiovascular disease

and other chronic conditions.
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Synonyms

Noncompliance

Definition

Unintentional nonadherence refers to a non-

deliberate alteration in treatment (e.g., medica-

tions, exercise, diet). Unintentional nonadherence

includes forgetting, poor manual dexterity, lack of

understanding of requirements, losingmedications,

or not being able to afford treatment (DiMatteo,

2004). Unlike intentional nonadherence that is

more strongly related to individuals’ beliefs,

unintentional nonadherence is more strongly

related to demographics and clinical variables,

such as age, socioeconomic factors, and stage of

illness (DiMatteo, 2004).
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Definition

Unipolar depression is characterized by a combi-

nation of two types of symptoms: neurovegetative

and emotional-cognitive. Neurovegetative symp-

toms are those symptoms that are directly

related to the body (e.g., insomnia/hypersomnia,

dysregulated eating, fatigue, and decreased

energy). Emotional-cognitive symptoms involve

those symptoms that are related to how a person

processes information (e.g., suicidal ideation,

decreased concentration, feeling worthless, anhe-

donia, and depressed mood). A combination of

these depression symptoms must be unremitting

for more than 2 weeks in order to be diagnosed

with depression. Common treatments for depres-

sion include cognitive-behavioral psychotherapy,

antidepressant medications, or a combination of

these treatments. There are also a number of com-

plementary treatments that are gaining empirical

research support for use in combination with

traditional approaches to enhance treatment

outcomes. These include treatments such as exer-

cise therapy, light therapy, and vitamin B and

D supplements.

Unipolar depression may be seen in conjunc-

tion with a number of physical health issues

(see ▶Comorbidity) including chronic pain,

cancer, physical trauma, cardiac issues (heart

attack), chronic health concerns and terminal

stage illnesses. Additionally, some medications

used to treat medical disorders can mimic or

trigger depressive symptoms such as beta-

blockers and interferon treatments.

The term unipolar depression is used to

differentiate between this disorder and

bipolar depression which involves periods of

mania in addition to depression. The term

depression is also differentiated from an,

which may include feeling depressive symp-

toms due to a specific life change (e.g., job

loss, divorce, recent cancer diagnosis), or

bereavement due to the loss of a loved

one. However, both adjustment disorder and

bereavement may progress to unipolar depres-

sion if symptoms are present for a prolonged

period of time.
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Definition

Univariate analyses analyze one outcome variable

at a time.
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Unprotected Sex

▶ Sexual Risk Behavior

Upper Respiratory Infection (Mild)

▶Common Cold

Upper Respiratory Infection (Mild):
Cause

▶Common Cold: Cause

Upper Respiratory Infection (Mild):
the Stress Factor

▶Common Cold: The Stress Factor

Urothelial Carcinoma of the Bladder

▶Cancer, Bladder

Usual Care
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Synonyms

Control group of a randomized trial; Usual care arm

Definition

Although the definition of usual care has not been

standardized, it can include the routine care

received by patients for prevention or treatment

of diseases.

Description

In cardiology, the type of routine care can vary by

disease type and severity, the practice in which the

patient is seen, health care system, and individual

physician. Major task forces such from the

American College of Cardiology and American

Heart Association have published guidelines on

the diagnosis, prevention, and treatment of several

cardiovascular diseases. These guidelines are

based on expert opinion as well as on the strength

of the evidence. The purpose of these guidelines

is to ensure that these recommendations are

disseminated to the practicing cardiology commu-

nity, as the type and quality of diagnostic, preven-

tive, and treatment strategies widely varies.

In randomized trials, there has been some

debate about the advantages and disadvantages

of including a usual care arm as a control group.

The Declaration of Helsinki states that the “ben-

efits, risks, burdens, and effectiveness of a new

method should be tested against those of the best

current prophylactic, diagnostic, and therapeutic

methods.” In theory, it makes sense that in

a randomized controlled trial, the usual care arm

should be defined by the “best current” method

available. The main advantage, of course, is to

test the intervention against what is currently

available in evidence-based clinical practice.

However, there has been disagreement on what

should constitute “usual” care in a randomized

controlled trial. First, in the community, usual

care can sometimes include suboptimal or older

practices. Thus, whether “usual care” should

really be changed to “optimal care” or “evi-

dence-based care” remains unclear. Second, the

outcome in the usual care arm may be affected by

the Hawthorne effect. It is difficult to blind the

physicians and the patients to being in the usual

care arm. The physicians or the patients may

improve or modify their behavior after finding

out that they are not in the active intervention

arm. Third, because physician treatment patterns
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vary, the components of the usual care arm and

their effects on the outcome are difficult to quan-

tify. Some investigators have advocated for pro-

posing a standardized treatment plan for patients

randomized to the usual care arm. Further, differ-

ences between the active intervention arm and the

usual care arm could be minimized if the usual

care arm contains the proposed intervention.

Finally, the types and nature of treatment typi-

cally given by physicians in the usual care arm

could change during the study period.

For example, in the Antihypertensive and

Lipid-Lowering Treatment to Prevent Heart

Attack Trial (ALLHAT-LLT), 10,355 persons,

aged 55 years or older with hypertension and

moderately elevated low-density lipoprotein cho-

lesterol levels, were randomized in an unblinded

fashion to pravastatin (a statin) or to usual care.

During a mean follow-up of 5 years, there was no

significant difference in all-cause mortality or

coronary heart disease events. ALLHAT-LLT

was unique as it was one of the few trials that

did not show the beneficial effects of statin ther-

apy on cardiovascular events in patients who

were at risk for future events. The reasons for

the lack of difference in outcomes between the

two arms are unknown, but the inclusion of

a usual care arm as a control group may have

played a role. For example, ALLHAT-LLT was

conducted during a period that several other ran-

domized trials of statin therapy were published.

Thus, over time, physicians could have treated

patients in the control arm with statin therapy. In

fact, there was a steady increase in the use of

statins in the usual care arm: 8.2% at year 2,

17.1% at year 4, and 26.1% at year 6. In addition

to statins, other treatments in the usual care arm

could have played a role. For example, physicians

could have disproportionately recommended

non-pharmacologic strategies (i.e., exercise,

diet, and weight reduction) to their patients in

the usual care arm as well. Given that the types

of and intensity of the treatments in the usual care

arm were likely variable, ultimately, these rea-

sons remain speculative. Overall, ALLHAT-LLT

is one example of the potential limitations,

described above that may be associated with

a usual care arm.
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(social psychology) and works as research pro-

fessor and department director at the National

Public Health Institute THL Department of

Lifestyle and Participation, and also as professor

of public health at the University of Tampere,

Finland. Before the current positions, he worked

as researcher at the Academy of Finland, as

lecturer and assistant professor at University of

Helsinki, and chief of laboratory at the National

Public Health Institute KTL, respectively.

Uutela was educated as a cognitive social psy-

chologist with a special interest in the link of

attitudes and behavior. The latter and interest in

practical applications of social psychology led

him to start working with health-related applica-

tions in 1975, first at the Department of Social

Psychology, and from 1980 at the Department of

Public Health of the Helsinki University. In 1986,

Uutela established a connection to the National

Institute of Public Health KTL and to the Finrisk

study. This contact was to become a signpost for

his later professional career, which also included

project membership in the Health 2000 Study.

When accepting the position of chief of the

new Health Behavior Research Unit at National

Public Health Institute KTL in 1994, Uutela

started to look for possibilities of establishing

a national member society associated to the Inter-

national Society of Behavioral Medicine. This

emerged rapidly, and he became the founding

President of the Finnish Section of Behavioral

Medicine, a section of Finnish Society of Social

Medicine in 1994, the year when the section was

also accepted as a full member of ISBM.

Uutela has been a member of the Board of the

Finnish section ever since; he is also a member of

the Swedish Society of Behavioral Medicine, and

the Society of Behavioral Medicine. He has been

active in the International Society of Behavioral

Medicine in officer positions and organization of

internationalmeetings since 1996.Hewas the Pres-

ident of ISBM from 2004 to 2006, President-elect

from 2002 to 2004, and immediate Past President

and chair of the Awards committee from 2006 to

2008. He started his officer career in ISBM by

becoming the treasurer of society for the period

1996–2002. He is the current Chair of the Finance

Committee of ISBM (2008–2012). On several

occasions, he has represented the Finnish section

in the Governing Council. Dr. Uutela has

belonged to the Editorial Board of IJBM from

1996 onward, been a program committeemember

for ISBM international congresses in 1996–2006,

chair of the local organizing committee (ICBM,

Helsinki 2002), and program track chair

(1996–2000). He was the Poster session chair

for the 2008 and 2010 meetings.

In addition to his work in behavioral medicine,

Uutela has been involved in academic research

and education, in several national and interna-

tional committees and expert duties in health

promotion, including program chair of the Nordic

Public Health Conference in 2011. He is

currently President of the Finnish Society of

Sport Sciences LTS and a Board member of the

Foundation for Sport and Health Sciences

LIKES.

Major Accomplishments

Upon becoming the Unit chief at KTL, Uutela

assumed leadership of the working age and senior

citizens’ lifestyle monitoring research, which

produced information for public health planning

and evaluation in the general population, its sub-

groups and regionally. This monitoring system is

one of the oldest in the world, an excellent basis

for evaluation and planning of national health

policy, and national and international lifestyle

statistics. The system has given rise to similar

systems, e.g., in the Baltic countries of Europe.

Uutela led study several projects funded by the

Academy of Finland related to socioeconomic

health inequalities and health promotion. From

2001 onward, he has participated and led inter-

vention studies in the Good Old Age in Lahti

region (GOAL) community intervention frame-

work aimed at improving functional capacity

of the aging population and preventing type 2

diabetes. He has been in charge of the nutrition

intervention study focusing on Finnish male

conscripts and also contributed to the upper

primary school nutrition intervention at the

National Public Health Institute. He has more

than 300 publications.
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During his ISBM presidency, Uutela worked

actively to broaden the global basis of the

Society: Asia, Central and Eastern Europe, and

Middle and Southern America were especially

targeted. In June 2005, the Governing Council

of ISBM gathered in Mexico City in association

with the Latin-American Regional Meeting in

Behavioral Medicine. The Central European Soci-

ety of Behavioral Medicine to started form with

a network meeting in Targu-Mures, Romania, in

November 2005. Contacts between ISBM and

South America were strengthened during the Pres-

ident’s visit to Caracas, Venezuela, in association

to the Third Venezuelan Congress of Behavioral

Medicine in October. A Thai Forum of Behavioral

Medicine was held in Bangkok in December 2005

as a gateway to the 2006 ICBM there. Uutela with

his fellow executives worked toward improvement

of the administration and budgeting of ISBM. As

an important item, in 2006, special funds in ISBM

budgeting were devoted to developmental funds of

ISBM to increase chances for global development

and participation of behavioral medicine. The

highly successful Bangkok ICBM, with Brian

Oldenburg and Marc Gellman as program chairs,

and Naiphinich Kotchabhakdi as chair of local

organization, led to acceptance of the Central-

Eastern Society of Behavioral Medicine as an

ISBMmember, and in a change of by-laws regard-

ing individual membership.
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Validity

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The primary objective of an experimental or

nonexperimental research study is to obtain

a valid estimate of the treatment effect of interest.

Validity can be divided into considerations of

internal validity and external validity (Rothman,

Greenland, & Lash, 2008).

Both experimental and nonexperimental studies

require consideration to be paid to study design,

data acquisition, data management, and analysis. If

all of these are of optimum quality and there are no

imperfections in the study, the study is deemed

valid and the correct result is provided. Any imper-

fections lead to bias of various types.

Internal validity addresses the validity of infer-

ences concerning the source population, and exter-

nal validity addresses the validity of inferences to

the general population, an issue also known as

generalizability.

Cross-References
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▶ Statistical Inference
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Synonyms

Variability

Definition

Variance is a sophisticated measure of dispersion

that takes into account the position of every data
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point about a central value, typically the mean.

It is therefore a measure of the variability within

a data set.

Imagine the following data set: 6, 8, 10, 12,

and 14. The mean is the sum of all the values

divided by the total number of values, i.e.,

50/5 ¼ 10. How can we find a measure that

will capture the totality of the dispersion of

the numbers around the mean? An initial

thought is to calculate the arithmetic distance

each number, or score, lies from the mean, and

sum these values. This leads to the following:

�4, �2, 0, 2, and 4, the sum of which is 0. That

is, the total deviation of the scores from the

mean is 0.

This is actually true for any such calculation for

any data set. The mathematics of calculating the

mean ensures that the sum of the deviations of any

set of scores from its mean is always zero. So, this

strategy does not help convey the degree of disper-

sion around a central value.

However, one extra step takes us to a useful

strategy: This involves squaring all of the devia-

tions. Given that a negative number multiplied by

another negative number produces a positive

value, we now get the following for our original

data set: 16, 4, 0, 4, and 16, which sum to 40. This

value is known as the sum of squares. If most of

the scores in a data set tend to be close to the

mean, the sum of squares (the variance) will be

relatively low. The converse is true when most of

the scores tend to be relatively further away from

the mean. It is therefore possible to have two data

sets with identical means and yet very different

sums of squares.

One further step is required to calculate the

variance: The sum of squares is divided by the

value that is one less than the number of scores in

the data set. This value is called the degrees of

freedom, and is discussed in the entry titled

“▶Degrees of Freedom.” In this case, the sum

of squares, 40, is divided by (5 � 1), i.e., 4.

The variance is therefore 10, which is coinciden-

tally the same as the mean in this case.

In most cases, one further step will be taken:

the standard deviation will be calculated as the

square root of the variance, as discussed in the

entry titled “▶ Standard deviation.”

Cross-References
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Vascular Abnormalities, Function

Jonathan Newman

Columbia University, New York, NY, USA

Description

Vascular function can be described as the func-

tion of the vascular endothelium, the monolayer

of cells lining the intimal surface of the entire

circulatory system. The surface of the vascular

endothelium in one individual is enormous and

has been estimated to contain roughly 3 � 1013

cells, covering the surface of more than six

tennis courts. This section will review the

cardinal domains of vascular function in cardio-

vascular disease; will describe putative patho-

genic abnormalities in vascular function, and

will briefly review measures to assess vascular

function.

The regulation of vascular tone and hemosta-

sis/coagulation are two primary domains of vas-

cular function important in the pathogenesis of

cardiovascular disease (CVD). There are other

physiologically important vascular functions,

including complex metabolic properties and the

regulation of vascular permeability, but these

domains are outside of this review. The regula-

tion of vascular tone is a delicate balance of

opposing vasoconstrictive and vasodilatory func-

tions. The endothelial cells lining the vasculature

have vasodilatory and vasoconstrictive properties

and synthesize some local active molecules that

have both local and systemic effects on vascular

tone. The vasoconstrictive and vasodilatory

properties of the endothelium that help maintain

normal hemodynamics are a crucial portion of

the response to local (vascular trauma, compro-

mise) or systemic (congestive heart failure,

hypertension) abnormalities. Vasodilation and
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vasodilatory function is reviewed elsewhere

(see ▶Vasodilation, Vasodilatory Functions).

Vasoconstriction is mediated in part by the

endothelium-derived molecules endothelin-1,

thromboxane-A2, and platelet activating factor.

Importantly, the vasodilatory and vasoconstrictive

properties of the endothelium also have anti- and

prothrombotic activities, respectively. This leads to

delicate balance of vascular function in which the

vasodilatory properties also promote blood fluidity

through the inhibition of coagulation, whereas the

vasoconstrictive properties of the endothelium pro-

mote platelet activation and hemostasis. Thus, the

regulation of vascular tone interacts crucially with

the other primary domain of vascular function,

coagulation, and hemostasis, and in most normal

circumstances, the endothelium constitutively

expresses an antithrombotic surface to the blood

that inhibits platelet aggregation and clot forma-

tion. When the endothelium is activated or

compromised, however, it is capable of quickly

becoming prothrombotic, activating platelets and

promoting coagulation.

Given its importance, a number of different

modalities have been developed and investigated

to assess vascular function.

There are, however, two main categories of

assessment.

The first and “gold standard” methodol-

ogy is coronary angiography (catheteriza-

tion) to measure coronary circulation with

infusion of vasoactive medications, such as

adenosine, to measure coronary blood flow

and resistance.

However, this technique is invasive, expen-

sive, and not without risk.

Therefore, relying on the principle that endo-

thelial dysfunction is a systemic disorder, vascu-

lar function can bemeasured in other arterial beds

in a less invasive manner.

The most widely studied method is flow-

mediated dilation (FMD) of the brachial artery

using high-resolution ultrasound.

During the measurement of FMD, brachial

artery diameter is measured before and after an

increase in wall stress induced by reactive hyper-

emia (increased blood flow) seen following infla-

tion of a sphygmomanometer cuff proximal to the

brachial artery for 5 min at high pressures, up to

200 mmHg.

The amount of dilation seen largely reflects

endothelial function and the availability of

important vasodilatory molecules, such as nitric

oxide (NO).

FMD is predictive of the extent and severity of

coronary atherosclerosis and is an independent

predictor of prognosis.

Brachial artery FMD is also moderately cor-

related with coronary artery FMD.

However, FMD is operator dependent and

requires significant training.

It is also influenced by catecholamines, levels

of hormones such as estrogen and progesterone,

stress level, and sleep deprivation.

Further, it remains unclear whether the assess-

ment of FMD provides information that is addi-

tional to traditional risk factors.

A recent technology that utilizes similar

methods of assessing changes following reactive

hyperemia is finger-pulse plethysmography.

This technology relies on changes in pulse

wave amplitude following reactive hyperemia in

the finger.

These changes in amplitude are filtered,

amplified, displayed, and stored, and a threshold

has been identified that may have utility in iden-

tifying endothelial dysfunction within the coro-

nary circulation.

Measurement of both brachial FMD and

finger-pulse plethysmography has largely been

restricted to research use, but investigation into

the potential clinical applications of these modal-

ities is ongoing.
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Vascular Endothelial Growth Factor
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Definition

Vascular endothelial growth factor (VEGF) is

a key regulatory molecule that promotes growth

of new blood vessels. VEGF plays an important

role in normal physiological processes that require

increased vascularization to bring oxygen and

nutrients to tissues, including embryonic and post-

natal development and wound healing (Ferrara,

Gerber, & LeCouter, 2003). VEGF can also

contribute to disease processes. For example,

upregulation of VEGF has been linked to devel-

opment of intraocular neovascular syndromes,

inflammatory disorders, and brain edema, among

others (Ferrara et al., 2003). VEGF also plays

a critical role in tumor growth and development.

Specifically, VEGF recruits endothelial cells to the

tumor site, allowing for growth of capillary net-

works that enable tumor development by increas-

ing the supply of oxygen and nutrients essential

for cell division and growth (Antoni et al., 2006;

Ferrara et al., 2003). The vascularization of

a tumor in its early stages allows the mass to

grow beyond a critical point and to eventually

metastasize, or spread through the circulatory sys-

tem to other tissues and organs (Kerbel, 2000).

Consequently, anti-VEGF agents have been devel-

oped for cancer treatment, with promising results

from recent clinical trials (e.g., Escudier et al.,

2007).

Of relevance to behavioral medicine, there is

evidence that stress can affect VEGF production.

Specifically, stimulation of in vitro ovarian,

melanoma, and nasopharyngeal tumor cell lines

with stress hormones such as norepinephrine, epi-

nephrine, and cortisol leads to increased production

of VEGF. Effects appear to occur via b-adrenergic
signaling pathways and can be moderated by

b-blockers, such as propranolol (Lutgendorf et al.,
2003; Yang et al., 2006, 2009). These results sug-

gest a potential pathway by which stress-related

psychosocial factorsmay affect tumor development

and progression. New investigations are determin-

ing the extent to which b-blockers may be promis-

ing therapeutic options (Costanzo, Sood, &

Lutgendorf, 2011). These studies pinpoint a physi-

ological pathway bywhich behavioral interventions

targeting stress may have the potential to improve

cancer outcomes.
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Vascular Headache
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Vasoconstriction

Leah Rosenberg

Department of Medicine, School of Medicine,

Duke University, Durham, NC, USA

Definition

Vasoconstriction is the process by which smooth

muscle causes contraction and narrowing along

the vessel length. The mechanism of vasocon-

striction is mediated by intracellular calcium

levels and a variety of calcium-binding proteins,

particularly calmodulin (Barrett, Barman,

Boitano, & Brooks, 2010).

Vasoconstriction is a physiologic cardiovas-

cular regulatory mechanism that has essential

functions throughout the body. Vasoconstriction

may be triggered locally in the vasculature or

from afar by upstream mediators in response to

a variety of physical and emotional stimuli. It is

also an example of autoregulation, when organ-

ism homeostasis is maintained through balance of

vasoconstriction and vasodilatory mechanisms.

While most changes are in response to blood

flow of the vascular bed or an intrinsic reaction

to stretch, there are many other stimuli that

induce acute and chronic changes. In the event

of vascular injury or compression, there is local

response thought to be mediated by serotonin

released by platelets that have accumulated

proximate to the injured tissue. In addition to

serotonin, there are a variety of other vasocon-

strictor proteins that have systemic effects.

Several mechanisms have been developed to

measure vasoconstriction in the central as well as

peripheral vasculature. These are mostly utilized in

research settings and have been put intomainstream

clinical practice. However, the noninvasive mea-

surement of vascular tone may soon prove to have

indications for identifying patients at increased risk

for complications like heart attack and stroke.

Cross-References
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Vasodilation, Vasodilatory Functions
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Definition

Vasodilation refers to the opening or enlargement

of blood vessels as a result of relaxation in the

smooth muscle cells lining the arteries and to

a lesser extent, the veins of the human body.

Vasodilation is largely the reverse of the vaso-

constriction, which refers to the narrowing of the

same blood vessels throughout the human body.

Description

In general, vasodilation leads to a decrease in resis-

tance in that vascular structure and a subsequent
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increase in blood flow. This relationship can be

illustrated by examining the hemodynamic rela-

tionships of total peripheral resistance (TPR).

Total peripheral resistance is equal to the difference

between mean arterial pressure (MAP) and mean

venous pressure (MVP), divided by the cardiac

output (CO), represented by the equation:

TPR ¼ (MAP �MVP)/CO. In general, resistance

in tubular structures, like blood vessels, is inversely

proportional to the radius of that tube (blood vessel)

raised to the 4th power (Resistance ¼ 1/radius4).

Therefore, any increase in the radius of a blood

vessel produces a significant decrease in the resis-

tance of the vessel in question. In general, vasodi-

lationworks to decrease TPR through the actions of

local and systemic factors that relax the smooth

muscle cells in and around arteries and arterioles,

increasing the size of blood vessels through

a change in their radius.

Vasodilation plays an important role in the

maintenance of body temperature through the

vasodilation of superficial blood vessels and

the release of heat into the cooler air surface

surrounding the human body. Vasodilation is

mediated by local or paracrine factors secreted

by the endothelial cells themselves such as nitric

oxide, bradykinin, potassium, and adenosine

diphosphate (a breakdown product of working

muscles). Vasodilatory function has an important

role in the pathophysiology and treatment of car-

diovascular disease and impaired vasodilation,

and vasodilatory function has been demonstrated

to be an important component of atherosclerotic

coronary artery disease (see ▶Vascular Abnor-

malities, Function). Impaired vasodilation is

thought to reflect reduced nitric oxide bioavail-

ability. Further, the promotion or stimulation of

vasodilation with different cardioactive medica-

tions has proven therapeutic benefit in conditions

such as mitral regurgitation, aortic regurgitation,

hypertension, coronary artery disease, and con-

gestive heart failure.

In general, the stimulation of vasodilation may

help to reduce the amount of regurgitant blood flow

seen in aortic and mitral regurgitation. Acutely,

intravenous vasodilation in these conditions may

reduce ventricular pressures and increase forward

flow, potentially improving ventricular function. It

is not clear if the hemodynamic improvement seen

with vasodilator use in regurgitant valvular lesions

is due to the reductions in blood pressure alone or

through a combination of factors. In heart failure,

the use of vasodilators encompasses both arterial

and venous vasodilation, typically with agents such

as hydralazine (arteriolar dilation) and nitrates

(venodilation). The next effect of the use of these

two vasodilators is to reduce the amount of

a forward (preload) and “backward” (afterload)

pressure on the heart, thereby reducing myocardial

work and improving function. The antihyperten-

sive effect of vasodilators is due mostly to the

reduction arterial tone and therefore blood pres-

sure. In coronary disease, nitrates can have pro-

found anti-ischemic effects through their actions

as both arterio- and venodilators, though the main

effects of vasodilation in patients with coronary

disease may be through decreasing ventricular fill-

ing (preload) which decreases wall tension, cardiac

work, and hence myocardial oxygen demand, and

may in turn lessen anginal symptoms.

In conclusion, vasodilation and vasodilatory

function is an important component in both

normal cardiovascular function and in the patho-

genesis of disease. As described, the promotion

of vasodilation is a useful therapeutic target for

the treatment of a wide range of cardiovascular

diseases.

Vasopressin

George J. Trachte

Academic Health Center, School of Medicine-

Duluth Campus, University of Minnesota,

Duluth, MN, USA

Synonyms

Antidiuretic hormone

Definition

Background: Vasopressin (antidiuretic hormone)

is essential for regulating the osmolarity of blood
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and also influences blood pressure. It has numer-

ous behavioral influences such as reinforcing

bonding between mating pairs, enhancing mem-

ory, and promoting aggressive behavior.

Physiological Relevance: Vasopressin is

required for concentration of urine. It is present

in all terrestrial animals, presumably to allow

water retention. The absence of vasopressin

results in a condition called diabetes insipidus,

characterized by excretion of large volumes of

dilute urine and the need to consume large quan-

tities of water to survive. Vasopressin typically

influences cells in the collecting duct of the kid-

ney to promote water retention and concentrate

the urine. Urine concentration cannot occur nat-

urally in its absence.

Vasopressin also is essential for bond forma-

tion in a number of species. Mating bonds occur-

ring in normally monogamous rodents are

prevented by blockade of vasopressin V1a recep-

tors in the brain. It is suspected to have a similar

role in humans. Memory also is enhanced by

vasopressin in a number of species but the phys-

iological relevance of this potential action

remains to be determined in humans. Finally,

vasopressin constricts blood vessels to elevate

blood pressure and this action might be important

in hypovolemic states such as hemorrhagic

shock.

Vasopressin actions are mediated by at least

three separate receptors termed V1a, V1b, and

V2. The V1a receptor mediates vasoconstrictor

effects of vasopressin whereas V2 receptors

mediate the renal effects to concentrate urine.

The exact role of V1b receptors has not been

determined at this point.

Control of Release/Secretion: Vasopressin is

synthesized in the supraoptic and paraventricular

nuclei of the hypothalamus and is transported to the

posterior pituitary gland within magnocellular neu-

rons. Vasopressin is synthesized as a 168 amino

acid preprohormone that is converted to a 145

amino acid prohormone with the nine amino

acids of the amino terminal representing the final

vasopressin molecule. Vasopressin is stored in the

posterior pituitary and released in response to

plasma osmolarity exceeding 280 mM, sexual

activity, or hypotension.

Localization/Molecular Biology: The preprova-

sopressin gene is located on chromosome 20 in

humans. It is expressed in the supraoptic and

paraventricular nuclei of the hypothalamus.

Another site of synthesis is the heart, although the

hypothalamic nuclei are believed to be the primary

sites of synthesis.

Behavioral Actions: Vasopressin has at least

three prominent behavioral actions, including:

promotion of pair bonding; improvement of

memory; and increased aggression toward sexual

rivals. The pair bonding data are derived primar-

ily from monogamous rodents who fail to

develop pair bonds when vasopressin V1a recep-

tors are blocked. Similar actions are suspected

in humans and vasopressin is referred to as

a “bonding” hormone. Memory also is improved

in humans and other species by infusions of vaso-

pressin and V1a receptor antagonists can impair

memory in some species. Finally, vasopressin

increases aggression in males toward other

males. It is viewed as a monogamy hormone,

enhancing bonding with a mate and children

while reinforcing protective behaviors.
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Video Applications

▶Williams LifeSkills Program

Vigilance

▶Coffee Drinking, Effects of Caffeine

Visceral Adiposity

▶Central Adiposity
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▶Autonomic Nervous System (ANS)

Visualization
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Vital Exhaustion

Douglas Carroll

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Definition

Vital exhaustion is a prodromal constellation of

symptoms including physical exhaustion and feel-

ings of hopelessness preceding major coronary

heart disease events such as myocardial infarction.

Description

Vital exhaustion was a concept first proposed by

Appels some 25 years ago. Appels argued that

exhaustion was not simply premonitory to cardiac

events, reflecting established pathology and

representing early warnings, the historic clinical

view. Rather, he contended that the syndrome of

vital exhaustionwas casually related to subsequent

events. The causal pathway was hypothesized to

be the neuroendocrine mechanisms typically

invoked as the link between psychosocial expo-

sures and heart disease. Support for a causal role

for vital exhaustion was gleaned from a number of

subsequent observational epidemiological studies

demonstrating an association between measure

of exhaustion and subsequent all-cause mortality

and cardiac disease mortality and morbidity.

Unfortunately, such evidence is necessarily only

indicative and provides insufficient surety of

the direction of causation. Reverse causation,

where heart disease that has not yet been formally

diagnosed leads to symptoms of exhaustion,

must remain a possibility. A growing literature

illustrates how the inflammatory processes impli-

cated in atherosclerosismay contribute to feeling of

fatigue and depression. In addition, confounding by

some unmeasured or poorly measured variable in

these observational studies cannot be wholly

dismissed.

The proper test of causation is intervention:

a randomized control trial, whether patients are

randomly allocated to a exhaustion treatment

invention or to a condition in which no such treat-

ment is available. Some 5 years ago, Appels and

his colleagues reported the outcome of such an

intervention. Participants were over 700 cardiac

disease patients who had undergone successful

angioplasty, a procedure for the surgical repair of

block coronary arteries. Patients were randomized

to a 6-month exhaustion intervention comprising

among other things relaxation training and stress

management, or to usual care. At the 18-month,

but not the 6-month, follow-up, fewer intervention

than usual care patients reported feeling exhausted

and fewer were depressed. However, the interven-

tion did not reduce the likelihood of patients hav-

ing a recurrent cardiac disease event.
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Vital Status

▶Mortality

Vitality
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Definition

The concept of active life expectancy revolves

around the fundamental question of how many of

the years added to life through advances in aver-

age life expectancy are spent in reasonably good

health. A comprehensive and multifaceted view

of health considers a variety of different physical,

mental, and psychological health aspects.

Description

Overview

Human life expectancies have almost doubled

over the last century. As a result, an unprece-

dented number of individuals can expect to

reach old age. This historically new situation

challenges us to better understand the factors

that may contribute to vitality in old age. This

entry aims to shed light on two important ques-

tions: First, it introduces the concept of active life

expectancy to address the fundamental question

of howmany of those years added to life are spent

in reasonably good health. Second, it argues for

a comprehensive multifaceted view on vitality in

old age that takes into account important psycho-

logical variables, including well-being, social

engagement, and cognitive functioning. It con-

cludes by alluding to key challenges that this line

of work has to confront in the future.

Active Life Expectancy

Recent increases in human life expectancies and

longevity are a great achievement, due to many

different factors including improved public

health and medical advances in Western coun-

tries (▶Longevity). Those demographic trends

also pose important societal challenges such as

the question whether the gains in quantity of life

are accompanied by gains in (or at least mainte-

nance of) quality of life. A central construct in

this regard is active (or healthy) life expectancy,

which is frequently defined as the number of

years individuals can expect to live without

chronic disability (Crimmins, Hayward, &

Saito, 1996). Research using this concept has

advanced our knowledge regarding segments of

the population who benefit or who are excluded

from such trends. This line of inquiry has also

helped put some of the earlier enthusiasm about

increasing longevity into perspective. For exam-

ple, although women can typically expect to live

longer than men, they often spend a greater por-

tion of their lives in disabling conditions. Like-

wise, individuals with higher socioeconomic

status do not only live longer, but they also

enjoy old age in better health than individuals

with lower socioeconomic status. Moreover,

there are notable racial differences in active life

expectancies with African Americans typically

spending more years with disabilities than non-

Blacks in the United States (Crimmins et al.,

1996). More generally, research on active life

expectancy has revealed important insights into

which demographic strata can be expected to

spend the years added to life in reasonably good

health and which strata do not.
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Apart from identifying key population-level

predictors of vitality, this line of research

has also fueled important discussions about big-

picture trends. Different propositions have been

put forward regarding future changes in morbid-

ity-mortality dynamics. The probably most

prominent example is the compression of mor-

bidity hypothesis (Fries, 1980), according to

which increases in active life expectancy occur

at a faster rate than increases in life expectancy.

As a consequence, the years people spend in ill

health are compressed into an increasingly

shorter period at the very end of life. Conversely,

other scholars have proposed that further

increases in longevity would result in increased

disease prevalence, ultimately leading to an

expansion of morbidity (Gruenberg, 1977).

Thirty years later, the verdict is still out. It

appears as if individual perceptions of the years

spent in good health are indeed increasing at the

population level. In contrast, trends for the years

spent in disability differ by severity. Years spent

with severe disabilities are declining, whereas

years spent with less severe forms are on the

rise (Christensen, Doblhammer, Rau, & Vaupel,

2009). More generally, some researchers are

skeptical about the possibility to successfully

compress morbidity (e.g., Crimmins et al.,

1996) whereas others report promising findings

regarding delayed disabilities amongmore recently

born cohorts of older adults (e.g., Manton, Gu, &

Lowrimore, 2008). Taken together, the epidemio-

logical literature has posed big-picture questions

regarding how increasing longevity impacts dis-

ease prevalence and has raised awareness to tre-

mendous heterogeneity in how well older adults

from different backgrounds can expect to live their

last years of life.

Psychological Indicators of Vitality

A comprehensive understanding of vitality in old

age fundamentally depends on how health is

defined. Specifically, it has been proposed that

the time is due to move away from disease-

centered definitions of health (Ryff & Singer,

2000). For example, the WHO defines health as

“a state of complete physical, mental and social

well-being” (Official Records of the World

Health Organization, 1948). This definition dove-

tails with notions of successful aging that empha-

size the importance of older adults maintaining

their cognitive and physical functioning as well

as actively engaging with life (Rowe & Kahn,

1997). To provide a more holistic account of

health with aging, social scientists have thus

embarked on a search for psychological factors

that contribute to a more comprehensive under-

standing of vitality in old age that goes beyond

the mere absence of disease. For example, it has

been shown that emotional well-being is closely

linked with physical health (Pressman & Cohen,

2005). In a similar vein, social relationships

seem to be associated with older adults’ physi-

cal and mental health (Hoppmann & Gerstorf,

2009), and associations between cognitive

functioning and physical health in old age are

a well-established research finding (Schaie,

2005). Hence, psychological research promises

to broaden the scope of what constitutes vitality

in old age by pointing to the important role of

such diverse factors as emotional well-being,

motivational processes, and cognition.

In addition to such normative accounts of

vitality, there is also a rich literature on

interindividual differences in self-regulatory pro-

cesses. Importantly, this line of research takes

into account that older adults may be able to

maintain their well-being when confronted with

losses in functional health. For example, it has

been shown that strategies of selective optimiza-

tion with compensation, self-efficacy, and control

processes are positively associated with health in

old age (e.g., Baltes & Smith, 2004; Seeman,

Unger, McAvay, & Mendes de Leon, 1999;

Wrosch, Schulz, & Heckhausen, 2004).

Identifying key psychological factors that dis-

tinguish older adults who spend their final years

in reasonably good health from those who suffer

from disease is important because it allows us to

move beyond a recognition of well-established

risk factors of late-life disability (e.g., being

male, low socioeconomic status, member of a

minority) that are in fact unalterable. Hence, rec-

ognizing that psychological constructs are key

ingredients of or central contributors to vitality

in old age may offer important insight into factors
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that may be amenable to intervention and where

growth might be possible until old age (Ryff &

Singer, 2000).

Future Directions

In a final step, we would like to highlight two key

societal challenges that are intrinsically linked

with the concept of vitality. First, it is going to

become increasingly important to recognize the

practical implications of (changes in) vitality. For

example, many developed countries currently

face a heated debate about whether or not to

increase mandatory retirement age. Importantly,

it seems as if more flexible and individualized

retirement decisions are necessary so as to

accommodate the specific needs of the aging

population. Some older adults may simply not

be well enough to continue working beyond

age 65, whereas other 65+ year olds may benefit

from staying in the work force for longer and

would profit from work-related cognitive stimu-

lation and social participation (Pinquart &

Schindler, 2007).

Second, it is well possible that positive secular

trends that have repeatedly been reported for

earlier points in life such as retirement age may

be offset or even reversed in more advanced ages

or at the end of life. In fact, there is empirical

evidence that later-born cohorts may experience

steeper end-of-life declines in cognitive abilities

than earlier-born cohorts (Gerstorf, Ram,

Hoppmann, Willis, & Schaie, 2011). One way

to interpret such results is that members of later-

born cohorts may have survived diseases that

would have resulted in death among members of

earlier-born cohorts. However, the previously

higher levels of (cognitive) functioning were not

maintained for this manufactured survival time

(Olshansky, Hayflick, & Carnes, 2002). More

generally, it remains unclear if it will ultimately

be possible to successfully compress morbidity

into increasingly shorter time periods at the end

of life. We have to keep in mind that humans

were not designed to enjoy such long post-

reproductive lives as it is often the case today

and that chance plays a much greater role in

determining health during the post-reproductive

as compared to the reproductive years of life

(Finch & Kirkwood, 2000).
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Vocational Assessment

▶Readiness for Return-to-Work (RRTW)

Vocational Evaluation

▶ Functional Versus Vocational Assessment

Vocational Testing

▶ Functional Versus Vocational Assessment
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Waist Circumference (WC)

Tavis S. Campbell, Jillian A. Johnson and

Kristin A. Zernicke

Department of Psychology, University of

Calgary, Calgary, AB, Canada

Synonyms

Girth

Definition

Waist circumference (WC) is considered

a measure of the relative health risk associated

with excess abdominal fat. Abdominal fat con-

tains higher amounts of visceral fat, a fat that is

produced by the liver, turned into ▶ cholesterol,

and released into the bloodstream where it can

form plaque on artery walls. Excess abdominal

fat is associated with high ▶ cholesterol, ▶ high

blood pressure, and ▶ cardiovascular disease.

Waist circumference may be a better indicator

of obesity-related diseases than ▶ body mass

index (BMI) (Cawley, 2006), especially among

certain populations (e.g., elderly persons). Cer-

tain ethnic groups are genetically predisposed to

store more fat in the abdomen, even at healthy

weights (e.g., non-Hispanic blacks, people of

Asian descent).

It is measured by first locating the upper

hipbone and lowest rib, followed by placing the

end of a measuring tape between these two points

and wrapping horizontally around the abdomen.

Men with a waist circumference greater than

102 cm (40 in.) and women with a waist circum-

ference exceeding 88 cm (35 in.) are considered

to be at increased risk for developing obesity-

related health problems, including type II

▶ diabetes, ▶ hypertension, and ▶ cardiovascu-

lar disease.

Cross-References
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Waist Girth

Christopher Shaw

Institute of Sport, Exercise and Active Living,

Victoria University, Melbourne, Australia

Synonyms

Waist circumference

Definition

Waist girth is related to abdominal visceral fat

and predicts a number of disease risk factors

associated with obesity.

Description

Obesity which is explained by an increase in body

fat is associated with a clustering of risk factors

known as the metabolic syndrome and originates

from an imbalance between energy intake and

energy expenditure. However, there is substantial

evidence that body fat distribution rather than total

fat mass per se plays a more important role in the

development of such risk factors. Gynoid obesity

(commonly referred to as “pear shaped”) reflects

adipose tissue accumulation around the hips

and buttocks, whereas android obesity (more com-

monly referred to as “apple shaped”) reflects

increased abdominal fat deposition. Android

obesity increases with age, is more prominent in

males, and poses a significantly greater risk for the

development of hypertension, dyslipidemia, insu-

lin resistance, atherosclerosis, type 2 diabetes,

coronary artery disease, and certain types of

cancer and higher rates of mortality than gynoid

obesity. Girth measurements can be used to assess

such differences in body fat distribution, and

measurement of waist girth specifically represents

abdominal obesity. Therefore, it may be a more

relevant measure for anyone looking to use simple

anthropometric measurements to predict the risk

of obesity-related diseases across populations or in

response to interventions over time. A variety of

gender and age-specific equations are also

available to predict body fat percentage from

waist girth measurements.

The measurement of waist girth can be used in

conjunction with hip circumference to measure

waist-hip ratio which is a common method used

to predict many health hazards associated with

obesity. However, waist girth is more predictive

of obesity-related risk factors than waist-to-hip

ratio as it is a more accurate reflection of deep

visceral adipose tissue (Roche, Heymsfield, &

Lohman, 1996). Furthermore, waist girth mea-

surements also correlate well with the gold stan-

dard CT or MRI techniques for the measurement

of visceral abdominal fat. The reason that this

adipose tissue site is such a risk factor is complex

but is likely related to it being more active to

lipolytic stimuli such as catecholamines, expres-

sion of adrenoreceptors and receptors for insulin,

glucocorticoids, and testosterone. Abdominal fat

also expresses and releases a multitude of pep-

tides and inflammatory cytokines which are also

likely to be involved.

The standardized measurement of waist girth is

described by the American College of SportsMed-

icine (ACSM’s Guidelines for Exercise Testing
and Prescription, 2006). Measurements should

be made with a flexible, inelastic tape without

compression of the subcutaneous adipose tissue.

Measurements should be performed with the par-

ticipant standing with their feet together and arms

by their side. A horizontal measure is then taken at

the narrowest part of the torso, typically between

the bottom of the ribs and the iliac crest. Duplicate

measures should be taken and repeated if the var-

iation exceeds 5 mm.

Waist girth alone, or in combination with other

anthropometric measures, has been used to classify

and evaluate disease risk. However, different cut

off points have been suggested depending on the

specific population studied. For example, a waist

circumference over 99 cm for males and over

89 cm for females is associated with a high risk

for the development of obesity-related disease

(AmericanCollege of SportsMedicine, 2006). Fur-

ther, a disease risk classification is also available

taking into account both BMI and waist
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circumference (see McArdle, Katch, & Katch,

2001). This describes a higher risk of disease

when a BMI over 25 kg/m2 is combined with

a waist circumference greater than 102 or 88 cm

for males and females, respectively.

Cross-References
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▶Waist Size
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Waist Size

Kazuo Hara

Department of Metabolic Diseases, Graduate

School of Medicine, The University of Tokyo,

Bunkyo-ku, Tokyo, Japan

Synonyms

Waist circumference

Definition

There are several lines of evidence that suggest

subjects with a large waist size are at increased

risk of developing type 2 diabetes and cardiovas-

cular diseases, even after adjustment for body

mass index (BMI), an indicator of total adiposity

(Hu et al., 2007; Winter et al., 2008; Yusuf et al.,

2005). The large waist size reflects accumulation

of excess abdominal fat, also known as central

obesity, and is reported to be a primary risk factor

for glucose intolerance, dyslipidemia, and high

blood pressure, which together is now defined as

metabolic syndrome (Kadowaki et al., 2006).

Therefore, the measurement of waist size is

essential for the screening of metabolic syn-

drome. Two international definitions for meta-

bolic syndrome are currently used in daily

practice, one provided by the International Dia-

betes Federation (IDF) (IDF Worldwide Defini-

tion of the Metabolic Syndrome) and the other by

the National Cholesterol Education Program

(NCEP) (Expert Panel on Detection, Evaluation,

and Treatment of High Blood Cholesterol in

Adults, 2001). The former criterion requires

waist size above a certain cut point for a diagnosis

of metabolic syndrome, whereas the latter one

does not require a large waist size if the subject

has three or more of the following: raised fasting

plasma glucose concentrations, elevated blood

pressure, elevated levels of triglycerides, and/or

reduced levels of high-density lipoproteins.

The IDF recommends that the cut point for

waist size used to define central obesity should

vary according to ethnic group, and they pro-

posed the following European-specific cut points

for waist size: 94 and 80 cm for men and women,

respectively (Alberti, Zimmet, Shaw, & IDF Epi-

demiology Task Force Consensus Group, 2005).

Nonetheless, further extensive investigations

must be performed before more suitable cut

points can be established for use in clinical

practice to accurately predict cardiovascular

diseases.

The method of measurement must also be

standardized. Waist size is usually measured at

a level midway between the lowest rib and the

iliac crest (Han, van Leer, Seidell, & Lean, 1995).

However, the waist size is measured at the umbil-

ical level in some countries, such as Japan,

for screening metabolic syndrome (Matsuzawa,

2005). It is essential that the subjects being mea-

sured are not holding their breath and that the tape

measure is not at an angle around their waist.
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Waist to Hip Ratio

Kazuo Hara

Department of Metabolic Diseases, Graduate

School of Medicine, The University of Tokyo,

Bunkyo-ku, Tokyo, Japan

Synonyms

WHR

Definition

The waist hip ratio (WHR) is the ratio of waist

circumference to hip circumference. It was

reported that the mortality and the risk of coro-

nary artery disease are positively correlated with

WHR both in men and women (Lapidus et al.,

1984; Larsson et al., 1984). It is well documented

that subjects with high WHR and upper body obe-

sity present insulin resistance (Peiris, Mueller,

Smith, Struve, & Kissebah, 1986). According to

the standard defined byWorld Health Organization

(WHO) in 1999 about metabolic syndrome, in

which type 2 diabetes mellitus, glucose tolerance,

and insulin resistance are required items, obesity is

defined as WHR >0.9 in men andWHR >0.85 in

women (World Health Organization, 1999).
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Water Pill

▶Diuretic

Ways of Coping Checklist (WCCL)

Susan Folkman

Department of Medicine, School of Medicine,

University of California San Francisco,

San Mateo, CA, USA

Definition

The Ways of Coping Checklist (WCCL) is

a measure of coping based on Lazarus and

Folkman’s (1984) stress and coping theory. The

WCCL contains 66 items that describe thoughts

and acts that people use to deal with the internal

and/or external demands of specific stressful

encounters. Usually the encounter is described by

the subject in an interview or in a brief written

description saying who was involved, where it

took place, and what happened. Sometimes

a particular encounter, such as a medical treatment

or an academic examination, is selected by the

investigator as the focus of the questionnaire. Sub-

jects respond on a 4-point Likert scale (0 ¼ does

not apply and/or not used; 3 ¼ used a great deal),

the extent to which the itemwas used in the specific

stressful encounter.

Subscales

Factor analysis of data from a study of stressful

encounters reported by a community sample of

middle-agedmarried couples indicated eight scales:

planful problem-solving, positive reappraisal, seek-

ing social support, distancing, self-controlling,

escape-avoidance, accepting responsibility, and

confrontive coping (Folkman, Lazarus, Gruen, &

DeLongis, 1986). The eight scales use 50 of the 66

items. The additional items are retained on the

WCCL because some investigators find them use-

ful. Subsequent factor analyses indicated variability

in factor structure. Some factors such as planful

problem-solving, positive reappraisal, escape-

avoidance, and distancing are relatively stable.

Other factors such as self-controlling, accepting

responsibility, seeking social support, and

confrontive coping are less stable. For a critical

review of the WCCL, see Schwarzer & Schwarzer

(1996).

Scoring

There are two systems for scoring the WCCL.

The “Raw Score” method is to sum the ratings

for each scale. This method provides a score for

amount of each type of coping used in the

specified event.

The “Relative Score” method, introduced by

Vitaliano, Maiuro, Russo, and Becker (1987),

controls for the variability in scale length.

Relative scores are computed by first obtaining

the mean item score for each scale. Once the

mean effort (ME) is obtained for each scale, the

relative effort is calculated by dividing the ME

for the particular scale by the sum of the MEs for

each of the scales.

Interpretation

The WCCL is descriptive, not diagnostic. Typi-

cally, scores are correlated with outcomes of

interest, such as depressive symptoms, distress,

positive mood, or a relevant behavior.

Investigators ask if there are population norms

for comparison purposes. Stress and coping theory

(Lazarus & Folkman, 1984) views coping as con-

textual, which means that there is no “standard”

amount of coping that can be used as a norm. For

example, certain types of coping (e.g., planful prob-

lem-solving) are used more in situations that are

controllable while other types (e.g., distancing) are

used more in situations that have to be accepted.

The Ways of Coping Checklist can be

obtained through Mind Garden Publishers

(www.mindgarden.com).
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Weight: Control, Gain/Loss/
Reduction, Maintenance, Monitoring

Shuji Inada

Department of Stress Science and Psychosomatic

Medicine, Graduate School of Medicine, The

University of Tokyo, Tokyo, Japan

Definition

Weight is the mass of one’s body. Weight is

usually measured by a scale in kilograms, which

are base units of mass in the international systems

of unit. Weight is used as barometer of adiposity

or condition of nutrition or index of growth in

children. Weight is useful for intrapersonal com-

parisons, while body mass index (in adults) or

Rohrer’s index (in children), which is adjusted

for body height, is used for interpersonal compar-

isons. Weight is also applied for index of water

balance in patients who have water imbalance

such as congestive heart failure or renal failure.

Since weight measured by a scale is affected

by meal, urine, and stool, it is better to measure

on the same time after bladder emptying and

defecation.

Description

Weight Control

Weight control is to keep, increase, or decrease

one’s weight within a certain range. Weight cat-

egory is classified with body mass index as fol-

lows (also see ▶Body Mass Index) (Table 1).

Since overweight and obese population is

increasing, “weight control” often means “weight

loss.” Weight control is essential to prevention

and treatment of many diseases, especially of

metabolic disease (Must et al., 1999; Strazzullo

et al., 2010).

Weight Gain/Loss/Reduction/Maintenance

Weight gain/loss depends on an energy balance

under a normal water balance. Energy intake is

usually derived from food intake. Energy con-

sumption includes basal metabolism, consump-

tion for physical activity, and consumption for

thermogenesis. Energy intake exceeding energy

consumption results weight gain, and energy

consumption exceeding energy intake results

weight loss.

Diet is the most important for weight reduc-

tion, and exercise is often combined with diet.

Exercise alone has minimal effect for body

weight (Franz et al., 2007). Sibtramine and

Orlistat are approved by FDA for use in obesity

patients (see ▶Obesity: Prevention and Treat-

ment). Bariatric surgery is performed to severe

obese patients (see ▶Bariatric Surgery).
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Behavioral therapy is applied to weight

management and achieves preferable short-term

outcome. Behavioral management of obesity

includes self-monitoring of diet, physical activ-

ity, and/or body weight; stimulus control; cogni-

tive restructuring; goal setting; and problem

solving (Johnston, Tyler, & Foreyt, 2007).

Maintenance of reduced weight is more diffi-

cult than weight reduction. Some regain of

weight is inevitable for nonsurgical weight-loss

therapy (Franz et al., 2007).

Monitoring

Self-monitoring is an important element of

behavioral weight-loss program. Self-monitoring

of dietary intake, physical activity, and/or body

weight achieves self-evaluation of the weight-

loss behavior, one’s awareness of weight and

behavior, and self-reinforcement of preferable

behavior (Burke, Wang, & Sevick, 2011). While

paper-pencil diaries are conventionally used for

self-monitoring, internet-based diaries or PDA-

based diaries are recently developed for easier

recording and less-biased data recording (Burke

et al., 2011; Fukuo et al., 2009).
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Weighted Sample

Jane Monaco

Department of Biostatistics, The University

of North Carolina at Chapel Hill, Chapel Hill,

NC, USA

Definition

In a weighted sample, not all sample observations

contribute equally to the estimate of a population

parameter.

Investigators are often interested in estimating

quantities (such as means, counts, or proportions)

in a population by using a representative sample

selected from that population. Probability samples,

defined as samples in which each sampling unit has

Weight: Control, Gain/Loss/Reduction, Maintenance,
Monitoring, Table 1 The international classification of

adult underweight, overweight, and obesity according to

BMI (WHO, 2006)

Classification Principal cutoff point

Underweight <18.5

Normal 18.5–24.99

Overweight 25–29.99

Obese class I 30–34.99

Obese class II 35–39.99

Obese class III >40
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a known, nonzero probability of selection based on

the sampling design, allow investigators to com-

pute estimates of population parameters. The most

straightforward type of probability sampling

design, a simple random sample (SRS), is a selec-

tion method in which each sample has the same

probability of being selected. In an SRS, the prob-

ability of selection of each member in the popula-

tion is the same.

The estimation of the population mean is

straightforward for the SRS design. Let n ¼
sample size, N ¼ population size. Also, let

fY1; . . . ;YNg be the population values and

fy1; . . . ; yng be the sample values. We define

the overall sampling fraction as f ¼ n
N . Then

�Y ¼ 1

N

PN

i¼1
Yi the population mean, can be esti-

mated by the statistic,

�y ¼ 1

n

Xn

i¼1
yi

Under this SRS design, each sample observa-

tion, yi, contributes equally to the estimate, �y, of
the population mean.

More complicated sampling designs, such as

stratified sampling, may be chosen by investiga-

tors for various reasons including potential effi-

ciency and the ability to use different sampling

methods for different strata. In stratified sam-

pling, the population is grouped by some charac-

teristic (such as gender, geographic location, or

age category), and a sample is selected within

each subgroup separately. In this stratified design,

the probability of selecting an individual is likely

not the same for all individuals, but rather

depends on the individual’s subgroup (stratum).

For example, in a study of illicit drug use among

adolescents in a particular city, the population

could be stratified into two age groups, middle

school and high school. The probability of selec-

tion of a particular student will depend on the

sample size and population size within that stu-

dent’s age group. Therefore, the sample statistics

using a stratified design must be weighted to

account for the unequal selection probability of

observations.

To compute a weighted sample mean for

a stratified sample, first consider the partition of

the population into H mutually exclusive strata.

Let Nh ¼ the population size in the hth stratum,

nh ¼ the sample size in the hth stratum so that

N ¼ PH

h¼1
Nh and n ¼ PH

h¼1
nh. The stratum specific

sampling fraction is fh ¼ nh
Nh

. We can compute

each stratum-specific mean, �yh, as the average of
the nh units in the hth stratum. The weighted

sample mean is computed as weighted sum of

the stratum specific means: �yw ¼ 1
N

PH

h¼1
Nh�yh.

This weighted sample mean can be shown to

provide an unbiased estimate of the population

mean, �Y.
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Biographical Information

Stephen Weiss was born in northern New Jersey

on June 17, 1937. He received his B.A. in Psy-

chology from the University of Maryland

(1959) and his Master’s (AM) in Psychology
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from Temple University (1961). He completed

his clinical psychology internship and residency

in the Department of Medical Psychology at

the University of Oregon Medical School

(1962–1963) and received his PhD in Psychology

(doctoral minor: Cultural Anthropology) from

the University of Arizona (1965). Returning to

school after nearly 30 years, he completed his

MPH in International Health at Johns Hopkins

University School of Hygiene and Public Health

in 1993.

Weiss has had several “careers” over the past

45+ years. He began his academic career with

appointments including the following: assistant

professor, University of Arizona (1964–1967);

assistant professor, Johns Hopkins University

School of Medicine (1967–1970); associate

professor and professor (adjunct), Uniformed

Services University of the Health Sciences

(1978–1993); and adjunct appointments at the

Johns Hopkins University School of Hygiene

and Public Health (1976–1998) and the NIH

Graduate School (Foundation for Advanced Edu-

cation in the Sciences) (1979–1994). During

“intermissions” in his academic career, Weiss

spent 5 years (1969–1974) with the US peace

corps (including 2 years in the Ivory Coast in

West Africa as director of Training for Africa)

as deputy director to the Family Health Interna-

tional AIDS Control and Prevention Project

(1991–1993) and nearly 20 years at NIH,

directing the behavioral medicine program at

the National Heart, Lung and Blood Institute

(NHLBI: 1974–1991) and as senior advisor at

the National Institute of Mental Health (1993).

He joined the faculty of the University of Miami

School of Medicine in late 1993 as professor in

the Department of Psychiatry and Behavioral

Sciences, serving as vice chair for research from

2002 to 2009.

Major Accomplishments

Throughout his career(s), Weiss has focused his

professional and scientific energies on one prin-

cipal issue: to better understand how biological,

behavioral, and psychosocial factors interact in

the etiology, treatment, and prevention of chronic

illness.

The first 30 years were focused on cardiovas-

cular health and disease. Beginning with his doc-

toral dissertation, “Psychological Adjustment

Following Open Heart Surgery,” he continued

this work at Johns Hopkins University School of

Medicine and subsequently at NHLBI. His pro-

gram development mandate at NIH enabled

him to advance the “biobehavioral” perspective

in behavioral and biomedical science venues.

For example, when he arrived at NIH (1974),

there was very little biobehavioral research

related to the prevention and control of chronic

disease. Upon becoming acquainted with the NIH

system of “peer review,” it became obvious that

one of the principal reasons for this concerned the

lack of “peer review” for grant applications

attempting to combine biological and behavioral

perspectives. He demonstrated the need for

a “Behavioral Medicine” study section to the

senior officials responsible for grant review by

screening over 7,000 grant applications from

a single review cycle and identifying over 50

applications requiring both behavioral and bio-

medical review expertise. Established the follow-

ing year (Joseph Matarazzo was the first Chair),

the Behavioral Medicine study section soon

proved its relevance to the NIH mission and was

permanently chartered after a 3-year trial period.

During this same period, Weiss, with the

active participation of a small group of similarly

inclined “biobehaviorists” (e.g., Neal Miller,

Joseph Matarazzo, Redford Williams, Neil

Schneiderman, Gary Schwartz, Herbert Benson,

Margaret Chesney, Thomas Coates, and Judith

Rodin to name but a few), convened several con-

ferences and workshops which stimulated the

establishment of the fields of behavioral medicine

(e.g., the Yale Conference on Behavioral Medi-

cine; the Institute ofMedicine/National Academy

of Sciences Working Group on Behavioral Med-

icine) and health psychology (e.g., the Arden

House Conference on Education and Training in

Health Psychology).

These activities led to the formation and

growth of several professional organizations

(including the Society of Behavioral Medicine;
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the Academy of Behavioral Medicine Research;

the Division of Health Psychology of the

American Psychological Association; the Inter-

national Society of Behavioral Medicine). He

served as President of each of these organizations

and was instrumental in establishing new scien-

tific journals representing these areas during his

stewardship of these organizations (e.g., Journal

of Behavioral Medicine; Annals of Behavioral
Medicine; Health Psychology; International

Journal of Behavioral Medicine).

Discussions between Weiss and David

Hamburg, president of the Institute of Medicine

of the National Academy of Sciences, in the late

1970s concerning the importance of the biobe-

havioral perspective in understanding the multi-

faceted, multilayered nature of chronic illness

stimulated two major “health and behavior”

efforts by the Institute of Medicine (IOM) to

highlight the need for expanding NIH research

efforts in this area. Two seminal volumes were

published by the IOM Committee on Health and

Behavior over a 20-year period synthesizing

important scientific findings and providing direc-

tion for future research. Weiss served as consul-

tant to this Committee, as well as being invited to

provide testimony to several related IOM com-

mittees in the ensuing years.

During the 1980s, Weiss became active in

international health scientific exchanges, partici-

pating as scientific liaison to the US-USSR Sci-

entific Exchange in Cardiovascular Behavioral

Medicine for over 10 years, and in a similar

capacity with the US-Israel Scientific Exchanges

on Hypertension and Coronary Heart Disease. He

returned to the Johns Hopkins University School

of Hygiene and Public Health to complete the

MPH in International Health, a course of study

that had important implications for his profes-

sional career direction. During this program, he

became acutely aware of the growing catastrophe

of the HIV/AIDS pandemic, particularly in the

developing world. Based on this experience (and

his newly minted MPH degree), he set out to

explore what role he might play in challenging

this public health disaster in Africa, where he had

spent 2 years in the early 1970s working with the

US peace corps.

Retiring from theNIH in 1991, Dr.Weiss began

to search for a meaningful professional direction in

HIV/AIDS. He spent 2 years with Family Health

International and NIMH in HIV/AIDS administra-

tive and program advisory capacities. Recognizing

the major differences in the epidemics in the devel-

oped vs. developing worlds, he realized that new

and unique approaches would be required to estab-

lish effective prevention strategies for HIV trans-

mission. It took several years, however, before

sufficient momentum was achieved in scientific

circles to stimulate the NIH to establish an aggres-

sive extramural research program in the search for

new barriers to sexual transmission of the virus.

The advent of the female condom and growing

interest in chemical barriers (microbicides) stim-

ulated the need for a “critical mass” of research to

answer important questions of safety, efficacy,

acceptability, and effectiveness of these new sex-

ual barrier products. Designation of HIV/AIDS as

a “threat to our national security” by former Pres-

ident Clinton produced a “sea change” in the

federal government’s willingness to invest in

international studies and demonstration projects

to contain the epidemic in the developing world.

The critical need to develop acceptable barrier

products for the varied populations at high risk of

HIV infection suggested that biological efficacy

must be coupled with product acceptability stud-

ies to ultimately demonstrate the effectiveness

and impact of such strategies in containing the

epidemic. He received NIH funding to address

many of these issues in the USA, Africa, and

India. In addition to being P.I. on two large-

scale US trials of behavioral interventions with

HIV+ women, over the last 16 years, he also has

been funded to conduct several studies in Zambia

with HIV+ and HIV� men, women, and couples

and also to serve as PI, Co-PI, Protocol Co-Chair,

and site investigator for an additional five studies

on sexual risk reduction and medication adher-

ence in Zambia, South Africa, and India.

Since settling in Miami nearly 20 years ago,

Weiss has continued to lead an active profes-

sional life. Nonetheless, he still has made time

for his passion for flying (commercial license,

instrument, multiengine, with over 5,600 flight

hours), as well as the occasional fishing trip on
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his small boat. He has four grown children and

nine growing grandchildren, whom he and his

wife, Deborah, visit regularly, thanks to his

aging, but trusty, Beech Bonanza. He has served

as mentor to many junior faculty, residents, and

fellows within the medical school through his

“Grantsmanship 101” seminar and open invita-

tions to join his research program. He has

authored/coauthored over 120 papers, mono-

graphs, and scientific reviews, in addition to

10 edited volumes on health and behavior. He

currently serves on the editorial boards of several

scientific journals and health publications and

regularly participates as a reviewer on NIH

study sections.

When asked what the single most influential

factor in his professional preparation was, Weiss

answered with one word: mentorship. He attri-

butes the guidance he received from strong men-

tors like Joe Matarazzo and Neal Miller, his

psychologist role models during graduate train-

ing, as instrumental in preparing him for the

many challenges he has faced in his varied, mul-

tifaceted professional journey.
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Definition

Well-being is a multi-faceted construct best

described as a state of physical, psychological,

and social health.
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Description

Well-being is a broad term that encompasses

what it means to be functioning as a healthy per-

son across multiple domains. Although words

like “well-being (WB),” “health,” and “happi-

ness” permeate scientific literature, they are fre-

quently variably defined from one study to the

next, with many researchers relying on a single

construct, such as “happiness” or “high quality of

life” to provide an adequate definition. Rather

than constricting WB to one equivocal definition,

a review of the literature suggests that it is most

comprehensively defined and productively

discussed as a combination of the following

three components: psychological well-being

(PsWB), social well-being (SWB), and physical

well-being (PWB).

Psychological Well-Being (PsWB)

Psychological well-being (PsWB) and “happi-

ness” have historically been synonymous and

equally indefinite in literature across academic

disciplines. Contemporary scientific definitions

of PsWB, however, encompass three substantial,

coherent domains: emotional experience, cogni-

tive evaluation of life satisfaction, and human

flourishing (e.g., Diener, Lucas, & Oishi, 2002;

Keyes, Shmotkin, & Ryff, 2002). Although

PsWB is frequently referred to as synonymous

with Subjective WB (a cognitive evaluation of

satisfaction with life), some models of PsWB

consider cognitive evaluation a related yet dis-

tinct subcomponent of a larger construct of

PsWB. Both models will be further discussed

below.

Early in the study of emotion, Bradburn

(1969) clarified that the absence of negative emo-

tion does not indicate the presence of positive

emotion; thus, experiencing both frequent posi-

tive emotion and infrequent negative emotion are

essential to feeling “happy.” Instruments to mea-

sure positive and negative emotion at both the

short-term “state” and long-term “trait” level

ask individuals to rate the degree to which they

experience a range of emotions, varying in

valence (e.g., happy vs. sad) and arousal (e.g.,

excitement vs. calm) and have led to valuable

research on emotion. For example, Fredrickson’s

(2001) notable “Broaden and Build” theory states

that positive emotions increase WB by broaden-

ing our cognitive range and building lasting

resources that can be utilized in times of need.

For example, when experiencing positive emo-

tion, individuals are able to identify a wider range

of activities they would like to engage in and are

more likely to set and reach goals. Furthermore,

the manipulation and natural expression of posi-

tive emotion in experimental settings has been

shown to improve post-stress cardiovascular

recovery, possibly resulting in protective effects

against the negative physiological consequences

of stress.

As outlined above, PsWB frequently involves

and is debatably defined as a cognitive evaluation

of satisfaction with life (for a review, see Diener,

Suh, Lucas, & Smith, 1999) partnered with pos-

itive and negative emotion ratings. This model of

PsWB is based on ratings ofWB from the respon-

dent’s own perspective. For example, although an

outside person may judge circumstances to be

unfortunate, if a respondent reports high life sat-

isfaction, he or she has high Subjective WB.

Furthermore, this model assumes that this report

has some amount of stability over time; however,

reports can vary with momentary experience and

events. Measures connecting these two evalua-

tive components are associated with many posi-

tive outcomes, such as hope, optimism, and

greater income. Interestingly, twin studies have

revealed correlations between genes and PsWB,

indicating a possible genetic influence on the “set

point” for happiness. Since a variety of factors

(e.g., genetics, culture, age, gender, emotional

experience) can influence life satisfaction ratings,

Diener and colleagues have suggested that “hap-

piness” is best understood through a discussion of

the factors that influence Subjective WB.

Ryff (1989) has differentially argued that

PsWB includes happiness (“hedonic” WB, or

the experience of pleasure) and “eudaimonic”

WB. Eudaimonic WB is concerned with human

flourishing and encompasses constructs related to

engagement with and evaluation of challenging life

events, including self-acceptance, purpose and

meaning in life, sense of mastery over one’s
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environment, positive interpersonal relationships,

personal growth, and autonomy. Proponents of this

approach argue that this combination of factors

provides a more complete picture of happiness, or

“optimal” WB than emotional or cognitive/evalu-

ative WB components alone and have found this

optimal balance to increase with age, education,

and the presence of certain personality characteris-

tics (i.e., high extraversion and conscientiousness).

While Ryff’s work suggests that a comprehensive

discussion of PsWBmust consider the combination

of factors that influence both Subjective WB

and human flourishing more broadly, it is some-

what problematic when contemplating research

questions attempting to determine the critical com-

ponents of WB. For example, interpersonal rela-

tionships (a component of eudaimonic WB) may

have independent pathways (e.g., neuroanatomy,

hormonal) to PWB as compared to more emotional

constructs within eudaimonia (e.g., autonomy,

acceptance) whose paths may have more in com-

mon with hedonic measures. It seems important

then to consider these subcomponents and their

differential mechanisms separately in order to

understand how PsWB “gets under the skin” to

alter physical health.

Social Well-Being (SWB)

Humans are inherently social creatures who

evolved in groups that helped ensure the survival

of the species. As a result, there is a deeply

engrained need to belong and feel supported.

When these social needs are met, individuals

experience SWB. There is no firmly agreed

upon definition of SWB, but generally it can be

considered to be a multifactorial construct that
includes different components of the social envi-

ronment that when evaluated together result in an

overall positive assessment of one’s social life.

No single measure completely captures SWB,

and as a result, many different types of social

characteristics must be considered.

The most basic measures of the social envi-

ronment are collected via integration measures

that assess the extent to which people feel like

they belong to their communities. This is typi-

cally measured by measures that enumerate

important social roles (e.g., spouse, close friend).

This work has a rich history dating back to the

industrial revolution when Durkheim noted that

individuals were more likely to commit suicide

upon leaving their families for industrial posi-

tions in other cities. Since then, the finding that

isolated individuals are at risk for detrimental

health outcomes is one of the most pervasive

and robust in health psychology. For example,

an early study from Alameda County, CA

(Berkman & Syme, 1979) revealed that those

who lacked ties to others were up to three times

more likely to die over a 9-year follow-up.

Broader social networks (e.g., online networks

of friends) are generally less strongly tied to

WB since the presence of distant social contacts

has less of an immediate and regular impact on

one’s life. What seems to be critical is the support

and resources that your network provides.

Related then is the concept of social support, or

the perception that emotional and objective

resources (e.g., information, tangible aid) are

available if and when negative events occur.

Research has indicated that those who report

having support in times of need have lower

physiological stress responses, better immune

function, and overall better health and resilience

to health problems, resulting in broad WB

benefits.

Other work focuses more closely on the per-

ception and quality of social ties. For example,

loneliness is an indicator of low SWB but can be

relatively independent from objective network

size. The hallmark of loneliness is not being

alone but the accompanying distress related to

the perception of isolation. The relationships

approach would state that SWB is present when

an individual can have satisfactory close relation-

ships and also shows evidence of secure attach-

ment (i.e., a strong emotional bond between two

people). If a romantic partner is missing or an

individual is insecurely attached, then high SWB

would not be expected. There are a number of

other related constructs, such as feelings of love

and intimacy, social acceptance, and measures of

social conflict and hostility, that are also tied to

positive and negative appraisals of WB. When

considering these feelings and perceptions or

relationships, it is critical to also consider
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differences in social needs. For example, individ-

uals high in extraversion will have greater needs

for regular social contact than someone low on

this personality trait. By definition, extraverts feel

“better” when in the presence of social others and

may therefore require greater interaction to

achieve SWB as compared to their more

introverted counterparts.

Finally, the social milieu contributes to SWB.

Groups (e.g., clubs, volunteer groups, religious

organizations) provide important feelings of

belongingness, support, and contribution, which

promote SWB. Those individuals who endorse

group membership roles as well as those who

report engaging in various social activities gen-

erally have higher WB. Beyond close groups,

the broader environment also impacts SWB.

Social capital describes the resources available to

individuals through their membership in their

community (e.g., civic associations, civic engage-

ment, perceptions of trust and sharing in the com-

munity). Higher social capital leads to belonging,

increased social participation, and has been tied to

crime prevention and better societal health. This

type of social engagement is critical for SWB as it

likely has a trickle-down effect onto many of the

previously discussed measures.

From the above examples, it is clear that SWB

arises from a number of places. It is unlikely that

any one characteristic uniquely predicts SWB. It

is also important to consider the interaction

between internal factors (e.g., attachment style,

personality) and external characteristics of the

social environment. Two individuals may live in

the same social environment yet experience their

social world in different manners, illustrating the

importance of individual perception. Future

research should consider which components are

most critical to SWB and study more closely the

interactions between different measurement

types in terms of how they predict WB outcomes.

Physical Well-Being

Physical health researchers generally adhere to

a medical model that conceptualizes health as the

absence of disease, despite the definition in 1948

by the World Health Organization for health as

“a state of complete physical, mental and social

WB and not merely the absence of disease or

infirmity.” Physical well-being (PWB) then, is

something more than “not sick” and may even

reflect individuals realizing their fullest wellness

potential, as echoed by the model of positive

health by Seligman (2008). Compatible with the

PWB model, the wellness continuum model

(Sheridan & Radmacher, 1992) anchors one end

of their model by disease, disability, and death

and the other end by optimal human function-

ing where a person is maximally healthy, has

resources for resisting disease, and is capable of

experiencing joy (Sheridan & Radmacher, 2003).

If the medical model idea of health were captured

in the continuum model, it would end at the

neutral/zero point with no room or definition of

WB beyond “disease-absent.” Despite multiple

models suggesting that there is something beyond

the absence of illness, health is still primarily

measured by the presence or absence of symp-

toms, illness and disease, physiological markers,

and reports of physical health typically topping

off at “I feel very healthy.” Reports of positive

physical functioning beyond this “zero” mark are

not typically gathered by health practitioners or

researchers.

To determine objective wellness, researchers

and practitioners frequently rely on assessments

of biomarkers to determine disease status and

risk. These might include factors like immune

function, endocrine hormones, or cardiovascular

function, which are important indicators of dis-

ease status. While there are general guidelines

about what levels indicate “healthy” functioning,

these are not frequently tied to current WB. For

example, someone may be hypertensive as

assessed by blood pressure readings, be a genetic

carrier of a serious disease, or even have a

blocked artery, but still report feeling healthy

and asymptomatic. Furthermore, while biological

markers are possible correlates of physical

health, conclusive statements often cannot be

drawn based on physiological measures alone

(e.g., lowered immune cell counts). This raises

the importance of subjective assessments of

health when considering PWB.

Self-rated health (SRH), a formalized measure

of subjective health, has been used in research
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studies and suggests that individuals have insight

into their health beyond the capabilities of

biological measurement tools. Specifically, the

commonly used Short-Form Health Survey

(SF-36; Ware & Sherbourne, 1992) asks ques-

tions such as, “In general, would you say your

health is excellent, very good, fair, or poor?”

Several of these questions take into account indi-

vidual perspectives concerning what “health”

means to the individual, and even ask for reports

comparative to the past. Additionally, questions

such as “Have you felt calm/peaceful/full of pep/

happy?” are tapping physical health via con-

structs that influence reports of PWB but are not

direct physical measures. Interestingly, poor

SRH is independently associated with increased

mortality in diverse socioeconomic groups, age

groups, in men and women, over time, even after

accounting for objective health status at baseline

(e.g., Lekander, Elofsson, Neve, Hansson, &

Unden, 2004). Researchers are now investigating

whether these nonspecific “sickness” symptoms

(weakness, listlessness, decreased motivation)

are mediated by stress-induced dysfunctional

immune patterns (e.g., high inflammation).

Given that positive traits and events are tied to

healthy immune function (for further reading, see

Pressman & Cohen, 2005), it is plausible that

positive reports of SRH are occurring via gener-

alized positive feelings that alter the perception

of the body and that these positive feelings are

representative of an objectively healthy physiol-

ogy. At this point, the full mapping of these

connections with SRH, biomarkers, emotion,

and objective longitudinal health outcomes has

not been done.

Problematic in definitions based on bio-

markers and disease indicators is determining

whether individuals suffering from chronic ill-

ness can have high PWB. Based on biological

assessment, if an individual is diagnosed with

cancer, they have low PWB. However, cancer

patients frequently survive their cancer, find ben-

efit in the experience of their illness, build rela-

tionships with others, and become optimistic

about their future. During treatment, they will

clearly experience poor PWB (e.g., side effects

of radiation or chemotherapy); however, at some

point, they will begin to recover. Self-report mea-

sures of PWB may be able to track this based on

changes in perceptions of symptoms and health;

however, biological measures may be more defi-

cient at determining at what point the person’s

PWB is on the positive end of the spectrum (i.e.,

it is unlikely that PWB can be measured by

a simple assessment of circulating cancer cells).

To truly understand WB in this population

and many others, it is clear that there is a need

for PWB tools that assess both “harder” biologi-

cal outcomes partnered with “softer” self-report

measures.

Conclusions and Future Directions

Although themes of happiness, physical health,

and social involvement have long been studied in

philosophy, social psychology theory, and cul-

tural analysis, it has only been in the last

10 years that WB has seen an upswing in inter-

disciplinary scientific study. Because of this, the

scientific community is still working on defini-

tions and operationalizations of critical con-

structs in the field. Currently, significant overlap

exists between WB measures making it difficult

to separate and understand these constructs. For

example, individuals with serious illness by def-

inition have poor PWB, but it is also likely that

PsWB and SWB additionally suffer since illness

will block engagement in activities that promote

these WB types. Similarly, current measures of

depression and loneliness frequently include

questions tapping both PsWB and SWB revealing

the extent to which these constructs overlap.

Measures need to be improved to reflect the spe-

cific underlying components of WB in order to

better understand the unique ways that these dif-

ferent WBs impact one another as well as outside

outcomes. Finally, it is also critical to consider

that in many cases, there is benefit to the overlap

of these constructs. When considering interven-

tions to improve PWB, it is frequently via SWB

(e.g., support) and PsWB (e.g., relaxation) that

impressive improvements are seen, ranging from

physiological alterations to increased life span.

There is clearly therapeutic value to considering
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ALL types of WB and the interrelations that they

have with one another. A thorough understanding

of the underlying constructs of WB will enable

scientists, health professionals, and individuals of

all walks of life to better promote and increase

WB at multiple levels, with implications for both

personal health and public policy decisions.
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The original Whitehall study of British civil ser-
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association between social class, as assessed by

grade of employment, and mortality from a wide

range of diseases. The Whitehall II study was

later established in 1985 to identify causal path-

ways linking socioeconomic position to patho-

physiological changes and clinical disease. The

Whitehall II is an ongoing prospective cohort

study of 10,308 British white-collar workers

employed in the civil service (Marmot et al.,

1991). The study is primarily interested in the

pathways explaining social inequalities via charac-

teristics of the work environment, such as job

strain, and health-related behaviors including phys-

ical activity, smoking, and diet. Data are collected

at regular intervals through a combination of self-

administered questionnaires and clinical examina-

tion. In the 20 years separating the two studies,

there has been no diminution in social class differ-

ence in morbidity: there remains an inverse associ-

ation between employment grade and prevalence

of common diseases such as heart disease, cancer,

and respiratory diseases. Self-perceived health

status and symptoms are worse in participants

from lower-status jobs. There are also clear

employment-grade differences in health-risk

behaviors including smoking, diet, and exercise,

in economic circumstances, in possible effects of

early-life environment as reflected by height, in

social circumstances at work (e.g., monotonous

work characterized by low control and low satis-

faction), and in social supports. These key findings

appear to partly explain the social disparities in

health (Stringhini et al., 2010). The Whitehall II

study currently has available data for nearly

30 years of follow-up, and many of the participants

are now in their seventh and eighth decades of life.

Thus, the focus of the study is gradually shifting

toward aging since many of the participants are

now retired from full-time employment.

Social position can be viewed as an indicator

of chronic lifetime stress exposure since people

of lower social status tend to experience adverse

psychosocial factors including greater financial

strain, lower control at work, chronic neighbor-

hood and domestic stresses, and more limited

social networks. The Whitehall psychobiology

studies have been conducted in healthy subsam-

ples (N ¼ 250–500) of the main study cohort, in

2001 and 2006, and were specifically undertaken

to examine the biological processes that might

explain the association between psychosocial

stress and coronary heart disease (Hamer,

O’Donnell, Lahiri, & Steptoe, 2010; Steptoe

et al., 2002). In these studies, healthy men and

women from the Whitehall II cohort (stratified by

grade of employment as a marker of social status)

underwent psychophysiological stress testing

involving measurement of cardiovascular and bio-

logical responses to laboratory-induced mental

stressors. Results suggested that lower social status

individuals were characterized not so much by

heightened cardiovascular responsiveness, but by

impaired poststress recovery, or sustained activa-

tion after termination of stressors. Results from

the most recent study have suggested that stress

responsivity is also associated with subclinical

coronary atherosclerosis. Population-based psy-

chophysiological studies with detailed biological

measures have contributed to a better understand-

ing about stress and disease pathways.
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Definition

Williams LifeSkills is a protocol-driven

manualized training program that aims to

improve stress coping and interpersonal relation-

ship skills. It focuses on acquiring ten skills in

two categories: (1) six skills for handling prob-

lematic situations: logkeeping, think before you

act to decide between action and deflection,

deflection, problem solving, assertion, and saying

no; and (2) four skills for improving relationships

with others and oneself: speaking, listening,

empathy, and increasing positives over negatives.

The program has been evaluated in several clin-

ical trials, with resulting evidence of its efficacy

on psychosocial and biological markers. There

are several delivery options. The initial standard

was face-to-face workshops of 5–12 participants,

with a trained facilitator. The video version con-

sists of a 70-minute video covering the ten skills,

with an accompanying workbook; this video/

workshop can be incorporated into a workshop

or used as a stand-alone intervention, with or

without telephone coaching by a trained facilita-

tor. There is also an online version, either

freestanding or with submission of exercises.

One-on-one coaching is another option. The ini-

tial program has been expanded to include

a number of specialized versions that maintain

focus on the ten skills: for caregivers with

a relative with Alzheimer’s, teens delivered by

high school teachers, a specialized teen version

for incarcerated youths, pastors who otherwise

are usually supporting others, and heart patients.

Description

The Williams LifeSkills copyrighted program

evolved over the last two decades as a means of

translating research by Redford Williams and

others (Williams, 2008) that has documented the

health-damaging effects of psychosocial factors like

hostility/anger, depression, social isolation, job

stress, and stressful life situations into a behavioral

intervention that can reduce levels, and hopefully

the health-damaging effects, of these psychosocial

risk factors. Williams LifeSkills, Inc., was founded

as a commercial entity in 1996 by Redford and

Virginia Williams with the goals of developing

and refining this behavioral intervention, doing

research to test its efficacy and effectiveness in

both controlled and observational clinical trials,

and marketing behavioral intervention products

shown to work in this research. The founders of

Williams LifeSkills have written three books for

a lay audience that also serve to describe the pro-

gram as it evolved (Williams & Williams, 1993,

1997, 2006). While the programs are presented as

wellness training for increasing participants’ effec-

tiveness in the increasingly stress-filled modern

world, they also provide a first-level intervention

for individuals with mild to moderate anxiety,
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depression, and hostility. The intervention has also

been used with outpatients with a wide variety of

diagnoses, both to help them cope with their illness

and to reduce distress over other issues in their lives.

The face-to-face workshop has been used

extensively in the United States, Brazil, Singa-

pore, Hungary, and China. Intervention groups

are quite varied in these varied settings: some

examples are general stress management,

patients with oncological problems, medical stu-

dents, college students; heart patients, corpora-

tions, pastors, and health professionals. It also has

been incorporated into a general intervention for

heart patients in Germany. Facilitators are ini-

tially trained for at least five days, spending the

first two days as participants and the last three

focusing on practicing supervision of the interac-

tive sections of the program. There is an accom-

panying participant text (about 40 pages long)

and a workbook (about 15 pages long), so the

text can either be given to a participant or used

again. Participants begin by learning to write up

log entries, emphasizing the objective facts, their

thoughts and feelings, behaviors, and conse-

quences. They then apply their own examples to

practice the other skills. The program thus

involves iteration without repetition, since new

layers of training are being added. Facilitators are

trained to encourage participation, within a set of

ground rules, and to emphasize improvement

through practice, rather than aiming for perfec-

tion. The entire program is designed to fit

together, with algorithms to address which skills

to apply. As a result, the program can be used in

almost any situation a participant might face.

The generic LifeSkills program has also been

adapted for specific groups. The LifeSkills course

for caregivers focuses on a special video created

to address problems particular to caring for

someone with a disabling memory disorder.

A 121-page workbook accompanies the video.

Also part of the program is a manual for five

sessions of telephone coaching by a LifeSkills

facilitator. All of the materials are oriented to

the ten LifeSkills. There is an adaptation for

teens in which the emphasis is on issues faced

by teens. There is an extensive Facilitator’s

Manual for high school teachers, which is

incorporated into the week-long training that pre-

pares them to deliver the training to students in

the high school setting. Teens can either report

a personal log entry or draw a role-playing card.

Separate packets of cards accompany each skill.

Teens have a special text and workbook. The teen

program has been modified for incarcerated

teens. The same general format is used as in the

school program, but the role-playing cards are

different. Some of the illustrations and workbook

examples also are modified. In the United States,

prison educators are trained to be the facilitators.

In China, the program is being tested, using psy-

chiatrists and psychologists as facilitators. The

program for medical personnel has assumed dif-

ferent forms in the United States, Hungary, and

China. The program for heart patients also has

assumed different forms in the United States and

Singapore (also adapted a number of clinical tri-

als have documented the efficacy of the

LifeSkills program in its various forms in

the United States and Canada). The first study to

document benefits of an early version – based on

Anger Kills (Williams &Williams, 1993) – of the

LifeSkills workshop was a small randomized

controlled trial (RCT) in males following

a heart attack. Results showed that hostility after

the end of training as assessed by both structured

interview and questionnaire as well as resting

diastolic blood pressure were reduced signifi-

cantly more in patients in the active arm

than those randomized to usual care (Gidron,

Davidson, & Bata, 1999). Both these improve-

ments were maintained or enhanced at follow-up

two months later. Because this study was

conducted in Canada, it was possible to do

a follow-up assessment of the clinical course

over the six months post-training. Compared

to usual care, men in the active arm showed

significant reductions in both hospital stay

and medical care costs over the six months

follow-up (Davidson, Gidron, Mostofsky, &

Trudeau, 2007). Another RCT evaluating bene-

fits of the LifeSkills video found significantly

larger reductions in both trait anxiety and per-

ceived stress among the active arm participants

compared to those randomized to wait list con-

trol, both two weeks after the end of training and
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after six months follow-up (Kirby, Williams,

Hocking, Lane, & Williams, 2006). In an RCT

evaluating the LifeSkills workshop augmented

by the LifeSkills video, hypertensive employees

of a large urban medical center who were

randomized to LifeSkills training showed signif-

icantly larger, clinically significant decreases

in systolic blood pressure compared to those

receiving usual care according to JNC-7 guide-

lines (Clemow, Pickering, Davidson, & Liriano,

2009). A controlled (alternating assignment to

active vs. wait list arms), clinical trial of the

LifeSkills video adapted for use by caregivers of

a relative with Alzheimer’s disease showed that

those in the LifeSkills for Caregivers video arm,

who also received weekly telephone coaching

calls, showed significantly larger decreases in

depressive symptoms, trait anxiety, perceived

stress, and systolic and diastolic blood pressure

that were maintained or enhanced at 6 months

follow-up (Williams et al., 2010). In addition to

replicating findings of psychosocial improve-

ment following LifeSkills training, this study

extends the demonstration of benefits to include

a potential biological mechanism whereby stress

damages health – higher blood pressure.

The LifeSkills program has also been adapted

for use in Singapore and Hungary. In Singapore,

Bishop, Kaur, and Tan (2005) conducted a RCT

of the LifeSkills workshop in a sample of 59 male

Singaporean (60% Chinese) patients following

coronary bypass surgery. In addition to robust

improvements with regard to both negative and

positive psychosocial risk factors, blood pressure

and heart rate at both rest and in response to anger

recall were significantly decreased in the men

randomized to LifeSkills workshop training,

with all improvements maintained or enhanced

at three months follow-up. Effect sizes for these

psychosocial and cardiovascular improvements

in the LifeSkills workshop arm were moderate

to large. In Hungary, an observational trial of the

LifeSkills workshop by Stauder et al. (2010)

found that distressed persons in the Budapest

metro area who participated in the workshop

showed a pattern of psychosocial improvements

that is remarkably similar to those observed

by Bishop et al. (2005) on the other side of the

world. Effect sizes in Hungary were similarly

moderate to large. Dr. Stauder and colleagues at

Semmelweis University in Budapest are now

conducting RCTs of the LifeSkills workshop in

workplace settings in Hungary.

Evidence for the effectiveness of Williams

LifeSkills products in real-world settings comes

from two observational trials. In one, conducted

by Campo et al. (2008), second-year medical stu-

dents who participated in the WLSR workshop

over a two-day period showed significant reduc-

tions in hostility and in the use of placating and

avoidant responses in difficult patient scenarios

following the training. In contrast, a comparison

group of second-year students the following year

who did not receive WLSR training showed slight

increases in both hostility and placating and

avoidant responses. In an observational trial of the

LifeSkills workshop among employees of one of

our corporate clients, at the end of training, there

were significant decreases in depressive symptoms

and state and trait anxiety and increased social

support; except for social support, all these

improvements were maintained or enhanced at fol-

low-up six months later (Williams, Brenner,

Helms, & Williams, 2009).

The LifeSkills reach continues to expand, since

the skills acquired contribute to resiliency and

hence can be applied in situations where potential

high stress needs to be inoculated against.

Cross-References

▶Alzheimer’s Disease

▶Cognitive Behavioral Therapy (CBT)

▶Coping

▶Hardiness and Health

▶ Internet-based Interventions

▶Resilience
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Biographical Information

Redford B. Williams, Jr., was born in Raleigh,

NC, on December 14, 1940. Following gradua-

tion from Northampton High School in Eastville,

Virginia, in June 1959, he entered Harvard

College, receiving his A.B. degree in 1963. He

married Virginia Carter Parrott in 1963, and they

have two children and three grandchildren.

Williams received his M.D. degree from Yale in

1967, where he completed his internship and

residency in internal medicine in 1970. Follow-

ing 2 years as a clinical associate at NIMH in

Bethesda, MD, he was appointed assistant pro-

fessor in the Departments of Psychiatry and Med-

icine at Duke University Medical Center,

Durham, NC, in 1972, advancing to the rank of

professor in 1978. Since 1985, he has been direc-

tor of the Behavioral Medicine Research Center

at Duke. He was named Head, Division of Behav-

ioral Medicine in the Department of Psychiatry

and Behavioral Sciences at Duke in 1990. In

1991, he was appointed professor of Psychology

at Duke and adjunct professor of Epidemiology in
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the School of Public Health at the University of

North Carolina, Chapel Hill. He has served on

several Medical Center committees over the

years, including the Awards Committee (Chair),

the Conflict of Interest Committee, and the

Department of Psychiatry and Behavioral Sci-

ences Appointments, Promotion, and Tenure

Committee. Williams has been continuously

funded by the NIH since receiving a Research

Scientist Development Award from NIMH in

1974; he has been principal investigator on

a program project grant from the NHLBI that

began in 1986, continuing till April, 2015. In

1996, he collaborated with Virginia Parrott

Williams to found Williams LifeSkills, Inc.,

a company with the mission of developing, test-

ing, and marketing behavioral intervention prod-

ucts aimed at reducing the health-damaging

effects of psychosocial risk factors such as hos-

tility, depression, and social isolation. Williams

has served as the president of the leading scien-

tific societies in the field of psychosomatic/

behavioral medicine, including the Society

of Behavioral Medicine (1983–1984), the

American Psychosomatic Society (1992–1993),

the Academy of Behavioral Medicine Research

(1995–1996), and the International Society of

Behavioral Medicine (2006–2008). He was

the inaugural recipient of the Society of Behav-

ioral Medicine’s Distinguished Scientist Award

(1992). Williams is grateful for the mentorship he

has received from George Goethals, Stan

King, and John Spiegel at Harvard; PatMcKegney

andMickeyWillard at Yale; Irv Kopin and Lyman

Wynne at NIMH; Bud Busse and Saul Schanberg

at Duke; and numerous colleagues and students at

each step along the way over the years.

Major Accomplishments

Beginning with publication of two papers in

1965–1967 reporting effects of interview vari-

ables on blood pressure reactivity that were

found in his research as a medical student at

Yale, Williams has been continuously engaged

in research aimed at identifying psychosocial

factors that increase risk of cardiovascular

disease and the biobehavioral mechanisms that

mediate that risk. In the mid-1970s, following

training in the assessment of type A behavior by

Ray Rosenman and Meyer Friedman, Williams

began a still ongoing project that initially

pinpointed hostility as the toxic core of the type

A behavior pattern. Working over the ensuing

years with his Duke psychiatry and cardiology

colleagues, Williams has made important contri-

butions to our understanding of the role played by

psychosocial factors such as hostility, depression,

social isolation, and low socioeconomic status

in the pathogenesis and course of cardiovascular

disease, as well as the role of mediators such

as increased sympathetic and HPA axis function,

decreased parasympathetic function, and unhealthy

lifestyle behaviors.

In the mid-1980s, Williams began the process

of translating research findings on the health-

damaging effects of psychosocial risk factors

into behavioral interventions to prevent and/or

ameliorate those effects. He has collaborated

with his spouse of 48 years, Virginia Parrott

Williams, to develop the Williams LifeSkills

coping skills training program and evaluate its

effects on psychosocial risk factors and biobe-

havioral mechanisms. Published clinical trials

have documented a broad range of benefits of

this program: decreased levels of hostility,

anger, depression, anxiety, and perceived stress;

decreased levels of blood pressure and heart rate

at rest and during lab challenge; and increased

levels of satisfaction with social support and sat-

isfaction with life. These benefits persist over 6

months after the end of training and have been

observed in distressed groups like patients fol-

lowing coronary artery bypass surgery and care-

givers of a relative with Alzheimer’s disease and

in diverse cultural settings ranging from the USA

to Singapore, to China, and to Hungary.

Beginning in the late 1990s, Williams has

extended the focus of his research to include

a search for genetic variants that increase one’s

vulnerability to the effects of environmental

stressors on psychosocial risk factors and biobe-

havioral mechanisms. Based on his hypothesis

that dysregulated central nervous system, seroto-

nin plays an important role in the clustering of
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psychosocial and biobehavioral risk factors in

certain individuals; this work focused initially

on genes that regulate serotonin functions.

A typical finding emerging in this ongoing work

is an association between the more functional

long allele of the serotonin promoter 5HTTLPR

polymorphism and increased cardiovascular

reactivity to acute mental stress, suggesting that

the long allele will be associated with increased

risk of coronary heart disease – a prediction that

has been confirmed in three independent case-

control studies in Asia and Europe. Williams

and his colleagues at Duke and elsewhere are

currently working to test the hypothesis that

genetic variants found associated – whether

directly or via gene x environment interactions –

with predisease endophenotypes such as increased

neuroendocrine, sympathetic nervous system, and

cardiovascular reactivity to stress, and increased

expression of the metabolic syndrome are also

associated with incidence of cardiovascular dis-

ease and/or type 2 diabetes in large cohorts of

both healthy persons and persons with coronary

heart disease.

Another important contribution over the years

has been Williams’ mentoring of students and

postdoctoral fellows who have gone on to

make their own important contributions to the

field of behavioral medicine: Norman Anderson,

Gary Bennett, James Blumenthal, Beverly

Brummett, Shin Fukudo, Jim Lane, Linda

Luecken, Marcellus Merritt, Len Poon, and Ed

Suarez.
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Synonyms

Women’s cardiovascular health; Women’s

mental health; Women’s reproductive health;

Women’s well-being

Definition

A recent Institute of Medicine committee

approached women’s health as a concept that

has expanded beyond the reproductive

system and includes “. . . health conditions that

are specific to women, are more common or

more serious in women, have distinct causes

or manifestations in women, have different

outcomes or treatments in women, or have

high morbidity or mortality in women (pp. 2–3)”
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(Institute of Medicine [IOM], 2010). Examples of

these conditions include breast cancer, cardiovas-

cular disease, cervical cancer, depression, HIV/

AIDS, and osteoporosis, among others.

Description

History

Historically, women’s health referred to

women’s reproductive health – the menstrual

cycle, ▶ pregnancy, labor, delivery, and ▶men-

opause. It is only in the past three decades that

women’s health has been understood to include

the full complement of women’s health concerns.

For example, it was common for women of repro-

ductive potential to be excluded from clinical trials

because of the possibility of unknown teratogenic

effects of the medication under study. In fact, in

1977, the FDA restricted women of childbearing

potential from being in clinical trials. This policy

was only reversed in 1993. Moreover, it was

assumed that results of clinical trials with men

could be extrapolated to women. This was an

untested assumption that is nowknown to be untrue.

Additionally, investigators were concerned that the

hormonal fluctuations associatedwith themenstrual

cycle would influence study findings in unknown

ways. For all of these reasons, the great bulk of

health research until recently has either excluded

women or included them in small numbers or has

not analyzed the data for sex differences. These

deficiencies are slowly being remedied.

There have been a number of important mile-

stones in women’s health. For example, the pub-

lication of Our Bodies, Ourselves in 1970 by the

Boston Women’s Health Book Collective was

a landmark event in women advocating for

women’s health. This organization and its work

continue today. It argues that it has brought

several key ideas into the public discourse

on women’s health (Our Bodies Ourselves

[OBOS], 2011).

• “That women, as informed health consumers,

are catalysts for social change

• That women can become their own health

experts, particularly through discussing issues

of health and sexuality with each other

• That health consumers have a right to know

about controversies surroundingmedical prac-

tices and about where consensus among med-

ical experts may be forming

• That women comprise the largest segment of

health workers, health consumers, and health

decision-makers for their families and com-

munities, but are underrepresented in posi-

tions of influence and policy making

• That a pathology/disease approach to normal

life events (birthing, menopause, aging, death)

is not an effective way in which to consider

health or structure a health system”

Change in traditional concepts of women’s

health did not occur quickly, and it was not until

1980s that clear recognition of the importance of

a women’s health perspective came into focus. In

the forward to a seminal 1985 Public Health

Service Task Force report on women’s health,

Edward Brandt, assistant secretary for health

said “This report does not focus strictly on the

diseases and problems unique to women in the

traditional sense, that is, reproductive problems,

but rather is devoted to assessing the problems of

women’s health, in the context of the lives

women in America lead today (p. 74).” Going

on the report states: “Good health requires

a safe and healthful physical and social environ-

ment, an adequate income, safe housing, good

nutrition, access to preventive and treatment ser-

vices appropriate to the persons to be served, and

a population that is educated and motivated to

maintain healthful behaviors” (p. 77).

In 1990, the Congressional Caucus for

Women’s Issues (CCWI) pushed through legisla-

tion entitled the Women’s Health Equity Act.

This act created the Office for Women’s Health

Research at the NIH. It also created a gynecology

research program and a Center for Women’s

Health Research at the NIH. Finally, it required

the NIH director to report on progress on

women’s health and research and that a database

be developed of research on women’s health and

to require the inclusion of women and minorities

in NIH trials. The authors of the bill pointed to the

then recent Harvard study of 22,000 men (and no

women), which demonstrated that daily aspirin

could prevent heart attacks as a case of blatant
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discrimination against women. The CCWI con-

tinued to be very active in subsequent congres-

sional sessions in pushing through many

additional laws aimed at improving women’s

health and including women in biomedical

research.

Subsequent to the to the Women’s Health

Equity Act, there has been a great deal of legis-

lation that bears on improving women’s health

through improved services and research. Most

recently, the Patient Protection and Affordable

Care Act (Public Law 111–148) formally

codified the Office of Women’s Health Research

at the NIH, and it formally established an Office

of Women’s Health in the director’s office of the

Agency for Health Care Research and Quality

(AHRQ), Centers for Disease Control and

Prevention (CDC), Food and Drug Administra-

tion (FDA), Health Resources and Services

Administration (HRSA), and Substance Abuse

and Mental Health Services Administration

(SAMSA). Additionally, it also established a

Department of Health and Human Services Coor-

dinating Committee on Women’s Health and

a National Women’s Health Information Center.

Advocacy Matters: The Example of Breast

Cancer

Until the 1970s, there was very little public

discussion of breast cancer. Often, it was

a cause of shame in families. There were several

important landmarks in the 1970s that set the

stage for the current strong advocacy around

breast cancer prevention and treatment. Already

mentioned, Our Body, Ourselves, helped set the

stage for women taking control of their health. In

1974, the first lady, Betty Ford, was diagnosed

with breast cancer. She spoke about her experi-

ences in public, and this encouraged others to do

the same. At about the time, Rose Kushner,

a journalist, was diagnosed with breast cancer.

She objected to the then common practice in

which a tumor biopsy and radical mastectomy

were performed in a single surgical operation

while the patient was under anesthesia. Instead

she insisted on a two-step procedure in which

biopsies and surgery were undertaken as separate

procedures, allowing a woman time to consider

her options. This was very unpopular with

the medical establishment. However, through

persistent advocacy, her efforts resulted in

a 1977 NIH panel (of which she was a member),

concluding that the two-step procedure that she

recommended should be adopted, and that in

primary breast cancer, the standard treatment

should be a total simple mastectomy rather than

the more common radical mastectomy.

The first major advocacy organization was the

Susan G. Komen Breast Cancer Foundation

in 1982. The work of the Foundation has been

described as priming the market (step 1), which

means drawing attention to breast cancer through

personal stories and by communicating the

impact of breast cancer in stark and concrete

terms (Braun, 2003). Important in this effort

was portraying that there was hope in the form

of prevention and effective treatment. In a related

manner, efforts were made to engage consumers

(step 2) by sponsoring activities, such as the

“Race for the Cure” established in 1983. These

activities brought positive media attention and

raised money for further advocacy. Political

action (step 3) in 1980s and 1990s led to

a number of legislative, regulatory, and funding

accomplishments, for example, the army took on

the task of breast cancer research; the Breast and

Cervical Cancer Early Detection Program was

established; and federal funding for breast cancer

research increased fivefold in the 1990s.

Currently, over $700,000,000 dollars in federal

funds is allocated to breast cancer research each

year. The final step in breast cancer advocacy is

that the movement has gone mainstream (step 4).

There is little question that breast cancer is firmly

entrenched in the American consciousness.

The ubiquitous pink ribbons and strong support

for breast cancer research in the congress and the

strong corporate support and the continuing

proliferation of strong national and local advo-

cacy groups speak to the effectiveness of breast

cancer advocacy by women over the past

30 years.

Progress in Women’s Health Research

In 2010, the Institute ofMedicine released a report

entitled Women’s Health Research: Progress,
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Pitfalls, and Priorities. The committee considered

some select diseases of importance to women and

characterized the nature of progress that has been

made in prevention and treatment. Breast cancer,

cervical cancer, and cardiovascular disease are

conditions on which research has contributed to

major progress. For example, the age-adjusted

mortality from invasive breast cancer dropped

from 33.1 per 100,000 women in 1990 to 22.8

per 100,000 in 2007 due to increased screening

and improved adjuvant therapies. Despite these

gains, the incidence of breast cancer is higher

today than in 1975. However, there has been

a significant decrease in estrogen-positive breast

cancers since 2002, probably because of the large

decline in hormone replacement therapy for

menopause.

HIV/AIDS is an example of a condition in

which scientific research has led to some pro-

gress in women’s health despite the early heavy

research emphasis on men. The proportion of

AIDS cases represented by women has been

increasing steadily since 1985, and women

now represent about 27% of cases. Like the

case for men, prevention entails decreasing

high-risk sexual behavior. However, women

suffer from their own high-risk sexual behavior

as well as that of their partner, which makes

prevention more challenging. Antiretroviral

therapy has made a tremendous impact for

women (as well as men). However, women

seem to be less tolerant of the side effects of

these therapies, and treatment toxicity remains

a significant problem for women suffering from

HIV/AIDs. Treatment and side effects for preg-

nant women and the offspring can also be

problematic.

Autoimmune disorders as a group are common

(third only to ▶ cardiovascular disease and can-

cer). Examples of autoimmune disorders include

▶ diabetes, thyroid disease, Graves’ disease,

lupus, rheumatoid arthritis, and multiple sclero-

sis. They affect 5–8% of population, but over

78% of those affected are women. Advances in

knowledge have occurred over the past 20 years,

but these advances have not led to treatment

advances beyond the treatment of symptoms.

These disorders do not have the mortality

associated with cardiovascular disease and can-

cer, but they are associated with significant mor-

bidity and reduced quality of life.

Women’s Mental Health

Mental health problems represent a significant

burden for women. For example, globally,

among women aged 15–44 years, unipolar

depressive disorders are the second leading

cause of disability (measured in disability-

adjusted life years) after HIV/AIDS. Moreover,

schizophrenia, bipolar affective disorder, suicide

attempts, and ▶ panic disorder are in the top 15

conditions causing disability in young women.

Depressive and anxiety disorders are much

more common in women than men – for depres-

sion, the ratio is approximately 2 to 1 around the

world. These disorders are found in all societies,

not just the societies in the developed nations. In

addition to the suffering experienced by women

due to mental health problems, there is a large

and increasing literature linking maternal mental

health problems to behavioral and mental health

problems in the offspring. Effective pharmaco-

logical and psychotherapeutic interventions exist

for depressive and anxiety disorders. Neverthe-

less, women often go untreated in part because of

lack of access but also because the women’s

depressive and anxiety disorders are often

undetected in primary care settings such as pre-

natal and postnatal health care and routine gyne-

cological care. Major initiatives are underway to

develop more effective methods of detecting

▶ depression and anxiety among women and pri-

mary care and to provide more efficacious and

accessible treatment for these women.

Cross-References

▶Breast Cancer

▶Cardiovascular Disease

▶Clinical Trial

▶Depression

▶Diabetes

▶Menopause

▶ Panic Disorder

▶ Pregnancy
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Definition

The Women’s Health Initiative (WHI) is a long-

term, domestic health study that has focused on

preventing heart disease, colorectal cancer, and

osteoporotic fractures in post-menopausal

women, all of which are major causes of death

and disability in older women.

Description

The WHI is a multimillion-dollar study spon-

sored by the National Institutes of Health (NIH)

and the National Heart, Lung, and Blood Insti-

tute, involving 161,308 women aged 50–79. The

study has two major parts: a set of randomized

clinical trials and an observational component.

The WHI clinical trials (CT) include three

overlapping components: the hormone therapy

(HT) trials, dietary modification (DM) trials,

and the calcium and vitamin D (CaD) trial. Each

trial is a randomized comparison among post-

menopausal women, age 50–79 at enrollment,

who could be randomized into one, two, or three

of the CT trials. Women who declined or were

unable to participate were invited to participate in

the observational study (OS), including 93,976

participants.

The HT trial is one of the most noteworthy

within the WHI, and it consists of two separate

trials, one for womenwhowere post-hysterectomy

at the time randomization (estrogen-alone trial)

and one for women with a uterus (estrogen plus

progestin trial). Both the hormone therapy

trials and the CaD trial had a 1:1 double-blinded,

placebo-controlled randomization, while the DM

trial randomized 40% of women to a sustained

low-fat diet and 60% to self-selected dietary

behavior.

After 5.6 years of follow-up, the estrogen

plus progestin (EþP) trial was stopped in 2002

because of increased risks of cardiovascular

disease and breast cancer among women ran-

domized to active treatment. While at a lower

risk for colon cancer and fracture, women on

estrogen and progestin had a higher risk of

heart disease, stroke, blood clots, and certain

types of breast cancer. After stopping the EþP
trial, the WHI continued to follow up the

women involved. Three years after stopping

hormone therapy with estrogen and progestin,

the women no longer had an increased risk of

cardiovascular disease nor a lower risk of

colon cancer compared to women who were

randomized to placebo. Further follow-up

revealed a nearly twofold increase in the inci-

dence of breast cancer among women who

had taken this hormone combination for 5 or

more years. However, once estrogen and pro-

gestin hormone therapy was stopped, the

risk of breast cancer decreased significantly,
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independent of rates of mammography in the

population as a whole during this time.

The estrogen-alone trial was stopped in 2004

after 6.8 years of follow-up. It was found that

estrogen alone did not affect the risk of heart

disease; however, the risk of stroke was increased

by 12 cases per 10,000 women taking estrogen

alone and tended to increase the incidence of

deep vein thrombosis as well. Similar to the

results of the EþP HT trial, estrogen alone

decreased the occurrence of both hip and total

bone fractures. Colorectal cancer rates were

unaffected, and there was a small suggestion of

a reduction in breast cancer incidence. In a

follow-up study, there was an indication that

estrogen alone might decrease the amount

of coronary artery calcium, a useful subclinical

marker of atherosclerotic risk. Taking into

account all the diseases studied during the estro-

gen-alone trial, the WHI investigators concluded

that estrogen should not be used to prevent heart

disease specifically, nor chronic diseases overall

in postmenopausal women without a uterus.

The DM trials, while largely negative in

terms of the effects of fat and caloric restric-

tion on either breast or colorectal cancer

in postmenopausal women, did suggest that

reductions in saturated and trans fat, along

with higher intakes of fruit and vegetables,

may have a protective effect on the incidence

of cardiovascular disease in these women.

The separate CaD trials, while failing to

show a protective effect of calcium and vita-

min D on the occurrence of hip fracture in all

postmenopausal women, did find a protective

effect on the occurrence of hip fractures

in women over the age of 60. The WHI

trialists have recognized that the dose of cal-

cium and vitamin D may have been insuffi-

cient to prevent hip fractures and may have

contributed to the largely negative findings of

this trial. Further, in the CaD trial, there

were no beneficial effects of calcium and vita-

min D on the occurrence of colon cancer.

However, there were small (1%) but significant

protective effects on maintenance of bone min-

eral density seen in women taking calcium plus

vitamin D supplements.
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Work, Lipids, and Fibrinogen (WOLF)
Study
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Division of Cardiology, Columbia University

Medical Center, New York, NY, USA

Definition

The WOLF study is a prospective cohort study

that was started to analyze the role of adverse

occupational conditions in cardiovascular risk

and disease development in employed Swedish

men and women. Occupational health units

carried out baseline screening of employees

from approximately 60 companies from 1992 to

1998, including a clinical exam and blood sam-

ples. The initial study of 10,382 subjects from

WOLF found no associations between job strain

and serum total cholesterol and plasma fibrinogen

(Alfredsson et al., 2002). Additional studies have

examined relationships between cardiac risk and

leisure time (Fransson, Alfredsson, de Faire,

Knutsson, & Westerholm, 2003) and managerial

leadership behaviors (Nyberg et al., 2009).
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Definition

The term “working memory” describes tempo-

rary memory systems involved in tasks such as

reasoning, learning, and understanding. Exam-

ples of everyday tasks that rely on working mem-

ory include performing mental arithmetic or
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remembering a shopping list. While linked to the

concept of short-termmemory (STM), theories of

working memory place greater emphasis on

simultaneous storage and processing of informa-

tion. Memory systems responsible for STM can

be regarded as forming part of an overall working

memory system. Working memory not only tem-

porarily stores information but also manipulates

it during complex cognitive activities. Theories

of working memory are highly influential in the

fields of cognitive psychology, neuroscience, and

behavioral medicine.

Description

An influential model of working memory is the

multicomponent approach first proposed by

Baddeley and Hitch in 1974. The original model

was tripartite in nature and comprised three sep-

arate, limited-capacity components: the phono-

logical loop, the visuospatial sketchpad, and the

central executive. The phonological loop and

sketchpad are modality-specific “slave systems”

that enable individuals to retain verbal speech-

based material and visuospatial material, respec-

tively. The phonological loop consists of

a passive phonological store containing informa-

tion that is rehearsed by an active articulatory

mechanism closely linked to the production of

speech (Baddeley, 2007). A similar distinction

has been made within the visuospatial component

between a passive visual store and an active spa-

tial mechanism involved during the planning and

execution of movement (Logie, 2003; Pearson,

2007). Both the phonological loop and sketchpad

are controlled by the central executive, a modal-

ity-free system responsible for strategic cognitive

control, the coordination of tasks carried out in

parallel, and scheduling and planning during

multitasking (Law, Logie, & Pearson, 2006;

Logie, Cocchini, Della Sala, & Baddeley, 2004).

The original tripartite model was subsequently

modified with the addition of a fourth component,

the episodic buffer, which functions to bind

together information from working memory and

long-term memory into unitary multimodal rep-

resentations (Baddeley, 2000).

An alternative to the multicomponent

approach regards working memory as an acti-

vated portion of long-term memory rather than

as a separate system. According to Cowan

(1999), working memory comprises a set of cog-

nitive processes that maintain information in

a highly accessible state. Working memory rep-

resentations are embedded within long-term

memory, with the activation of representations

controlled by attentional processes. The focus of

attention is capacity limited and able to hold up to

four activated representations (Cowan, 2005).

The temporary activation of representations in

working memory can be maintained by either

continued attention or rehearsal in a verbal

subsystem (Cowan, 1999).

The interaction between storage and processing

in working memory is further explored by the

time-based resource sharing model proposed by

Barrouillet, Bernadin, & Camos (2004). In this

model, rehearsal in working memory is carried

out by an attentional mechanism also implicated

during concurrent processing. Rehearsal must

therefore take place during small time intervals

in which task processing does not place demands

upon attention. Forgetting in working memory is

predicted by the model to increase with overall

cognitive load, in which both the rate of individual

processing steps during a task and their duration

have a high density.

Theories of working memory have widespread

application in behavioral medicine. Evidence

suggests that schizophrenia is linked to

a reduced ability to maintain information in

working memory (Park & Holzman, 1992), with

deficits also being found in patients’ biological

relatives (Myles-Worsley & Park, 2002). Work-

ing memory deficits have also been documented

in patients suffering from bipolar affective disor-

der (Hammar & Ardal, 2009), Asperger’s syn-

drome (Cui, Gao, Chen, Zou, & Wang, 2010),

multiple sclerosis (McCarthy, Beaumont,

Thompson, & Peacock, 2005), Alzheimer’s dis-

ease (MacPherson, Della Sala, Logie, &Wilcock,

2007), and attention deficit hyperactivity disorder

(Holmes, Gathercole, Place, Alloway, Elliott, &

Hilton, 2010). Working memory has also been

linked with theories of craving and addiction
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(Kavanagh, Andrade, & May, 2005) and the

occurrence of intrusive memories associated

with post-traumatic stress disorder (Holmes,

Brewin, & Hennessey, 2004; Pearson, Ross, &

Webster, 2012; Pearson & Sawyer, 2011).
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Definition

There is no one widely accepted definition of

workload. Hart and Staveland (1988) describe

workload as “the perceived relationship between

the amount of mental processing capability or

resources and the amount required by the task.”

Another definition is that it represents the rela-

tionship between a group or individual human

operator and task demands. In simpler terms, it

is the volume of work expected of a person.

According to Wickens (1984), “the main objec-

tive of assessing and predicting workload is to

achieve evenly distributed, manageable workload

and to avoid overload or underload.”

It can be measured in terms of many factors

such as the amount of work accomplished over

a period of time (number of hours worked or the

number of assignments in a course), level of

production, or the physical or cognitive demands

of the work being performed (working with

a person who speaks a different language than

your own). There can be constraints to reaching

one’s workload such as lack of resources,

motivation, and sufficient amount of time.

Cross-References

▶ Physical Functioning

▶ Social Support

References and Readings

Hart, S. G., & Staveland, L. E. (1988). Development of

NASA-TLX (Task Load Index): Results of empirical

and theoretical research. In P. A. Hancock &

N. Meshkati (Eds.), Human mental workload
(pp. 77–106). New York: Elsevier Science Publishers

B.V (North Holland).

Spector, P., & Jex, S. (1998). Development of four

self-report measures of job stressors and strain:

Interpersonal conflict at work scale, organizational

constraints scale, quantitative workload inventory,

and physical symptoms inventory. Journal of Occupa-
tional Health Psychology, 3(4), 4356–4367.

Wickens, C. D. (1984). Processing resources in

attention. In R. Parasuraman & D. R. Davies (Eds.),

Varieties of attention (pp. 63–102). New York:

Academic Press.

Work-Related Health

▶Occupational Health

Work-Related Stress

▶ Job Related to Health

Worksite Health Promotion

Ellinor K. Olander

Applied Research Centre in Health and Lifestyle

Interventions, Coventry University, Coventry,

West Midlands, UK

Synonyms

Organizational health promotion

Definition

Worksite health promotion refers to interventions/

programs implemented in the workplace that aim to

promote health and improve employee well-being.

There are numerous benefits associated with

implementing interventions/programs in the

worksite setting including a great potential to

reach a large number of individuals, provision

of existing social support for behavior change

or existing infrastructure making it easy to con-

tact individuals or assess their behavior/health.

Examples of worksite health promotion programs

include those that target smoking, physical activ-

ity, stress management, weight reduction, and

nutrition. Most worksite health promotion pro-

grams target individual behavior (such as encour-

aging individuals to stop smoking); others may

target the physical environment (e.g., encourag-

ing stair instead of elevator use) or organizational

change/policy (such as not selling unhealthy food

in the worksite restaurant).
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Basic Information

The World Health Organization (WHO) was

established in 1948 and is the directing and coordi-

nating authority on international health within the

United Nation’s system (World Health Organiza-

tion, 2006). It is responsible for providing leader-

ship on global health matters, shaping the health

research agenda, setting norms and standards, artic-

ulating evidence-based policy options, providing

technical support to countries, and monitoring and

assessing health trends (About WHO).

WHO’s constitution echoes a clear under-

standing about psychosocial aspects of health. It

states that “Health is a state of complete physical,

mental and social well-being and not merely the

absence of disease or infirmity” (World Health

Organization, 2007). It also lays emphasis from

the beginning on the “happiness, harmonious

relations and security to all people. . .” (World

Health Organization, 2007).

Major Impact on the Field

WHO has a strong relationship with the Minis-

tries of Health of the member states and this pro-

vides an opportunity for advocating for mental

health and integration of mental health into gen-

eral health care systems of countries.

For decades WHO has been generating tools

and data on epidemiology of mental disorders,

classification of mental disorders, and mapping

available resources and services.WHO’s ATLAS

Mental Health and the WHO Assessment Instru-

ment for Mental Health systems (WHO_AIMS)

are well-known resources which are being widely

used bymental health planners and policy makers

across the globe (http://www.who.int/mental_

health/evidence/atlas/en/; Saxena, Sharan, &

Garrido, Saraceno, 2006; WHO_AIMS).

In 2001, when Dr. Gro Harlem Brutland was

the Director General, WHO’s theme was chosen

“mental health, stop exclusion, dare to care.”

The World Health Report title was selected as

“Mental Health: New Understanding, New Hope.”

The report focused on the fact that mental health is

crucial to the overall well-being of individuals,

societies, and countries. The report advocated the

policies that were required to ensure that stigma

and discrimination are broken down and that

effective intervention and treatment are put in

place (WHO, 2001).

WHO promotes the rights of people with men-

tal illness and supports participation of service

users at all stages of planning, implementation,

and evaluation of mental health interventions

(Funk, 2005). WHO has also produced interven-

tion guidelines for a wide range of mental, neu-

rological, and substance abuse disorders. In 2008,

WHO’s Director General launched the Mental

Health Gap Action Programme (mhGAP)

(World Health Organization, 2008), and in 2010

the mhGAP Intervention Guide (World Health

Organization, 2010). The program and the related

guidelines and tools will help poor resource coun-

tries in providing basic evidence-based mental

health care through non-specialized health

providers.

WHO is also currently developing the Interna-

tional Classification of Diseases (ICD-11) and is
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collaborating with a wide group of professionals

including psychologists to develop the mental

and behavioral disorders chapter in ICD-11.
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Worldview

▶Meaning (Purpose)

Worry

J. F. Brosschot and Bart Verkuil

Clinical, Health and Neuro Psychology, Leiden

University, Leiden, Netherlands

Synonyms

Intrusive thoughts; Perseverative cognition;

Repetitive thinking; Rumination

Definition

Worry is defined as “a chain of thoughts and

images, negatively affect-laden and relatively

uncontrollable. The worry process represents an
attempt to engage in mental problem-solving on

an issue whose outcome is uncertain but contains

the possibility of one or more negative outcomes.
Consequently, worry relates closely to fear

process” (Borkovec, Robinson, Pruzinsky, &

DePree, 1983). Worry can impact health in sev-

eral ways. First, it is a form of the so-called

perseverative cognition (see term), which is

defined as “the ongoing cognitive representation

of psychological stressors (threat)” (Brosschot,

Gerin, & Thayer, 2006). Perseverative cognition

is believed to be responsible for a large part of the

health impact of psychological stressors, because

it prolongs the physiological responses to these
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stressors. Second, disease-specific worry can lead

to maladaptive outcomes in the long or short

term, for example, in the aftermath of surgery or

other intrusive medical treatments (Verkuil,

Brosschot, Gebhardt, & Thayer, 2010). Third,

severe worry about illness can take the form of

the anxiety disorder hypochondriasis, or disor-

ders such as somatization or somatoform disor-

ders. In a milder form of illness, worry can

increase the number and severity of medically

unexplained symptoms, presumably via the exces-

sive activation of illness-related memory net-

works, that bias perception and behavior in the

direction of experiencing and reporting symptoms

(Brosschot, 2002; Brown, 2004). Fourth, a

symptom-specific, catastrophizing form, for

example “pain catastrophizing,” appears to play

a role in the maintenance and exacerbation of

symptoms. Catastrophizing thoughts about a

symptom such as pain may drive the vicious circle

that leads from pain to catastrophizing to immo-

bility to more pain, etc. (Vlaeyen& Linton, 2000).

Last but not least worry and related perseverative

thinking styles, such as rumination, play a causal

or maintaining role in several forms of psychopa-

thology (Watkins, 2008).

Cross-References

▶Anxiety and Its Measurement

▶ Intrusive Thoughts

▶Negative Thoughts

▶ Perseverative Cognition
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Worship

▶ Prayer

Wound Healing

Christopher G. Engeland

Center for Wound Healing and Tissue

Regeneration, University of Illinois,

Chicago, IL, USA

Synonyms

Tissue repair

Definition

Wound healing pertains to the repair and

regeneration of damaged tissue.

Stages of Wound Healing

Tissue repair involves three interdependent and

overlapping phases: (1) the inflammatory phase

(hours to days) in which blood flow to the injured

area is decreased, a blood clot forms, inflamma-

tory cells (e.g., neutrophils, monocytes) are

recruited to the site of injury, and bacterial

clearance occurs; (2) the proliferative phase
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(days to weeks) in which fibroblasts, epithelial

cells, and endothelial cells are recruited and

proliferate for the rebuilding process which

involves wound contraction, reepithelialization,

and angiogenesis; and (3) the remodeling phase

(weeks to months) in which the connective tissue

matrix begun in the previous phase is fully

formed and restructured (for review, see

Engeland & Marucha, 2009). Psychological

stress can impair healing through its effects on

each of these phases.

Description

Overview

It is generally accepted that a patient’s state

of mind can modulate immune responses

(for reviews, see Christian et al., 2009; Hawkley,

Bosch, Engeland, Cacioppo, & Marucha, 2007),

affecting factors such as healing rates and

surgical outcomes. Numerous psychological

factors such as stress, anxiety, depression,

hostility, and anger can relate to poor healing,

such as slowed wound closure which increases

the risk of infection and other complications.

Conversely, factors such as positive mood,

optimism, and positive social interactions can

improve healing outcomes.

Stress Pathways

The primary effects of stress on wound healing

occur throughcentral activationof thehypothalamic

pituitary adrenal (HPA) axis and the sympathetic

nervous system (SNS). HPA activation promotes

the systemic release of glucocorticoids (GCs)

(e.g., cortisol in humans) from the adrenal glands.

GCs are potently anti-inflammatory and immuno-

suppressant and act as the main brake on inflamma-

tion. By dysregulating the release and function

of GCs, chronic stress can result in higher inflam-

matory reactions following immune activation

(e.g., response to injury). Activation of the SNS by

stress results in vasoconstriction (caused by norepi-

nephrine), which limits blood flow to injury sites

resulting in hypoxia and lowering available nutri-

ent supplies to tissues. Vasoconstriction may also

delay the arrival of immune cells, such as

neutrophils and monocytes, to the site of injury,

further impeding the healing process. Through

these two pathways, stress dysregulates immune

functions and alters early wound repair. The end

result is impaired bacterial clearance, prolonged

inflammation, higher risk of infection, and greater

postsurgical (or post-injury) complications

(for reviews see Marucha & Engeland, 2007;

Engeland &Marucha, 2009).

Stress and Anxiety

Since 1995, numerous studies have demonstrated

that stress negatively affects healing and this

notion is now widely accepted. Stressors such

as caregiving for an Alzheimer’s patient and

university examinations, along with preoperative

and perceived stress, have each been shown to

slow dermal healing (for reviews, see Devries

et al., 2007; Engeland & Graham, 2011).

For instance, stress associated with caregiving

slowed the healing of skin wounds by 24%.

Such delays are typically accompanied by

elevated cortisol levels and reduced inflamma-

tion, and similar stress-induced changes are

mirrored in animal research (Engeland &

Marucha, 2009). Aside from skin, stress affects

mucosal inflammation and is a known risk factor

for periodontal disease. Stress from university

examinations in American dental students slowed

the healing of experimental oral mucosal wounds

by 40%. It is of note that a stressor as predictable

and transient as examinations should delay

healing to such a degree in professional students.

Interestingly, stress appears to delay healing in

mucosal tissues by increasing early inflamma-

tion, rather than by inhibiting inflammation as

has been shown in skin wounds (Engeland &

Graham, 2011). Clinically, efforts should be

made to reduce both pre- and postsurgical stress

and to avoid scheduling elective surgery during

or shortly after a period of stress (e.g., university

examinations).

Depression and Other Behavioral Constructs

Psychosocial factors other than stress and anxiety

also affect immunity. Higher depressive symp-

toms, marital disagreements, lower levels of

anger control, and higher levels of hostility have
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all been related to slowed healing in skin.

Similarly, subclinical depression (dysphoria)

relates to slower healing of mucosal wounds.

Conversely, positive mood, optimism, and posi-

tive social communications relate to faster

healing times in skin (for review, see Engeland

& Graham, 2011), suggesting a positive role for

behavioral interventions on wound healing (see

below).

Pain

Pain usually accompanies healing and can be

viewed as a unique stressor with both physiolog-

ical and psychological components. Pain can

alter immunity directly by promoting cytokine

release and indirectly through activation of stress

pathways and changes in behavior. Through

these different mechanisms, pain exacerbates

the negative effects of stress on healing. Greater

pain from elective gastric bypass surgery has

been related to slower healing of an experimental

skin wound placed on the day of surgery. Impor-

tantly, pain and stress are not additive but

synergistic in their effects. Not only does each

negatively affect healing, but each promotes the

other through physiological and immune

responses and through changes in mood and

behavior. For instance, pain can lead to maladap-

tive health behaviors such as loss of sleep,

inactivity, and alcohol use, each of which has

been linked with poorer healing. Not only pain,

but also its anticipation, can be a tangible source

of anxiety for surgical patients, as well as con-

cerns about the healing process. Efforts to mini-

mize not only pain, but also these sources of

anxiety, are encouraged (for review, see

Engeland & Graham, 2011).

Ageing

It is well accepted that ageing alters skin mor-

phology. Aged skin undergoes reductions in

vascularization, granulation tissue, collagen,

elastin, mast cells, fibroblasts, and epidermal

turnover (reduced �50% as one ages from 20 to

70 years). In general, the elderly have slower

healing times, increased rates of infection and

wound dehiscence, and reduced wound strength.

This is primarily caused by reductions in

reepithelialization, angiogenesis, macrophage

infiltration, and collagen deposition. In women,

menopause exacerbates these effects. It is impor-

tant to note that wound healing is slowed but not

impaired in the elderly and the eventual healing

outcome is similar to that of young adults. This

appears to hold true for mucosal healing as well.

Also, for reasons unknown, wounds in the aged

heal better aesthetically with less scarring.

However, risk factors for impaired healing

occur more commonly in the elderly, such as

comorbidity, malnutrition, immobility, and

obesity. Stress is also more common in the aged

and negatively impacts tissue healing to a greater

degree than in young adults. Prior to surgery,

each of these risk factors for impaired healing

should be tested for, monitored and treated

vigorously to ensure maximal healing outcomes.

In the elderly, the presence of any of these risk

factors should serve as a red flag to the clinician

(for review, see Engeland & Gajendrareddy,

2011).

Chronic Wounds

Most wound healing studies have been conducted

in a controlled laboratory setting on acute wounds

which heal relatively quickly (for a review of

wound healing models, see Bosch, Engeland,

& Burns, 2011). Clinical studies, which involve

more naturally occurring wounds (e.g., diabetic

foot ulcers, surgical wounds, accidents), provide

valuable information about how such factors

affect larger and more chronic wounds where

poor outcomes may have more serious implica-

tions. Higher levels of depression and anxiety

have been related to slower healing of chronic

leg ulcers, with patients who scored in the top

50% of these measures being four times more

likely to be categorized as slow healers. Thus,

psychological stress has been shown to exert neg-

ative effects on the healing of both acute and

chronic wounds.

Skin Barrier Recovery

The skin is an essential barrier for providing

pathogen resistance and limiting water loss.

This barrier plays an important factor in numer-

ous skin diseases (e.g., psoriasis, atopic
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dermatitis) and in dermal healing. Repair to this

barrier can be evaluated through tape stripping,

in which cellophane tape is repeatedly applied

to and removed from a dermal area (e.g., fore-

arm). An evaporimeter is then used to assess

transepidermal water loss (TEWL) over time.

Stress from public speaking (i.e., Trier Social

Stress Test) slows barrier recovery times and is

associated with increased levels of cortisol and

inflammation. Similar delays in barrier recovery

times have been demonstrated with stress stem-

ming from marital dissolution, university

examinations, and sleep deprivation. Higher pos-

itive mood relates to faster recovery times,

indicating the negative effect of stress on skin

barrier repair is buffered by positive emotion.

Skin barrier function, which is an important

factor in numerous skin diseases (e.g., psoriasis,

atopic dermatitis) and in dermal healing,

undergoes slower recovery/repair during stress

(for review, see Engeland & Graham, 2011).

Health Behaviors

Stress and pain can affect wound healing indirectly

through behavioral alterations such as poor sleep

and nutrition, reduced exercise, increased consump-

tion of alcohol or nicotine, and self-neglect. For

example, sleep deprivation can disrupt macro-

phage/lymphocyte functions and alter inflamma-

tion, thereby hindering immunity. Such changes

can themselves promote stress, often in the form

of anxiety or depression, which further impact on

health creating a downward spiral effect. Smoking,

which often increases during times of stress,

reduces vitamin C and oxygen levels in blood,

impairs collagen deposition and macrophage func-

tion, and alters turnover of the extracellular matrix

during healing. It has been shown that smoking

intervention 6–8 weeks before surgery reduces

postoperative morbidity including wound-related

complications. In addition, interventions aimed at

lowering stress prior to surgeries such as patient

education, massage therapy, and relaxation with

guided imagery can have positive effects on

postsurgical outcomes. Similarly, a 4-week exercise

regimen was shown to speed healing rates by 25%

in experimental skin wounds, independent of per-

ceived stress. Emotional disclosure interventions,

which involve participants writing about traumatic

personal events, have been shown to positively

affect immunity and speed up the healing of exper-

imental wounds in skin. Wounds were 11% smaller

compared to control subjects that wrote about time

management (for reviews, see Engeland &

Marucha, 2009; Engeland & Graham, 2011).

Given the impact that such behaviors and interven-

tions have on health, reducing negative behaviors

and facilitating positive behaviors will help to opti-

mize immune responses, wound healing, and

postsurgical outcomes.

Cross-References

▶Aging

▶Anxiety

▶Corticosteroids

▶Depression

▶ Pain

▶ Stress
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Y

Years of Potential Life Lost (YPLL)

▶Life Years Lost

Yoga

Melissa M. A. Buttner

Department of Psychology, University of Iowa,

Iowa City, IA, USA

Definition

Yoga is an ancient tradition originating in India

and is derived from a Sanskrit word meaning “to

yoke” or “to unite” (Desikachar, 1999). In West-

ern culture, yoga is considered a form of physical

activity and, more recently, a mind-body inter-

vention designed to support overall health and

well-being. In its full expression, yoga integrates

three basic components: breath (pranayama),

physical poses (asanas), and meditation (dhyana).

Description

Origins

Yogic philosophy traces back to 3000 BCE, with

roots spanning four periods known as the Vedic

(2000–600 BC), Preclassical (600–200 BC),

Classical (200 BC), and Postclassical periods

(Feuerstein, 2001). The Preclassical period is

associated with the emergence of the Upanishads

(200 texts influencing Hindu philosophy) and the

creation of the Bhagavad Gita, considered to be

among yoga’s oldest written texts. It was during

this time that the foundations of meditation and

the concept of samadhi (a path to enlightenment)

surfaced (Feuerstein, 2001). Patanjali’s Yoga

Sutras was compiled during the Classical period

(Iyengar, 1993) and contains 196 sutras describ-

ing raja yoga and its underlying eight-limbed

path, or ashtanga yoga: yama (ethical guide-

lines), niyama (spiritual observances), asana

(physical poses), pranayama (breathing exer-

cises), pratyahara (control of the senses),

dharana (concentration), dhyana (meditation),

and samadhi (state of bliss) (Iyengar, 2001). Dur-

ing the Postclassical period, Hatha yoga

emerged, the most common form of yoga prac-

ticed inWestern culture today (Feuerstein, 2001).

Complementary and Alternative

Medicine (CAM)

Complementary and alternative medicine (CAM)

is a form of medicine consisting of systems, prac-

tices, and consumer products that are outside the

realm of traditional or conventional forms of

medicine (Barnes, Bloom, & Nahin, 2008).

Acceptance of this nontraditional form of medi-

cine is growing. Findings from a 2008 survey on

Americans’ use of CAM published by the

National Center for Complementary and Alterna-

tive Medicine (NCCAM) showed that yoga was

one of the top ten most commonly used CAM

therapies among adults, with 6.1% indicating use
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of yoga in the past year (Barnes et al., 2008).

Preference for yoga as a CAM option over that

of conventional forms of medicine may be asso-

ciated with characteristics including decreased

stigma, a more gentle form of treatment with

minimal side effects, and flexibility in personal-

izing treatment (Uebelacker et al., 2010).

Yoga’s Role in Behavioral Medicine

The past few decades have witnessed

a confluence of Western medical science and

psychological theories with ideas from Eastern

practices such as yoga, which has led to the recent

emergence of yoga as a mind-body intervention.

In contrast with traditional forms of medicine,

yoga offers a holistic approach to treating physi-

cal and mental health issues (Hayes & Chase,

2010) and is currently being used to address var-

ious health conditions (see Table 1 for a detailed

list). Recent reviews of the yoga literature sug-

gest that yoga has beneficial effects on pain syn-

dromes, cardiovascular, autoimmune and

immune conditions, and on pregnancy (Field,

2011). Further, there is evidence to suggest that

yoga yields physiological benefits as evidenced

in studies showing links between yoga and

decreased heart rate and blood pressure, as well

as physical effects, such as weight loss and

increased muscle tone (Field, 2011). More well-

established physiological effects of yoga include

stress reduction (Ross & Thomas, 2010), with

psychological effects evidenced by increased

mindfulness and reduced symptoms of depres-

sion and anxiety (Field, 2011; Uebelacker et al.,

2010) (see Figs. 1 and 2 for illustrations of yoga

poses).

Stress

Stress has adverse effects as evidenced in many

health conditions. Empirical evidence for yoga in

combating these adverse effects suggests that

controlled breathing helps to focus and relax the

mind through activation of the autonomic ner-

vous system (ANS), which may work to counter-

act stress (Harinath et al., 2004). To understand

the role of stress in disease and the effects of

relaxation associated with a yoga practice in pre-

vention and recovery, it is important to under-

stand the function of the ANS. The ANS is

responsible for regulating the heart, intestines,

and other internal organs through a synergistic

relationship between the sympathetic nervous

system (SNS) and the parasympathetic nervous

system (PNS) (McCall, 2007). In general, when

activity is high in the SNS, it will be low in the

PNS, and vice versa. The SNS, along with the

Yoga, Table 1 Application of yoga as a therapeutic intervention

Psychological Physical Physiological

Anxiety Arthritis High blood pressure

ADHD Cancer High cortisol levels

Depression Carpal tunnel syndrome Increased heart rate

Eating disorders Diabetes PNS/SNS activity

OCD Epilepsy Poor circulation

Perimenopausal symptoms Infertility

Premenstrual syndrome Insomnia

PTSD Irritable bowel syndrome

Stress Multiple sclerosis

Obesity

Pain (chronic)

Pregnancy (complications)

Sciatica

Scoliosis

Sinusitis

ADHD attention deficit hyperactivity disorder, OCD obsessive compulsive disorder, PTSD post-traumatic stress

disorder, PNS parasympathetic nervous system, SNS sympathetic nervous system
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stress hormones cortisol and andrenaline, is

responsible for generating a response to stressful

situations, leading to physiological changes such

as increased heart rate and blood pressure

(McCall, 2007). Increasedmobilization of energy

and additional blood and oxygen flowing to the

body will enable a person to respond to the

stressor, otherwise known as the classic “fight or

flight” response (McCall, 2007). Conversely, the

PNS slows the heart rate and lowers blood pres-

sure to support recovery from a stressful situa-

tion, thereby functioning as a restorative

mechanism that is often referred to as the “relax-

ation response” (Benson, 2000).

The three basic components of yoga – physical

postures, breathing, and meditation – interact

Yoga, Fig. 1 Warrior II
Pose (Virabhadrasana II)
requires weight bearing and

helps to strengthen and

stretch the legs and ankles,

stimulates abdominal

organs, and increases

stamina. This pose is

recommended for carpal

tunnel syndrome, flat feet,

osteoporosis, and sciatica

(McCall, 2007)

Yoga, Fig. 2 Cobra Pose
(Bhujangasana) helps to
strengthen the spine, stretch

the chest and lungs,

shoulders, and abdomen. It

is recommended for stress,

fatigue, and sciatica

(McCall, 2007)
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with the PNS and SNS as potential mechanisms

by which yoga has a calming effect on the ner-

vous system, potentially leading to decreased

stress reactivity (Ross & Thomas, 2010). For

example, ujjayi breathing (a form of slow yoga

breathing characterized by an oceanic sound) is

hypothesized to increase activation of the PNS,

leading to a calm but alert state while simulta-

neously having a restorative effect on the body

(McCall, 2007). Practicing more rigorous

forms of breathing (e.g., kapalabhati breathing)

and poses (e.g., sun salutations) triggers

a sympathetic response similar to that found in

traditional forms of aerobic activity. In contrast to

a typical aerobic workout, however, a more invig-

orating yoga practice followed by a sequence of

relaxing poses will stimulate the PNS and restore

energy (McCall, 2007).

Mindfulness

The most commonly used definition of mindful-
ness is that of Jon Kabat-Zinn’s, who defined it as

“paying attention in a particular way: on purpose,

in the present moment and nonjudgmentally”

(Kabat-Zinn, 1994, p. 4). Support for mindful-

ness as an agent of change comes by way of its

role as an active component of evidence-based

psychotherapies (e.g., acceptance and commit-

ment therapy and mindfulness-based cognitive

therapy). The practice of mindfulness allows

one to experience disengaging from evaluative

thinking in the presence of negative stimuli

through cultivation of an attitude of curiosity

and attention to ongoing reactions to emotions,

thoughts, and feelings (Shapiro et al., 2008). In

depressed patients, for example, a repetitive

focus on negative feelings (rumination) is a typ-

ical way of responding and is implicated in the

onset and maintenance of depression. Mindful-
ness cultivated in a yoga practice may counteract

ruminative thinking by offering participants an

alternative focus, such as the breath and physical

sensations experienced in the body (Uebelacker

et al., 2010). Through a regular yoga practice,

yoga practitioners naturally begin to adopt

a lifestyle guided by yogic philosophies such as

self-acceptance, compassion, and spirituality. In

general, the more one commits to the practice, the

greater the benefits tend to be, and healthier

habits begin to form (McCall, 2007).

Yoga Styles

There is a preponderance of Hatha yoga styles

practiced in the West today, with popular forms

including Anusara, Ashtanga, Bikram, Iyengar,

Power, Vinyasa flow, and Viniyoga. Most styles

generally incorporate mindfulness with physical

activity. Yoga, however, is distinct from tradi-

tional forms of physical activity with its focus

on breath, and the intentional linking of breath

with movement of the body through a sequence of

postures (McCall, 2007). In addition, there are

some forms of Hatha yoga that focus on the

therapeutic application of poses for various med-

ical conditions, including Anusara, Iyengar, and

Viniyoga.
Anusara yoga was developed by John Friend

who integrated his Iyengar background with

a “heart-centered” approach to teaching (Friend,

2006). The focus in this style of yoga is on the

physical poses and precision of alignment; how-

ever, chanting, pranayama, and meditation are

also woven into many classes (Friend, 2006).

Although the application of Anusara yoga is not

well established in the empirical literature, char-

acteristics such as a focus on alignment may

support its use as a therapeutic tool (McCall,

2007).

Iyengar yoga, developed by B.K.S. Iyengar, is

rooted in Patanjali’s Yoga Sutras and is known

for its therapeutic application based on a large

body of literature supporting the benefits of

Iyengar yoga and its emphasis on precision and

alignment (Iyengar, 1995). Iyengar yoga is often

employed in research trials examining the effec-

tiveness of yoga for treating mood disorders such

as depression and anxiety. This particular style of

yoga incorporates the use of props (bolsters, blan-

kets, blocks) to make yoga accessible to begin-

ners, despite limited experience and flexibility,

and to help assist in guiding the student into the

posture (Iyengar, 2001). In this style of yoga,

the poses are typically held for a longer duration

of time relative to other forms of yoga such as

Vinyasa flow. It is thought that holding the poses

allows for proper alignment that is the hallmark
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of Iyengar yoga (Iyengar, 2001). Yoga therapy

performed according to this lineage of yoga can

only be performed by instructors certified at a

Junior Intermediate II level or above (see

IYNAUS website for instructors and their level

of certification). Iyengar yoga is known to have

the highest standards in terms of teacher training

and certification. Benefits of Iyengar yoga can

be seen with many health conditions, ranging

from depression to stress-related illnesses

(Shapiro et al., 2007).

Viniyoga is a highly therapeutic and gentle

style of yoga founded by T.K.V. Desikachar, in

which poses and sequences are modified

according to the needs of the student (Desikachar,

1999). Students practicing this style of yoga will

flow from one pose to the next, holding the

poses for a brief period of time, minimizing

the risk of injury and making this style of yoga

suitable for students with chronic diseases

(McCall, 2007). In addition, pranayama breath-

ing and chanting are integrated into a typical

class.

Application of Yoga

Currently, there is no reliable system for identi-

fying the most effective style of yoga for any one

individual. Despite the number of studies exam-

ining the beneficial effects of yoga, most studies

do not compare different styles of yoga or the

mechanisms of action by which one particular

style of yoga is effective (Uebelacker et al.,

2010). In general, it is recommended that the

elements of a yoga class (e.g., relaxation, rigor-

ous flow with challenging poses), in addition to

the quality of instruction, be considered when

starting a yoga practice (McCall, 2007). The

length of a yoga class may range from 60 to

90 minute, with each posture being held for

a few seconds to 1 minute, depending on the

style of yoga.

For physically fit individuals with no serious

medical conditions contraindicated with yoga,

most yoga classes are appropriate. For beginning

students, learning yoga in a group environment or

through private instruction with a certified

instructor is preferable; however, individuals

may also learn using audiotapes or DVDs.

Individuals presenting with serious medical con-

ditions seeking yoga as a form of therapy should

consult with a certified yoga instructor specializ-

ing in the medical issue being treated (Shapiro

et al., 2008). An increasing number of classes are

now being offered that are tailored to the needs of

specific populations, such as pregnant and post-

partum women. Women practicing yoga during

and after pregnancy are advised to attend classes

with an instructor knowledgeable in providing

modifications specific to the perinatal population.

If a woman established a rigorous yoga practice

prior to conceiving, it is recommended that she

transition to a gentler style of yoga until after

childbirth (McCall, 2007).
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Definition

The Zung Depression Inventory (SDS) is a

20-item self-rating scale concerning affective,

cognitive, behavioral, and somatic symptoms of

depression (Zung, 1965). Half of the items are

worded positively, half are phrased negatively.

The scale was developed on the basis of the most

commonly found diagnostic criteria of depres-

sion and patient interviews. Subjects rate each

item according to how they felt during the

preceding week. The response categories range

from (1) “none or a little of the time” to (4) “most

or all of the time.” The scale takes on average

5 min to complete. An index for the SDS is

derived by summing the item scores. This

summary score is then divided by a maximum

possible score of 80. The SDS index ranges

from 0.25 to 1. The following cutoffs are

recommended by the author of the scale: Individ-

uals with an index below 0.62 are considered

normal, with an index of 0.62–0.74 are consid-

ered to suffer from a mild depression, and with an

index of 0.75–0.86 are considered to suffer from

a moderate to marked depression. Indices of 0.87

and above indicate severe depression. The SDS is

available in about 30 languages.

The little available data examining the reli-

ability of the SDS reveals satisfactory split-half
reliability (r ¼ 0.73) and internal consistency

(Cronbach’s alpha ¼ 0.79). Concurrent validity

of the scale could be demonstrated by correlating

the SDSwith other standardized self-rating scales

of depression like the Beck Depression Inventory
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and the Depression Scale of the Minnesota

Multiphasic Personality Inventory. Results of

correlations between the SDS and clinician-

rated instruments like the Hamilton Rating

Scale for Depression are less consistent. Factor

analyses of the SDS revealed three main factors:

positive symptoms/well-being, negative effect,

and somatic symptoms. Sensitivity of the SDS

in differentiating between depressed and

nondepressed subjects was found to be adequate.

The influence of different demographical

variables on the SDS index was also examined.

There seem to be higher SDS scores for individ-

uals being older than 64 or younger than 20 years

in non-patient groups. Associations between SDS

score and age in psychiatric populations could not

be demonstrated clearly. Women in patient as

well as non-patient groups seem to have slightly

higher scores than males. Furthermore, SDS

scores are slightly negatively correlated with

education (range: r ¼ �.08 to �.28).
The SDS has not only been used in psychiatric

settings and in clinical research to monitor for

treatment effectiveness but also in behavioral

medical settings. Specific difficulties have to be

considered when the SDS is used for screening

depressive symptoms in medically ill patients.

For example, somatic symptoms of depression

can be confounded with symptoms of the organic

illness or side effects of medication. This can lead

to an overestimation of depression (e.g., fatigue

or insomnia can also be a symptom of cancer

or can be a side effect of pain medication).

Especially in diseases influencing cognitive

functions, the use of reverse coding introduces

complexity. In summary, evidence of validity

supports the use of the SDS as screening tool

but not as a diagnostic measure of depressive

disorder.
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