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Preface
This book has been designed to emphasize the fundamentals of bone tissue engi-
neering. The editors have identified key topics, thought-leaders, researchers, and cli-
nicians who understand basic elements of bone and the translation of that knowledge
to exciting applications for patients.

The book is organized into four sections. The first section edited by Bruce Doll,
DDS, PhD contains three chapters with up-to-date information on the development
of the skeletal system, cell lineage and progression, extracellular molecules, and the
physiology of bone dynamics. 

The second section includes four chapters and is edited by Charles Sfeir, DDS,
PhD. In two chapters, there is an emphasis on the basic elements of bone, including
signaling molecules and pathways, and the regulatory interactions among molecules
and pathways, as well as an in-depth, contemporary explanation of the organic and
inorganic substrata. The third and fourth chapters in this section build on previous
chapters and include scaffold design and development, with two distinguished groups
offering different innovative approaches for bone tissue engineering scaffolds.

Section three, coedited by Jeffrey O. Hollinger, DDS, PhD and Thomas Einhorn,
MD is the logical sequence from the first two sections. Section three has three chap-
ters that focus on fundamental statistics, animal models, and key outcome techniques
in biomechanics and tissue morphology quantitation that will guide the maturation
of experimental bone tissue-engineered designs to the clinic. This section will
answer important questions: how do I determine how many experimental animals
will be necessary to detect statistical significance? What is the best experimental pre-
clinical model for a particular clinical indication?

Thomas Einhorn, MD and Jeffrey O. Hollinger, DDS, PhD are the coeditors of
section four, with three chapters discussing opportunities for tissue engineering and
bone, as well as thematic opportunities for tissue engineering in the spine, craniofa-
cial, and dental areas.

I want to thank my coeditors and contributors for their highly informative chap-
ters. The comprehensive nature of the chapters with extensive bibliographies will
make this book an invaluable resource for students, clinicians, and scientists inter-
ested in bone tissue engineering.
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1 Developmental Biology of
the Skeletal System

Bruce Doll
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Secondary Cartilage................................................................................ 5
Endochondral Ossification...................................................................... 5
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Parietal and Frontal Bones...................................................................... 17
Bone Remodeling .................................................................................. 19

References .......................................................................................................... 20

The principal calcified tissue of vertebrates is bone. Other calcified tissues in verte-
brates include calcified cartilage, which is present to some extent in most bones and
the dental tissues — enamel, cementum, and dentin.

Bone develops by the process of ossification, osteogenesis, as a specialized 
connective tissue. During ossification, osteoblasts secrete an amorphous material,
gradually becoming densely fibrous — osteoid. Calcium phosphate crystals are
deposited in the osteoid (i.e., mineralization), thereby becoming bone matrix.
Osteoblasts become surrounded during the mineralization process, and the cells
become osteocytes. Osteoblast secretion does not become entirely fibrous. The
secretion also forms an amorphous adhesion between the fibers.1

Chemical and mechanical influences on the nature of ossification and of the
absorption of bone comprise the process of osteogenesis. The general mechanisms
through which characteristic external form and internal structure are determined,
organized, and maintained as integrated elements within the skeletal framework
complete the continuous process. Prenatal development of bones, the environment in
which ossification begins, the relationship of ossification to general growth patterns,
shape and structure of bones during prenatal growth, and the sequence of ossifica-
tion are the focus of this chapter. Certain bones have been chosen to illustrate these
points. Previous aspects of osteogenesis appeared mainly descriptive, however; new
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data amplify a growing appreciation for the molecular mechanisms underlying the
sequence of specific skeletal growth patterns.2–5

OSTEOGENESIS IN THE FETUS

INTRAMEMBRANOUS OSSIFICATION

The mandible, parts of the clavicle and most bones of the craniofacial complex are
formed by intramembranous ossification.6 The process is preceded by fibrocellular
proliferation, which forms during the embryonic period. The flat bones of the skull
are defined by cells that differentiated directly into bone-forming osteoblasts.7 Cell
culture with postnatal marrow osteogenic precursors suggested that there are two
potential paths of differentiation — bone or cartilage, dependent upon the micro-
environment.8 These cells secrete a matrix of type I collagen and other molecules.9

The primary center of each bone is first indicated by an increase in cells and fibers.
Differentiating cells, osteoblasts, synthesize phosphatase, and concurrent formation
of a calcified organic matrix cements the fibers together. The matrix and ground sub-
stance contains a complex mix of mucopolysaccharides, in varying degrees of poly-
merization.10–14

Osteoblasts surround the initial bony trabecula. Some of the osteoblasts become
enclosed in the matrix being formed around them, thereby becoming osteocytes.
Osteoblasts also divide and continue to add bone to the trabecula. Similar changes
occur proximal to these events.7 New trabeculae are formed and the center of ossifi-
cation expands, connecting trabecula in a radiating pattern. Trabeculae increase in
thickness as new bone is added to their surfaces. Osteoid refers to the bone matrix
that has not been calcified. (Formation and calcification of bone matrix are simulta-
neous in rats.15) 

Bony trabecula growth and orientation are unique for each bone. Parietal and
frontal bones exhibit primary trabeculae radiating as a network parallel to the sur-
face of the skull. Some are directed at right angles and thus add to the thickness of
the center. The primary trabeculae become interconnected by secondary trabeculae.
Enclosed spaces contain vascular connective tissue, the forerunner of hematopoietic
tissue. The spaces become smaller as trabeculae increase in thickness, thereby
increasing the density of bone in the initial sites of ossification. The radiating pat-
tern becomes less apparent. The combination of the denser central plate, with a more
peripheral, trabeculated region of advancing ossification, together with free islands
and nodules at the peripheral margins, constitute the early morphological character
or central plate of bone. Throughout the period of ossification, with the expansion of
the central plate, there is a gradual reduction in the amount of open reticulum and
marginal zones.16 When the bones have grown to occupy their definitive regions and
come into closer relationships with other bones, a bony border begins to form around
peripheral edges as the trabeculae become interconnected. Fibroblast growth factor
(FGF) ligands are expressed in the coronal sutures separating the parietal and 
frontal bones. The expression pattern for FGF-18 and FGF-20 contrast with FGF-9
in the calvarium and FGF-20 and-9 in the limb buds. Temporal and spatially 
distinct expression indicates specialized nonredundant roles in proliferation and 

4 Bone Tissue Engineering
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differentiation.17,18 Subsequent increments in growth decrease sharply, and reorgani-
zation becomes prominent.

Membrane bone formation comprises certain activities common to all bones and
some unique to the craniofacial region. These have to do with the factors controlling
early formation of differentiation, the relation of skull bones to the meninges and the
brain, the mechanisms of absorption and reconstruction in a changing radii of 
curvature, the significance of sutural positions and the problem of sutural growth,
the formation of diploe, and the relationship between bones. The pressures of growing
and expanding intracranial contents subject the cranial bones to mechanical influences
during the prenatal period. These influences may be important in trabecular orienta-
tion. Once they have reached their definitive size and relation to other bones, the cra-
nial bones accommodate the growth of the brain primarily by a change in curvature.17

Deposition of bone on the external surface progressively increases toward the periph-
ery, with absorption of bone from the inner surface, although to a lesser degree since
bone increases in thickness. Sutural growth is not emphasized in the prenatal period.
Absorption of bone is a minimal influence within the diploic spaces rather than on sur-
faces or at sutures because the formation of diploe is a postnatal event.19,20

Bone formation by intramembranous ossification is primarily fibrous. Collagen
fibers in each trabecula are gathered in course bundles, which are arranged in an
irregular plexuslike manner with lacunae of variable shape. Reconstruction and for-
mation of lamellar systems, and the resorptive mechanism forming diploe, occur
after birth. The connective tissue adjacent to each surface of the bone primarily
forms a fibrous periosteum. The inner surface becomes a dura mater. The cranial
bones consist of a single plate, featuring a mixture of fine and coarse-fibered bone,
compact bone, containing spaces filled with loose tissue and vessels.19

SECONDARY CARTILAGE

Secondary cartilage is associated with certain membrane bones, especially the clavicle
and the mandible.21 It forms after ossification begins and is characterized by larger
cells and less intercellular matrix than in the case of typical hyaline cartilage. Although
it is not part of the cartilaginous primordium, the secondary cartilage participates in
growth processes, similar to cartilage that precedes ossification in other bones.22–24

ENDOCHONDRAL OSSIFICATION

Bone formation begins through the adhesion of cells into clusters or condensations.
Early in the embryonic period, cells with oval or round nuclei are packed together in
mesenchymal condensations; their cytoplasms appear to have a syncytcial arrange-
ment. SOX 9, a transcriptional control factor for chondrocyte differentiation, is
expressed in mesenchymal condensations before and during chondrogenesis. A runt-
related transcription factor 2 isoform, Runx2-I (also known as Cbfa1, Osf2, and
AML3), has an exclusive role in the early commitment stage of intramembranous or
endochondral bone-forming processes.25,26 Colony bone factor beta (Cbfβ, or poly-
mavirus enhancer binding protein 2β (PEBP2B)) is expressed in developing bone
and forms a functional interaction with Runx2.27,28 Their concerted activity con-
tributes to the differentiation of cells into chondroblasts and osteoblasts. An 
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intercellular matrix is formed containing compounds characteristic of cartilage
matrix. The intercellular matrix appears first at the center of the mesenchymal con-
densation.6 The cells become separated by a matrix (Table 1.1). 

This process represents the beginning of chondrification. The proliferation of
chondrocytes contributes to the growth of the bone precursor. Hematopoietic stem
cells interact with the stroma to establish the main site for hematopoiesis after 
birth. Chondrocytes secrete a matrix rich in type II collagen and proteoglycans. The
matrix contains aggrecan and other proteoglycans (Table 1.1). SOX 9 and other 
transcription factors constitute a genetically directed cascade culminating in cartilage
precursors of each bone.29 The deposition of the matrix spreads peripherally to the
margin of the original condensation.30 The mesenchymal cells orient to become a
perichondrium and contribute to subsequent growth. The cartilage enlarges through
chondrocyte proliferation and matrix production. Encapsulated in the matrix, the
chondrocytes undergo hypertrophy and subsequently secrete collagen. Centrally
located chondrocytes mold the shape, hypertrophy, and synthesize type X collagen.
Each skeletal part becomes outlined and resembles the adult in form and arrangement
before the embryonic period is over. A fraction of the chondrocytes flattens, forming
a columnar orientation that directs the bone lengthening. Cell-to-cell contact appears
important to chondrocyte differentiation.31 Transcription factor, c-Maf, is expressed
in hypertrophic chondrocytes during fetal development and is required for normal
chondrocyte differentiation during endochondral bone development. The rate of
hypertrophic chondrocyte proliferation contributes to bone lengthening.32

Growth hormone accelerates the rate of soluble collagen synthesis and the prolif-
eration of cartilage in the epiphyseal plates. Growth hormone is a single polypeptide,
44 kDa (188 amino acids) chemical entity of high activity, originating from the pitu-
itary. Hydrolysis of growth hormone yields smaller molecules displaying the same
biological activity as the complete molecule. The stimulation of epiphyseal cartilage
under the influence of growth hormone is accompanied by similar responses in the
pancreas, intestinal mucosa, adrenal cortex, liver, and adipose tissue.

6 Bone Tissue Engineering

Table 1.1
Cartilage Matrix Proteins

Proteins derived from procollagen: Chondrocalcin (C-propeptide of type II procollagen) role in 
cartilage calcification93–95

Proteins with γ-carboxyglutamic acid: Matrix gamma-carboxyglutamic acid (Gla) protein (MGP):
modulates BMP activity; developmentally regulated inhibitor of cartilage mineralization by 
controlling amount of mineral formed63, 96–98

Proteins with glycosaminolgycan side chains: HAPG1 (biglycan), HAPG2 (decorin) Human cartilage 
glycoprotein 39 (HC gp-39), aggrecan, lumican, fibromodulin, biglycan (S1) interact with collagen, and
TGF beta 1 appears to modulate the synthesis and accumulation of decorin, biglycan, and 
fibromodulin93, 99–104

Phosphorylated glycoproteins: Bone sialoprotein (BSP) is a possible nucleator of hydroxyapatite 
crystals, working in concert with osteoadherin; Thrombospondins: Cartilage oligomeric matrix 
protein (COMP) interacts with fibronectin, expression is sensitive to mechanical compression;
Thrombospondin 1–4 (TSP 1,2,3 & 4): unique roles implicated in cell migration and 
development. 105–112
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Growth plate chondrocytes integrate multiple signals during normal develop-
ment. Along with growth hormone, FGFs, insulin-like growth factor I (IGF-I),
parathyroid hormone-related protein (PTHrP), Indian Hedgehog Protein (Ihh), and
bone morphogenetic proteins (BMPs) regulate bone growth. FGFs initiate multiple
pathways that result in the inhibition of chondrocyte proliferation and the down-reg-
ulation of growth-promoting molecules. The activation of FGFR3 inhibits both
chondrocyte proliferation and differentiation.33–36 Serum response factor binds to the
FGFR3 gene and is a determinant of chondrocyte gene expression.37 FGFR3 signal-
ing inhibits Ihh signaling and BMP4 expression in the cartilage and perichondrium.
FGFR3 signaling is genetically upstream of Ihh, BMP, and PTHrP signaling path-
ways, suggesting that FGFR3 signaling through its endogenous ligand may be a
global coordinator of bone growth.38 BMP signaling modulates the Ihh/PTHrP sig-
naling pathway that regulates the rate of chondrocyte differentiation.  

Thyroid hormone (T3) enhances the expression of aggrecanase-2/ADAM-TS5
(a disintegrin and a metalloproteinase domain with thrombospondin type I domains)
mRNA in mice. Aggrecanase-2/ADAM-TS5 is involved in aggrecan breakdown dur-
ing endochondral ossification.39

During endochondral bone formation, an avascular tissue (cartilage) is converted
into one of the most highly vascularized tissues (bone) in the vertebrate body.
Ossification begins with invasion of the calcified hypertrophic cartilage by capillaries.
Apoptosis of the terminal hypertrophic chondrocytes, degradation of the cartilage
matrix, and deposition of bone matrix by osteoblasts accompany neovascularization of
the growth plate. Remodeling of the extracellular matrix (ECM) results in a cavity filled
with vascular channels containing hematopoietic cells. MMP9, MMP13, and vascular
endothelial growth factor are key regulators for the remodeling of the skeletal tissues.
They coordinate not only matrix degradation but also the recruitment and differentiation
of endothelial cells, osteoclasts, chondroclasts, and osteoprogenitors. Matrix metallo-
proteinases (MMPs) degrade most components of the extracellular matrix (ECM), as
well as many non-ECM molecules. MMPs participate in the following: (1) degradation
of ECM to allow cell migration; (2) alteration of the ECM microenvironment resulting
in alteration in cellular behavior; (3) modulation of biologically active molecules by
direct cleavage or release from ECM stores; (4) regulation of the activity of other pro-
teases; and (5) cell attachment, proliferation, differentiation, and apoptosis.40–42

The appearance of a collar between the hypertrophic cartilage cells and the over-
lying perichondrium or periosteum is the initial step in primary ossification of the car-
tilaginous anlage of a future bone. Capillary vascular buds penetrate the hypertrophic
cartilage. In the elaboration and removal of bone, the capillary cells provide a transu-
date upon which the progression of the replacement of the anlage is dependent. The
time of onset of circulation to the primary and secondary ossification centers varies.

The bone marrow is the natural source of blood cells throughout life. However, the
skeleton is the last site to be involved in hematopoiesis during embryonic fetal life.
Hematopoiesis begins in the human embryo as early as 4 weeks after conception from
elements of the yolk sac as hemangioblastic foci. The last organ in the embryo to pro-
duce cells is the bone marrow. Hematopoiesis begins there during the fifth month, coin-
ciding with the onset of placental circulation. Remnant mesenchymal tissue following
trabecula formation in bones of intramembranous origin develops into hematopoietic
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cells and into endothelial elements delimiting the earliest capillaries. In the bone of
endochondral origin, the mesenchyme resorbs cartilage and penetrates into the spaces
between newly deposited primary bone trabeculae and together with vessels develop
into myeloid tissue. The development of the hematopoietic marrow is conditional on the
rate of incoming blood supply to the surrounding bone — development being most vig-
orous when the blood supply to the bone is greatest. Stimulants to hematopoiesis are
conveyed to the marrow through the bone venules that empty into the marrow sinusoids.
Early in postnatal life, all the skeletal segments are full of hematopoietic red marrow,
whereas in adults most of the shafts of the long bones are filled by yellow marrow, some
of which can be replaced by red marrow following increased demand.

All the vessels in relation to the blood supply of bone are either afferent or effer-
ent, depending upon whether they enter the bone and provide nourishment or exit it
with marrow components. Within the bone, the two systems possess distributing and
collecting branches that come together in capillaries. The three primary components
of the afferent system of the long bone are the principal nutrient artery, the meta-
physeal arteries, and the periosteal arterioles. The principal nutrient artery penetrates
the diaphyseal cortex without branching and subsequently divides into ascending
and descending medullary arteries. The metaphyseal arteries enter each metaphysis
and branch to provide the blood supply of the constituent cancellous bone. They also
anastomose with the ascending and descending medullary arteries. The periosteal
arterioles enter diaphyseal cortex along heavy fascial attachments and aid in the sup-
ply of compact bone close to where they enter, anastomosing locally with arterioles
derived from the medullary arteries.43–45

The efferent vascular system of a long bone is comprised of the large emissary
veins and vena comitans of the principal nutrient artery, the cortical venous channels,
and the periosteal capillaries. Emissary veins and nutrient vena comitans arise from
the central venous sinus of the medulla and are concerned chiefly with the drainage
from the hematopoietic elements of the marrow. Cortical venous channels are
numerous and drain most of the compact bone, emptying fascicular venules into the
venous system of the surrounding soft tissues. The normal flow of blood through the
full thickness of the diaphyseal cortex is functionally centrifugal — from medulla to
periosteum. Periosteal capillaries are distributed throughout the diaphyseal cortex.
They are in continuity with the capillaries of the external layers of cortex and are ter-
minations of the medulla-derived circulations that nourish these layers.46

At specific locations, secondary ossification centers, chondrocytes cease prolif-
eration, hypertrophy, and attract vascular invasion along with osteoblasts.
Chondrocytes continue to proliferate between regions of bone of primary and sec-
ondary ossification centers, defining an area, a growth plate. A distinct disc of cells
between the bone of the secondary ossification center and the primary spongiosa
characterizes the growth plate. Hypertrophic chondrocytes undergo an apoptotic
process as their surrounding matrix is mineralized and replaced by trabecular bone.
Several signaling mechanisms contribute to the generation of the growth plate. Bone
morphogenetic protein-2 (BMP-2) regulates growth plate chondrogenesis during
development and postnatal bone growth. NF-kappaB regulates BMP-2 gene expres-
sion in chondrocytes. Growth plate chondrocytes possess leptin receptors. Leptin
enhances chondrocyte proliferation and subsequent cell differentiation.47,48 Estrogen
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receptors alpha and beta and androgen receptor are expressed in the growth plate
throughout pubertal development.49 The cartilage is gradually replaced by bone, and
the growth plate disappears during adolescence.

When cartilage ossifies, the first phosphatase appears in the perichondrium near
the regions where ossification of the matrix will first appear. The cartilage cells show
signs of enzymatic activity when they begin to hypertrophy; phosphatase appears at
first in the nuclei and then spreads to the cytoplasm and the matrix. Once the matrix
slows activity, the cytoplasmic reaction decreases. Calcification appears to occur
only in the presence of extracellular phosphatase. Phosphatase has several roles:
association with the production of phosphate ions that secure the precipitation of cal-
cium as bone salt, association with the formation of the organic matrix of bone, and
minimizing the formation of ester phosphate on bone crystals, thereby permitting
continued growth of the crystals. Phosphatase activity is pronounced in periosteal
osteoblasts, then, they retain this activity to a varying degree as an osteocyte. After
injury to bone, large numbers of phosphatase - positive pre-osteoblasts migrate into
the injured area associated with the production of calcified osteoid.50,51

At the microscopic level, bone has two forms: woven and lamellar. Woven or
primary bone is considered immature bone. Woven bone is characterized by a
coarse fiber arrangement with no orientation. It has more cells per unit volume than
lamellar bone, the mineral content varies, and the cells are randomly arranged. The
comparatively disoriented collage fibers endow the bone with isotropic mechanical
properties. Applied forces from any direction are adapted to in a similar fashion.
Lamellar bone formation begins approximately 1 month after birth. Woven bone is
resorbed by 1 year of age. By age 4, most normal bone is lamellar bone. Lamellar
bone is found in several structural and functional systems: trabecular lamellae,
outer and inner circumferential lamellae, interstitial lamellae, and osteons with con-
centric lamellae. The highly organized, stress-oriented collagen of lamellar bone
gives it anisotropic properties. Anisotropic properties dictate different mechanical
behavior of lamellar bone depending on the orientation of the applied forces. The
greatest strength in the bone is exhibited parallel to the long axis of the collagen
fibers.52,53

Woven and lamellar bone are structurally organized into trabecular (spongy and
cancellous) bone and cortical (dense or compact) bone. Cortical bone has 4 times the
mass of trabecular bone, but a slower metabolic turnover due to a significantly
smaller surface area.54

Cortical bone is found as the envelope in cuboid bones, and it composes the dia-
physis in long bones. Due to the relatively rapid growth in humans, cortical bone is
made up of layers of lamellar bone and woven bone with the vascular channels
located mainly in the woven bone — plexiform bone. 

The most complex type of cortical bone is haversian bone. Vascular channels are
surrounded by lamellar bone. The arrangement of bone around the vascular channel
is called the osteon — an irregular, branching, and anastomosing cylinder composed
of a more or less centrally placed neurovascular canal surrounded by cell-permeated
layers of bone matrix. Osteons are usually oriented in the long axis of the bone and
are the major structural units of cortical bone. Cortical bone becomes a complex of
many adjacent osteons and their interstitial and circumferential lamellae.
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APPENDICULAR SKELETON

The cartilaginous models of bones such as the humerus are sharply defined with
well-developed perichondrium. They grow by apposition from perichondrium and
from tissue forming interzones of joints, and through multiplication of cartilage cells
already formed, together with an increase in intercellular matrix. The most immature
cells are at the ends where most growth occurs. Cells are small and lack a specific
arrangement. From this initial appearance, cells proliferate and form rows of flat-
tened, closely packed cells. Intercellular matrix increases, the cells enlarge, and their
cytoplasm becomes vesicular. Once they have reached their maximum size, they
undergo vacuolization and are termed hypertrophic chondrocytes.  Hypertrophic
chondrocytes are primarily a regulatory cell for bone growth, directing localized
mineralization, inducing vascularization by production of vascular endothelial
growth factor and other factors, and attract chondroclasts. Chondroclasts digest
matrix. These are found in the center or midsection of the shaft. Under the direction
of the hypertrophic chondrocytes, adjacent perichondral cells become osteoblasts.
The osteoblasts secrete matrix forming a bone collar. The hypertrophic cells subse-
quently liquefy and disappear. The remaining cartilage matrix is a scaffold upon
which osteoblasts migrate concurrent with vessel ingrowth, resulting in the forma-
tion of the primary spongiosa. The shaft is narrower here due to both the relatively
small number of cells originally present and the process of cartilage growth by the
addition of cells at the ends and then by the multiplication of cells further from the
immature ends of the bone.55–57

Ossification begins at the middle of the cartilaginous model. A thin layer of
osteoid is laid down between the perichondrium and that portion of the shaft con-
taining hypertrophied cartilage cells and by extending around the shaft containing
hypertrophied cartilage cells and by extending around the shaft forms a ring or collar.
The osteoid is quickly calcified, thereby forming a bone collar. The bone collar is
directly in contact with the cartilage. Osteoid formation precedes definitive bone. The
inner cells of the periosteum differentiate into osteoblasts, and alkaline phosphatase
can be found in them. These cells line up in relation to bundles of collagen fibers and
trabeculae begin to form, just as in the case of intramembranous ossification
described previously. The bone collar gradually becomes multilayered.57–59

In the cartilage itself, alkaline phosphatase appears in the hypertrophied carti-
lage cells and then in the matrix of this zone. Calcification of this zone can occur
concurrently or subsequent to the formation of the bone collar.

The time between the formation of the primary bone collar, calcification of carti-
lage matrix, and the subsequent vascular invasion of the cartilage is variable with each
bone.60,61 Following the formation of the bone collar, small cellular masses derived
from the periosteum penetrate the collar at several points. Cellular penetration appears
soon after collar formation in the long bones, whereas days or weeks may intervene
between the formation of the bone collar and vascular invasion in the metacarpals. In
the mammalian growth plate, MGP is expressed by proliferative and late hypertrophic
chondrocytes apparently required for chondrocyte differentiation and matrix mineral-
ization.62,63 Cellular masses invading the cartilage contain chondroclasts and undiffer-
entiated cells but few formed blood vessels. Cartilage cells are rapidly destroyed and
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then replaced by the proliferating and differentiating cells derived from the invading
tissue. Blood vessels and a circulation are quickly established. Some of the cells dif-
ferentiate into osteoblasts, while others are forerunners of blood-forming cells. This
invasive, proliferating process extends toward the ends of the bone. As invasion pro-
ceeds, the osteoblasts form bone around the calcified cartilage matrix in the region of
original entry and at the advancing zone of cartilage removal.

The rapid advance toward the ends of the bone leaves behind a loose network of
endochondral trabeculae, which fuses with the multilayered periosteal shell. This
network contains in its meshes a vascular tissue, the forerunner of hematopoietic tis-
sue. Concurrently, the cartilage growth phases remain present as the calcified carti-
lage matrix becomes thinner and the periosteal ossification extends toward the ends
of the bone.

Periosteal ossification precedes the endochondral ossification and maintains a
level with the zone of hypertrophied cartilage until the epiphyseal regions are
reached. The advance consists of a continuing deposition of bone matrix adjacent to
the hypertrophied cartilage. New trabeculae are formed and the shaft increases in
thickness. The trabeculae form at right or acute angles to the bone present and sur-
round vessels running longitudinally in the periosteum.

In endochondral ossification, neural cell adhesion molecule, NCAM, is highly
expressed in osteogenic buds as seen in the epiphysis and diaphysis of tibia and ver-
tebrae. In intramembranous ossification, NCAM is seen in osteogenic condensation
of calvaria and in the periosteum of tibial diaphysis. The expression is transient
because NCAM is not expressed in mesenchymal cells before osteogenic condensa-
tion, and NCAM expression is lost in osteocytes in later stages.1

Many of the endochondral trabeculae are removed rapidly, leading to the formation
of a marrow cavity. Endochondral trabeculae removal continues as the zone extends
toward the epiphyses so that relatively a few remain. The remaining trabeculae become
progressively larger as more bone is laid around them and fuse to form a network.
Endochondral ossification reaches the epiphyses by the beginning of the fourth fetal
month. Hypertrophic chondrocytes are arranged in longitudinal columns with thin strips
of calcified matrix between the cell columns. Vascular components invade and destroy
the column ends that point toward the shaft, leaving bars of calcified matrix. Bone is
then deposited around these bars. Many of the endochondral trabeculae are removed
while others form an irregular network in the interior of this part of the shaft.

As the length increases, the bone maintains its shape by remodeling. The process
begins during the fetal period and becomes prominent during the fourth or fifth
month. Near the end of the first trimester, other changes occur: ossification has
reached the metaphyses; orderly growth zones begin to form; remodeling is under
way; and growth in length continues at an orderly, symmetrical, and slower rate.
Muscle and ligament attachments are shifted and modified by a continuing process
of removal of periosteal bone and formation of new bone.

Remodeling is a series of concurrent activities in the growing bone. The diaph-
ysis widens on approaching the epiphyses. These wider regions, often termed the
metaphysic, must be reduced as the bone lengthens to prevent club-shaped ends from
being formed. Bone is removed from the metaphyseal external surfaces and laid down
internally (endosteum). Endochondral trabeculae that fuse with the internal surface of
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the primitive periosteal compacta becomes incorporated in this compacta as bone is
formed by endosteal ossification. The removal of bone from the external surface is
most prominent in the region just below the level of the growth zone, to the extent that
the periosteal bone may be completely removed, exposing endochondral trabeculae.
The periosteal bone above this level remains encircling the growth zone.

Osteoclasts are numerous where bone is being removed. The diaphysis increases
in diameter by surface accretion and endosteal removal. As a result, those endo-
chondral trabeculae that had become incorporated into the inner part of the compacta
are removed.

Reduction in metaphyseal width does not take place at each end of every bone, nor
does it appear to occur around the entire circumference. The distal end of the humerus
narrows in the anteroposterior direction but widens from epicondyle to epicondyle.
Periosteal bone thickens above the growth zone, and removal of bone from the surface
occurs only in medial and lateral epicondylar regions. Local processes related to devel-
opment of ridges, grooves, and torsion may also modify general processes.

The epiphyses grow in width primarily by addition of cartilage cells from peri-
chondrium above the bone collar. The bone collar grows upward by addition of new
bone to the upper edge; yet, the length is not changed because bone at the lower edge
is removed.

At birth, the shaft is composed of thick compacta, in which trabeculae are
directed mainly longitudinally, and a short marrow cavity. The inner surface of the
compacta is irregular and trabeculated. Lamellar bone and Haversian systems or
osteons (secondary ossification) begin to form during the third trimester, but mainly
develop postnatally.64,65

The vascular supply of bone becomes well established during the prenatal
period. Initial vascularization of the shaft and marrow occurs through numerous
sites, and a single nutrient artery is not present in the early stages. The epiphyses
become vascularized prior to epiphyseal ossification.

Although the general appearance of the growth zone for the diaphysis is similar to
that seen after an epiphyseal plate is well established, a discussion of the epiphyseal
ossification that leads to the formation of this plate is not within the scope of this sec-
tion. Yet there are certain phases of this growth that are first indicated in prenatal life.66

During the early fetal period, epiphyseal cartilages are invaded by blood vessels
that form cartilage canals, preceding ossification by many months or years. These
cartilage canals are filled with loose connective tissue, containing one or more arte-
rioles, venules, capillaries, and a few nerve fibers accompanying the blood vessels. 

Ossification in the head of the humerus is usually indicated at or before term.
Cartilage cells in the region of the future center enlarge and become vesicular.
Intercellular matrix calcifies followed by vascular budding from adjacent cartilage
canals invading this area, eroding the matrix, and depositing bone around cartilage
remnants. Endochondral ossification spreads rapidly in all directions. In most long
bones, however, epiphyseal ossification, including the distal end of the humerus,
begins postnatally, even though canals appear early in the prenatal period. Generally,
those centers that appear first (as in the head of the humerus, distal end of the femur,
and proximal end of the tibia) are in those ends from which most growth in length
occurs.58,67,68 Following establishment of an epiphyseal growth center, its growth

12 Bone Tissue Engineering

CAT1621_C01.qxd  8/19/2004  8:59 AM  Page 12

Copyright © 2005 CRC Press, LLC



zone is in the deep part of the articular cartilage.69 Hence, postnatal growth in length
is derived from articular growth zones as well as from epiphyseal plates.

An exception to this pattern in the appendicular skeleton is the clavicle. The
clavicle is a long bone that is preceded by a membranous rather than a cartilaginous
stage. Once ossification begins, cartilage forms secondarily and thereafter takes part
in growth of length.70

The humerus is a representative illustration of the embryonic and fetal develop-
mental of the skeletal long bones. The growth plate established during development
shares molecular signaling cascades with other bones displaying a growth plate. 

The physiological FGF ligand that regulates endochondral ossification is not
identified. Gain of function and loss of function mutations in Fgfr3 and comparison
to transgenic mice that overexpress an FGF in the growth plate suggest that an FGF
ligand is the rate-limiting signal in the FGF pathway regulating endochondral ossi-
fication. During embryonic development, growth plate morphology and proliferation
of chondrocytes were not affected by overexpression of wild-type FGFR3 in the
growth plate. A broadened growth plate results when FGFR3 is lost, supporting the
possibility that chondrocyte proliferation is insensitive to FGFR signaling. The
insensitivity may be due to excess FGF ligand saturating FGFR signaling pathways,
or the inhibitory effect of FGFR3 expression is limited by the dominant action of
other mitogens.71

FGF receptors 1 and 3 are both expressed in the epiphyseal growth plate. FGFR1
is expressed in hypertrophic chondrocytes, possibly maintaining the hypertrophic
phenotype of these cells, regulating the production of unique extracellular matrix
products of hypertrophic chondrocytes, or in signaling their eventual apoptotic
death.71 Fgfr3 is expressed in proliferation chondrocytes and in the cartilage of the
developing embryo, prior to the formation of ossification centers. The expression
pattern suggests a direct role for FGFR3 in regulating chondrocyte proliferation, and
possibly differentiation72 FGFR3 is an essential regulator of endochondral bone
growth. 

Mutations in Fgfr3 result in mild to severe dwarfism (Table 1.2). All of the muta-
tions identified in FGFRs are autosomal dominant and frequently arise sporadically.
Many of these disorders result from point mutations in the coding sequence of the
Fgfr gene, resulting in a single amino acid substitution.

Bone formation requires the proper coordination of proliferation, differentiation,
and movement of multiple cell types. Such coordination requires a number of local
signaling pathways involving paracrine factors and cell–cell interactions.  Roles for
BMPS, transforming growth factor b, FGF, Indian Hedgehog (IHH) IGFs, and
PTHrP have been demonstrated through the study of transgenic and gene knockout
mice and human genetic disorders. 

PTHrP is important in bone growth. Karaplis demonstrated that mouse lacking
the PTHrP gene have foreshortened columns of proliferating chondrocytes in bones
of endochondral origin.113 They exhibit remarkable foreshortening of the columns of
proliferating chondrocytes. Mice die at birth probably due to the inability to breathe
normally owing to small rib cages (Table 1.3). Expression patterns support a role for
PTHrP acting upon the PTH/PTHrP receptor on chondrocytes to maintain them in
the proliferative pool.
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PTHrP and IHH may participate in a negative feedback loop that enhances coor-
dination of chondrocyte differentiation. IHH are synthesized by cells as they are
leaving the proliferative compartment and turning on the hypertrophic cell program.
IHH increases the synthesis of PRHrP, which then acts to delay the movement of
chondrocytes from the proliferative to the hypertrophic compartments. PTHrP action
delays the appearance of cells that synthesize IHH (Table 1.3).

Vertebrate limbs represent a diversified range of anatomical patterns. These
anatomical changes have their basis in embryonic development as the body plan is laid
out.4,73 During normal limb development, the ridge is induced in the apical ectoderm
by a signal from underlying mesenchymal cells. The ectoderm responds to that signal
by activating expression of genes such as Fgf4 and organizing itself into a pseudo-
stratified, columnar epithelium. Limb position and axial skeletal identity are regulated
by Hox gene expression along the primary body axis. Somites that form the vertebrae
are regionalized by nested domains of Hox gene expression. The lateral plate meso-
derm, which forms the limbs and body wall, is regionalized by Hox gene expression.
Molecular regionalization of the lateral plate is an important step in determining the
position at which limbs develop relative to the main body axis. Differential Hox gene
expression is operating in the axial skeleton and in the lateral plate mesoderm.74

Along the neural axis of the vertebrate, there are specific patterns of Hox gene
expression. A pattern suggests a correlation between Hox gene expression boundaries
and where the forelimb, flank, and hind limb will develop. However, the mechanism
dictating limb-bud position is independent of the initiation of limb-bud formation.
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Table 1.2
Mutations in FGF Receptor Gene

Clinical diagnosis Gene mutation Phenotype

Hypochondroplasia Fgfr3 missense N540K Bellus 1995Nat. Gen. Mild form of dwarfism
(HCH) 10: 357–359

Achondroplasia (ACH) Fgfr3 missense, gain of Shiang 1994 Shortening of proximal
function Cell 78: 335–342 and distal long bones,

G346E, G375C, G380R Naski 1996 Nat. Gen. frontal bossing,
13: 4977–4988 depressed nasal bridge,
Li 1997 Oncogene increased receptor 
14: 1397 tyrosine kinase activity

Thanatophoric Fgfr3 missense, gain of Rousseau 1995 Similar to ACH, most 
dysplasia function R248C, S249C, Nat. Gen. 10: 11–12, common form of 

G370C, S371C, Y373C, 1996 Hum. Mol. Genet. lethal-neonatal skeletal 
K650E 5: 509–512 disorder, clinically 

Li 1997 Oncogene similar to homozygous 
14: 1397 ACH, increased 

receptor tyrosine
kinase activity

Syndromic Fgfr2 Webster and Donoghue Syndactly, dwarfism is 
craniosynostosis 1997 Trends Gen. not a common feature

13: 178–182
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In summary, long-bone and epiphyseal development progress through structural
stages. These stages include limb-bud formation with a uniform distribution of mes-
enchymal cells and the formation of an apical ectodermal ridge; mesenchymal con-
densation; cartilage differentiation; formation of a primary center of ossification;
epiphyseal cartilage vascularization with formation of cartilage canals; vascular
invasion of the developing secondary ossification center; bone formation and mar-
row cavitation in the secondary ossification center with formation of hematopoietic
marrow; fullest relative extent of secondary-ossification center development in epi-
physeal cartilage; thinning of the physis; and resorption of the physis with estab-
lishment of continuity between epiphyseal and metaphyseal circulations.

DEVELOPMENT OF THE MANDIBLE

In the maxilla and mandible, ossification is similar but the pattern of growth and ori-
entation of trabeculae are different. Central plates develop more rapidly, borders are
smooth and there are few if any bone islands or nodules. The trabeculae extending
from the central plate are short.  The general trabecular pattern is more complex than
that of the parietal or frontal bones, and the reconstructive growth is more complex
in view of the necessity of providing for teeth and their migration as well as main-
taining the maxilla and mandible in proper relation.

A sequence of transitory stages defines condylar growth by molecules that are syn-
thesized by cells in the condyles. SOX 9 was expressed by cells in the proliferative pre-
chondrocytic layer and by chondrocytes. Type X collagen was expressed only by
hypertrophic chondrocytes and precedes the onset of endochondral ossification. Vascular
endothelial growth factor (VEGF) is expressed by hypertrophic chondrocytes.30,75
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Table 1.3
Mutations of Growth Factor Genes

Growth factor Mutation/phenotype Proposed function Reference

PTHrP Knockout/Mouse: Foreshortening of the Maintain chondrocytes in a 113
columns of proliferating chondrocytes proliferative mode, hinder 

differentiative mode
PTH/PTHrP Knockout/Mouse: Chondrocytes become Maintain chondrocytes in a 114

receptor hypertrophic and a bone collar forms at proliferative mode, hinder 
the anterior rib portions differentiative mode

PTHrP Transgene/Mouse overexpressing PTHrP Controls chondrocyte 115
Delay in chondrocyte differentiation differentiation

PTH/PTHrP Mouse/Constitutively active receptor 116
receptor Delay in chondrocyte migration to 

hypertrophic phenotype and hypertrophic 
chondrocyte apoptosis

IHH Overexpression/Chicken: conversion of IHH and PTHrP participate 117
hypertrophic chondrocytes was delayed, in a negative feedback 
increased expression of PTHrP at the loop in the growth plate
bone ends
Knockout/Mouse no limb bones but 
vertebrae, skull, and scapula are present.

CAT1621_C01.qxd  8/19/2004  8:59 AM  Page 15

Copyright © 2005 CRC Press, LLC



The mandible is a membrane bone in which cartilage forms secondarily and is
closely associated with Meckel’s cartilage. Together with the clavicle, they are the
first bones to begin to ossify. 

In embryonic chicks, there are three types of mesenchymal cells in the early
mandibular arch: myogenic, chondrogenic, and osteogenic. The cells are independent
in origin and distinct at the time of appearance. The myogenic cells do not arise in the
mandible, but migrate into it from another source. Other experimental work indicates
the possibility that the cartilage of the trabeculae and most visceral arches, including
Meckel’s cartilage, may come from neural crest cells. Parathyroid hormone-related
protein, PTHrP, may influence skeletal tissue histogenesis by affecting the differenti-
ation of mandibular mesenchymal cells into chondroblasts and osteoblasts.76

Osteogenic cells are characteristically associated with a thickened patch of mouth
epithelium, which corresponds to the rudiment of the enamel organ in mammals.

Meckel’s cartilages begin to form in human embryos at about 6 weeks.77

Ossification begins on the outer side of the ventral part of the cartilage, in the region
of the future mandibular body, in a condensation that extends posteriorly along the
lateral side of the cartilage. By 7 weeks, this condensation spreads from about the
symphysis in front to about the level of the auriculotemporal nerve behind.78,79 This
form of the temporomandibular joint is also indicated at this time.80 By the end of
the embryonic period, the pattern of the mandible is complex and the mental fora-
men is present.

By the end of the embryonic period, the condensation for the entire mandible is
clearly defined and ossification is spreading posteriorly. Early in the fetal period,
there may be changes in Meckel’s cartilage at a point between lateral incisor and
canine tooth germs, suggesting incipient ossification. The expression of osteopontin
is closely associated with calcifying foci in the extracellular matrix. Osteopontin
might be expressed sequentially by chondrocytes and by cells that are differentiating
further and exhibit an osteocytic phenotype.81 Periosteal bone then forms on the
upper and lateral aspects of the cartilage, following which, there is vascular pene-
tration and endochondral ossification.

Intramembranous ossification extends rapidly into condylar and coronoid
processes. Condylar growth involves a sequence of transitory stages uniquely
defined by molecules that are intrinsically synthesized by cells in the condyles.
During condylar growth, SOX 9 is expressed both by the proliferative cell layer and
by chondrocytes. Vascular endothelial growth factor, VEGF, is expressed by hyper-
trophic chondrocytes, and its maximum level of expression precedes the maximum
level of bone formation.30 By about 11 weeks, a vesicular type of cartilage has
formed on the articular surface of the condyle. Fibrocellular tissue separates the
articular surface from the temporal bone. Between 11 and 12 weeks, cavitation
begins in the temporomandibular joint and an intra-articular disc is indicated. Soon
after, the secondary cartilage calcifies and is then vascularized. Endochondral ossi-
fication begins later and is well under way by 18–19 weeks. Vascular channels may
pass from the fibrocellular layer through the cartilage into the marrow space. The
entire process is quite similar to that which takes place at the ends of the clavicle.
Secondary cartilage also appears along the anterior border of the coronoid process at
13–14 weeks. At term, the cartilage is reduced to a narrow zone.82–85
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The part of Meckel’s cartilage from the central incisor or the canine tooth germ
becomes surrounded by a periosteal bone by the 14th week. The rest of the cartilage
usually disappears. Small cartilaginous masses may form secondarily along both
alveolar margins in the regions of the incisor teeth and along the lower border of the
jaw in front, but these usually disappear completely by term.83

Each half of the mandible develops as a single skeletal element. Meckel’s carti-
lage contributes little to the formation of the mandible. Condylar cartilages form
independent of Meckel’s cartilage. Throughout the prenatal period, the mandible is
depressed and not opposed to the maxilla. The trabecular pattern is complex. An
increase in width is the result of bone formation on lateral surfaces. Forward growth
results from the deposition on the anterior surface of the symphysis, and backward
growth results from accretion on the posterior border from the condyle to the angle.
The main site of increase in height appears to be the alveolar border. The condyle
grows up and back, and the remodeling mechanisms around the neck are similar to
those in the long bones. Accretion occurs at the tip of the coronoid process. Posterior
deposition and anterior absorption in tooth sockets allow the teeth to move forward
and create space for molars.

PARIETAL AND FRONTAL BONES

The vertebrate skull develops within a layer of mesenchyme between the embryonic
brain and surface ectoderm. The outer skeletogenic membrane forms the skull bones
and the inner meningeal layer forms the dura, arachnoid, and pia mater layers. The
sutures between the membrane bones of the skull vault are growth centers in which
proliferating osteogenic stem cells provide the source material for incremental growth
of the calvarial bones. Osteogenic stem cells are located at the periphery of each
membrane bone and in smaller numbers on the outer and inner surfaces.  Continued
growth of the skull vault depends on the maintenance of a balance between prolifer-
ation of the osteogenic stem cells and their differentiation. The coronal suture is a
bilateral, vertical suture framed between the frontal and parietal bones. The suture is
responsible for most of the growth of the skull in the front of the occipital plane. 

The tissue distribution of Fgfr genes and Twist in the developing coronal suture
indicates specific concentration, temporal, and spatial localization of the receptors.
The parietal and frontal areas of Fgfr expression in the coronal suture area are sep-
arated by an area of midsutural mesenchyme in which no Fgfr gene expression can
be detected. This separation of gene expression is maintained throughout the prena-
tal period during which the edges of the two bones show an increasing degree of
overlap (Table 1.4). Twist expression appears essential for maintenance of
osteogenic cell proliferation. Twist gene expression is down-regulated during differ-
entiation  of cultured mouse calvarial osteoprogenitor cells.

Proliferating osteoprogenitor cells are present at the suture edges of the bones and
on the outer and inner surfaces — Fgf2 is expressed in these cells. The midsutural
mesenchyme, in which only Twist expression is expressed, shows neither differentia-
tion-related gene expression nor cell proliferation markers. The area appears to be a
buffer zone between the frontal and parietal proliferating populations, in 
continuity at the periphery with cells co-expressing Twist and Fgfr2.  Differential 
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levels of FGF from high in the differentiated region to low in the suture ensure that
sutural stem cell populations are maintained at the periphery of the growing bones.
Relatively low levels of FGF are associated with osteogenic stem cell proliferation at
the margins of the membrane bones that form the coronal suture and the inner and
outer surfaces of these bones. Higher levels of FGF are associated with osteogenic
differentiation. The mitogenic signal is mediated by FGFR2 and FGFR3. Higher lev-
els of FGF2-stimulated FGFR2 signaling lead to down-regulation of Fgfr2 and Fgfr3
gene expression and up-regulation of Fgfr1. Signaling through FGFR1 does not have
a mitogenic outcome, but leads to the expression of osteogenic differentiation genes.
Fgfr1 gene expression is down-regulated when differentiation is well established. 

Differentiation is a multistage process involving the sequential expression of a
number of different genes. Comparison of indicators of bone differentiation indi-
cates that Osteonectin gene expression and alkaline phosphatase activity are present
in cells close to the region of proliferation, in preosteoblast and osteoblasts at an
early stage of differentiation. Osteopontin is expressed in more mature osteoblasts in
contact with osteoid. Signaling through FGFR1 is associated with the onset of dif-
ferentiation. FGFR1’s role appears to be complete before osteoblasts are fully dif-
ferentiated. 

Each parietal bone develops from a pair of centers or occasionally from one
appearing early in the fetal period. Ossification is initiated in the morphological cen-
ter of the bone. The two centers fuse, and the trabeculae radiate from the growing
central plate. The parietal bone grows rapidly, in constant increments in relation to
sitting height, until about the 20th week, at which time it has reached its definitive
form and area. It grows slowly until birth at about the same rate as the craniofacial
complex. About week 20, the peripheral edges of the bone fuse to form a bony bor-
der.86,87 The parietal bones are mesodermal derived, and the frontal bones are neural
crest-derived with a layer of neural crest between the two parietal bones.

The two frontal bones that develop prenatally usually fuse after birth. Each bone
is first indicated as a membranous condensation early in the embryonic period.
Ossification begins in the late embryonic period or early fetal period. Bone first
forms in the region of each supercilliary arch. Each such center simultaneously gives
rise to a portion of both the pars frontalis where heavy islands of bone form. The
islands fuse and form primary radiating trabeculae, following which secondary 
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Table 1.4
Fgfr and Twist Gene Expression in Mouse Embryo (E16) 

Receptor gene expression Distribution

Fgfr1 Cells proximal to osteoid
Fgfr2 Frontal and parietal sutural cell populations, scattered localization in

outer and inner surfaces of the osteoid plates
Fgfr3 Comparatively low expression, interspersed between Fgfr1,2; in a thin

cartilaginous plate underlying the lower part of the coronal suture 
Fgfr4 Muscle
Twist Midsutural mesenchyme, overlapping with the frontal and parietal

areas of Fgfr2 expression
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trabeculae are formed. Ossification in the pars orbitalis is less rapid, the radiating
trabeculae are smaller, and an expanding network is maintained. The frontal bones
grow rapidly, in constant increments, until about the 20th week, when the rate slows
to keep pace with the rest of the skull. The initial rapid growth represents the expan-
sion of bones until they cover the definitive area of the vault. The post frontal ele-
ment is not a separate center of ossification. It is a region of slow growth in the
posterior inferior angle of the frontal bone and becomes apparent only after the fifth
fetal month.86,88,89

The zygomatic process and the orbital margin begin to thicken. At 12 weeks, the
orbital rim is defined. Most of the orbital plate is completed by 13–14 weeks and has
begun to fuse with the medial angular process. Reconstruction occurs from 20 weeks
to term.90

The frontal sinuses form postnatally. A concurrent absorption of bone and
ingrowth of lining tissue are evident, although the first indication of a sinus can be
detected prenatally. By the end of the third fetal month, part of the middle nasal mea-
tus starts to extend in a ventrocephalic direction. This is the beginning of the reces-
sus frontalis, representing the first step in frontal sinus formation. Late in fetal life,
this recess is complicated by the formation of frontal furrows or pits. The various
rudiments of the sinus are well advanced at term. Occasionally the sinus itself may
be present, although the final form may extend up to 12 months after birth.91,92

The onset and sequence of ossification have always been of practical impor-
tance, especially for postnatal periods, and many studies and tables have been pub-
lished. There appears to be a definite sequence in the appearance of ossification
centers. 

BONE REMODELING

Remodeling entails the addition of new bone on the surface of preexisting bone.
Concurrently, there is a simultaneous destruction of parts of the preexisting skeleton.
Resorption of preexisting parts of the skeleton is followed by osteoblasts covering
the inner aspects to the preosseous layer where delicate radiating striations are
canaliculi. The cementing line joining the preosseous layer and the layers deposited
previously is also called a reversal line. It marks the end of the destruction, which
has hollowed out a cavity and the beginning of deposition. The new osteon’s calcium
content will increase at a variable pace and coincides with the local change in
organic matrix. A three-stage process is proposed: deposition until the central canal
in the osteon is narrowed, enlarging of the narrow central canal by osteoclasts and
mineral deposition of a reversal line, and refilling of the enlarged canal by new bone
deposition. Resting lines appear to be present due to a previous surface where
osteoblastic activity had ceased and the superficial layer had become hypercalcified.
Then, after a quiescent period, bone deposition resumed without an intervening
phase of resorption.

In the growing skeleton, remodeling observed in the endochondral bone tissue
of the metaphysic and the epiphysis is linked with morphogenesis. The intensity of
renewal of compact bone is higher during the skeletal growth period than in the adult
skeleton.
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Remodeling appears symmetrical in similar bones, but remarkable differences in
the process exist regarding temporal and spatial activity. The two main functions of
bone remodeling enable the bone to be responsive to mechanical and metabolic
demands placed upon the body. The two processes are integrated. A change in the
microscopic structure brought about by some subtle mechanism triggered by a con-
tinuous adaptation to the mechanical function is also under metabolic control since
it stores and releases calcium. Bone remodeling is a response to microdamage that
is a normal part of daily living. Additionally and more subtly, genetic factors oper-
ate during development, defining the shape. 
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Normal bone formation is a prolonged process that is carefully regulated and
involves sequential expression of growth-regulatory factors. The physiology of bone
involves a complex interrelationship between the cellular, molecular, and systemic
components. The skeletal system is continuously remodeled — a balanced response
of mineral resorption and deposition consistent with mechanical and molecular
influences. 

BONE REMODELING

The idea that bone remodeling is controlled by mechanical as well as metabolic fac-
tors, popularized by Wolff a century ago, has been increasingly intensely studied in
recent decades. Current thinking about Wolff’s law revolves around several key con-
cepts and observations.1, 2 First, it is postulated that bone contains sensor cells that
monitor mechanical strain (or another load-related variable), compare it to a physio-
logically desirable range of values, and activate corrective biological processes when
the sensed variable falls outside this range. Several investigators have developed com-
putational simulations of how the bone adapts to mechanical loading based on this
general scheme. Such models routinely assume that, when the mechanical stimulus is
too low, remodeling removes bone and, when it is too high, remodeling adds bone. 

Second, many investigators have suggested that osteocytes, distributed through-
out the bone matrix, are the bone’s mechanosensing cell. There has been consider-
able speculation that osteocytes produce a signal proportional to mechanical loading
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by sensing strain on bone surfaces through stretch-activated ion channels, flow of
interstitial fluid, electrical potentials, or some other phenomenon. This idea arises
from the observation that these cells are ideally located for this function, and appar-
ently communicate with one another, as well as with osteoblasts and bone lining
cells, through dendritic processes and gap junctions, forming a functional 
syncytium. Cell-to-cell communication of electrical signals and small molecules
through gap junctions has been demonstrated in osteoblasts. There is evidence for
similar gap junctions in osteocytes, and it seems likely that they participate in such
communication with osteoblasts, and bone-lining cells as well.3

Third, it has been suggested that osteocytes also sense fatigue damage and trans-
mit signals that activate remodeling to remove the damage.4 Microdamage in corti-
cal bone is associated with an increased activation of remodeling, and it is generally
assumed that the same is true in cancellous bone.5 This remodeling is postulated to
remove damaged bone and prevent the occurrence of fatigue fracture.6,7

A fourth key concept suggests that cells of the osteoblast lineage control the ini-
tiation of remodeling.8 Subsequently, many investigators have adopted the modified
hypothesis that these “retired” osteoblasts, known as bone lining cells, are responsi-
ble for activating basic multicellular units to remodel bone in response to signals
from osteocytes or hormones. Taken together, these four concepts form an attractive
model in which osteocytes sense mechanical changes and initiate remodeling to
modify bone structure accordingly. Many investigators subscribe to this general
model, even though they may have differing views regarding its details.9

A theory has been developed to resolve several inconsistencies between current
concepts and observations about bone remodeling. For example, the observation that
remodeling increases both when mechanical loading is excessively low in a disuse state,
and when it is excessively high, producing substantial fatigue damage, is contrary to the
widely held assumption that a signal generated by osteocytes in proportion to mechan-
ical loading stimulates bone lining cells to activate remodeling. The new theory resolves
this disparity by assuming that lining cells are inclined to activate remodeling unless
restrained by an inhibitory signal, and that the mechanically provoked osteocytic signal
serves this inhibitory function. Consequently, remodeling is elevated when signal gen-
eration declines due to reduced loading, or when signal generation or transmission is
interrupted by damage due to excessive loading. Otherwise, remodeling is maintained
at a relatively low level by inhibitory signals produced through physiologic loading.
Furthermore, the inhibitory signal is postulated to be identical to that proposed by
Marotti as the mechanism for conversion of osteoblasts to osteocytes and responsible
for the diminishment of apposition rate during refilling of osteonal basic multicellular
units. This theory postulates that, when a previously formed osteocyte is sufficiently
covered by new bone and osteoid, it sends an inhibitory signal through its dendritic
processes to the neighboring osteoblasts which reduces their individual apposition rates.
The osteoblast most affected by this inhibition becomes buried by its neighbors, and
becomes one of the next layer of osteocytes. Consequently, a single, mechanically
derived signal produced in the osteocytic syncytium may control osteoblast and bone-
lining cell functions, and thereby a variety of important phenomena in bone biology.2, 6

Remodeling could be activated by mechanical damage in a variety of ways.
Several different kinds of damage have been identified in histological sections from
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cyclically loaded bone specimens.10 These include microcracks and more diffuse dis-
turbances of the calcified matrix structure. It seems clear from observing such damage
that it could easily interfere with both the normal flow of fluids over osteocyte
processes within canaliculae (signal generation) and with the passage of signals from
one cell to another through these processes (signal transmission). It is also possible that
diffuse damage to the calcified matrix could release Ca ions or cytokines that could act
to reduce the inhibitory signals produced by the osteocytes, or their transmission from
cell-to-cell. Furthermore, it has been hypothesized that microdamage results in osteo-
cyte apoptosis, again interrupting both signal generation and transmission. By one or
more of these mechanisms, microdamage would be expected to reduce the osteocytic
signals to the bone-lining cells, allowing activation of increased remodeling.10, 11

Disuse and damage produced by overload are the two situations in which sub-
stantial departures from the normal range of mechanical loading—low or high,
respectively—are known to activate remodeling. Another instance in which remod-
eling is known to be activated is local bone matrix necrosis—that is, when osteocytes
die. This may occur due to microdamage or when the haversian blood supply is
interrupted following fracture. Osteocyte death would necessarily reduce the gener-
ation and transmission of inhibitory signals to nearby bone lining cells and activate
increased remodeling; the desirable result of this would, of course, be replacement
of the dead bone with new bone structural units containing viable osteocytes. More
gradual and diffuse osteocyte death has been associated with aging, which, along
with the resulting diminishment of the inhibitory signal, would lead to increased
remodeling and bone loss. But at this point, the pace of change would be subtle, in
keeping with senile osteoporosis. 

Unification of these concepts is addressed by Martin’s proposal that a single
kind of signal transmitted through the bone’s cellular syncytium of osteocytes,
osteoblasts, and lining cells controls remodeling in response to extremes of mechan-
ical loading and such exigencies as osteocyte death and hormonal fluctuations.
When BMU refilling is complete, and the remaining osteoblasts become bone-lining
cells, they continue to receive signals from the osteocytes in the completed bone
structural unit. Now, however, instead of regulating osteocyte formation, the signals
are hypothesized to inhibit bone-lining cells from activating a new remodeling cycle.
This extension of Marotti’s hypothesis, while contrary to the current paradigm of
osteocytes as activators of remodeling, can eliminate inconsistency in current con-
cepts and serve as the basis for a unifying theory of bone remodeling. 

The theory recognized that these three kinds of bone cells (osteoblasts, osteo-
clasts, and osteocytes) are inexorably linked not only by gap junctions, but through
a common differentiation pathway as well. Osteoblasts change into osteocytes and
bone-lining cells seamlessly, and none of the three can realize their full function in
remodeling without the other two. Such communality, consistent with the existence
of a common signal that osteocytes use to guide osteoblasts into the bone matrix,
serves to gauge its burden of mechanical stress and damage, and signals bone-lining
cells when it is time to remove and replace the tissue. 

In such a system, the activation of remodeling would be increased when either
the generation or the transmission of the inhibiting signals diminishes. This could
occur in several ways, consistent with both the general model and the mechanostat
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theory. First, remodeling would increase in a disuse state because strain-generated
inhibitory signals would be diminished. Furthermore, this response would occur not
only in a global disuse situation but also in cases of local disuse. Thus, for example,
severing of a trabecular strut would unload it and lead to activation of remodeling by
those lining cells on its remaining surfaces because they would no longer receive
inhibiting signals from their connecting osteocytes. 

Other factors clearly play roles in modulating the activation of remodeling.12 For
example, daily injections of biosynthetic parathyroid hormone activate remodeling in
cortical bone, and intact parathyroid and thyroid glands seem to be necessary for the
activation of cortical remodeling in a disuse state.13 Marrow cellularity is another ele-
ment that may affect the activation of remodeling, with more hematopoietic marrow
being associated with higher turnover rates. If the concepts introduced here are valid,
there should be pathways by which such factors affect the generation, transmission, or
interpretation of the inhibitory signal in the osteocyte-lining cell syncytium.

The response of the osteocytes facilitates bone growth and adaptation to the
body’s mechanical needs for strength with lightness. Osteocytes utilize some molec-
ular signaling pathways such as the generation of nitric oxide and prostaglandins as
well as directing cell–cell communication via gap junctions.14–17 They may also direct
the removal of damaged or redundant bone through mechanisms linked to their own
apoptosis or via the secretion of specialized cellular attachment proteins such as
osteopontin. Osteocytes possess receptors for parathyroid hormone/parathyroid hor-
mone related peptide and both estrogen receptors alpha and beta.18 They also express
glutamate/aspartate transporter, GLAST-1, which are involved with glutamate neuro-
transmission in nerve cells. Extracellular binding of glutamate to bone cells causes
increase in osteoblast number. The regulation of the expression and distribution of
GLAST-1 occurs by mechanical stimuli. Extracellular glutamate, a substrate of
GLAST-1, in osteocytes may regulate glutamate signaling in bone, consistent with its
operation in the central nervous system.19 At least some of these receptors and their
ligands may regulate osteocyte apoptosis and modulate osteocyte signaling.20 In con-
clusion, osteocytes modulate signals arising from mechanical loading, subsequently
contributing to the appearance and disappearance of mineralized tissue.

AGING AND BONE INTEGRITY

Osteocyte density can be expressed as the mean value for cells measured from dif-
ferent areas. However, the integrity of the osteocyte network depends not only on
mean changes but also on the pattern of cell distribution. If osteocytes are distributed
unevenly in the bone, the morphology of the cell network could be different from one
area to another. A poor cellular network would be expected where there are fewer
osteocytes, as has been demonstrated by confocal microscopy. There may be a criti-
cal value for osteocyte density, below which network signal transmission is impaired,
but in cancellous bone there are minimal data on osteocyte or lacunar distribution. 

Osteocyte density in iliac cancellous bone (cell number per unit section area of
bone) declines with age in bone >45 µm from the surface, most of which is intersti-
tial bone, but does not decline with age in bone <25 µm from the surface. Deep bone
is less frequently remodeled and so is older than superficial bone; this suggests that
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one function of cancellous bone remodeling is to maintain osteocyte density in
superficial bone. If bone remodeling is driven solely by hormonal and mechanical
factors, and is not influenced by osteocytes, there should be a positive correlation
between the bone formation rate and osteocyte density. This would reflect more fre-
quent replacement of bone, in which some osteocytes may have died, by new bone,
and would correspond to the higher values for both bone turnover and osteocyte 
density in superficial than in deep bone. Alternatively, if osteocytes are able to
inhibit bone remodeling, there should be either absent or negative correlation
between the rate of bone formation and osteocyte density.

There is a significant decline in osteocyte density with age in the deep regions
of normal human iliac cancellous bone, beginning at or before skeletal maturity and
without postmenopausal acceleration. There was no change with age in variability
between regions, but the decline did not occur in the surface bone, presumably
because of more frequent bone remodeling. The spontaneous death of osteocytes
appears to be a normal phenomenon, which may contribute to fatigue microdamage
accumulation with age.6, 20–23

Osteocytes exert a restraining effect on bone remodeling, presumably by release
of an inhibitory signal molecule. The lack of effect of osteocyte density in deep bone
suggests that the concentration of this putative molecule at the bone surface declines
with increasing distance of its cell of origin from the surface, an effect augmented
by the paucity of canaliculi that cross a cement line. The additional positive effect of
empty lacunae, which are sites of previous osteocyte death, suggests that the loss of
inhibitory effect depends not only on the absolute number but also on the relative
decline in osteocyte density. The hormonal, mechanical, and damage repair effects
on bone remodeling remain dominant, but can be mediated in part by changing sig-
nal release by osteocytes without a change in their number.

A decline in osteocyte viability with age has been observed in cortical bone at
various sites. The proportion of rib bone lacunae containing osteocytes declines from
95% at adolescence to about 70% by 35 years of age with minimal further reduc-
tion.24 A decline in stainable osteocytes was demonstrated both absolutely and as a
proportion of total lacunae with increasing age. Beginning before menopause, healthy
women demonstrated about 0.5% of the value at age 20 per year in central cancellous
bone.25 However, the data suggest an exponential approach to an asymptotic value of
total osteocytes rather than a linear decline. A similar decline was found in the ileum
in a recent autopsy study. The sample was small and predominantly male. Their lin-
ear regression slope for osteocytes disappearance was −1.04/year, compared with 
−1.31/year in a separate study; thus, the decline with age may be faster in women than
in men. The assessment of total osteocytes decline using lacuna with vs. without
osteocytes is confounded by the probability of not detecting lacunae obliterated by
micropetrosis. An empty lacuna is strong evidence of cell death, but the decline in
total lacunae suggests that some become filled with mineralized debris after osteocyte
death in a process defined as micropetrosis, and are therefore no longer detectable.25

The internal structure of compact bone changes with age and mirrors its func-
tional state. Mandibular bone was evaluated at different ages in rats. The basal bone
was compared with the alveolar compact bone in the rat mandible. Large irregular
central vascular canals and lacunae were more concentric in the basal than the 
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alveolar bone for young rats. Canaliculi within the mandibular compact bone thinned
with extensive branching and then decreased in size and number with advanced age.
The lacunae appeared to proceed from the large circular structures of youth to the
flat forms of the aged.26 In rat long bones, the bone volume usually decreases with
progression of time after a growth period. Alveolar bone turnover in rats after under-
going ovarectomy declined one year after ovary removal. The bone volume
decreased, and trabecular changes were brought about by the fragmentation of each
trabecula.27

Iliac cancellous bone has a mean volume-based turnover bone-forming rate/bone
volume (BFR/BV) of 15–20%/year, much higher than in the peripheral cortical bone
where it may be no more than 2–4%/year; however, these calculations do not take into
account the distance from the surface, where remodeling begins. The probability that
a particular moiety of bone will be remodeled decreases, and its estimated age
increases with increasing distance from the surface. At normal values for surface-based
bone formation rate, the mean age would be <2 years in superficial bone and >10 years
in deep bone. Observations that osteocyte density declines with age only in deep older
bone and not in younger superficial bone imply that the age of the bone and not that
of the subject is important to the status of the osteocytes. One function of bone remod-
eling in iliac cancellous bone may be to prevent spontaneous osteocyte death, which
can be accomplished in two different ways. With advancing age of the bone, a possi-
bility is that osteocyte death leads to the targeted replacement of a specific region of
bone, similar to the postulated role of osteocyte death for the targeted replacement of
fatigue-damaged cortical bone. Significant osteocyte death may also be minimized by
nontargeted bone remodeling, thereby maintaining a younger population of osteocytes.

Marotti et al. indirectly estimated the number of processes that come into contact
with osteoblasts, by counting the number of canalicular openings present on the
osteogenic surfaces viewed under the scanning electron microscope. They observed a
uniform distribution of canalicular openings ranging between 9.4 and 20.9 µm beneath
one rat osteoblast. In another study, the mean of the number of processes that came into
contact with one osteoblast was 4.8 µm. The distribution of osteocyte processes to
osteoblasts was not uniform. Osteoblasts directly beneath an osteoid–osteocyte con-
tained numerous processes, but osteoblasts somewhat further away constituted only
very few processes. These differences from Marotti’s study suggest that not all canali-
culi are filled with osteocyte processes, but this seems unlikely, as the distribution pat-
tern of canaliculi generally coincides with that of the osteocyte processes. Therefore,
species, age, and/or anatomical differences between the two studies likely account for
the different observations. Interestingly, it was rare to find an osteoblast that had con-
nections with several osteocytes at one time, that is, usually one osteoblast was con-
nected to only one osteoid–osteocyte. This suggests that an osteocyte might have its
territory of osteoblasts contacted by osteocyte processes. Furthermore, it is reported
that only a limited number of osteoblasts can become osteocytes, and that this unique
selection is done by committed osteocytes. However, the precise mechanism of the dif-
ferentiation from osteoblast to osteocyte is not known. The heterogeneous distribution
of osteocyte processes to osteoblasts might be a key to understanding why only a cer-
tain number of osteoblasts become osteocytes. In addition, such selection might be
done in the territory of an osteoid–osteocyte.
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CONTRIBUTION OF CELLULAR COMPONENTS AND ALTERATIONS IN GENE

EXPRESSION

Decreased bone formation during bone remodeling and fracture healing in the elderly
patient can be caused by either a reduced number of recruited osteoblast precursors, a
decline in proliferative activity of osteogenic precursor cells, a reduced maturation of
osteoblast precursors, and/or a reduced functional activity of mature osteoblast during
bone formation.28 Advancing age is associated with changes in the bone mineral, bone
matrix, and osteogenic cell population.29, 30 Additionally, it is a frequent clinical experi-
ence that fractures heal faster in children than in adults.31 Mechanistic explanations for
the differences in bone-healing response reflect a general functional decline in the
homeostatic mechanisms during aging and senescence.32 A comprehensive understand-
ing of bone-healing mechanisms in the elderly patient will enable therapies to resolve
diminished healing capability.33–35 For example, differences in fracture healing in the
elderly population may be attributable to local or systemic changes in hormonal and
growth factor secretion, altered receptor levels, changes in the extracellular matrix com-
position, or an uncoupling of osteoblastic and osteoclastic activity.

Predominant research in the aged skeleton has focused on clinical studies involv-
ing osteoporotic and osteopenic patients. Osteoporosis is an expanding area of
pathology due to the increasing lifespan of our population. Osteoporotic weakness
in the skeleton associated with diminished mineralized content is a consequence of
presently theorized imbalances in the normally coupled activity of osteoblasts and
osteoclasts. However, there is no unanimity in the literature about the definition of
the terms osteoporosis and osteopenia. In 1994, the World Health Organization
Osteoporosis Study Group established diagnostic categories based on bone mineral
density using young adult women as the reference group.

The standard deviation from the young–adult mean, “T-score,” defines the
diagnostic categories: Normal: T-score ±1 SD, osteopenia: T-score −1 to −2.5 SD,
osteoporosis: T-score −2.5 or less, and Severe osteoporosis: T-score −2.5 or less and
fragility fracture. Cellular processes in vitro and in vivo dealing with cellular aging
of mature osteoblasts, committed osteoprogenitor cells, and uncommitted mes-
enchymal stem cells, proliferative and differentiation activity characterized by the
expression of osteoblast specific genes, matrix synthesis, and mineralization were
investigated in these two pathological models. General cellular and biochemical
processes of fracture repair in the elderly, healthy patient are less available, perhaps
because of the rarity of an aged, healthy skeletal system or because we need a
refined definition for an aged, healthy skeletal system.36, 37

Significant research has investigated the coupling between bone resorption and bone
formation and its imbalances, leading to osteopenia and osteoporosis. Emphasis on
pathological conditions compromising bone healing has overshadowed research focused
on defining normal age-related effects on bone healing. There is a need for further inves-
tigations on processes affecting fracture healing under nonpathologic conditions in the
elderly, healthy patient. At the moment, less information is available regarding the simi-
larities and changes in the process of fracture healing in the elderly patient. Furthermore,
definition of skeletal age groups including molecular and cellular parameters are
required. A standardized fracture repair model for comparisons of components involved
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in the fracture-healing process in elderly individuals is also required. Presently, it is dif-
ficult to make general conclusions on fracture healing in the elderly, healthy patient due
to the different animal models and fracture techniques used. The data obtained in animal
fracture-healing models (rat, rabbit) must be carefully applied to the human physiologic
fracture repair process in the elderly patient, because the relative ages of the animals may
be quite different compared with the human subjects. Relevant studies include a molec-
ular analysis of age-related differences in healing.

MOLECULAR AND CELLULAR ACTIVITY IN BONE DURING AGING

The functional activity of mature osteoblasts in vitro has been examined. Serially
passaged cultures of human trabecular osteoblasts exhibited limited proliferative
activity and underwent cellular aging in vitro.38, 39 Several changes were evident dur-
ing serial passaging of human trabecular osteoblasts. Alterations in morphology and
cytoskeleton organization, an increase in cell size and higher levels of senescence
associated β-galactosidase activity, a reduction in macromolecular synthesis, and
reduced mRNA levels of alkaline phosphatase (AP), osteocalcin (OC) and collagen
type I (Col I) were noted.33, 39 The gene products are important for bone matrix for-
mation, matrix maturation, and mineralization (Table 2.1). 

Genes important to the osteoblast phenotype are under transcriptional control.
Specific alterations in transcriptional control may lead to an altered osteoblast pheno-
type. Runx2, also known as Cbfa1 and topoisomerase I, are involved in transcriptional
control and maintenance of chromosomal integrity. Changes of Cbfa1 and topoiso-
merase I levels during cellular aging of human trabecular osteoblasts have been
detected.40 Ducy and co-workers reported an age-related progressive and significant
decline in steady-state mRNA levels of these genes in human bone cells undergoing cel-
lular aging in vitro. Reduced osteoblast function during cellular aging was evident.
Runx2 is a transcription factor known to bind to osteoblast-specific cis-acting elements
(OSE2) in genes expressed during osteoblast differentiation (alkaline phosphatase, OC,
collagen type I). A progressive age-related decrease of Runx2 expression could modify
the expression of these genes. A decrease in osteoblast functions, such as a decreased
formation of extracellular matrix and reduced mineralization are  possible outcomes.41,42

Similar molecular events are apparent during fracture healing. The capacity to
facilitate bone healing in an elderly patient may be influenced by altered cellular
transcriptional capability. A reduced proliferative capacity and function of
osteoblasts could contribute to the development of delayed fracture healing in the
elderly healthy patient. A correlation between donor age and the impairment of
osteoblastic functions (Col I, OC, and extracellular matrix synthesis) as well as a
reduced AP activity during in vitro culture of human mature osteoblasts could con-
tribute to problematic clinical challenges involving bone healing in the elderly. 42–45

Martinez and co-workers examined the cell proliferation rate and the secretion
of C-terminal type I procollagen (PICP), AP, and OC in primary cultures of
osteoblastic cells from human trabecular bone in relation to skeletal site and donor
age. They noticed a lower proliferation rate and OC secretion in osteoblastic cells
from the older donors compared with younger subjects.46 AP secretion was higher in
the older subjects, whereas PICP secretion was unchanged. Significant differences

34 Bone Tissue Engineering

CAT1621_C02.qxd  8/25/2004  3:29 PM  Page 34

Copyright © 2005 CRC Press, LLC



in these expression patterns existed in relation to the skeletal site of origin.47

Precursor callus cells (CFC) at the fracture site that differentiate into chondrocytes
or directly into osteoblasts by intramembranous ossification were shown to prolifer-
ate at a greater rate in the 6-week rats than in 6-month-old rats using the measure-
ment of total DNA. The theoretical basis of these studies and their importance in the
understanding of the process of bone healing in the elderly patient are useful for
evaluating osteoblastic alterations associated with aging. 

Additional evidence demonstrated that human bone-derived cells undergo a
decrease in their proliferative capacity with donor age. These cells also have a
reduced proliferative rate after stimulation with various growth factors. The gender
and age-related changes in iliac crest cortical bone and serum OC in humans have
been studied. A significant age-related decline of bone and serum OC content with
increasing patient age was apparent. Furthermore, a parallel decrease in OC was
noted in age-matched groups. However, generally higher concentrations of bone and
serum OC were found in men than in women.48

OSTEOGENIC ACTIVITY IN AGED ANIMALS

Animal models have indicated differences in inductive capacity relative to the age 
of the source. Bone from old rats was found to be less osteogenic than younger 
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Table 2.1
Function of Molecular Proteins in the Osteocyte

Molecular marker Cell: osteocyte/bone-lining cell

Osteocalcin Secreted by mature osteocytes, incorporated into lacunar matrix67, 68

Osteopontin Secreted by mature osteocytes, incorporated into lacunar matrix67

Collagen I Secreted by mature osteocytes, incorporated into lacunar matrix67

Osteoblast/osteocyte OF45 mRNA is transiently expressed by mature osteoblasts and 
factor 45 (OF45) subsequently expressed by osteocytes throughout ossification in the 

skeleton and this protein represents an important marker of the osteocyte
phenotype and most likely participates in regulating osteocyte function69

Connexin Terminally differentiated osteocyte-like MLO-Y4 cells respond to PEMF
with changes in local factor production and reduced Cx43, suggesting
decreased gap junctional signaling14

Alkaline phosphatase Express lower levels of alkaline phosphatase (vs osteoblast) when cultured
with (1-34) PTH and stretched70

Osteoprotegerin (OPG) RANKL and OPG may play a role in osteocyte signaling, OPG and M-
CSF as soluble factors and RANKL as a surface molecule that is 
functional in osteocytes or along their exposed dendritic processes71

Macrophage colony MLO-Y4 cells express and secrete large amounts of M-CSF71

stimulating factor (M-CSF)
CD44 Express CD44, adhesion molecule, in accordance with their morphological

changes from osteoblasts into osteocytes72

Connective tissue growth Regulation of osteocyte function during the mechanical 
factor (CTGF) stimulation of bone73

Transforming growth Secrete significant amounts of TGF-beta, which inhibits bone 
factor beta (TGF-β) resorption and is modulated by estrogen71
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ratsamples.49,50 Demineralized bone matrix (DBM) prepared from younger donors was
more osteoinductive than preparations from older animals.50,51 The osteogenic
response was earlier and more complete in 6-month-old rats with a 4 mm rat calvarial
defect compared to 24-month-old rats. Osteoblasts and woven bone appeared at 7 days
in the younger animals, but were not detected in the older animals 21 days after cre-
ation of the calvarial defect. Differentiation of osteoblastic cells in older animals
decreased.

AGE-RELATED BONE HEALING

Age-related bone healing may be a consequence of a lack of osteoblastic formation
and/or function. Working with serially passaged adult rat bone cells, Williams and
co-workers investigated the potential for mineralization and response to hormones.
They observed a diminution of the response to PTH and PGE2 with serial passage. No
significant decrease in the potential to mineralize in vitro after extended serial pas-
sages was detectable.52 Martinez demonstrated that both age and site of osteoblast cell
harvest were determinants for the osteoblast response to 1,23 (OH) vitamin D3. Using
age-matched controls, OC secretion was lower in hip osteoblast cells compared with
those from the knee in the older group. OC secretion was similar in cell cultures from
both skeletal sites in the younger group. 1,25(OH) 2 vitamin D3 stimulation of both
cells from either age group was not different when knee osteoblast cells were tested.
Cells from the hip in the older group were less responsive.53 In an ultrastructural
analysis of trabecular bone and bone marrow stromal cells, Roholl and co-workers
were able to examine distinct changes in the number of osteoblasts per unit bone sur-
face in aging rats. The study determined whether the spontaneous trabecular bone loss
with aging is due to the loss of functional osteoblasts caused by a deficient matura-
tion of pre-osteoblasts into osteoblasts or due to an earlier stage defect leading to a
diminished number of pre-osteoblasts. The proliferation potential of bone marrow
mesenchymal stromal cells, considered a source of osteoprogenitor cells, was exam-
ined. They found a significant reduction by more than 10-fold in the number of
osteoblasts. The population of pre-osteoblasts, inactive bone-lining cells of the tra-
becular bone, pre-osteoclasts, and osteoclasts were considered age independent.
Important for the interpretation of these data is the number of cells related to units of
bone surface. There was a significant decrease in total bone volume and bone surface
of more than twofold found in the process of aging. The absolute number of
osteoblasts was decreased twofold. A significant age-related decline of the number of
stromal cells in the bone marrow was reported. In conclusion the results suggest a
diminished maturation of pre-osteoblasts into osteoblasts during aging in rats, based
on a more than 10-fold increase of the ratio of pre-osteoblasts to osteoblasts with age,
a constant number of pre-osteoblasts and a lowered number of osteoblasts per unit
bone. The data indicated an age-independent stimulation of osteoblasts in analyzing
the appearance of osteoblasts in the process of bone repair of femoral fractures 3 and
16 days after fracturing. Apparently, the pre-osteoblasts in aged rats underwent
osteoblast differentiation under the extreme stimulatory conditions of fracture heal-
ing. Under normal aging conditions, there may be a lack of appropriate stimuli for this
maturation to take place. The number of colony-forming cells were significantly
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lower in aged compared to adult and young rats. Diminished cell population was
accompanied by an altered differentiation of pre-osteoblast to osteoblast. The number
of osteoblasts was low in the face of a constant number of pre-osteoblasts per unit of
bone. Ultrastructural appearance of the osteoblasts suggested less functional activity.
The diminished maturation of pre-osteoblasts to osteoblasts could be a consequence
of deficient maturation stimuli in the microenvironment and may not be intrinsic to
aged animal pre-osteoblasts.54 Sekine and co-workers evaluated the effect of aging on
the recovery of cellular proliferative ability in the experimentally fractured condylar
model. Bromodeoxyruridine (BrdU) immunohistochemistry was employed to deter-
mine cell proliferative activity in the intermediate cell layer of the condyle. 3-6-and
36-month-aged Sprague–Dawley rats were used to study this effect. A significant age-
related decline in the recovery of cell proliferation following fracture was determined,
indicating that the stimulus of bone fracture could not promote osteoprogenitor cell
recruitment and proliferation to levels comparable with levels reached in a fracture
model in young rats.28 These results seem to contradict former results of Roholl but
differences in origin of the cell pool, the staging of the cells in the osteoblastic line-
age hierarchy, and differences in the age range of animals may explain these incon-
sistencies. The findings underscore a need for uniform standardized fracture models
to study the effects of increasing age on the mechanisms of fracture repair in an eld-
erly, healthy population.

In an experimental implantation model, demineralized bone matrix (DBM), con-
taining bone morphogenetic proteins (BMP), and bone marrow was transplanted to
an ectopic intramuscular site directly or after enclosure in filter chambers. Bone mar-
row produced more bone in young than in old animals following implantation
directly into muscle or after enclosure in filter chambers. Similar results were found
with the implantation of DBM directly to muscle. No bone formation was stimulated
by implantation of DBM in filter chambers, suggesting that direct cell contact or
interaction with the DBM may be required for the release of the BMP, present in the
matrix. Furthermore, a significant decrease in the total calcium content and a
reduced AP activity per cell in implants of DBM was detected in the old animals in
comparison to implants in the young animals. These results are in agreement with
those of Reddi and Nishimoto, who found an age-dependent decline in bone forma-
tion capacity by subcutaneous implantation of DBM in rats. This was assessed his-
tologically and by AP activity, 45Ca uptake, and absolute calcium- and vitamin
K-dependent protein (osteocalcin, serum level) content.49,55 Using a similar model,
Irving and co-workers have shown that 6-week-old rats form bone in 14 days while
2-year old rats form bone in 23 days.56 Syftestad and Urist demonstrated that older
rat bone was less effective in generating an osteogenic response.57 A decrease in
available BMP may occur while aging.57,58 However, responsiveness by osteogenic
cells to BMP is retained in senescent rats. In another rat study recombinant BMP-2
combined with fibrous collagen matrix has the ability to induce new bone formation
continuous with original bone. Responsiveness to BMP was independent of age
when generating new bone in the palate; however, less bone was formed in the older
rat model.59 The number of bone marrow stromal cells undergoing differentiation
and/or the capacity of bone marrow stromal cells to form new bone in an appropri-
ate environment appears to decrease with aging as indicated by animal studies.
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In contradiction to the former hypothesis supporting a decrease in the osteoin-
ductive potential of DBM with increasing donor age,60 it was found that there was a
significant increase in the potential of DBM to induce bone formation at the recipi-
ent site with increasing donor age. These results were inconsistent with studies
reporting a decrease in BMP content in the bone matrix with aging.61 Contradictory
results may reflect differences in the age range of study animals or in techniques of
DBM preparation, implantation, and evaluation methods.

Basil and co-workers tested the osteogenic response of 1- and 16-month-old rats
to intramuscularly implanted DBM. They observed that the implants in the older
animals had less calcium and alkaline phosphatase activity compared to younger ani-
mals. This may be due to failure of differentiation of stem cells into osteoblastic lin-
eage, failure of the osteoblasts to calcify a matrix, and the reduced population of
stem cells in an older animal. DBM prepared from old animals, was found to pro-
duce less bone than that from young animals when implanted into ectopic sites 
of the allogenic host. DBM from 4-month-old rats were placed at subcutaneous
pockets of 1-, 3-, 10-, and 16-month-old rats and bone-forming capacity was
observed. The metabolism of the bone cells decreased with age with a decline in the
total calcium deposition and alkaline phosphatase activity. Interestingly, the decline
was significant between 1- and 3-month-old animals. Similar to other studies, less
amounts of inductive factors in “old” bone may account for the diminished response
of the elderly animals to bone trauma.62 Additional animal studies demonstrated that
the AP activity in various bone cells from aged animals is reduced.63

BLOOD FLOW TO THE BONE DECREASES WITH AGE

Along with factors related to the bone cell number and metabolism, there are other
factors that may affect the rate of bone healing in the aged, the most important being
blood supply to the bone. A decrease in blood flow has been hypothesized to be one
of the reasons for decline in bone mass and increased risk of fracture. This has been
shown in elderly women with lower extremity arterial disease.64,65 In an animal
model the blood flow to the femur and hind limb was lower in 24-month-old rats
than in 2- and 6-month-old rats. However, this decline was not observed in other
skeletal sites in the rat. The decline in blood flow may be related to increased vas-
cular resistance and fatty replacement of the marrow, especially in the shafts of long
bones. Fatty marrow has approximately 70% less blood flow than the hematopoietic
marrow.66 Age-related decreases in blood flow to the bone might indirectly diminish
bone-healing capacity. The relationship between cellular, molecular events and
angiogenesis to bone healing is a crucial supporting activity. The relationship exem-
plifies a systemic interdependence culminating in a functional, healed skeletal
defect.

In summary, bone physiology dynamics involve intra- and intercellular molecu-
lar activity. Age, environment, and systemic health status further complicate the
reactive nature of the bone to accommodate change via modifications in
mechanosensation and molecular signaling. Using gene array technology, additional
efforts to understand the molecular cascade culminating in bone formation will iden-
tify gene expression patterns consistent with health bone metabolism.
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Osteoblastic and Osteocytic Biology and
Bone Tissue Engineering
Henry J. Donahue, Christopher A. Siedlecki and Erwin
Vogler
The successful engineering of bone tissue requires (1) a mechanical environment
that stimulates bone cell differentiation, (2) a scaffold made from a biomaterial
that supports bone cell proliferation and differentiation, (3) appropriate cells,
including pluripotent stem cells as well as supporting cells, and (4) appropriate
osteogenic molecules, including extracellular matrix proteins, incorporated into
the scaffold biomaterial in a distribution pattern that optimizes bone cell prolifer-
ation and differentiation. In this chapter, we will discuss the osteoblastic and
osteocytic cell biology relevant to bone tissue engineering. This will include a
review of the regulation of osteoblastic differentiation with special emphasis on
mechanical regulation of osteoblastic differentiation. We will also discuss how the
biomaterials used in tissue engineering can also function to regulate osteoblastic
behavior.

OSTEOBLAST PROLIFERATION, DIFFERENTIATION, AND
FUNCTION

Osteoblasts are the bone cells that form bone. Mature osteoblastic cells are highly
polarized with a prominent Golgi apparatus typical of highly secretory cells.1 The
main secretory product of osteoblasts is type 1 collagen, but osteoblasts secrete other
noncollagenous proteins including osteopontin, osteocalcin, and bone sialoprotein.
Osteoblasts form bone by facilitating mineralization but the mechanism by which
this occurs is not well understood. One possibility is that lipid matrix vesicles that
bud off of bone cells create a microenvironment where calcium and phosphate are
concentrated in a ratio allowing for optimized crystallization. These crystals then
align on secreted collagen and form a nucleation site that facilitates subsequent min-
eralization and hydroxyapatite formation. Another possibility is that mineralization
is initiated by components of the collagen molecule1 in a manner not requiring
matrix vesicles. It is also possible, indeed likely, that matrix vesicle-dependent 
and-independent mineralization occur concurrently.2,3 In any case, osteoblasts are 
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critically important in mineralization because they both secrete collagen and produce
matrix vesicles. 

Osteoblastic cells arise from pluripotent mesenchymal progenitor cells that can
also develop into adipocytes, myocytes, and chondrocytes.4 The differentiation path-
way taken by the progenitor cell is regulated by tissue-specific transcription factors.5

Runx2 (Cbfa1) enables differentiation of the progenitor cell into osteoblastic cells,
the MyoD family of transcription factors enable differentiation to myocytes,
Sox5/6/9 enables chondrocytic cell development, and PPARγ enables differentiation
into adipocytes. Once the pluripotent progenitor cells have committed to the
osteoblastic lineage, they progress through three developmental stages of differenti-
ation: proliferation, matrix maturation, and mineralization.6 While these stages and
the genes expressed during these stages have been identified in vitro, they are
believed to reflect in vivo maturation of osteoblasts (Figure 3.1). 

In general, type 1 collagen and histone H4 peak during the proliferation phase
and decline thereafter, alkaline phosphatase peaks during the matrix formation phase
and declines thereafter, while osteopontin and osteocalcin peak during the mineral-
ization phase. It is important to note that this differentiation sequence may actually
be more complicated. Aubin et al.4 have identified at least seven transitional stages
rather than the three just described. Whether there are three, seven, or more transi-
tional stages in osteoblastic differentiation, the fact that osteoblastic cells express
phenotypically characteristic genes as they differentiate in vitro has important 
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Figure 3.1 Temporal expression of genes characteristic of osteoblastic differentiation.
Osteoblastic cells in culture go through stages of proliferation, maturation, and mineraliza-
tion. Type 1 collagen (COL I) and histone H4 peak during the proliferative phase and decline
thereafter. Alkaline phosphatase (AP) peaks during the matrix maturation phase, while osteo-
pontin (OP) and osteocalcin (OC) peak in the late maturation or early mineralization phases
and decline thereafter. Adapted from Lian et al.6

CAT1621_C03.qxd  8/20/2004  2:49 PM  Page 45

Copyright © 2005 CRC Press, LLC



implications for bone tissue engineering. For instance, one can examine the effect of
various biomaterials on osteoblastic differentiation and identify materials that 
support osteoblastic differentiation. Similarly, one can identify bimolecular and 
biophysical signals that stimulate bone cell differentiation. These biomaterials and
signals could then be exploited in bone tissue engineering.

While osteoblastic cells are perhaps the most widely studied bone cells, by far the
most abundant bone cell is the osteocyte. At least 90% of all cells in bone are osteo-
cytes.7 However, because they are relatively difficult to isolate and culture in vitro,
osteocytes are the least studied of the bone cells. Osteocytes arise from osteoblasts that
have become entrapped in the mineralized matrix they have formed. As osteocytes
transition from osteoblasts, they develop long dendritic-like processes that exist in
small channels within the bone known as canuliculi. The processes of individual osteo-
cytes connect with the processes of other osteocytes, as well as with osteoblasts, and
communicate via gap junctions, creating a highly communicative network of cells
within the bone matrix ideally situated to integrate and amplify extracellular signals. 

While the regulation of osteoblastic proliferation and differentiation has been
widely studied, very little is known regarding the regulation of the transition from
osteoblast to osteocyte, the terminal step in osteoblastic differentiation. However,
recent studies have shown that osteoblastic MC3T3-E1 cells will differentiate into a
cell with an osteocytic morphology, that is, stellate with interconnected processes,
when cultured in a three-dimensional-collagen gel. This does not occur when the cells
are cultured on tissue culture polystyrene.8 Transition from osteoblastic morphology
to osteocytic morphology, in three-dimensional gels, was blocked by the matrix met-
alloproteinase (MMP) inhibitor GM6001, suggesting the involvement of MMPs in
the transition of osteoblasts to osteocytes. Furthermore, exposure to active transform-
ing growth factor beta (TGF-β) restored transition from osteoblasts to osteocytes in
the presence of the MMP inhibitor. Thus, MMP-activated TGF-β, as well as a three-
dimensional environment, contributes to osteoblastic transition to osteocytes. 

REGULATION OF OSTEOBLAST PROLIFERATION AND
DIFFERENTIATION BY BIOLOGICAL FACTORS

An understanding of which growth and transcription factors regulate osteoblastic
cell proliferation and differentiation is critical for optimized bone tissue engineering.
For instance, incorporation of appropriate growth factors into biomaterials, creating
biomimetic materials, could greatly enhance osteoblastic proliferation and differen-
tiation. Perhaps the most widely studied growth factors in this context are the bone
morphogenic proteins (BMPs). Over 15 BMPs have been identified in vertebrates
and all, except BMP-1, are members of the TGF-β superfamily. BMPs are secreted
by osteoprogenitor cells and mature osteoblasts and are potent activators of bone cell
differentiation in vitro, especially BMP-2, 4, and 7,5,9 and ectopic bone formation in
vivo.10 However, BMP gene ablation studies have not provided definitive evidence
for a role of BMPs in osteoblastic differentiation. This may be due to functional
redundancy within the BMP family. BMP-2 has been demonstrated to be effective in
healing critical-sized defects in several animal species.9 Interestingly, relatively high
doses of BMPs are required for efficacy, raising issues regarding cost and safety.9,11
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This, together with the observation that in order to be effective in vivo, BMPs must
be delivered via carriers including collagen matrix, demineralized bone matrix, and
synthetic polymers,9 emphasizes the need to optimize molecular incorporation of
BMPs into biomaterials for use in bone tissue engineering. 

TGF-β itself, which is secreted largely by platelets and interacts with specific
receptors on osteoblastic cells, has also been demonstrated, under certain circum-
stances, to stimulate osteoblastic differentiation in vitro,12,13 suggesting it may be
applicable to bone tissue engineering. However, the situation is complicated by the
finding that osteocalcin promoter-driven expression of TGF-β in mice results in the
development of a complex low bone mass phenotype with an overall increase in
bone resorption.14 Furthermore, when examined within the context of bone regener-
ation, TGF-β does not produce bone when applied ectopically12 and when applied to
healing fractures, only induces bone regeneration at very high concentrations given
frequently.15,16 Thus, at this point, TGF-β has limited potential for use in biomimetic
biomaterials designed for bone tissue engineering.

Other growth factors that may regulate osteoblastic differentiation include fibrob-
last growth factor (FGF), insulin-like growth factor-1 (IGF), and platelet-derived
growth factor (PDGF). FGFs, especially FGF-2 and 18, stimulate osteoblastic cell
proliferation and inhibit osteoblastic cell differentiation,17 as does PDGF.18 IGF-1, on
the other hand, stimulates both osteoblastic differentiation and proliferation.19 FGF,
IGF-1,9 and PDGF20 have all shown the potential to regenerate bone in vivo utilizing
various delivery mechanisms, and therefore show promise in bone tissue engineering.

REGULATION OF OSTEOBLAST PROLIFERATION AND
DIFFERENTIATION BY BIOPHYSICAL FACTORS

Bone is able to sense and respond to mechanical signals. However, the mechanisms
by which this occurs are only partly understood. A better understanding of how
mechanical signals affect bone cell metabolism would provide clues as to how such
signals could be exploited in bone tissue engineering. For instance, knowing which,
if any, mechanical signals stimulate bone cell proliferation and differentiation would
suggest which mechanical signals should be incorporated into bioreactors for bone
tissue engineering.

Matrix deformation and interstitial fluid flow are the two most likely mechanisms
by which mechanical loads are transduced to bone cells in vivo. Matrix deformation
can potentially affect bone cell activity via cellular deformation or piezoelectric
effects. There is considerable in vitro evidence that substrate stretch within the phys-
iological range (0.34–1.3%) affects bone cell activity.21 Indeed, at least two putative
stretch-activated channels have been identified in bone cells.22,23 Additionally, in vitro
studies suggest that substrate deformation activates these channels. Thus, substrate
deformation may be a candidate for a mechanical signal that enhances bone cell dif-
ferentiation and proliferation, and thus would be useful in bone tissue engineering.

Matrix deformation also induces endogenous electric fields. When bone is func-
tionally loaded, electric currents are generated as a result of the piezoelectric prop-
erties of collagen.24 Furthermore, relatively large electrokinetic currents are
produced by the boundary interaction effects of charged constituents of fluids
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passing the mineral phase of the extracellular matrix in response to strain in the bone
tissue (the so-called streaming potentials).25 Both in vivo and in vitro studies suggest
that electric fields can increase bone cell activity, and thus could be exploited in bone
tissue engineering.26–30

Interstitial fluid flow, a direct effect of loading bone, is another mechanism by
which mechanical signals could be transduced to bone cells. The responsiveness of
bone cells to fluid flow has been well established. Osteoblastic cells exposed to fluid
flow display increased PGE2 production,31 release of nitric oxide,32 cAMP produc-
tion,33 osteopontin mRNA,34,35 TGF-β1 mRNA36 and Erg1 mRNA.37 Fluid flow also
increases osteocytic prostaglandins38 and nitric oxide.39

The majority of studies published to date on the effects of fluid flow on bone
cells have applied either steady flow or pulsatile flow (dynamic flow that never
reverses). This type of flow would occur as a result of arterial pressure. In contrast,
physiologic fluid flow resulting from the repetitive loading of daily activities is
oscillatory in nature (reversing flow that occurs in alternating directions). This dis-
tinction is important when considering bone tissue engineering protocols in that the
two signals may have different effects on bone cells. For instance, we have demon-
strated that steady flow, while a less physiological signal, is a more potent stimula-
tor of cytosolic Ca2+ mobilization in osteoblastic cells than oscillating flow.40

However, it remains to be determined whether this means that steady flow would be
more stimulatory of osteoblastic proliferation and differentiation than oscillating
fluid flow. Interestingly, results from our laboratory demonstrate that physiological
levels of oscillating fluid flow induced cytosolic Ca2+ oscillations in a greater per-
centage of cells than did physiological levels of substrate stretch and increased
steady-state levels of osteopontin mRNA, indicative of increased osteoblastic differ-
entiation, while substrate deformation did not.41 This would suggest that if substrate
stretch were used in a bone tissue engineering protocol, it would need to be at levels
that do not occur under normal physiological conditions.

THE ROLE OF GAP JUNCTIONAL INTERCELLULAR COMMUNICATION IN BONE

CELL DIFFERENTIATION

Gap junctional intercellular communication (GJIC) contributes to bone cell respon-
siveness to diverse extracellular signals, including hormonal,42 mechanical,43 and
electrical.44 Therefore, it is important to briefly consider gap junction physiology in
the context of bone tissue engineering. Gap junctions are membrane-spanning chan-
nels that allow passage of small molecules (<1kDa) such as calcium ions (Ca2+),
inositol phosphates, and cyclic nucleotides, from one cell to another. Gap junctions
directly connect (exist between) adjoining osteoblasts and osteocyte,45,46 and are the
key couplers in the osteocyte syncytium.47,48 Additionally, bone cells are function-
ally coupled both in vivo49 and in vitro50–54 where osteoblasts are coupled with
osteoblastic as well as osteocytic cells55 (Figure 3.2). 

Accumulating data suggest that gap junctions contribute to bone cell differenti-
ation. In vivo studies suggest that gap junctions may be involved in cell signaling
processes important to limb bud differentiation and skeletogenesis in embryonic
mice56 and contribute to cellular differentiation and intramembranous bone forma-
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tion in developing chick mandible.57,58 Additionally, rat tendon cells vary in their
expression of connexins according to their state of differentiation, suggesting a role
in differentiation.59 Finally, Lecanda et al. reported impaired intramembranous bone
formation in Cx43 null mice, suggesting a defect in osteoblastic maturation.60

In vitro studies also suggest a role for gap junctions in bone cell differentiation.
Chiba et al.61 have demonstrated that Cx43 expression parallels alkaline phosphatase
activity and osteocalcin secretion in differentiating human osteoblastic cells. Schiller
et al.62 showed that Cx43 mRNA expression increased in osteoblastic MC3T3-E1 cells
as they differentiated in culture and blocking GJIC forces osteoblastic cells toward an
adipocytic phenotype.63 PTH responsiveness, a characteristic of mature osteoblasts, is
also decreased in gap junction-deficient osteoblastic cells.64 Additionally, osteoblastic
ROS 17/2.8 cells expressing Cx43 antisense cDNA sequences or Cx45 are less well
coupled than normal ROS 17/2.8 cells, and they display a decreased expression of
markers of fully differentiated osteoblasts.65,66 Furthermore, calvarial osteoblasts from
Cx43 null mice display decreased GJIC and alkaline phosphatase activity and an
inability to form mineralized nodules in vitro.67 Cx43 expression and function paral-
lels differentiation of the human fetal osteoblastic cell line hFOB 1.19, and blocking
GJIC decreases alkaline phosphatase activity in these cells.21 Taken together, both in
vivo and in vitro data strongly suggest that GJIC is critical for optimal osteoblastic 
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differentiation. In the context of bone tissue engineering, this suggests that factors that
increase GJIC could be exploited in developing bone tissue engineering protocols. 

EFFECT OF BIOMATERIALS ON BONE CELL DIFFERENTIATION

Whether engineering skeletal constructs in vitro, delivering osteogenic factors in
vivo, or implanting artificial bone constructs, the surface characteristics of the sub-
stratum on which bone cells are growing are extremely important. It has long been
observed that the substratum is not a passive anchoring surface but rather partici-
pates in a complex relationship with cells (and the proteinaceous fluid phase) in such
a way that certain materials stimulate adhesion and proliferation, whereas others are
inhibitory.68 Adherent cells typically condition the substratum over exposure time by
the extrusion of the extracellular matrix. In the particular case of osteoblasts, the
substratum can become mineralized through enzyme and cell-mediated processes.69

These complex cell–protein–surface interactions are essential to understand for the
purpose of prospective design of biomaterials used in bone tissue engineering, and
much remains to be learnt in this pursuit.

Surface properties are of paramount importance in controlling cytocompatibility
because experiments show that not only do different materials induce different cell-
adhesion outcomes but also the same material with different surface treatments can
profoundly affect cell behavior.70,71 Surface properties may be roughly divided into
chemical and morphological categories, although it is not always easy to clearly dif-
ferentiate one property from another. This is because topological features, natural or
manmade, can have distinct chemistry (such as at an edge), even if composed of an
apparently homogenous material. Surface chemistry gives rise to surface energy that,
for the purpose of biomaterial applications in which water is the biological solvent
phase,72 can be understood most easily in terms of water wetting and measured with
water contact angles.70,73 Surface morphology (topography), chemistry, and energy
effects on bone cell behavior are briefly reviewed below, but the reader should bear
in mind that these are not always clearly differentiated in the literature. 

Surface roughness is a topological feature that can affect bone cell behavior.
Many studies have focused on the influence of titanium surface roughness on bone
cell proliferation and differentiation. In summary, these studies demonstrate that
increased surface roughness increases osteoblast attachment, decreases proliferation,
and increases alkaline phosphatase, osteocalcin, TGF-β and prostaglandin produc-
tion.29–77 This would suggest that increased surface roughness favors osteoblastic
differentiation. Furthermore, osteoblastic cells cultured on rougher titanium 
surfaces display increased responsiveness to 1,25(OH)2 vitamin D78 and estradiol.29

However, most of these studies were carried out with transformed cell lines. There
have been relatively few studies examining the effect of surface roughness of bio-
materials, other than titanium, on primary bone-cell proliferation and differentiation,
and these results have not been generally consistent with the studies using titanium
as the substratum. For example, Deligianni et al.79 found that the roughness of
hydroxyapatite did not affect alkaline phosphatase activity of human bone marrow
cells, but the proliferation of these cells was increased on the rougher surfaces.
Montanaro et al.80 showed that alkaline phosphatase activity and osteocalcin 
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production in MG63 cells were not affected by surface roughness of fluorohydrox-
yapatite-coated titanium alloys, and Laczka-Osyczka81 found no significant differ-
ences in alkaline phosphatase, type 1 collagen, osteopontin, or bone sialoprotein
production by bone marrow cells cultured on glass-ceramics with variable rough-
ness. Thus, while the surface roughness of titanium clearly affects osteoblastic cell
differentiation, this has not been demonstrated for other biomaterials that many be
used in bone tissue engineering in vivo or in vitro. The lack of consensus in the lit-
erature is perhaps related to the difficulty in clearly separating surface chemistry and
roughness effects. In any event, further research on the effects of substratum topog-
raphy is clearly indicated. 

In addition to topography at the microscale, some recent literature points to the
importance of topography at the nanometer scale. For example, Dalby et al.82 exam-
ined fibroblasts cultured on nanometer high islands manufactured by polymer
demixing of polystyrene (PS) and poly(4-bromostyrene) (PBrS) creating a PSP/BrS
blend. Fibroblasts cultured on this material with 13 nm high islands spread out more,
displayed a better-developed microtubule system, and more focal adhesions than
cells cultured on polysyrene with no islands. Additionally, micro array analysis
revealed that 68 of 584 genes examined displayed an average 36% upregulation in
cells cultured on 13 nm high islands relative to those cultures on control biomater-
ial. While these changes are rather modest and not confirmed by other mRNA detect-
ing techniques, these studies do suggest that fibroblast responds to nanoscale
topography. Dalby et al. also demonstrated that endothelial cell morphology was dif-
ferent on a surface with 13 nm high islands compared to 35 nm or 95 nm high
islands.83 We are aware of only one study that examined the effect of nanotopogra-
phy on osteoblastic-cell behavior. Riehle et al.84 demonstrated that, relative to
PS/PBrS with 13 nm high islands or flat PS, osteoblastic cells cultured on PS/PBrS
with 35 and 95 nm high islands adhered and spread out more. However, subsequent
filipodia extension, spreading, and proliferation were similar on all the materials. It
is clearly premature to draw conclusions from these early studies but, taken at face
value, the results suggest that osteoblastic cells do not respond to nanotopography to
the same degree as endothelial cells do. Additional studies on the effect of nanoto-
pography on osteoblastic cell proliferation and differentiation are necessary to deter-
mine whether biomaterial nanotopography can be exploited in bone tissue
engineering. 

In addition to topography, surface chemistry and energy have clearly observable
effects on cell adhesion and proliferation. A good example of how surface chemistry
can affect osteoblast behavior comes from studies of bioactive glasses. One widely
studied bioactive glass composition, known as Bioglass 45S5 (U.S. Biomaterials
Corporation, Alachua, FL, USA), containing 45% SiO2, 24.5% NaO2, 24.5% CaO,
and 6% P2O5, undergoes a series of surface reactions when placed in appropriate
aqueous buffer solutions. This results in the formation of a layer of carbonated
hydroxyapatite on the surface. By contrast, a bioinert composition designated 60S,
containing 60.1% SiO2, 17.7% NaO2, 19.6% CaO, and 2.6% P2O5 does not form
hydroxyapatite on the surface. Furthermore, it has been shown that osteoblastic cells
mineralize disks fabricated from 45S585 but not on the 60S surface.86 It has also been
demonstrated that ionic products released as a result of the dissolution of Bioglass,
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especially silicon, stimulate the proliferation of human osteoblastic cells.87 Thus, the
surface chemistry of Bioglass clearly affects osteoblastic behavior.

Surface chemistry and energy can also affect cell behavior through effects on
protein adsorption and activity, which in turn profoundly affects cell adhesion and
proliferation. An example relevant to bone-analog materials is that incorporation of
fluorapatite into hydroxyapatite surfaces changes the orientation of calcium-bind-
ing proteins and thus cellular attachment.88 Another example is illustrated by the
binding of α5β1 integrin molecules on osteoblastic MC3T3-1 cells to adsorbed
fibronectin, resulting in differences in osteoblast differentiation measured by 
alkaline phosphatase activity, matrix mineralization, and osteoblastic-specific gene
expression.89 It appears that this is a result of substrate-dependent differences in the
conformation of fibronectin as measured by antibody binding.90 Furthermore, the
density of ligands for attachment seems to play an important role. Rezania and
Healy demonstrated that when the density of a bone sialoprotein peptide fraction
containing the integrin binding amino acid sequence arginine–glycine–aspartate
(RGD) was ≥ 0.62 pmol/cm2, mineralization of the extracellular matrix after culture
with rat calvaria osteoblast-like cells was increased at time points greater than 2
weeks compared to lower densities of the same peptide.91 The distribution of sur-
face chemistry and subsequent protein function also appears to play a role in cul-
ture of human bone-derived cells. In this case, spatial confinement of cells, by
micropatterning changes in material surface chemistry, affected focal adhesion for-
mation and cytoskeletal organization.92 Taken together, these observations suggest
that materials used in bone tissue engineering must present the appropriate signals
at the appropriate length scale, the density must be sufficient to stimulate focal
adhesion formation and cytoskeletal organization, and yet the distribution of sur-
face chemistry on the underlying materials must be appropriately homogenous to
allow bone cells to spread so that they may undergo proper morphogenesis, differ-
entiation growth, and function.

Even preparation and sterilization techniques commonly used for orthopedic
implant materials can alter surface chemistry and affect cell–material interactions.
For instance, plasma glow discharge of titanium/aluminum/vanadium alloys
(Ti6Al4V) can result in increased concentration of aluminum oxides that can be
toxic to cells.  The surface chemistry of minerals (such as hydroxyapatite) and min-
eral/polymer composites is particularly complex due to solution-phase dissolu-
tion/precipitation reactions that occur at the hydrated interface, as already mentioned
in the context of Bioglass. In pure water or buffer, these reactions are dictated by
solubility constants,93–97 but can be mediated by enzymes and/or cells in vitro and in
vivo.98

Relating cell adhesion to surface chemistry, as resolved by high-vacuum sur-
face spectroscopies, for example, may be difficult or impossible due to hydration
reactions and protein adsorption events that effectively obscure the original sur-
face to contacting cells.70,99 However, some progress has been made in relating cell
adhesion and proliferation to surface energetics as measured by water contact
angles.68,70,100–103 Contact angles measure the extent of physiochemical interac-
tions of a fluid (e.g., water) with a material surface, which is termed “wetting.”
Low (acute) angles, as measured through a drop resting on a surface (Figure 3.3),
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signal relatively strong fluid–surface interactions whereas high (obtuse) angles
correspond to relatively weaker interactions.73 Material surfaces exhibiting low
water-contact angles are frequently termed “hydrophilic” or “high surface energy”
and those exhibiting high water-contact angles are termed “hydrophobic” or “low
surface energy,” although these relative and somewhat arbitrary designations have
introduced considerable confusion in the biomaterials literature.104 Relationships
among surface chemistry, surface energy (wettability), adhesion, and (protein)
adsorption are quite complex and topics of current research in biomaterials surface
science are beyond the scope of this review. However, it is very clear from decades
of research into cell adhesion that surface chemistry/energy profoundly affects
cell attachment and proliferation,71,100,101,105 only a few of which are mentioned
below.

Studies with human fibroblasts and endothelial cells demonstrated that cells
adhere to a greater degree on substrata with a higher surface energy.102,106,107 Studies
with osteoblastic cells have been inconsistent with respect to the importance of sur-
face energy effects on cell behavior, possibly due to the complexities in characteriz-
ing the surface energy of mineral-based materials or biodegradable polymers. Daw
et al.108 reported that surface energy did not affect osteoblastic ROS 17/2.8 cell
attachment. Redey et al.109 found that human primary culture osteoblastic cells dis-
played greater attachment and collagen production when cultured on stoichiometric
hydoxyapatite relative to cells cultured on type A carbonate appetite. These results
were attributed to differences in surface energy of the two materials. Cai et al.110

examined the behavior of rat calvarial osteoblasts cultured on poly (D,L,-lactic acid)
(PDLLA) or chitosan-modified PDLLA. Cell attachment, proliferation, and alkaline
phosphatase activity were higher on the chitosan-modified PDLLA, which also had
a higher surface energy. More recently, we demonstrated that attachment and prolif-
eration of osteoblastic hFOB1.19 cells were highly correlated with surface energy,
with cell compatibility being the highest for hydrophilic materials including mono-
lithic quartz or glass slides and decreasing smoothly with surface energy to poorly
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Figure 3.3 Characterization of substrate surface energy. The surface energy of a substrate
can be determined from contact angles of water droplets placed on the substrate.
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cytocompatible with hydrophobized counterparts.111 Correlations of this kind
strongly suggest that surface energy/water wettability is an important consideration
in identifying biomaterials optimized for bone tissue engineering, but much more
work is required to demonstrate causal (rather than casual) relationships. Toward this
goal, it will be necessary to separate the complex cell–material interactions into
component pieces that help identify secure cause-and-effect relationships because it
is unlikely that any a single property such as surface chemistry/energy dominates the
entire process culminating in cytocompatibility.

SUMMARY

Recent advances in our understanding of bone cell and molecular biology have pro-
vided important insights into which molecules regulate bone cell proliferation and
differentiation and the mechanisms by which this occurs. This information can now
be exploited in the rationale design of bone tissue engineering protocols.
Furthermore, accumulating evidence suggests that certain biophysical factors, for
example, fluid flow, are important regulators of bone cell proliferation and differen-
tiation, which is perhaps not surprising since bone cells exist in vivo in a very
mechanically active environment. It is logical, then, to consider the mechanical envi-
ronment when designing bone tissue engineering protocols. The substrate with
which bone cells interact is also of paramount importance in any application of bone
tissue engineering. Indeed, how cells interact with different biomaterials can affect
how biophysical or biomolecular signals regulate cell activity. Therefore, future
development of bone tissue engineering protocols should emphasize biomolecular,
biophysical, and biomaterial signaling characteristics combined optimally for stim-
ulation of bone cell proliferation and differentiation.

ABBREVIATIONS:

TRAP, tartrate-resistant acid phosphatase
PTH, parathyroid hormone
PTHrP, parathyroid hormone related peptide
PGE2, prostaglandin E2

IL-1/IL-4/IL-6/IL-8/IL-11, Interleukin-1, etc.
M-CSF, macrophage colony-stimulating factor
CSF-1, synonymous with M-CSF
RANK, receptor-activated nuclear-factor kappa beta (on osteoclasts)
RANKL, RANK Ligand (on osteoblasts)
OPG, osteoprotegerin (a soluble form of RANK)
TNFα, tumor necrosis factor α
LIF, leukemia inhibitory factor
PKA/PKC, protein kinase A or C
RGD, arginine–Glycine–Aspartate sequence
PI3K, phosphatidylinositol 3-kinase
p-NPPase, para-nitrophenyl phosphatase
MMP-9, matrix metaloproteinase-9
MIP-1α, macrophage inflammatory protein-1α
Pyk2, a focal adhesion kinase
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The Osteoclast

Carol V. Gay

INTRODUCTION

Bone resorption is balanced by bone formation in normal adult bone, so that bone mass
is maintained. Normally, bone-resorbing osteoclasts are present in appropriate num-
bers and, when mature, they cycle between active and inactive states in a tightly regu-
lated manner. When in balance, the remodeling process involves equal and linked
participation of both osteoclasts and bone-forming osteoblasts. Excessive bone resorp-
tion is a component of osteopenic conditions including osteoporosis, osteoarthritis,
rheumatoid arthritis, orthopedic implant-induced osteolysis, peridontitis, and metasta-
tic bone disease. Mature osteoclasts are believed to exist for ~2 weeks; however, a
nearly inexhaustible source of osteoclast precursors is present in the bone marrow.

The life span of the osteoclast can be divided into distinct stages: (1) homing of
precursor cells of hemopoietic origin to bone surfaces; (2) development of preosteo-
clasts into mononuclear osteoclasts; (3) fusion of mononuclear cells into multinucle-
ate osteoclasts; (4) development of osteoclast polarity through attraction and adherence
to bone surfaces; (5) assembly of an acidifying resorptive apparatus; (6) cycling
through activation and inactivation phases, and (7) detachment and final inactivation
that ends in apoptosis. Regulation occurs at all stages of the osteoclast life span.

Osteoclasts were identified as bone-resorbing cells by microscopy many years
ago by Robin113 and Kölliker,114 but it was not until the 1960s that detailed insights
into osteoclast function became possible. Research in the 1960s focused on identi-
fying bone dissolving acids secreted by osteoclasts. Using 3H-acetazolamide-spe-
cific inhibitor autoradiography, Gay and Mueller115 showed conclusively that
carbonic anhydrase is abundantly present in osteoclasts. Congenital absence of car-
bonic anhydrase isoenzyme II results in osteopetrosis, a disorder characterized by
defective osteoclast activity.116,117 The discovery of a central role for carbonic anhy-
drase in osteoclasts led to studies that defined the mechanism of acid secretion and
to the discovery that carbonic anhydrase supplies H+ to the proton-ATPase. This
included showing that there is a proton-pumping vacuolar ATPase at the ruffled bor-
der118–120, that inhibition of carbonic anhydrase markedly slows bone resorption in
an organ culture model,121 and that acid production by osteoclasts depends on car-
bonic anhydrase activity.122,123 Investigations into the origin of osteoclasts paralleled
studies of function. This was followed by considerable strides being made in eluci-
dating mechanisms of the regulation of osteoclast development and activity, as meth-
ods to manipulate genes have evolved.

MORPHOLOGICAL CHARACTERISTICS

The mature osteoclast is multinucleate, containing 6–8 nuclei typically, but it can
have many more. The cross-sectional diameter varies from around 20 to several
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hundred microns. When actively resorbing bone, an osteoclast may be flattened
against the bone surface or it may be highly contorted as it seals itself over the end
of a spicule. The ruffled border is the most obvious organelle and it has received con-
siderable attention. The ruffled border, so termed by Scott and Pease124 in the first
electron microscopic study of osteoclasts, is completely surrounded by a clear zone,
the structure by which the osteoclast adheres to the bone surface. The clear zone is
so named because of its appearance in light microscope preparations.125 This region
is packed with actin filaments.126 The prevalence of actin in the clear zone accounts
for the absence of organelles in this region. The adherence of osteoclasts to bone sur-
faces is now known to involve the interaction of membrane-associated αvβ3 integrin
in clear zone membrane with osteopontin in exposed bone matrix surfaces.127

The ruffled border consists of cytoplasmic extensions that are finger-like or
sheet-like protrusions. The protrusions may be several microns long, are widely vari-
able in thickness and length, and usually longer than they are wide. The ruffled bor-
der provides an extensive surface area of specialized plasma membrane through
which acid is secreted and hydrolytic enzymes are released. The size of the ruffled
border varies according to cell activity;128 inactive osteoclasts have little or no ruf-
fled border.129,130 Inactive, detached osteoclasts migrate between the perivascular
space and bone surface at a rate of 30–250 µm/hr.131 Large osteoclasts may have
more than one ruffled border region, each of which can resorb at different rates.
Osteoclasts are phagocytic, and bits of resorbed bone appear to be internalized.

There appear to be two reservoirs of ruffled border membrane. In some
instances, extensive interdigitations are seen along the lateral surfaces of inactive
osteoclasts.132 Even more pronounced is the occurrence of numerous cytoplasmic
vesicles that give the cells a foamy appearance in histological sections. It is clear that
these vesicles are a reservoir for ruffled border formation. As shown by Fukushima
et al.,130 a unique enzyme, alkaline p-nitrophenyl phosphatase, is present in both the
vesicles and ruffled border membrane, but not in the nearby plasma membrane. The
amount of vesicles is inversely proportional to the extent of ruffled border present.
A comparison of the distribution of enzymes in osteoclasts implicates unique func-
tions of organelles in the osteoclast, particularly with respect to distinct regions of
the plasma membrane.133

Many of the vacuoles and vesicles present are involved in either endocytosis or
exocytosis.129,134 A hallmark of osteoclasts, tartrate-resistant acid phosphatase (TRAP),
is found within some vesicles, lysosomes, Golgi, and matrix.130 Polarized secretion of
TRAP as well as proteolytic enzymes has been reported.135

Ribosomes are present individually and in small clusters, suggesting some
capacity for renewal of intracellular proteins.125 Rough endoplasmic reticulum and
Golgi are scant, relative to the entire cytoplasmic volume, indicating that synthesis
of protein for export, that is, proteolytic enzymes, is conservative.125

Mitochondria are notably abundant, indicating that osteoclasts have a high level
of aerobic metabolism. Mitochondria in osteoclasts contain numerous granules rich
in calcium phosphate. Such granules are considered to serve as a buffer for surges in
intracellular Ca2+.136 Enhanced uptake and release of Ca2+ by mitochondria occur in
tissues that handle large amounts of Ca2+.137 It is estimated that osteoclasts contain
more mitochondria than any other cell in the body.125
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OSTEOCLAST GENERATION

ROLE OF OSTEOBLASTS AND STROMAL CELLS IN OSTEOCLAST

DIFFERENTIATION

Multinucleate osteoclasts are derived from fusion of hemopoietic cells of the mono-
cyte–macrophage lineage. The process requires contact with osteoblasts or stromal
cells in the marrow (pre-osteoblasts). Osteotropic factors, including PTH, PGE2,
1,25(OH)2 vitamin D3, and IL-11, orchestrate osteoclast formation through specific
receptors on osteoblasts and stromal cells. This phenomenon was discovered by
Suda and colleagues, who developed a co-culture system of mouse calvarial
osteoblasts and spleen-derived hemopoietic cells as a source of pre-osteoclasts.138–140

The multinucleate cells formed in the co-culture system exhibited major character-
istics of osteoclasts, that is, tartrate-resistant acid phosphatase (TRAP) activity,
expression of calcitonin receptors, p60c-Src, αvβ3 integrin, and the ability to form
resorption pits on bone or dentine slices.

Knockout and transgenic technology has played a decisive role in elucidating the
mechanisms involved. Osteoblasts isolated from PTH receptor knockout mice
(PTHR1-/-) co-cultured with wild-type hemopoietic cells did not support osteoclast
formation; the converse experiment supported osteoclast formation.141 Similarly,
when the receptor for PGE2 (EP4 subtype) was absent in osteoblasts, osteoclastoge-
nesis did not occur under the influence of PGE2.

142 The same result was found using
the vitamin D receptor knockout mouse.143 These studies prove that functional
osteoblasts are required for initiating osteoclastogenesis.

Other osteotrophic factors are also important. Using the op/op mouse model, in
which there is an extra base (thymidine) in the M-CSF gene, Yoshida and col-
leagues144 established that M-CSF is necessary for osteoclast formation. In addition,
Niida et al.145 report that human recombinant vascular endothelial growth factor
(VEGF) will induce osteoclast formation in the op/op mouse, apparently by substi-
tuting for M-CSF.

In summary, osteoclastogenesis requires cell–cell contact and signaling by
osteotrophic factors through specific receptors on osteoblasts and/or stromal cells.
This discovery was key for elucidating the next phase of investigations into the
mechanism of osteoclast formation, that is, the RANK–RANKL interaction.

THE RANK–RANKL INTERACTION IN OSTEOCLAST FORMATION

Discovery of RANK, RANKL, and OPG

RANK (receptor-activated nuclear-factor kappa β) is expressed on both osteoclast pro-
genitors and mature osteoclasts. Its receptor RANK Ligand (RANKL) is expressed by
osteoblasts and stromal cells in response to osteotrophic factors such as 1,25(OH2)D3,
PTH, PGE2, and IL-11 (Figure 3.4). This discovery resulted from investigations by
several laboratories in a number of fields, including skeletal metabolism and immunol-
ogy. An historical account has been presented by Takahashi and colleagues.146 As the
story developed, several regulatory proteins were identified and named. These were as
follows: osteoclast differentiation factor (ODF), osteoprotegerin ligand (OPGL), tumor
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necrosis factor-related activation-induced cytokine (TRANCE), and RANKL.
Through cloning techniques, these four proteins were found to be identical. In addi-
tion, a soluble form of RANK, called osteoprotegerin (OPG), is produced by
osteoblasts. OPG is a decoy receptor for RANKL and is a powerful inhibitor of osteo-
clast differentiation.147 The terms ‘RANKL,’ ‘RANK,’and ‘OPG’are recommended by
the American Soceity for Bone and Mineral Research Committee on Nomenclature.148

Current evidence indicates that RANK (on pre-osteoclasts) acts as the sole sig-
naling receptor for RANKL (on osteoblasts) for inducing differentiation of pre-
osteoclasts to fuse and develop into osteoclasts. The binding of cross-linking
antibodies to the extracellular domain of RANK caused cell surface clustering of
RANK, by-passing the need to interact with RANKL; a spleen culture model osteo-
clast formation was stimulated.149,150 On the other hand, when Fab fragments of anti-
RANK antibody were introduced, clustering was prevented, RANK–RANKL
interaction was blocked, and osteoclasts did not develop.150 Subsequently, it was
found that soluble RANK, the extracellular domain of RANK, now called OPG, also
blocked osteoclast formation.147 Additionally, transgenic mice overexpressing OPG
developed osteopetrosis, a symptom of absent or nonfunctioning osteoclasts.149

As mentioned, both RANKL and M-CSF have been established as essential for
osteoclast formation. It is interesting that both RANKL and M-CSF are rather
widely distributed in nature.151–153 This raises the question of why osteoclasts are
confined to bone. Through a series of co-culture experiments with hemopoietic cells
on a lawn of an osteoblast cell line, SaOS-4/3, both M-CSF and RANKL were found
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Figure 3.4 Diagram of the generation of osteoclasts from pre-osteoclasts as directed by M-
CSF and RANKL on osteoblasts or marrow stromal cells. Both osteoclast progenitors and
mature osteoclasts express surface bound RANK, the receptor for RANKL. RANKL expres-
sion by osteoblasts is stimulated by the bone-regulatory factors, including PTH, IL-11, 1,25
vitamin D3, and PGE2. These factors stimulate differentiation, multinucleation, fusion, and
activation of osteoclasts. OPG, a soluble decoy receptor of RANKL, is produced by
osteoblasts and stromal cells and blocks the RANK–RANKL induction of osteoclastogenesis.
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to be deployed on osteoblast surfaces,154 as illustrated in Figure 3.4. The simultane-
ous presence of both proteins on osteoblast surfaces may explain why osteoclast
formation occurs only in the bone environment.

Regulation of RANKL and OPG expression in osteoblasts and stromal cells

RANKL expression in osteoblasts is inducible through a variety of signal pathways.
These include the following: PTH/PTHrP, TNFα, IL-1, and PGE2 signaling through
the cyclic AMP pathway;142,155,156 LIF, oncostatin M, IL-6 + sIL-6R, and IL-11 
signaling through the gp130/STAT130 pathway;157 vitamin D receptor (VDR) occu-
pancy by 1,25 (OH2) vitamin D3 signaling VDR binding domains found in the 5�-
flanking promoter region of the RANKL gene;158 and compounds such as ionomycin
and phorbolmyristatic acid (PMA) stimulating the Ca2+/PKC pathway.159,160 OPG
expression is often suppressed by the factors that stimulate RANKL expression. For
example, forskolin, an activator of cAMP/PKA signaling, suppressed OPG mRNA
expression while enhancing RANKL mRNA expression.160 Cross-talk between path-
ways that lead to coordinated up- and downregulation of RANKL, RANK, and OPG
are currently under investigation.

Signaling through RANK in osteoclasts

When RANKL of osteoblasts engages RANK on pre-osteoclasts or mature osteo-
clasts, signal cascades are initiated, which lead to differentiation, survival, or activa-
tion of the osteoclast. In a study of RANK−/− mice, which were treated with
powerful osteotropic factors (1,25(OH2)D3, PTHrP, and IL-11) neither TRAP-posi-
tive cell formation nor hypercalcemia was induced.161 This study indicates that
osteoclasts cannot form and mature in the absence of RANK. A number of RANK
signaling pathways have been identified. The cytoplasmic tail of RANK interacts
with TNF receptor-associated factor 6 (TRAF6). TRAF6 interacts with TRAF1, 2,
3, and/or 5 to activate NFκB, JNK, p38, or ERK pathways.162–166 TRAF6 appears to
be the crucial link between RANK and the other TRAFs since TRAF6 −/− mice
exhibited severe osteopetrosis.167

Further supporting the central importance of TRAF6 is the report that lympho-
cyte T-cell production of interferon-γ (INFγ) blocks osteoclastogenesis.168 In this
study, it was shown that RANK–RANKL signaling was blocked due to INFγ-
induced degradation of TRAF6.

NKκB activation leads to increased resorption as detected by the pit assay.169

JNK signaling through AP-1, the ubiquitous activator protein (comprised of fos and
jun transcription factors), supports osteoclast differentiation170 as does the p38 MAP
kinase pathway.149,171 ERK signaling via MEK prolonged survival, but did not affect
cell activity.169 Greater details on these pathways can be found in Takahasi et al.146

RANKL/RANK/TRAF6 also signals through c-Src.166 Soriano et al.172 were the
first to report that targeted disruption of the c-Src gene causes osteopetrosis.
Osteoclasts were shown to be present in c-Src −/− mice, but ruffled borders were
absent.173 Spleen cells from c-Src-deficient mice could differentiate into TRAP-pos-
itive multinucleated cells, but they did not form resorption pits.174
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To date, many signaling pathways through RANK in osteoclast have been estab-
lished. Substantial evidence supports the conclusion that RANK–RANKL interac-
tion is required for osteoclasts to form and differentiate. 

Regulation of RANKL expression in lymphocytes

Lymphocyte expression of RANKL is an important consideration because bone
resorption can increase at sites of inflammation. Activated T-cells, in which RANKL
expression is upregulated, have been shown to stimulate osteoclast formation and
activation.175 The signaling pathways involved in inducing RANKL expression are
PKC, phosphoinositol-3 kinase, and calcineurin. In a T-cell-dependent model of
adjuvant arthritis in rats, cartilage destruction was prevalent, but was prevented by
OPG treatment. Cd44(+) T-cells, stimulated by microbial challenge and introduced
into a mouse model, caused periodontitis and alveolar bone loss; treatment with
OPG blocked RANKL signaling and reduced the loss of bone.176

OSTEOCLAST ACTIVITY

ADHERENCE AND DEVELOPMENT OF POLARITY

Once osteoclasts have been induced to form by fusion of pre-osteoclasts present
among hemopoietic cells, as orchestrated by interaction with osteoblasts, a number
of morphologic and functional changes occur. First, polarity develops in such a
manner that recognition and binding of the osteoclast to bone surfaces occur. The
ruffled border that develops becomes completely surrounded by the clear zone,
whose membrane is enriched in RGD-peptide-recognizing proteins, especially αvβ3

integrin.177 This particular integrin recognizes matrix peptides and has a high affin-
ity for osteopontin, but it also recognizes other peptides including bone sialoprotein
and fibronectin. Osteoclasts bind to matrix proteins when bone mineral crystals are
present; osteoclasts neither adhere to nor resorb a nonmineralized matrix.178

Osteopontin and other RGD-peptides are believed to bind to crystal surfaces in a
manner that allows presentation of the RGD sequence to osteoclasts. Osteopontin
has a particularly high density of negative charges due to phosphorylation; this fos-
ters binding of calcium phosphate and calcium carbonate crystals.179

The first studies indicating that osteoclast activation is adherence-dependent and
that binding leads to intracellular signaling and induction of bone resorption came
from Horton and colleagues in 1985.180,181 Echistatin blocks binding of αvβ3 integrin
to its ligand, causing cell inactivation and detachment, as detected by morphological
changes and the pit assay. Detachment is accompanied by redistribution of the αvβ3

integrin. It appears that αvβ3 integrins contribute to osteoclast function in at least two
ways: support of cell migration and maintenance of the sealing zone during resorp-
tion.182 Less is known of the roles of other integrins in osteoclasts.

The ability of the osteoclast to detach from bone surfaces and move to other
locales is an important aspect of osteoclast function. Migration is under the control
of c-fms, which encodes the CSF-1 receptor; CSF-1R is expressed in abundance in
mature osteoclasts.183 Osteoclasts migrate along CSF-1 gradients with cytoskeletal

60 Bone Tissue Engineering

CAT1621_C03.qxd  8/20/2004  2:49 PM  Page 60

Copyright © 2005 CRC Press, LLC



rearrangements involving phosphatidylinositol 3-kinase (PI3K) and Src.184,185 The
interaction of CSF-1 with its receptor leads to the redistribution of PI3K to the cell
periphery and disassembly of the ruffled border. When migration ceases, ruffled bor-
ders reassemble. PI3K is a pivotal enzyme in the process; its inhibition results in
actin ring disruption,186 impaired resorption,186,187 and impaired migration.184

Osteoclast binding to osteopontin on the bone surface induces actin polymerization
and resorption.188 Migration and polarity development in osteoclasts are under
tightly regulated signaling pathways. Signaling is mediated through interaction of c-
Src and other effectors, namely PI3K, Pyk2 or Cb1.189

ASSEMBLY OF THE RUFFLED BORDER AND OTHER COMPONENTS OF THE

MATURE OSTEOCLAST

To become functional, osteoclasts must form a ruffled border, wherein resides a
unique assembly of molecules for secreting an acidified solution enriched in prote-
olytic enzymes. Carbonic anhydrase and vacuolar-type H+-ATPase are the key play-
ers in acidification. The tight seal surrounding the ruffled border creates a space so
that the resorption fluid is directed onto the bone surface in a precise and regulatable
manner. The ruffled border develops from the fusion of intracellular vesi-
cles.118,130,190 Some of the vesicles are derived from Golgi and containproteolytic
enzymes. Constituents of the ruffled border appear to be expressed during the devel-
opment of osteoclasts.191–193 Figure 3.5 outlines the major mechanisms in osteoclasts
that support bone degradation.

Carbonic anhydrase

Microscopic studies established the presence of carbonic anhydrase in osteoclasts.
194 Autoradiographic localization revealed that the enzyme was present in as great
abundance as in other tissues where the enzyme plays a key role (e.g., pancreas and
kidney).115 Immunocytochemical studies showed the major isoform present to be
carbonic anhydrase II (CAII).115,195 Electron microscopic immunocytochemistry
revealed carbonic anhydrase in the cytosol, in vesicles, and along the membrane of
active ruffled borders; calcitonin treatment caused a shift of carbonic anhydrase off
the ruffled border in both in vivo and in vitro systems.196,197

Carbonic anhydrase is well established as being necessary for bone resorption.
In vivo inhibitor studies by Kenny and colleagues198–200 revealed the physiologic
importance of carbonic anhydrase in bone resorption. When procedures for isolating
osteoclasts were developed, it became possible to design mechanistic studies to
show that osteoclast acidification is dependent on carbonic anhydrase activ-
ity.123,201–205 Carbonic anhydrase deficiency due to a congenital condition results in
osteopetrosis.116,117

Both H+ and HCO3
- are products of carbonic anhydrase activity, that is, CO2

hydration (Figure 3.5). The extrusion of H+ through vacuolar H+-ATPase action is
balanced by Cl-/HCO3

- exchange.206 This prevents internal alkalinization due to loss
of H+ extrusion. Intracellular Ca2+ levels are also linked to carbonic anhydrase activ-
ity since blocking the enzyme causes increased influx of Ca2+.207
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Carbonic anhydrase is required for osteoclast differentiation. The formation of
TRAP-positive multinuclear cells was decreased while the number of TRAP-positive
mononuclear cells increased, indicating that interference with CAII expression inter-
feres with precursor fusion.207,208

Hormones involved in the regulation of bone growth affect CAII expression. The
CAII promoter in chicken osteoclasts contains a vitamin D response element, and the
addition of vitamin D to cultured osteoclasts increases the level of CAII mRNA expres-
sion.209,210 Further, vitamin D-induced stimulation of osteoclast differentiation requires
CAII due, in part, to the requirement for regulation of intracellular pH.207 This suggests
that CAII is expressed in osteoclast precursors. PTH can also stimulate CAII mRNA
expression.210 Retinoic acid may have an antagonistic role to that of vitamin D during
osteoclast differentiation, and this affects CAII expression.211 Retinoic acid stimulates
the proliferation of pre-osteoclasts and numbers of multinucleated cells in osteoclast
cultures but has no effect on CAII expression, whereas vitamin D added to these same
cultures along with retinoic acid stimulates proliferation and increases CAII expression.
A retinoic acid response element has recently been identified in the CAII promoter.212
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Figure 3.5 Matrix acidification and proteolysis by osteoclasts. Binding of the osteoclast to
mineralized matrix through the osteopontin-αvβ3 integrin initiates ruffled border formation
and positioning of ion-translocating proteins. Carbonic anhydrase (CA) in cytosol and at the
ruffled border supplies H+ to a vaculolar-type H+-ATPase. The resulting ionic imbalance is
corrected by HCO3

- efflux through a Cl-/HCO3
- exchanger. The excess intracellular chloride

enters the resorption pit through a chloride channel in the ruffled border. Ryanodine receptors
(RR), purported to be in the ruffled border serve as a negative feedback Ca2+ sensor. An active
Na+, K+-ATPase is present in the ruffled border. Ca2+-ATPase is responsible for calcium efflux
on the nonresorptive side of the cell; its role is likely to maintain low cytosolic Ca2+ concen-
trations. Matrix metaloproteinases, formed by the Golgi, are secreted into the resorption pit.
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Vacuolar ATPase

Because carbonic anhydrase facilitates H+ and HCO3
- production but cannot act as

a pump, efforts were made to identify a proton-translocating system in osteoclasts.
Using antibodies to gastric H+, K+-ATPase, immunocytochemical cross-reactivity
was detected along the ruffled border;213 however the role of the H+, K+-ATPase is
still not clear.214 A proton-ATPase was also detected in ruffled border membranes
by an enzyme histochemical staining procedure activity.215 Subsequent to these ini-
tial investigations, three laboratories independently demonstrated the H+-translo-
cating function of this enzyme in osteoclasts and identified it as a vacuolar-type
ATPase (V-ATPase).118–120 Plating isolated osteoclasts onto a resorbable surface,
such as slices of dentine, causes cell activation and release of H+ into resorption
pits.216

When osteoclasts are cultured on RGD-containing peptide (vitronectin,
fibronectin, collagen I)-coated plastic, the V-ATPase is distributed to the ruffled
membranes and is activated, as shown by the capacity of the cells to secrete acid.
V-ATPase in activated osteoclasts associates with actin filaments, a process
believed to move the enzyme from diffuse cytosolic distribution to focal localiza-
tion in the ruffled border.216 Myosin II, which interacts with actin filaments, is also
involved, since microinjection of antibodies to myosin II diminishes bone resorp-
tion as assessed by the pit assay.217 RNA transcripts of V-ATPase have also been
shown to shift from diffuse distribution to the ruffled border area when osteoclasts
become activated.218 When fully formed osteoclasts become inactivated, the ruffled
border vesiculates internally as shown using alkaline p-NPPase, a ruffled border
marker enzyme.130 V-ATPase is expressed in mononuclear osteoclasts along with
other markers of mature osteoclasts, such as tartrate-resistant acid phosphatase and
calcitonin receptors. The expression of these proteins occurs before the cells bind
to the substrate.192,193

V-ATPase is a membrane-integrated protein. Its mRNA is localized in the region
of cytoplasm between the nuclei and membrane where osteoclasts are attached to the
bone.218 Reagents that disrupt the cytoskeleton or inhibit V-ATPase activity also
inhibit polarization of the mRNA.218 Antisense nucleic acids to V-ATPase decrease
levels of message and cause impaired acidification and bone resorption.207,208 V-
ATPase consists of several complexes: Vi located in the cytoplasm, a membrane-
integrated subunit, and V0 that contains the H+ pump. Isoform variants of subunit ‘a’
in the V0 complex have been identified; the expression of mRNA for each isoform is
tissue-specific.219 One of these isoforms, a3, appears to be osteoclast-specific and is
induced during osteoclast differentiation.220 Mutations in the a3 subunit of human
vacuolar-type H+-ATPase causes osteopetrosis.221 In addition, mice carrying a dis-
rupted form of the gene encoding this subunit222 or a deletion of a portion of this
gene223 exhibit osteopetrosis due to loss of osteoclast function.

Other plasma membrane enzymes and channels that support osteoclast
activity

Ouabain-inhibitable Na/K-ATPase activity has been found in the ruffled border mem-
brane at greater densities than elsewhere in the plasma membrane,224 and immunocyto-
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chemistry has revealed Na/K-ATPase in the entire plasma membrane.225 The difference
between the two observations likely reflects methodology; the former reflects enzyme
activity and the latter reflects the position of protein subunits, whether active or not. The
role of Na/K-ATPase in the ruffled border has not been defined, but it is likely involved
with maintaining an electrolyte balance. Spectrin, known to be associated with sites of
Na/K-ATPase activity, has been localized to the ruffled membrane.226

Phosphatidylinositol-3 kinase (PI3K) is involved in ruffled border formation in
osteoclasts. This has been shown by specifically inhibiting PI3K and finding that
vesicles derived from ruffled borders appeared in abundance in the cytosol; once the
inhibitor was removed, the number of vesicles diminished as a result of fusion with
the ruffled border.227

Plasma membrane Ca2+-ATPase (PMCA) is abundant on the nonresorptive sur-
face of active osteoclasts228 and it pumps Ca2+ to the cell exterior.229 RGD-contain-
ing peptides stimulate Ca2+ efflux in osteoclasts through the PMCA.230 The specific
role of PMCA has not been defined but is likely involved with restoring cytosolic
Ca2+ levels following Ca2+ signaling events as it does in other cells. High extracellu-
lar Ca2+, that is, 8–40 mM in resorption pits,231 stimulates IL-6 production, which in
turn inhibits Ca2+ sensing,232 constituting a negative feedback mechanism.
Ryanodine receptor type 2, postulated to be in the ruffled border membrane, appears
to serve as both a Ca2+ sensor and an inwardly directed Ca2+ channel.233

The substantial secretion of protons into resorption lacunae is accompanied by
Cl- through an electrically coupled chloride channel.234,235 Acid–base balance within
the osteoclast is maintained by a Cl-/HCO3

- exchanger on the basolateral plasma
membrane.236

The GTPases, Rac1 and Rac2, are intimately involved with the cytoskeleton and
influence ruffled border development. Introduction of antibodies to these enzymes
into osteoclasts causes disruption of the actin ring, osteoclast detachment, loss of
ruffled border, and reduced resorption.237

Src is a plasma membrane-anchored tyrosine kinase that elicits responses
through many pathways. Src has many substrates, including actin and integrin bind-
ing proteins (e.g., tensin, paxillin, vinculin, cortactin, talin).238 While complete
understanding of Src activity in osteoclasts awaits discovery, it is clear that activa-
tion of Src leads to alterations in the cytoskeleton in ways that lead to cell activation.
Further discussion of Src is presented in the next section.

Proteolytic enzymes

Osteoclasts secrete tartrate-resistant acid phosphatase and thiol proteinases (e.g., acidic
collagenase and cathepsin K) into resorption pits.135,239 These serve to break down the
matrix once bone mineral deposits have been dissolved. Of the several matrix metal-
loproteinases found in osteoclasts, MMP-9 is abundantly expressed; however, MMP-
9 knockout mice experience only a transient disturbance in bone resorption.240,241

Among the thiol proteases, cathepsin K is the most abundant. Knockout of cathepsin
K retards matrix degradation and results in osteopetrosis, whereas overexpression
causes the opposite problem.242 Degraded collagen fragments are translocated through
the osteoclast cytoplasm by vacuolar transcytosis.243,244
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SIGNAL PATHWAYS IN MATURE OSTEOCLASTS

It is well established that osteoclasts are activated indirectly by osteotropic factors
that upregulate RANKL expression in osteoblasts and then stimulate osteoclasts
through RANK. There are some exceptions to this rule, however.

Direct activators of osteoclast activity

IL-1 directly stimulates osteoclasts. Cultures of mature osteoclasts express IL-1
receptors and form pits in response to IL-1;245 this response was inhibited by IL-1
receptor antagonist (IL-1ra) but not by blocking the RANK–RANKL interaction
with OPG.147

TNFα can stimulate osteoclast differentiation and pit-forming activity in the
absence of RANK–RANKL interaction. This was shown in bone marrow cultures
from RANK −/− mice treated with TNFα.246,247 When antibody to TNFα was pres-
ent, the response was blocked; OPG had no effect. In another study using RANK 
−/− mice, TNFα infusion led to the formation of TRAP-positive osteoclasts.161

PTH/PTHrP receptors are present in mature osteoclasts. Using in situ hybridiza-
tion, mRNA for PTHR-1 has been detected in osteoclasts in sections of iliac crest
biopsies. In samples from normal individuals, 65.7% of osteoclasts contained
PTHR-1 mRNA and in patients with secondary hyperparathyroidism, 98% of osteo-
clasts contained message.248 Immunostaining has revealed PTH/PTHrP receptor in
osteoclasts from rat bone,249–251 deer antler,252 human bone,248 and the RAW 264.7
osteoclast cell line.251 Rapid responses of osteoclasts to PTH or PTHrP have been
reported.253 The studies showing rapid responses utilized full-length PTH (1–84) and
so it is not clear whether the N terminus or the C terminus was responsible for the
effect. Most studies indicate that levels of PTH/PTHrP receptors in osteoclasts are
low and occur intermittently. It is interesting that PTHrP is secreted by both
osteoblasts254 and osteoclasts.255 Consequently, PTHrP may act as a paracrine or
autocrine factor to influence mature osteoclast function. PTH has both anabolic and
catabolic effects on the bone; low and intermittent doses elicit bone apposition,
while high and continuous administration stimulates resorption.256 One way in
which these dichotomous effects could occur might be through receptors on both
osteoblasts and osteoclasts. For example, the osteoblasts expressing PTH receptors
constitutively and in abundance could react well to intermittent stimulation. The
pauses in stimulation would provide time for intracellular signals (e.g., Ca2+, cAMP)
to return to baseline. On the other hand, the osteoclast, which rapidly clears its sur-
face of occupied PTH receptors,257 would be able to respond to continuous doses of
PTH by recycling unoccupied receptors, to the cell surface. Two PTH-responsive
cells have been shown to rapidly clear occupied PTH receptors by endocytosis,
namely, cultured kidney cells258,259 and osteoclasts.257

Estradiol influences osteoclast formation, differentiation, and activity indirectly
through the regulation of cytokine synthesis by osteoblasts. Estrogen also acts
directly on osteoclasts at both genomic and nongenomic levels.253,260 Estradiol
reduces mRNA expression of the type I IL-1 receptor in osteoclasts while increasing
expression of decoy-type II IL-1 receptor.261 Several studies have shown that estra-
diol reduces resorption activity, through an estrogen response element, in human and
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avian osteoclast-like cells,262–264 rabbit osteoclasts,265 and mouse osteoclast-like
cells.266 Other studies report the lack of an estrogen effect on osteoclast activ-
ity.190,267–269 The difference in these reports may reflect the stage osteoclasts are in
when isolated. For example, Sugiyama et al.270 found that estrogen did not influence
adherence of osteoclasts isolated from avian medullary bone in the resorptive phase,
but caused a reduction in adherence of osteoclasts during bone formation. Estrogen
reduces mRNA and protein synthesis of several lysosomal enzymes in osteoclasts,
including cathepsin L, β-glucuronidase, lysozyme, and a cathepsin unique to osteo-
clasts, cathepsin K.263–265,271

The main means by which nongenomic effects are distinguished from genomic
effects is through the detection of rapid signaling events with a membrane-imper-
meable form of estrogen. Cultures of mature osteoclasts bind and respond to 17β-
estradiol. A fluorescent estradiol–BSA complex bound to osteoclasts and was
displaceable by estradiol monomer.272 Estradiol depolarizes osteoclast membrane
potential, and stimulates Src activity and Src-dependent actin ring formation.272,273

The effects occur within 60 sec and so are believed to represent nongenomic regula-
tion at the plasma membrane. Membrane-impermeable estrogen also has rapid
effects on intracellular pH, cyclic AMP, cyclic GMP, and intracellular Ca2+ in human
pre-osteoclastic cells.274 PTH-stimulated acid production by isolated osteoclasts is
blocked by 17β-estradiol.122 Membrane depolarization occurs following estradiol
treatment as a consequence of the opening of inwardly directed K+ channels.275

Signaling events following occupancy of plasma membrane estrogen receptors
involves a rapid (within 2 min) phosphorylation of tyrosines at the plasma mem-
brane. Src is activated and translocated to the plasma membrane; it is likely the main
phosphorylating enzyme involved.273 Superoxide anion generation in osteoclast is
inhibited by 17β-estradiol within 5–45 sec.276

Inhibitors of osteoclast activity

Calcitonin rapidly blocks resorption through a now well-defined receptor present
on osteoclasts. The physiological role of calcitonin is believed to be prevention of
bone loss at times of stress on calcium reserves, for example, during pregnancy, lac-
tation, and growth. Stress on calcium reserves may be why calcitonin receptors
evolved to be under tight control and are rapidly endocytosed following hormone
binding.277 Osteoclasts respond rapidly to calcitonin, losing their attachment sites as
well as their ruffled borders through vesiculation and cell rounding.196 Calcitonin
causes a shift in the cytoskeletal elements, vimentin, and tubulin.278 Calcitonin also
abolishes superoxide anion (O2

-) production279 and inhibits osteopontin expression in
osteoclasts.280 The calcitonin receptor exists in several isoforms and signals through
several pathways, including cAMP, Ca2+, and MAP1 kinase. The binding affinity and
capacity of the calcitonin receptor is influenced by 17β-estradiol and progesterone in
laying hens.281 Continued exposure of osteoclasts to calcitonin results in the down-
regulation of the calcitonin receptor. This effect occurs at the transcriptional level and
renders osteoclasts insensitive to prolonged calcitonin exposure.282,283

Nitric oxide (NO) decreases osteoclast activity through a NO-dependent
guanosyl cyclase and cGMP-dependent protein kinase.284 Osteoblasts responding to
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stretch are the likely source of NO,285 although osteoclasts can also produce nitric
oxide.286 At high concentrations, NO and Ca2+ can initiate apoptosis.287,288

Other inhibitors of osteoclast activity, under some conditions, include high phos-
phate and Ca2+ concentrations, glucocorticoids, prostaglandins, IL-4, IL-8, M-CSF,
and MIP-1α.289

Other factors influencing osteoclasts

Fluid shear has a number of effects on osteoblasts, causing them to secrete IL-11,
which in turn influences osteoclasts.290 Cell–cell contact (osteoblast–osteoclast; 
stromal cell–osteoclast) is a likely means of direct control; osteoclasts have been
shown to express connexin 43, elements of gap junctions.291 Stem cell factor is
expressed on osteoblast surfaces, but not secreted; therefore, its ability to activate
existing osteoclasts as well as enhance osteoclast differentiation requires cell–cell
contact.292 As indicated earlier, control of osteoclast activity involves multiple mech-
anisms. 

Involvement of the tyrosine kinase, Src, in osteoclast regulation

The protein pp60 derived from the oncogene c-src has tyrosine kinase activity. This
enzyme is critical for osteoclast activity and it has many roles. Its importance in bone
was first recognized when deleted by knockout technology.172 Mutations in pp60
result in osteopetrosis.173 Src protein associates with microtubules in osteoclast-like
cells,293 and it supports ruffled border formation.173 Therefore, osteoclasts are pre-
pared for activity, at least in part, by an Src-mediated process. Src-dependent phos-
phorylation of Pyk2, a kinase in the focal adhesion kinase complex, appears to foster
adhesion-induced formation of the sealing zone294 and gelsolin-associated PI3-
kinase activity, which facilitates actin filament formation and osteoclast motility.295

The latter activity is initiated through binding of osteopontin to the αvβ3 integrin.
Since this effect was shown to occur through plasma membrane estrogen receptors,
it is possible that it is mediated through altered membrane potential.275 In addition,
a downregulation of osteoclast activity also occurs through Src-mediated tyrosine
kinase phosphorylation through 17β-estradiol receptor occupancy.273 This may occur
through a reduced interaction between actin and cortactin, another Src-mediated
effect.296 Yet another role for Src in osteoclast function is linked with intracellular
pH. When intracellular pH becomes more acidic, tyrosine kinase pathways are acti-
vated, increasing Src activity.297 Src appears to have a pivotal role in the regulation
of osteoclast activity.

END OF LIFE: APOPTOSIS

Apoptosis is a form of cell death that provides a means of containment of intracel-
lular lytic enzymes that, if released, would damage neighboring cells. Apoptosis was
first characterized as a series of morphological changes.298,299 Cells undergoing
apoptosis become detached from adjacent cells, condense, and finally break into
readily phagocytosed fragments.
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Initially, apoptosis in osteoclasts was discovered when M-CSF was withdrawn
from culture media.300,301 A number of apoptotic stimuli are now known. Loss of
adhesion by interference with integrin–matrix interaction causes apoptosis, as shown
by introducing small interfering RGD-peptides302,303 or antisense oligonucleotides to
the αv gene.304 Vitamin K2 stimulates apoptosis presumably because of free radical
production.305,306 Inhibiting vacuolar H+-ATPase results in apoptotic cell death.307

Estrogen, testosterone, glucocorticoids, and bisphosphonate treatment lead to osteo-
clast apoptosis.308 High extracellular calcium is apoptotic.288

Antiapoptotic agents include factors that stimulate bone resorption, such as PTH
and 1,25 (OH2) vitamin D3.

308 These signal through RANKL and so it is not 
surprising that these antiapoptotic effects are countered by NFκB inhibition309 and
OPG.310 Inflammatory cytokines IL-1 and IL-6 are antiapoptotic.308 Calcitonin pro-
motes osteoclast survival and opposes nitric oxide-induced apoptosis.287,311,312 It
is interesting that calcitonin is antiapoptotic even though calcitonin causes cell
detachment.313

Controlled apoptosis of osteoclasts at remodeling sites is considered to be an
important feature of the advancing resorption front at sites of bone remodeling.314
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INTRODUCTION

The structure and composition of bone varies with the tissue site and its origin (e.g.,
lamellar versus cortical, intramembranous versus endochondral) as well as with age,
diet, and health status. Engineering bone requires mimicking of key aspects of bone
structure and composition to achieve the optimal functional tissue. To appreciate
these characteristics, this chapter will review current knowledge of the functions of
the mineral and matrix constituents, and how these functions have been assessed by
studies of age and disease variations in tissue composition. Some comment will also
be made on the current state of bone tissue engineering from the mineral and matrix
points of view. The functions of the bone cells and their importance in bone tissue
engineering were discussed in chapter 3.

Tissue-engineered bone and other mineralized tissues will be important for the
repair of lesions caused by cancer surgery, birth defects, and trauma. Since bone
is unique in terms of being able to repair itself1 (e.g., fracture healing in humans
and animals, limb regeneration in lower species), lessons can not only be learned
by examination of these processes, but there may be instances when tissue-
engineered products may only be used to enhance the natural repair process.

BONE AS A COMPOSITE

Bone is a composite material consisting of mineral, matrix, cells, and water.
Developmentally as the cartilaginous anlage of the bone shaft is replaced by a boney
matrix, that matrix is predominantly matrix (osteoid) and calcified cartilage.2 With
age the mineral content increases, reaching a maximum value, approximated by
“peak bone density,” in male and female humans at different ages.3

In general, as the animal matures even further the total bone mineral content
decreases.4 Diseases such as osteoporosis are associated with a decrease in total
bone density, but not necessarily with decreases in the proportion of mineral in any
bone, while osteomalacia is defined as a loss of bone mineral and an increase in
osteoid.5 Conversely, osteopetrosis is an increase in both bone mineral and bone
matrix, beyond that necessary for normal function.6 Like many other composite
materials, the integration of minerals within the organic matrix enables bone to have
mechanical properties that are enhanced relative to the properties of the mineral (a
brittle material) or the matrix (an elastic material) alone.

Bone has both mechanical and homeostatic functions, providing protection for
the internal organs of the body and serving as a storage site and source of mineral
ions.7 In terms of evolution, the vertebrates developed calcium phosphate skeletons,
but there are lower species with other mineralized exo- and endo-skeletons that con-
tain calcium carbonates and other phases. The composition of those species’ skele-
tons are reviewed elsewhere, along with discussions of how the study of these
species can contribute to the development of tissue-engineered products.8–12 Bone
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strength is determined by the shape of the bone, the structure (arrangement of its
components), that is, its geometry, and by its so-called “material” properties.7, 13 The
stress–strain curve of the bone (Figure 4.1) has areas that have been shown to be
determined predominantly by the mineral phase (elastic region) and principally by
the organic phase (plastic region).14 The slope of the stress–strain curve is the elas-
tic (Young’s) modulus, which describes the intrinsic stiffness of the bone. Hence, all
other components being equal, a more highly mineralized material will have a
greater elastic modulus. The area under the stress–strain curve is the amount of
energy needed to cause a fracture; thus, bones with comparable Young’s moduli that
have stress–strain curves extended into the plastic region will be more resistant to
load than those that do not.

There is a well-established correlation between bone mineral density (BMD)
measured radiographically and bone strength, but BMD does not completely account
for bone strength.15 Rather, it is other properties of the composite tissue that are
believed to explain this variation.

THE ORGANIC MATRIX

COLLAGEN

Type I collagen is the principal component of the organic matrix of bone, account-
ing for approximately 30% of the dry nondemineralized matrix. Type I collagen is a
heteropolymer of two identical and one distinct chain, each having the primary struc-
ture (Gly–X–Y)n, where X and Y are frequently proline or hydroxyproline. The col-
lagen is post-translationally modified to contain hydroxylysine, hydroxyproline, and
glycoslyated hydroxylysine.16 In the extracellular matrix, the hydroxylysine residues
are involved in the formation of stable collagen cross-links17 (Figure 4.2).
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In addition, bone contains small amounts of type III, type V, and type XII colla-
gen. These collagens trim the type I fibrils, and may affect the properties of the tis-
sue. Thus, in the fro/fro mouse,18 a naturally occurring mutant with decreased type
III collagen, the bones are deformed, undermineralized, and fragile, and the propor-
tion of collagen fibrils with a large diameter is decreased (in the tendon). This
mutant also has decreased levels of the noncollagenous protein, osteonectin (see
below). Mice engineered with a type V collagen mutation have thinner fibrils, skele-
tal deformities, and abnormalities in all the type I-containing tissues.19

Type I collagen provides a backbone for the deposition of bone mineral. The
bone mineral crystals are aligned with their long axis parallel to the collagen axis.
Where the collagen molecule is altered, as in the case of the genetic abnormalities in
osteogenesis imperfecta, otherwise known as brittle bone disease, mineral crystals
are generally smaller in size than those in age-matched healthy bone20 and the min-
eral may be found outside the collagen fibrils.21 The altered bone and mineral prop-
erties in this collagen-based disease are the best evidence for proving the importance
of the collagen for proper bone mineralization. Figure 4.3 shows the stress–strain
curve for bones from oim/oim (osteogenesis imperfecta mouse) bones and those of
age-matched wild-type animals, showing the increased brittle character of the ani-
mals, which have a type I-homotrimer collagen as opposed to the heteropolymer in
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the wild-type animals. The collagen gives bone its elastic properties, and there have
been several studies demonstrating that the connective tissues, as well as the bone,
in animal models of osteogenesis imperfecta are brittle (i.e., absorbs little energy
before failure), and fails more easily when load is applied.22,23

But collagen itself is not the bone matrix component that facilitates mineral for-
mation (the process of nucleation by which the initial mineral forms will be dis-
cussed in section IV of this chapter). This was demonstrated many years ago when
it was noted that when decalcified bone collagen was implanted in situ, it took
many months for mineral deposition to commence.24 Termine et al. later demon-
strated that it was the other proteins associated with the bone collagen matrix that
were facilitating bone mineralization.25 Similarly, Glimcher and Endo showed that
the ability to mineralize collagen in vitro was directly related to the extent to which
its associated proteins were phosphorylated.26 Thus, it is apparent that bone
collagen re-mineralization requires, at a minimum, phosphorylated noncollagenous
proteins.

BONE MATRIX PROTEINS

The noncollagenous proteins account for approximately 5% of the dry bone matrix;
yet, it is these proteins that appear to regulate the organization, turnover, and miner-
alization of the bone matrix. Most of these proteins appear to have more than one
function. However, because their functions in humans have been obtained from
investigations in vitro, or in transgenic animals, the only proof of function comes
from the limited patient data available. These proteins fall into a series of families,
and their functions appear to be redundant. This redundancy is crucial, as the pres-
ence of a mineralized skeleton is a key feature of a viable vertebrate, and were the
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Figure 4.3 Measured stress–strain curves from 4-month-old osteogenesis imperfecta
(oim/oim) mice and the age-matched controls. Note that the oim/oim mice (darker symbols)
have no plastic region, and a yield point lower than the wildtype (lighter symbols), and thus
have a decreased ability to bear load, and are thus more brittle. Courtesy of Dr. Nancy
Camacho.
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functional proteins not redundant in activity, it would be impossible to maintain a
functional tissue.

SIBLINGs

The SIBLING proteins (Small Integrin Binding LIgand with N-Glycosylation) are
all located on human chromosome 4, all have one or more arginine–glycine–aspar-
tate (RGD) sequences, and all have some N-glycosylated residues. Thus named by
Fisher et al.27 because of their shared ability to activate complement factor H,28 the
SIBLING proteins include osteopontin, bone sialoprotein (BSP), dentin matrix pro-
tein-1, dentin sialoprotein, and matrix extracellular glyco-phosphoprotein (MEPE).
The genes for each of these proteins are expressed in bone, and the proteins have
been isolated from bone. Of those studied in more detail, each seem to have more
than one function, either indicating that they are multifunctional, or that their true
function in situ has not yet been identified. All the SIBLING proteins are located on
human chromosome 4q, and of those investigated all seem to have a high affinity for
bone mineral29 when they are either phosphorylated30 or  post-transitionally modi-
fied, but not when these anionic groups are removed.

Osteopontin
Osteopontin is the major phosphorylated glycoprotein of bone.31 Its molecular
weight ranges from �42 to 70 kDa depending on the method of analysis and its 
post-translational modifications.32 It contains several sialic acid residues, one RGD
sequence, and has 29 possible phosphorylation sites.32 Preliminary primary structure
analysis in my laboratory has indicated that in solution, in the absence of calcium,
osteopontin is mainly a random coil, obtaining more beta-sheet structure in the pres-
ence of physiologic concentrations of calcium.

Osteopontin is found in almost every tissue in the body, including the skin, brain,
body fluids, cartilage, and a variety of tumors.32 Its expression is increased in
response to increasing phosphate concentrations in soft tissues,33 suggesting that it
is a key regulator of mineralization.

Osteopontin may be sulfated and it is variably phosphorylated. The extent of
phosphorylation differs in various tissues, but also appears to vary with bone tissue
age. In vitro, the phosphorylated osteopontin isolated from bone is an effective
inhibitor of mineralization.34 Dephosphorylation of the protein eliminates this abil-
ity. Osteopontin’s kidney analog, uropontin, inhibits calcium oxalate formation and
growth.35 The osteopontin present in milk, which has 27 of its 29 residues phos-
phorylated, in contrast, is an in vitro promoter of bone mineral formation, although
preliminary data from our laboratory indicate that its true function in milk may be
to help retain the calcium phosphate, casein-micelles, in a noncrystalline (amor-
phous) form. A more phosphorylated variant of osteopontin isolated from bone, was
also shown to have some ability to act as a nucleator, losing this ability when
dephosphorylated. In vitro, osteopontin is also chemotactic for osteoclasts.36

The osteopontin knockout mouse37,38 has a bone phenotype that is related to both
these in vitro functions. The bones are thickened and resistant to ovariectomy-stim-
ulated or PTH-induced remodeling (Figure 4.4),39 and the mineral crystals in the
bones of the knockout are more abundant and of a larger crystal size.40
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Bone sialoprotein
Bone sialoprotein, BSP, also called integrin-binding bone sialoprotein (IBSP)
accounts for approximately 15% of the human noncollagenous bone proteins.41 The
protein has a molecular mass of approximately 50–70 kDa, the range being due to
phosphorylation and post-translational glycation. It has both N- and O-based glyco-
sylations, is sulfated in some species, and has fewer phosphorylation sites than
osteopontin. The sulfation is lost prior to mineralization in culture.42 It also has two
poly-glutamate repeat regions, one of which is essential for mineral interactions.43

Analysis of the BSP circular dichroism spectra revealed that in solution the structure
consisted of �5% alpha-helix, 32% beta-sheet, 17% beta-turn, and 46% random
coil;41 however, in contrast to the case of osteopontin, no conformational changes
were observed in the presence of calcium and phosphate solutions.41

Electron microscopic localization of the bone matrix proteins has demonstrated
that both BSP and osteopontin are concentrated at the same sites in mineralized
bone: areas of active remodeling, over the cement lines, and on nascent mineraliza-
tion foci.44 However, BSP tends to be concentrated where new mineralization is
occurring, while osteopontin is concentrated in the already mineralized tissues.

BSP is expressed by osteoblast cells after they have started matrix production,45

and, based on analysis of the BSP gene promoter, it has recently been suggested that
BSP and type I collagen production is coordinately linked.46 BSP binds to collagen47

and promotes osteoblast binding in vitro; this binding is, in part, RGD dependent.48

In vitro BSP promotes mineral formation,49 functioning as a mineral nucleator
(see section IV below). However, it can also regulate bone mineral crystal growth
when present at higher concentrations.50 The BSP knockout animals showed mini-
mal skeletal changes, but detailed analyses have not been reported.
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KO. Reprinted with permission from Proc. Natl. Acad. Sci. USA.
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Dentin matrix protein-1
The first dentin protein to be cloned,51 dentin matrix protein-1 (DMP1), is a highly
hydrophilic phosphorylated glycoprotein with both poly-aspartic acid and poly-
glutamic acid repeats. It shows some homology to osteopontin, BSP, and, as dis-
cussed below, BAG-75, but does not cross-react with antibodies against those
proteins.52 Developmentally, DMP1 expression is first noted in hypertrophic chon-
drocytes, then in osteoblasts, and then in osteocytes. Hence, it is considered to be
a differentiation marker for osteoblasts.53 There appears to be as much DMP1 in
bone as there is in dentin; however, in bone the DMP1 is fragmented, while in
dentin it is intact.54

Dentin matrix protein-1 is an �150 kDa protein. It has 55 possible phosphory-
lation sites, but few of these are occupied. It has one RGD domain that is active in
cell attachment,55 and the N terminus has some sequence homology to the other
SIBLINGs. DMP1 is �30% by weight sialic acid. Like the other SIBLINGs, it binds
to factor H and activates complement.28 It is found localized around the nonminer-
alized areas of odontoblasts (dentin-forming cells) and osteoblasts (in the lamina
limitans).55

In vitro, recombinant, nonphosphorylated DMP1 is a bone mineral (apatite)
nucleator, which when partially enzymatically phosphorylated  has no effect on
apatite formation. A human DMP1 expressed in bovine marrow stromal cells, and
therefore, probably phosphorylated similar to the native protein, is an effective
inhibitor of mineral formation and proliferation in solution.55a

Overexpression of DMP1 leads to the differentiation of mesenchymal cells into
osteoblasts56 and enhanced mineralization. Thus, in culture, DMP1 appears to act as
a signaling molecule, activating osteoblasts. The knockout animal, developed by
Feng, has an interesting phenotype.  The cortices in the knockout animals’ bones are
thinner than those of the wildtype; but the epiphyses are excessively calcified [Jian
Feng, personal communication]. Since DMP1 expression is greatest in hypertrophic
chondrocytes,53 this supports the view that the native protein is an inhibitor of min-
eralization. However, the thinned cortical bone agrees with its importance for deter-
mining the osteoblast patterning, indicating that DMP1 like the other SIBLING
proteins is multifunctional.

Dentin sialoprotein
Another dentin protein that is also found in bone57 DSP (MW �53 kDa) is only
slightly phosphorylated (less than one of its two phosphorylation sites is occupied);
but it too, like the other SIBLING family members, has an RGD sequence and is N-
and O-glycosylated. DSP is expressed as part of the dspp gene;58 the other product
is dentin phosphophoryn (DPP), a highly phosphorylated protein that is unique to
dentin. However, DSP is also found in bone, and although initial studies suggested
that DPP was not in bone, it does raise some questions.

Structural studies indicate that DSP is in a random coil conformation in solution,
but like the other SIBLINGs it binds to apatite, although not with as high an affinity as
the other family members.59 In vitro, DSP can inhibit mineral formation and growth,
but its activity is nowhere as strong as that of osteopontin.60 DPP, in contrast, can act
both as an apatite nucleator and an inhibitor of mineralization.61 It has been postulated
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that the intact gene product of dspp may be a potent regulator of mineralization in both
bones and teeth;62 however, the intact protein has not yet been investigated.

There are no human bone diseases associated with dspp gene alterations; how-
ever, improper dentin formation associated with opalescent teeth and dentin attrition
(dentinogenesis imperfecta type II) has been linked to mutations in this protein.63

Patients with this dental disorder sometimes have a high-frequency hearing loss,64

which might suggest a bone phenotype, as hearing loss is a feature of osteogenesis
imperfecta,65 and demineralization of the cochlear capsule in the ear is associated
with hearing loss.66 Further analyses will obviously be required to discern the impor-
tance of both DSP and dssp for bone mineralization.

MEPE
Matrix extracellular phosphoglycoprotein was first cloned67 from tumors of patients
with oncogenic hypophosphatemic osteomalacia. Similar to the other SIBLINGs on
human chromosome 4q, this 525-residue protein (431 residues in the mouse) has one
RGD domain, 2 N-glycosylation motifs, and a short N-terminal signal peptide.67

Low levels of expression occur in the bone marrow, while high levels are associated
with these tumors. The gene and the protein, also named “osteoregulin,” are also
expressed in osteoblast cultures, associated with matrix mineralization.68 Patients
with x-linked hypophosphatemic rickets, and mice that model this disease associated
with an inactivating mutation in Phex (an endopeptidase with no known substrate
that regulates tissue phosphate levels69 have elevated levels of MEPE. Further, Phex
inhibits hydrolysis of MEPE, but does not interact with it, indicating that this path-
way is complicated.70

Other non-SIBLING phosphorylated glycoproteins
Bone acidic glycoprotein -75. BAG-75 shares extensive structural homology with

dentin matrix protein -1 and with the other SIBLING molecules, but is considered sep-
arately, as its chromosomal localization has not yet been identified. In tissue sections,
it does not colocalize with DMP1,52 and hence BAG-75 is a unique molecule with dis-
tinctive features, which may be quite important for its function in bone, and may
explain why it has not been as extensively studied as the other SIBLING proteins. 

First identified by Gorski in 1988,71 BAG-75 is an �75,000 MW phosphorylated
glycoprotein with 44 phosphoryl groups per molecule, �7% sialic acid, and 30 mole
percent acidic amino acids. It tends to form macromolecular aggregates in solution,72

a feature unique to this among the other SIBLING proteins, and a complication that
has limited in vitro studies of its function. Among its unique functional properties is
its ability to inhibit osteoclast activity.73 The mechanism of this inhibition is via
interaction with a newly described osteoclast membrane receptor, Galectin-3.74

Similar to the other phosphorylated glycoproteins, BAG-75 has a high affinity for
calcium, collagen, and bone mineral. Its affinity for calcium is 1.7 times higher
(mole/mole) than that of BSP and 2.8 times higher than that of osteopontin.
Additionally, it undergoes Ca-dependent changes in its conformation, similar to that
noted above for osteopontin.75 BAG-75  has been localized to newly forming miner-
alized nodules in both normal and pathologic calcifications.76 Thus, this protein may
be important both for the initiation of mineralization on the collagenous matrix and
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for protecting the newly formed mineral from being removed too rapidly [Gorski,
Jeffrey, personal communication].

Osteonectin. Osteonectin25 is another widely distributed glycosylated phospho-
protein, found in endothelial cells, thrombocytes, and placenta, as well as in the min-
eralized tissues. It is also called secreted protein, acidic, cysteine-rich (SPARC), and
BM-40. Not being on human chromosome q4,77 osteonectin is not really in the SIB-
LING family, although it is often discussed with the SIBLINGs. Osteonectin, molec-
ular mass �32 kDa, has 1 RGD domain, a calcium-binding domain,78 and multiple
potential phosphorylation sites. In bone, it accounts for �23% of the total noncol-
lagenous protein. It has a calcium-binding EF-hand structure,79 not seen in the
SIBLINGs.

In vitro, osteonectin binds to collagen; the binding occurs through the Ca-bind-
ing domain as shown by a recent crystal structure determination of the isolated
domains’ interactions with both type IV and type I collagen.80 Like many of the other
matrix proteins, it has been reported to enhance mineral deposition,25 and to be an
inhibitor of mineral crystal growth.81 As will be discussed below, these two functions
are not contradictory in terms of calcification mechanisms.

Osteonectin has also been implicated in vitro as having a role in regulating the
activities of the metalloproteases that control the degradation of the extracellular
matrix,82 although osteonectin itself is modulated by these proteases.83 These activ-
ities are consistent with some of the observations in the knockout mice. The first
osteonectin-deficient mice generated by Gilmour and Norose84 were found to
develop cataracts early during development, but not to have any early skeletal 
phenotype. They were also later  shown to have impaired wound healing.85 At 11
weeks, the cortices of their bones were thinned, and their trabecular spacing had
increased (Figure 4.5).

Older osteonectin-deficient mice had more fragile bones at 17 weeks of age than
the wildtype ones, and they had altered rates of bone formation and bone remodel-
ing.86 With age, the trabecular spacing in these animals increased significantly and
few trabeculae were visible by 35 weeks of age. Using infrared imaging, we charac-
terized the bones of the knockout and wild-type animals at 11, 17, and 35 weeks, and
found that while bone shape was not different, the osteonectin-deficient animals had
a higher mineral content and larger/more perfect crystalline mineral than age-
matched controls. Most importantly, the collagen maturity (an index of the ratio of
nonreducible to reducible cross-links) was much higher throughout the bones of the
knockout animals.87

There are no human diseases to which osteonectin mutations have been linked
by genetic analyses; however, osteoblasts from some fibrous dysplasia patients
express elevated levels of osteonectin in addition to other proteins,88 and there are
markedly reduced levels of osteonectin in bone from patients with osteogenesis
imperfecta.89 In this light, it is of interest to note that the fro/fro mouse, a naturally
occurring mutant mouse with brittle bones reminiscent of osteogenesis imperfecta,
has a 50% reduction in osteonectin expression,18 all demonstrating that osteonectin
has a marked, albeit as yet undefined effect on bone.

Vitronectin and tetranectin. These proteins are glycoproteins that are expressed
during mineralization, but direct roles for vitronectin in the mineralization process
have not been established.
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Tetranectin is immunolocalized in developing woven bone and is expressed by
osteoblastic cultures during matrix mineralization.90 Overexpression of tetranectin
by tumor cells implanted into nude mice caused an increase in matrix mineraliza-
tion,90 while downregulation by vitamin A prevents tetranectin expression and
blocks mineralization,91 suggesting that tetranectin may play a role in mineral dep-
osition. The tetranectin knockout mouse has an interesting skeletal phenotype, with
severe spinal deformities (Figure 4.6), but no other visible bone abnormalities.92

Gla-proteins

Proteins containing gamma-carboxyglutamic acid (gla) residues are found in bone
and cartilage, as well as in proteins associated with blood clotting. Gla is formed by
a vitamin K-dependent post-translational modification,93 explaining both why vita-
min K supplements have been proposed as therapies for improving bone quality,94

and why abnormal bone forms when warfin, an inhibitor of the vitamin K-depend-
ent carboxylase, is ingested.95

The two vitamin K-dependent GLA proteins in bone are osteocalcin (also known
as bone gla protein) and matrix gla protein.96 Bone gla protein is the most abundant
noncollagenous protein in most species’ bones, while matrix gla protein is more
abundant in soft tissues, such as cartilage and blood vessels. In humans, these pro-
teins contain 2 or 3, and 5 gla residues, respectively.97 There is a good deal of
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Figure 4.5 The bones of osteonectin-deficient animals show trabecular thinning and
decreased bone formation. Radiographs and von Kiss stained histological sections from the
tibia of the wild-type (a,b,c) and osteonectin knockout animal (d, e, f) at 11 weeks. (From
Delaney, A. et al., Osteopenia and decreased bone formation in osteonectin-deficient mice,
J. Clin. Invest., 105(7), 915–923, 2000. With permission.)
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Figure 4.6 Radiographs of the Tetranectin knockouts (�/�) and their wild-type controls
(�/�) show severe spinal deformities at 6 (A,B) and 12(C,D) months. (Reproduced with 
permission from Iba, K. et al., Molecular and Cellular Biology, 21:7817, 2001. © 2001
American Society for Microbiology.)
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sequence homology between the osteocalcin and MGP genes, and no obvious indi-
cation of why one should be so insoluble, except for the single S–S bond in the MGP,
which may alter its conformation.

Matrix gla protein (MGP)
Matrix gla protein, MGP, an 84 residue protein, is extremely hydrophobic. The insol-
ubility of matrix gla protein for a long period of time prevented analysis of its func-
tion. However, recently a method was developed for synthesizing the protein de
novo,98 and this should lead to more studies of the protein’s mechanism of action.

The protein is found in cartilage, smooth muscle cells, and the matrix adjacent
to sites of vascular calcification.99 Knockout animals lacking the matrix gla protein
gene die prematurely of excessive calcification of their blood vessels and trachea.100

Their growth and articular cartilage as well as their bones were also excessively min-
eralized,101 suggesting that matrix gla protein is a mineralization inhibitor, which
normally prevents the soft tissues in which it is expressed from becoming calcified.
In cell culture systems, ablating of the matrix gla protein gene similarly caused
excessive calcification, while overexpression of this gene led to a lack of calcifica-
tion in this system.102 Patients with Keutel’s syndrome, a disease characterized by
excessive cartilage calcification, have mutations in the MGP gene.103 Similarly,
mutations in the MGP gene are weakly associated with vascular calcification.104 All
these data support the view that MGP is a calcification inhibitor.

Osteocalcin
Osteocalcin,105 also known as bone gla protein (BGP), accounts for �15% of the
noncollagenous protein pool. In contrast to MGP, osteocalcin is water-soluble. In
fact, serum osteocalcin levels are used frequently as a clinical measure of bone for-
mation. Osteocalcin is a relatively small protein of molecular weight 5.3 kDa. It has
one intramolecular disulfide bond and three to five residues of γ-carboxy glutamic
acid depending on the species.

Osteocalcin in a cell-free solution inhibits bone mineral crystal formation and
crystal growth.81 Its action is dependent on the presence of three γ-carboxy-glutamate
residues, as decarboxylated osteocalcin has no ability to bind to mineral crystals,106

and the variant of osteocalcin with only two γ-carboxy residues did not bind calcium.
Solution-based structural studies predicted that osteocalcin would bind to spe-

cific faces on the surfaces of the bone mineral crystal,107 such that the C-terminal
residues were unattached. This C-terminal domain was hypothesized to be chemo-
tactic for osteoclasts,108 a hypothesis that was verified by a series of cell culture and
implantation studies.109 It thus appeared from in vitro data that osteocalcin was both
a regulator of bone mineral formation and growth, and by virtue of its interaction
with bone mineral crystals it could regulate the remodeling of the bone mineral.

The knockout animal, which lacked all four osteocalcin genes,110 however, did
not show the expected characteristics, nor did it have a severe skeletal phenotype.
There was increased bone formation, and osteoclast-mediated resorption was not
impaired, even in animals that were ovariectomized to stimulate osteoclastic remod-
eling. However, in the rodent, osteoclastic resorption is not extensive; thus, the small
change in osteoclast number, although not significant, may have indicated a trend.
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The most striking feature of the knockout animals was the increased width of their
bones, a feature interpreted as an indication of osteocalcin-regulated bone forma-
tion.110 Detailed mineral analyses of the bones of the osteocalcin knockout mice and
their age- and sex-matched controls showed that the bone mineral crystals, although
more abundant, were not maturing,111 consistent with the hypothesized role for osteo-
calcin in recruiting osteoclasts to remodel bone. Since the greatest changes were
observed in the cortices of these bones and in the center of their trabeculae, it was
argued that there was impairment of bone remodeling. During the remodeling cycle,
osteoclasts cause the local release of acid, which dissolves the bone and enzymes,
such as MMP-13 (collagenase 3), that degrade the matrix. Were osteoclasts not func-
tioning properly because they could not bind to the mineral (due to the absence of a
chemotactic factor), then the mineral would not be remodeled, and therefore would
not mature. This situation is similar to what is observed in some forms of osteopetro-
sis in humans and other animals, although in osteopetrosis it is the osteoclast that is
not functional. These data then agreed with the data derived from the in vitro studies,
suggesting that by binding to the mineral surface, osteocalcin was acting as a chemo-
tactic factor for osteoclasts, and that this function was more important in the living
animal than its ability to coat the crystal and retard mineral growth and formation.

Human mutations of osteocalcin gene associated with bone diseases have not been
reported. From the above data it appears that osteocalcin, although a useful marker of
bone formation and an extremely useful marker when manipulating osteoblastic-spe-
cific protein expression (see below), may not be critical for bone formation.

Proteoglycans

Proteoglycans are proteins with glycosaminoglycan (GAG) side chains attached
covalently. Generally, the GAGs are long chains of repeating disaccharides that are
frequently sulfated. The proteoglycan family members that are found in bone can be
divided into large aggregating proteoglycans, the small leucine-rich proteoglycans
(SLRPs), the heparan sulfate proteoglycans, and some other small proteoglycans.
Proteoglycan core proteins are post-translationally modified in several different
ways. The core proteins are glycosylated by the addition of N- and O-linked
oligosaccharides. In addition to sulfation of the GAG chains, the oligosaccharides
can be phosphorylated and/or sulfated.

Large aggregating proteoglycans
The large aggregating proteoglycans have molecular masses exceeding 400 kDa.112

The core proteins often have 40 or more GAG chains attached, and they aggregate
by noncovalent interactions with hyaluronan, forming higher-molecular-weight
species (proteoglycan aggregates) that are stabilized by link protein. The major non-
collagenous protein of articular cartilage, aggrecan, with chondroitin and keratin sul-
fate GAG chains persist in bone.113 However, the major aggregating proteoglycan in
bone is versican, which is a chondroitin sulfate proteoglycan whose core protein
structure is distinct from that of aggrecan, and has fewer (�12–15 GAG chains) in
contrast to the �100 in aggrecan.114 Versican from soft tissues and from dental pulp
is capable of forming aggregates, but that from bone does not form aggregates in
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vitro.115 Versican seems to be important for matrix organization, and for promoting
cell motility and growth. In culture, it is localized to mineralizing bone nodules.

The aggregating proteoglycans from cartilage are effective inhibitors of mineral
deposition, both because of their ability to sequester calcium, and the steric hin-
drance that they impose.115 The effects of versican on mineral deposition in vitro
have not yet been reported. However it is important to note that with age, in normal
bone, the amount of bone proteoglycans decreases and the relative proportion of ver-
sican decreases. In contrast, in patients with osteogenesis imperfecta, independent of
patient age, the proteoglycan distribution remains similar to that in fetal bone, but
the proteoglycan content is reduced to that of older individuals.116 Thus, it may be
suggested that proper bone development initially requires a higher proportion of
aggregating proteoglycans.

SLRPs
The small leucine-rich proteoglycans (SLRPs) consist of a protein core, tandem
leucine repeats bounded by cysteine residues,117 and a few N-linked glycosamino-
glycan chains. The SLRPs all bind collagen, growth factors, and other matrix
molecules. In vitro, as a class, they regulate collagen fibrillogenesis, as well as
matrix organization. In bone, they include decorin, biglycan, lumican, fibromodulin,
and osteoadherin.115

Knockout mice deficient in decorin, biglycan, lumican, and fibromodulin were
generated by Marion Young.118 All have altered collagen fibrils, indicating the role
of these small proteoglycans in determining the shape and the mechanical properties
of the matrix. In bone, biglycan is the most abundant of the SLRPs, and knockout
mice lacking this protein have osteopenia and defective bone growth,119 while the
double decorin biglycan knockout shows a complete loss of collagen fibril
integrity.120 The lumican decorin double knockout shows structural and mechanical
abnormalities in the tendon collagen fibril, and ectopic calcification.121 Further char-
acterization is in progress.

In addition to the effects on collagen fibrillogenesis and growth factor release, the
SLRPs can affect bone mineral formation in vitro. In bone and dentin, biglycan and
decorin are chondroitin sulfate proteoglycans, whereas in cartilage they are dermatan
sulfate proteoglycans. Lumican and fibromodulin are keratan sulfate proteoglycans in
both tissues. The keratan sulfate proteoglycans tend to accumulate where mineraliza-
tion commences.122 In contrast, the mineralized bone matrix has decreased amounts
of decorin relative to the unmineralized matrix.123 This is in agreement with early
reports124 showing proteoglycans disappearing from the site of initial mineral forma-
tion in collagen fibrils as mineralization commenced. Differences in the expression
and distribution profiles of decorin and fibromodulin suggest that fibromodulin,
which is deposited closer to cells than decorin, may have a primary role in collagen
fibrillogenesis, and decorin may have a role in the maintenance of fibril structures.125

Similarly, the distribution of lumican and fibromodulin in the tooth suggested that
these SLRPs have a role in the regulation of mineralization.126

In vitro, in the absence of cells, biglycan can function as a bone mineral nucle-
ator in the absence of cells, while decorin is an inhibitor.127 There are no reports on
the effects of the other SLRPs on cell-free mineralization. In cell culture, increased
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lumican expression is associated with maturation of the bone matrix, but not directly
with mineralization,128 whereas calcification is associated with increased turnover of
biglycan and decorin.129 Interestingly, immunohistochemistry in another mineraliz-
ing tissue, dentin, shows a gradient of proteoglycans with decorin increasing toward
the mineralization front and biglycan decreasing.126

Osteoadherin is predominantly a product of osteoblasts,130 and is expressed at the
same sites as the bone sialoproteins.131 It is a cell-binding protein that is associated
with mineralization that binds cells more efficiently than fibronectin.130 Osteoadherin
has a molecular weight of 85,000, is rich in aspartic and glutamic acids, and has a
high affinity for bone mineral,130 but its effects on bone formation in cell culture or
on mineralization in the absence of cells have not yet been described.

The human diseases associated with SLRP mutations are usually related to
abnormal collagen formation, for example, ulcer formation in Ehler’s Danlos syn-
drome,132 progeroid syndromes,133 Kleinfelter’s syndrome (associated with overex-
pression of biglycan), and x-linked Turner syndrome (underexpression of
biglycan).134 Human data suggest that the cell culture predictions that the SLRPs are
most important for regulated collagen fibrillogenesis, and hence, indirectly, colla-
gen-based mineralization, are probably valid.

Perlecan and the heparan sulfate proteoglycans
The heparin sulfate proteoglycans are found associated with almost all cell membranes.
In bone, there are three heparan sulfate proteoglycans present on osteoblasts. The most
predominant type is similar to the syndecan family.135 The intact syndecan molecule
has a molecular weight of �400 kDa, with an 89 kDa core protein and several heparin
sulfate side chains. Betaglycan, a helper receptor for the type I and type II TGF β recep-
tors, is also present in bone cells,136 and interestingly, the number of these receptors,
but not their activity, is increased in patients with osteogenesis imperfecta.136 Thus,
these receptors are responsive to changes in collagen structure and/or mineralization.

Perlecan, the large basement membrane heparan sulfate proteoglycan (HSPG2)
is expressed mainly in cartilage, but when absent there are visible bone abnormali-
ties because of disruption of the epiphysial growth plate.137 Mutations in the perlecan
core protein gene138 are associated with dyssegmental dysplasia, a disease charac-
terized by neonatal short-limbed dwarfism, which is lethal in its more severe forms.
Perlecan knockout mice have a similar phenotype.139 So named because of its “beads
on a string” appearance when observed by rotary shadowing under the electron
microscope,140 perlecan has a 467 kDa core protein, with five distinct domains.141

Domain one has three GAG chains associated with it, which account for 50% of the
molecular mass. It binds growth factors, mediates cell attachment, and interacts with
other molecules. Its precise function in bone has not yet been addressed.

Glycoproteins

Glycoproteins have covalentently linked sugars attached to the protein via asparaginyl
or seryl residues. Distinct from proteoglycans where the majority of the protein mass
is sugars, the glycoproteins are predominantly protein. The SIBLINGs, tetranectin
and osteonectin, discussed above are glycoproteins. Alkaline phosphatase, an enzyme
crucial to the mineralization process, will not be considered here, as it is not truly a
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matrix molecule. More details on the role of alkaline phosphatase in mineralization
can be found in a recent review115 and in studies of the tissue nonspecific alkaline
phosphatase knockout mouse.142 As noted above, the glycoproteins may be further
post-translationally modified by sulfation and phosphorylation.

Thrombospondin
Thrombospondin is a homotrimeric disulfide-linked glycoprotein (MW �450 kDa)
found in the extracellular matrix of many tissues. Its main function is thought to be
the regulation of angiogenesis. Thrombospondin-1 knockout mice do not show abnor-
mal angiogenesis, but at birth they do show severe spinal deformities along with
impaired lung development.143 Overexpression of thrombospondin-1 was associated
with prevention of tumor growth.144 Both of these findings could be associated with
the regulation of matrix metalloproteinase. The thrombospondin-2 knockout mice145

have a distinct bone phenotype with increased cortical bone thickness. Their skin has
abnormal collagen fibrils146 and their marrow stromal cells do not differentiate nor-
mally.147 Nethier the detailed mineral analysis of these bones nor the effect of either
of these thrombospondins on bone formation in vitro has been reported.

Fibronectin
Fibronectin is one of the most abundant extracellular matrix proteins. All connective
cells produce it. Fibronectin is one of the first noncollagenous proteins to be
expressed during bone development,115 where it appears to be important for organ-
izing the matrix.148 Fibronectin is a large dimeric protein (molecular weight 400
kDa) that is composed of two homologous subunits, held together by two disulfide
bonds near the carboxy termini. Each subunit has multiple domains that bind to fib-
rin, heparin, collagen, and cell surfaces. No human bone diseases have been associ-
ated with fibronectin mutations, and the tissue protein has not been knocked out,
although the serum protein has.

In solution, fibronectin inhibits bone mineral (hydroxyapatite) crystal growth.149

However, it promoted mineralization when hydroxyapatite crystals were present.149

Since fibronectin has a high affinity for hydroxyapatite,150 these effects, as will be
discussed in section IV, are probably due to the interaction with the mineral crystals.

Fibrillin
Fibrillin is the principal component of the microfibrillar aggregates in the skeleton.
It is a cell-binding (RGD-containing), calcium-binding, cysteine-rich protein with a
cysteine-poor carboxyl terminus. Defects in fibrillin lead to Marfan’s syndrome, a
disease characterized by skeletal, ocular, and cardiovascular abnormalities.151 It has
not been shown to have a direct effect on bone formation or mineralization, but
seems to be important in patterning of the skeleton. Analysis of the enzyme resist-
ance of fibrillin in Marfan’s patients demonstrated that it was more easily degraded,
providing an explanation for the musculoskeletal tissue phenotype.152

LIPIDS

The bone matrix contains less than 2–4% lipid,153 much of which are protein associ-
ated. However, these lipids are extremely important for bone metabolism, and for bone
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mineralization. The majority of these lipids are derived from cells. The cell membrane
lipids are important for bone cell function, as they determine fluxes of components into
and out of the cell.153 They are also the “sea” in which the receptors that regulate cell
function are floating.154 The most important of these are the caveolae, or lipid rafts,
which modulate signaling and membrane function.155 In addition, there are lipids
within the extracellular matrix that appear to be associated with the collagen,156 and the
membrane-bound extracellular matrix vesicles (ECMVs). ECMVs are the site of ini-
tial calcification in cartilage, mantle dentin, and some bone.157,158

Wuthier initially identified a phospholipid complex, consisting of acidic phos-
pholipids, calcium, and inorganic phosphate in mineralizing tumors.159 It was sub-
sequently shown by Boskey et al.160 that these complexed acidic phospholipids were
found in actively mineralizing tissues, and were present to lesser extents in tissues
that were already mineralized. These lipids are not found in tissues that do not
undergo physiologic calcification161 however, they are present in mineralizing tis-
sues prior to the onset of mineralization.162 This includes tissues that normally min-
eralize (bone and hypertrophic cartilage115) and those that undergo dystrophic
calcification.163

In vitro164,165and when implanted in a muscle pouch in vivo,166 the complexed
acidic phospholipids induce hydroxyapatite (bone mineral) formation in a dose-
dependent manner, which can be altered by addition of foreign ions or other proteins.
Wuthier’s group first identified these complexed acidic phospholipids as compo-
nents of ECMVs in 1977.167 More detailed structural work by Wuthier’s group has
identified the complexed acidic phospholipids as components of the “nucleational
core” of these matrix vesicles.168 Wuthier has shown that the “nucleational core”
consists of complexed acidic phospholipids and the proteins annexin and type II col-
lagen.169 However, both the complexed acidic phospholipids and the “nucleational
core” with proteins are capable of nucleating mineral formation. They can also reg-
ulate the growth of preformed mineral crystals.170

There are some diseases where complexed acidic phospholipids formation
and/or matrix vesicle formation are impaired. These include avian tibial dyschon-
droplasia,171 a condition of impaired mineralization, and decreased ECMVs.  The
lpr/lpr lupus mouse, which has decreased apoptosis, consequently decreased
ECMVs, and moderately impaired bone development [Gokhale Jashree, unpublished
data]. In contrast, for example, rachitic animals172 have elevated contents because
their tissues are primed for mineralization, but they do not have sufficient extracel-
lular calcium (and/or phosphate) to support mineralization.

In addition to acidic phospholipids, other lipid constituents of bone seem to be
important for bone cell function. Perhaps this is why leptin, originally thought to be
only a fat cell component, may be so important for the stimulation of osteoblast
(bone formation) function and the suppression of osteoclast (bone resorbing) activ-
ity.173 The ability of fat cells to produce anabolic signals and their ability to respond
to osteogenic signals may explain why fat cells (adipocytes) have been used as
osteoblast precursors by tissue engineers.174

Recently, with better analytical techniques, it has been recognized that many
microorganisms are capable of inducing mineralization.175 Most probably, this
involves their membranes and membrane-associated proteins, and while not neces-
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sarily relevant for engineering bone, it is important to realize that bacteria as well as
degraded cell membranes can cause mineralization — either wanted or unwanted.

ENZYMES AND CYTOKINES

The enzymes and growth factors that are associated with bone formation are
reviewed in detail elsewhere in this book, both in Chapters 3 and 5. Because these
are protein components found both in the bone cells and in the extracellular matrix,
they are mentioned here for completion, but readers are referred to elsewhere in the
text for more details.

APPLICATIONS OF BONE MATRIX PROTEINS IN TISSUE ENGINEERING

It should be apparent from the above sections that most of the functions of the bone
matrix constituents are redundant, and that in many cases the true functions are yet
to be elucidated. The presence of collagen or a collagen-like template is obviously
essential for “engineering” a bone, but which of the other constituents are essential,
and which could be omitted in a mimetic bone substitute? One way of avoiding this
question is to use a scaffold that will stimulate bone cells to make a functional tis-
sue. The other way is to consider the importance of the mineral, and perhaps use that
mineral to stimulate bone formation.  Thus, it is essential to understand the nature of
the mineral, how it forms, and what controls and modulates its formation.

There have been several reports of the use of the SIBLING proteins or peptides
derived from them to enhance cell binding in association with a variety of different
scaffolds in tissue engineering applications.176–179 An interesting chimeric protein
consisting of decorin and domains known to interact with minerals in BSP has been
used to direct new mineralization toward collagen fibrils, via the decorin interaction
with collagen and BSP’s nucleating ability.179 Most of these used peptides and pro-
teins with integrin-binding RGD sequences to enhance cell binding to scaffolds, but
an interesting study by Wang et al [Wang, Jinxi, personal communication] used BSP
without any carrier to cure critical-sized calvarial defects. Others used cytokines
bound to matrices to increase cell recruitment, the most frequently used growth fac-
tor being the BMPs, either by inclusion of the cytokine on the implanted scaffold180

or by gene delivery of the growth factor.181 There has also been some attempt to use
other matrix constituents, for example, lipids, fibronectin, and carbohydrates in bone
tissue engineering.182,183

Several investigators have used information about the structure of the matrix
proteins to derive artificial matrices. For example, taking advantage of the poly-
anionic character of the matrix proteins. Murphy and Mooney184 prepared a bio-
mimetic alpha-hydroxy ester polymer that induced mineral deposition in an in vitro
system. One of the most exciting examples of a biomimetic structure that induces
apatite formation emerged from Sam Stupp’s group. Using a self-assembly
approach, they used a disulfide-linked nano-fibril with associated acidic phosphate
groups modeled after the dentin matrix protein, phosphophoryn, to induce bone-
mineral-like deposition in situ185 (Figure 4.7). The matrix formed was fibrillar; the
mineral crystals that formed were oriented along the axis of the fibrils. 
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All of these tissue-engineered constructs, whether they are scaffold and matrix
based or scaffold and cell based, have as an ultimate goal the formation of a func-
tional bone, which resembles that found in healthy individuals. This requires that the
load-bearing properties are retained. This in turn requires appropriate matrix miner-
alization. Hence, a detailed understanding of the mineralized matrix and how it is
formed is essential.
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Figure 4.7 Mineralization of self-assembled peptide-amphiphile nanofibers, from reference
293, figure 3, shows electron micrographs of the fibers incubated in a mineralizing solution
for 10 min (a), 20 min (b), and 30 min (c), showing mineral crystals (arrows) forming along
the fibers. The 30-min samples were examined by electron diffraction (d and e), and by EDS
(f) to demonstrate the apatitic nature of the mineral (d and f), and the preferred orientation of
the mineral crystals along the fiber axis (e). (Reprinted with permission from Self-assembly
and mineralization of peptide-amphile nanofibers. Hargerink, Beniash, and Stupp, Science
294:1684, 2001, Copyright 2001, American Association for the Advancement of Science.)
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THE MINERAL COMPONENT OF BONE

THE CHEMICAL NATURE OF BONE MINERAL

Bone mineral, as reviewed in detail elsewhere, was recognized in the 1920s as being
an analog of the naturally occurring geologic mineral, hydroxyapatite.115 The unit
cell of crystalline hydroxyapatite has the chemical formula Ca10(PO4)6(OH)2; how-
ever, analysis of bone mineral shows a Ca:P molar ratio ranging from 1.3:1 to 1.9:1.
This, in part, is due to the contribution of the organic phosphate in the bone matrix
to this ratio, but is also related to the nature of the bone mineral itself. It is now rec-
ognized that bone mineral is a hydroxyl-deficient, calcium-deficient, carbonated
apatite. The crystals of bone mineral are small, and combined with their small size
these crystal imperfections make the x-ray diffraction pattern of bone broader than
that of synthetic apatites. 

MECHANISM OF BONE MINERALIZATION

The process of cell-mediated biomineralization has been extensively reviewed else-
where.115 As seen from these reviews of mineral formation in a wide range of
species, the common features of biomineralization in each species, ranging from the
newly described copper silicates186 to the calcium carbonates and phosphates that are
much more common in the exo- and endo-skeleton, the process is cell mediated. The
mineral deposits in an oriented fashion on a template either inside (lower species) or
outside the cell. Matrix proteins, generally anionic, as were discussed above, act as
nucleators and/or regulators of the mineralization process.

Nucleation is an energy-requiring physico-chemical process through which the
first stable crystalline material forms. Ions or ion clusters colliding in the solution
form metastable structures that persist into the solution until the “critical” size or a
stable “critical nucleus” is formed. The energy required for critical nucleus far
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Table 4.1
Connective Tissue Matrix Components That Both Nucleate and Retard Apatite
Crystal Formation in a Cell-Free Solution

SIBLINGs
Osteopontin [193]
Bone Sialoprotein [49]
Dentin Matrix Protein-1 [55a]

PROTEOGLYCANS
Biglycan [127]

GLYCOPROTEINS
Phosphophoryn [61]
Osteonectin [25, 81]
Fibronectin [149] 

LIPIDS
Complexed Acidic Phospholipids [170]

CAT1621_C04.qxd  8/25/2004  3:31 PM  Page 111

Copyright © 2005 CRC Press, LLC



exceeds that for crystal growth, which occurs as ions or ion clusters are added to the
critical nucleus. Nucleation may occur de novo due to an increase in the ion concen-
tration, an increase in temperature, or a change in solution composition. In fact, nucle-
ation is favored by increases in concentration, which may be modulated by cellular
efflux of calcium and phosphate ions or local increases in pH (increases in hydroxide
ion concentration). This leads to the accumulation of larger ion clusters.187 Such
“homogeneous nucleation” is quite rare — most nucleation studied in the laboratory
takes place on dust particles, scratches on the walls of containers, burette tips, etc.188

In contrast, heterogeneous nucleation occurs on already formed surfaces, and a
subclass of this epitaxial nucleation occurs when the foreign surface matches one of
the surfaces of the forming crystal.189 After stable crystal nuclei are formed, they can
grow in dimension by the addition of more ions or ion clusters, by secondary nucle-
ation, in which new growth sites are formed on the surface of the existing crystals,
or by agglomeration. Proteins and lipids participate in these processes as “heteroge-
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Table 4.2
Summary of Functions of Bone Matrix Proteins Validated in Culture, Cell-Free
Solutions, Transgenic Animals, and Human Diseases

Protein Function in Vitro Function in Transgenic or Human diseases
Mutant Animals

Collagen I Template for mineral Regulates deposition of Osteogenesis 
deposition; tissue elasticity mineral & tissue mechanical Imperfecta

properties
Osteopontin Osteoclast recruitment; Osteoclast recruitment; ?

Mineralization inhibitor Mineralization inhibitor
BSP Mineral nucleators; ? Elevated in 

Cell signal end stage OA
DMP-1 Signaling molecule; Signaling molecule; ?

Mineralization regulator Mineralization regulator
Osteonectin Metalloprotease regulator; Metalloprotease regulator; ?

Mineralization regulator Mineralization regulator
DSP Regulator of Mineralization ? ?
Osteocalcin Recruit osteoclasts; regulate Increase bone diameter; ?

mineralization Prevent mineral maturation
MGP Prevents mineralization Prevents mineralization Keutel’s Syndrome;

Vascular calcification
Biglycan Binds growth factors; Regulates collagen diameter; Kleinfelter’s 

mineral nucleator mineral nucleator syndrome:
Turner’s syndrome

Decorin Regulate collagen Regulates collagen ?
fibrillogenesis fibrillogenesis

Aggrecan Matrix organization; ? ?
inhibit calcification

Tetranectin Regulation of mineral Regulation of mineral ?
deposition deposition

See text for full description of these proteins. ? = data not available.
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neous nucleators,” as chelators that control the accumulation of ions, and by form-
ing protected environments in which mineral ions can accumulate protected from
inhibitors of mineralization in solution.190 The protected environment has been 
proposed as the mechanism of extracellular matrix vesicles in initial calcium phos-
phate mineral deposition and of the vesicles in iron oxide-forming species.10

During bone formation, while ECMVs have been suggested to be the site of ini-
tial mineral accumulation, collagen-based mineralization appears to occur concur-
rently.191 The vesicles are thought to provide protected sites for mineral formation,
and to provide enzymes that assist in the modification of inhibitors in the extraves-
icular matrix.192 Initial mineralization occurs at many sites along the collagen
matrix. It is the anionic noncollagenous matrix proteins that are believed to be act-
ing as nucleators of initial apatite formation. Once the first mineral crystals are
formed at these discrete sites, they grow by a process of lengthening, and agglom-
eration. Since the sizes of the mineral crystals in bone occur over a fairly narrow
range, it is believed that both the spacing between the collagen fibrils and the matrix
proteins that act as inhibitors regulate the size and shape of these mineral crystals.
The same matrix proteins that bind to and stabilize the first formed nuclei, making
the process of mineral proliferation energetically more favorable, can also coat
these crystals and determine the shape the crystals take, and the extent to which
they can grow. Table 4.1 lists those proteins that have been shown to be capable of
BOTH acting as nucleators (initiators) of biomineralization and regulators
(inhibitors) of mineral crystal proliferation. Proof of the participation of these pro-
teins in both processes has come from both in vitro studies and the characterization
of the mineral in transgenic and naturally occurring mutant animals, as delineated
in Table 4.2.

CONCLUSIONS

Deposition of mineral in bone during development and remodeling is a complex
process that involves the cell, the organic extracellular matrix, and physicochemical
processes. Bone mineral optimally has a broad range of compositions and sizes, but
the mineral crystals are always associated with the collagen matrix. Mimicking the
physiologic mineralization process during tissue engineering will require the deter-
mination of the following: how cells interact with the matrix; how matrix molecules
interact with one another; which matrix proteins and lipids are mandatory for the for-
mation of the optimal mineralized matrix; and which of these proteins and lipids can
be replaced with an alternative natural or mimetic material for the development of a
functional bone.
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GROWTH FACTORS AS USEFUL COMPONENTS OF TISSUE
ENGINEERING

A tissue-engineered implant designed to restore or modify the function of a tissue or
an organ is usually composed of a combination of biocompatible materials and bio-
logical components of the tissue.1 Biocompatible matrices have several key roles,
which include facilitating cellular migration or invasion into the implanted material,
guiding wound healing and tissue regeneration, and providing specific cues through
cell/matrix interactions and tissue responses to the material. Regulated growth fac-
tor/hormone release from matrices or transplanted cells can create a refined and con-
trolled approach to tissue regeneration. Immobilized bioactive ligands on or within
biomaterials control single and multiple cellular morphologies and functions via
receptor-mediated processes and are called biomimetic materials.2 Inclusion of
growth factors within tissue-engineered therapies mimics the natural tissue microen-
vironment and will presumably improve healing.
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This chapter describes representative growth factors used in tissue engineering
(bone tissue in particular). The rationale for growth factor use in tissue engineering
will be addressed, including basic biological and physiological principles. A discus-
sion of the biological mechanisms is also included for the reader to further under-
stand the logic of growth factor incorporation in tissue-engineered therapies. 

GROWTH FACTOR INTRODUCTION

Growth factors are hormones that regulate cellular activity. Growth factor effects on
cells are best characterized as activity modulators. These actions can either stimulate
or inhibit cellular proliferation, differentiation, migration, adhesion, apoptosis, and
gene expression.3

Growth factors are secreted proteins that exert their effects by interacting with
specific receptors on the cell surface. This interaction could take place in the vicin-
ity of the cell by either affecting a neighboring cell (paracrine) or the growth factor-
producing cell itself (autocrine). Furthermore, there are additional short-range
interactions termed juxtacrine (the growth factor/receptor complex interact with
neighboring cells) and intracrine (the growth factor/receptor complex is internal-
ized). If the growth factor binds to a receptor at a distant site, this is termed
endocrine or more correctly hemocrine activity. In addition, multiple cell types can
produce the same growth factors that can act on multiple cell types (pleiotropism)
with similar or various effects. Different growth factors have been known to elicit the
same biological effect (redundancy). Growth factor effects on cells are usually con-
centration-dependent and can up- or downregulate the number of cell surface recep-
tors. The secretion and action of other growth factors in either an antagonistic or
synergistic manner are usually influenced by one growth factor. In general, growth
factor synthesis is a self-limited event and initiated by new gene transcription and
translation. The produced messenger RNA (mRNA) is unstable, leading to transient
synthesis usually followed by a rapid release. Post-translational processing may
occur to render the polypeptide active from an inactive precursor. Once secreted, the
growth factor may bind to matrix molecules or soluble carrier molecules or binding
proteins for activity and stabilization. This interaction regulates growth factor activ-
ity on cells. Furthermore, growth factor availability, location, and temporal expres-
sion are important effectors of cellular response.

Using bone regeneration as our paradigm, it can be considered a special case of
recapitulation of embryogenesis. Both processes involve complex spatial and temporal
signaling arrays that regulate mitogenesis, cell shape, movement, differentiation, pro-
tein secretion, and apoptosis.4,5 Insulin-like growth factors (IGFs), bone morphogenetic
proteins (BMPs), fibroblast growth factors (FGFs), and vascular endothelial growth fac-
tors (VEGFs) are examples of secreted soluble growth factors that are important during
wound healing for chemoattraction, mitogenesis, and differentiation.4,5 Spatial localiza-
tion of growth factors6 drives the temporal sequence of wound healing. 

The diverse biological effects of growth factors occur at picomolar to nanomolar
concentrations.7 The ability of an individual growth factor to have multiple effects
dictates its receptors and/or its isoforms are distributed throughout a tissue. A degree
of control may be produced by changes in the overall interstitial growth factor 
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concentration or possibly total receptor population. However, in order to insure tem-
poral and spatial accessibility to specific receptor subpopulations, the body does not
release bioactive growth factors, that is, a molecular configuration capable of imme-
diate binding to their receptors.8

The mechanism controlling receptor accessibility or bioavailabilty is 
by sequestering growth factors (also known as latency) within the interstitium or in
the circulation.8 For example, IGF-I and IGF-II,9 transforming growth factor- beta
(TGF-β),8,10 and bone morphogenetic proteins (BMPs)11 are associated with specific
binding proteins that limit direct access to their receptors by maintaining both soluble
and insoluble growth factor-binding protein complexes. Hepatocyte growth factor
(HGF) is produced in a latent precursor molecular form.12 Platelet-derived growth fac-
tor (PDGF),13 fibroblast growth factor (FGF),14 and vascular endothelial growth factor
(VEGF)15 can become immobilized by binding to specific extracellular matrix mole-
cules. Lastly, epidermal growth factor (EGF),16 stem cell factor,17 and transforming
growth factor alpha (TGFα)18 are expressed in cells as transmembrane proteins.

Growth factor sequestration directly affects temporal and spatial functionality.
Using IGF-I as an example, it is largely not in a bioactive state, but greater than 99%
are bound to IGF binding proteins (IGFBPs) in both fluid and solidphases.19 IGFBPs
extend IGFs’ half-life or residency within the circulation or a tissue compartment.19

IGFs, TGF-β, PDGFs, FGFs, and endothelial growth factor (EGF) circulate in blood
associated within platelets.20 Platelet sequestration of these growth factors provides
for a ~5 day circulating lifespan21 compared to the short circulating half-lives (typi-
cally less than 15 min) of these growth factors when infused in a purified bioactive
state. Sequestration also presents growth factors within specific locations in the
extracellular matrix or on the cell surface.19

The conversion of sequestered growth factors to a bioactive state requires an acti-
vation event. Protease activation represents the best-understood mechanism of activa-
tion with the plasminogen–plasminogen activator system being involved in numerous
growth factor systems, including IGFs,22 TGF-β,8 FGF-2,23 VEGF,24 and HGF.25

Therefore, controlling the physical placement, concentration, and sequestration
of a growth factor is essential for tissue engineering applications 

Spatial control in tissue engineering has been addressed through controlled growth
factor release technologies including microencapsulation, nonspecific adsorption to
native and synthetic degradable matrices, entrapment and release from multifunctional
polymeric systems, and microfluidics.26 These technologies release diffusible molecu-
lar cues into the liquid phase. Consequently, over time, a transient, nonpersistent, dif-
fusion gradient results.26 Local delivery of pharmacological doses of growth factors
can also far exceed naturally occurring concentrations26 with unclear or possibly unde-
sirable side-effects.27 To begin to address persistence and dosing issues, growth factors
have been immobilized to engineered matrices to localize delivery and encourage
wound healing. However, spatial patterning has not been accomplished.28 A major
obstacle for tissue engineering of complex structures, such as bone, remains the inabil-
ity to control spatial gradients of wound healing growth factors.26

To design an effective growth factor delivery system for a tissue engineering
application, it is important to understand the biological rationale for the growth
factor of choice. It is also prudent to have an appreciation for the mechanism by
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which the growth factor elicits the signal to cells and the intracellular events that
transpire therefrom. 

GROWTH FACTORS IN BONE

In this section, we describe the importance of growth factors in tissue development
and regeneration. Table 5.1 shows several growth factors under investigation for tis-
sue engineering. For the remainder of this chapter, we will focus on the endeavors
made using these signaling molecules for bone tissue engineering and their biologi-
cal mechanisms that elicit cellular changes toward tissue regeneration.
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Table 5.1 Representative Growth Factors with Potential for Bone Tissue
Engineering Application

Growth Putative Tissue engineering Delivery systems References
factor function(s) applications

BMPs Bone, liver Spinal fusion, Adenoviral, [29–31]
development, fracture healing, recombinant
embryonic dental and protein,
development craniofacial cell-mediated

reconstruction scaffold-mediated
TGF-β Bone formation Intervertebral disc Local adenoviral [29, 32, 33]

and resorption, regeneration, (percultaneous
growth arrest, arthritis injection), plasmid,
metastasis, systemic,
chondrocyte scaffold-mediated
differentiation (collagen sponge)

IGFs Embryonic and Cartilage, bone, Adenoviral, systemic, [34–36]
neonatal growth, tendon scaffold-mediated
bone matrix
mineralization,
cartilage development
and homeostasis

FGFs Embryonic Bone, blood Recombinant protein, [37]
development, wound vessels scaffold-mediated 
healing, bone and (gels), systemic
cartilage formation,
enhancement of blood
vessels

VEGFs Angiogenesis, Bone, blood Coated scaffolds, [38]
vessel remodeling vessel in conjunction
and repair, with IGF-I
vasodilatation,
bone formation

PDGF Bone formation, Ligament and Retroviral, [28, 39]
osteoblast tendon, bone, cell-mediated
chemotaxis periodontal gene delivery,

systemic
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BONE-SPECIFIC SIGNALING MOLECULES IN TISSUE 
ENGINEERING

The physiology of bone development, repair, and regeneration should be appreciated
as a multi-component biological system in which an array of components contribute
equally. The overall goal of tissue engineering is to establish an integrated organ. To
reach this goal, two complementary elements are fundamental:

● firstly, bone-specific signaling molecules that ideally promote cell recruit-
ment, mitogenesis, and differentiation of progenitor cells into osteoblasts,
and renewal; and

● secondly, in vivo factors that initiate and enhance neovascularization to
overcome the lack of solutions for sufficient nutrition and oxygenation.

Two pathways of tissue neovascularization are known: vasculogenesis, the in
situ assembly of capillaries from undifferentiated endothelial cells, and angiogene-
sis, the sprouting of capillaries from preexisting blood vessels. Several growth fac-
tors serve as stimuli for endothelial cell proliferation and migration as well as the
formation of new blood vessels.40 The purification and cloning of BMPs and growth
factors such as PDGFs, TGF-β, and IGF will allow the design of an optimal combi-
nation of signals to initiate and promote the development of mesenchymal stem cells
into cartilage and bone.41 The following classes of extracellular signaling molecules
are currently being considered to be beneficial for bone tissue engineering:

● Transforming growth factor beta (TGF-β)
● Bone morphogenetic proteins (BMPs)
● Fibroblast growth factors (FGFs) 
● Insulin-like growth factors (IGFs)
● Platelet-derived growth factor (PDGF) 
● Vascular endothelial growth factors (VEGFs)

TRANSFORMING GROWTH FACTOR BETA

The TGF-β superfamily consists of TGF-β1 through TGF-β5, bone morphogenetic
proteins, growth and differentiation factors (GDF), activins, inhibins, and Müllerian
Inhibitory substance.33

TGF-β is mainly found in bone, platelets, and cartilage and triggers growth, dif-
ferentiation, and extracellular matrix synthesis.42 Since TGF-β receptors are found
in increased quantity on chondrocytes43,44 and osteoblasts,45 it has been hypothesized
that these growth factors participate in bone development and repair process at all
stages.42 It has been reported that after passage under serum-free conditions, TGF-
β1 stimulation of osteogenic cells immediately resulted in the formation of three-
dimensional cellular condensations within 24–48 h in vitro.46 During days 3–7, there
was an upregulation of alkaline phosphatase, type I collagen, and osteonectin, three
important proteins in bone development.46 Several studies examining TGF-β1 for
experimental fracture healing have been published.43,47 Initially, based on periosteal
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injections in rats, TGF-β1 was thought to induce bone formation in vivo.48 Further
studies indicated that TGF-β1 enhances mineralization of human osteoblasts on
implant materials.49 However, conflicting reports suggested that TGF-β1 might
inhibit the normal development of peripheral callus in response to axial interfrag-
mentary motion in post-fracture recovery in rabbits.50 Although some in vitro exper-
iments have suggested that TGF-β1 inhibits the activity of BMP-2,51 in vivo
experiments suggested that it may enhance the activity of BMP.52 However, the use
of different isoforms, doses, and animal models makes it difficult to compare
directly these studies and reach stringent conclusions. Superphysiological doses or
repeated dosing may be necessary to enhance bone generation.47 It is also likely that
promising results were achieved because of superphysiological doses of TGF-β1.53

Although these parameters may be available for an in vitro tissue engineering
approach, enhanced cell proliferation among a variety of different phenotypes by
TGF-β1 should be considered as a possible source of unwanted side effects in vivo.
To date, the function and effects of TGF-β1 are not entirely understood and TGF-β1
likely does not function alone as a bioactive factor for bone tissue engineering.54

TGF-β1 binds primarily to two transmembrane receptors: type I and type II. A
review on TGF-β1 and its receptors was published by Shi and Massague (2003).55

TGF-β1 initiates signaling similar to that of BMPs, which are members of the
TGF-β superfamily.

BONE MORPHOGENETIC PROTEINS

As members of the TGF-β superfamily, 15 individual BMPs have been identified to
date.56

Fundamental work by Marshall R. Urist in 1965 led to what he called the bone
induction principle. Urist postulated that there is a substance in bone that can induce
new bone formation. Urist implanted demineralized bone matrix in a muscle pouch
in a rat, which resulted in the formation of a new ossicle.57 Later, Urist identified a
protein responsible for this phenomenon and named it bone morphogenetic protein.
The protein was sequenced and a number of isoforms were identified.58 Today, BMP-
2, 4, and BMP-7 are established as being osteoinductive.56 These BMPs stimulate dif-
ferentiation of mesenchymal stem cells to an osteochondroblastic lineage.59,60

BMPs are also crucial for cell growth and bone formation.56 BMP-2 promoted
apoptosis in primary human calvarial osteoblasts and in immortalized human neona-
tal calvaria osteoblasts.61 BMP-4 is a key morphogen for embryonic lung develop-
ment and is expressed in high levels in the peripheral epithelium.62 BMP-4 may
contribute to eye development by promoting cell proliferation and programmed cell
death.63 Mice deficient in BMP-5 have short-ear deformities, and lack of BMP-7 has
been associated with hind limb polydactyl and renal agenesis.64 Furthermore, it has
been suggested that BMP-3, the most abundant BMP in demineralized bone, may
play an essential role as a modulator of the activity of osteogenic BMPs in vivo.65

Han and co-workers engineered a recombinant BMP-3 protein to include an auxil-
iary collagen-targeting domain derived from von Willebrand coagulation factor
(vWF). Local injection of rhBMP3-C infused in a collagen suspension induced new
bone formation on the periosteal surface of rat calvaria, and in a rat cranial defect
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model. The authors concluded that engineering and manufacturing of targeted-
BMPs may be useful in bone tissue engineering.66

A rabbit model of mandibular distraction osteogenesis was developed, and the
outcome was that BMP-2 and -4 were highly expressed in osteoblastic cells during
the distraction period.67 The authors suggested that BMPs participate in the transfor-
mation of mechanical stimuli into a biological response.67 Injectable bone morpho-
genetic proteins (BMPs) in a polymeric delivery system have also been used as an
osteoinductive material.68 In critical-sized cranial defects in rabbits with periosteal
cells that produced BMP-7 after retroviral gene transfer, an indication of enhanced
defect repair was observed.69 The group of Gazit and Turgeman published promising
results on transgenic BMP-2 produced by human mesenchymal stem cells (hMSCs)
and their beneficial effect in bone regeneration.70 Recombinant human BMP-2 was
successfully used for the treatment of critical-sized defects in rat,71 rabbit,72 sheep,73

and dog74 models. However, initial enthusiasm over the compelling results did not
hold with studies on phylogenetically higher species. Boden and co-workers did
laparoscopic anterior spinal arthrodesis in five adult rhesus monkeys with a titanium
interbody cage containing a collagen sponge with doses of rhBMP-2 of either 0.75 or
1.5 mg/mL.75 Although a solid fusion was achieved with both doses and no fusion in
the control animals, superphysiological doses of rhBMP-2 raise serious concerns.76

The administration of milligrams of BMPs to a patient may unleash sinister, unpre-
dictable, or unexpected sequalae.56 Doses of BMP required in the milligram range
increase the ease of manufacture and cost issues.56 Moreover, several authors reported
voids in the fusion mass,74 which may have not affected biomechanical outcome but
certainly need to be further assessed, although the recent FDA approval of INFUSE
Bone Graft (Medtronics), an absorbable collagen sponge, offers promise. Two recent
human clinical trials using INFUSE loaded with rhBMP-2 demonstrates feasibility in
the spine model.77, 78 However, the success of BMP-2 in the clinic requires controlled
delivery and full understanding of its bioactivity in bone and other tissues.

FIBROBLAST GROWTH FACTORS

The growing family of fibroblast growth factors consists of mitogenic polypeptides
that demonstrate affinity to heparan sulfate glycosaminoglycan-binding sites on
cells. FGFs are important for embryonic development, regeneration, wound healing,
angiogenesis, and mesenchymal cell mitogenesis.79 FGF-1 and 2 are most abundant
in adult tissue and were formerly known as acidic and basic FGF, respectively.
Craniosynostosis is one disorder associated with the syndromes Apert, Crouzon,
Pfeiffer, and Saethre-Chotzen and has been linked to mutations in the FGF receptors
1, 2, and 3.80 Craniosynostosis results from precocious osteoblast differentiation and
premature fusion of the sutures. Studies in calvaria osteoblasts have shown that FGF-
2, FGFR-2, and BMP-2 are essential factors in proliferation, differentiation, and
apopotosis.81 The role of FGFs and their receptors in proper bone formation is just
beginning to be understood.

FGF-2 appears to be more potent than FGF-1 and is expressed by osteoblasts,82

while FGF-1 has been associated with chondrocyte proliferation.83 Increased activ-
ity of FGF-1 and 2 is detected during early stages of fracture healing. Therefore,
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these growth factors may enhance bone repair84 and angiogenesis.85–87 It has been
suggested that FGF-2 plays an important role in bone formation as a regulator of
Runx2, an osteogenesis-related transcription factor.88

rhFGF-2 was shown to stimulate periodontal regeneration in bone defects in bea-
gle dogs.89 Also, there is an indication that local delivery of FGF-2 may be useful in
revision of total joint replacements in treating early osteolytic lesions, and facilitat-
ing osseointegration.90 Furthermore, local injection of rhFGF-4 may stimulate bone
formation around titanium implants in bone.91 Dunstan and co-workers studied the
systemic administration of FGF-1 in ovariectomized rats and concluded that both
local and systemic FGF-1 increased new bone formation and bone density.92

Systemic FGF-1 also appeared to restore bone microarchitecture bone loss by estro-
gen—withdrawal was thwarted.92 In vivo results suggest that FGF-2 treatment
upregulates IGF-I gene expression in aged ovariectomized rats.93 The authors con-
cluded that this may mediate, at least in part, the increased gene expression for bone
matrix proteins and the bone anabolic effects of FGF-2. Pandit and co-workers cre-
ated a rabbit ulcer model to determine the effective angiogenic stimulatory dose of
FGF-1 delivered via a modified fibrin matrix. An increase in the angiogenic and
fibroblastic responses to FGF-1 as well as an increase in the epithelialization rate
were observed.94 Montero and co-workers examined mice with a disruption of the
FGF-2 gene and observed significantly decreased trabecular bone volume, mineral
apposition, and bone formation rates.95 In addition, there was a profound decrease in
mineralization of bone marrow stromal cultures isolated from fgf-2(-/-) mice.95 From
these findings, the authors concluded that FGF-2 helps determine bone mass as well
as bone formation.95

Today, FGFs appear to be promising candidates to enhance bone tissue engineer-
ing since they promote bone formation and enhance the development of blood vessels.

INSULIN-LIKE GROWTH FACTORS

Insulin-like growth factors-I and -II (IGF) are produced by bone cells, stored in bone
matrix, and stimulate bone cell DNA synthesis and type I collagen production. The
IGFs have been shown to stimulate osteoblast proliferation and differentiation in
vitro and in vivo.96, 97 IGFs increase collagen production in osteoblasts and inhibit
collagen degradation by decreasing collagenase synthesis.98 IGF-II is the most abun-
dant growth factor in bone;99 however, it is less potent than IGF-I, which has been
localized in healing fractures in rats and humans.100

IGFs transduce signals via the IGF-I and IGF-II receptors.101 Receptors for IGF-I
have been located on both osteoblasts and osteoclasts.102 IGF-I has complex effects on
both bone formation and bone resorption.103 It has been suggested that IGF-I supports
the formation and activation of osteoclasts,104 and growth hormone-stimulatory effects
on osteoclastic resorption are partly mediated by IGF-I.105 It is generally accepted that
systemic and locally synthesized IGF-I is important in longitudinal bone growth and
the maintenance of bone mass,106 and that IGF-I is involved in cell proliferation or dif-
ferentiation in mesenchymal stem cells, periosteal cells, osteoblasts, and chondrocytes
107. Mice overexpressing IGF-I demonstrated increased muscle mass, which was asso-
ciated with larger bones.108 However, only pure cortical bone increased in both area
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and mineral content in these animals.108 Locally, IGF-I synthesis by osteoblasts
appears to be crucial for bone remodeling. Both circulating parathyroid hormone
(PTH) and locally synthesized prostaglandin E2 (PGE2) directly stimulate IGF-I gene
induction, which may explain their anabolic effects on bone formation.109 Further,
studies by Bikle and co-workers indicate that IGF-I is required for the anabolic actions
of PTH on bone formation.110 Animal studies suggested bone formation,111 an increase
in intramembranous bone defect repair,112 and even beneficial effects on age-related
osteopenia113 by IGF-I. IGF-I-transduced mesenchymal cells appeared to migrate to
and repopulate the bone marrow after systemic injection.114 Interestingly, these cells
localized preferentially to a fracture site and appeared to accelerate fracture healing.114

However, growth plate injuries in rabbits showed the supportive effect of IGF-I on
physeal chondrocytes, while BMP-2 stimulates osteogenic activity in injured growth
plates.115 Enhancement of chondrogenesis by spatially defined overexpression of
human IGF-I has also been reported.116 IGF-I-mediated acceleration of functional
recovery from Achilles tendon injury was achieved in a rat model.36 Tanaka and co-
workers focused on IGF-I and/or PDGF as possible therapeutic agents for the age-
related decline in bone formation activity.117 They found that IGF-I and, to a much
lesser extent, PDGF may partially re-establish the expression of osteoblast markers in
old bones.117

The effects of IGFs on bipotential hMSCs have also been investigated; no
change in the expression of type I collagen or cbfa1/runx2 was detected, suggesting
that IGFs do not participate in early commitment to the osteoblast lineage.118

However, mature human osteoblast-like cells with IGF-I showed a significant
increase in type I collagen synthesis. The authors conclude that whereas the IGFs
exert mitogenic effects on human bone marrow stromal cells, their effects on differ-
entiation are dependent on the stage of maturation of the cells.118 Hence, IGFs
appear to be proliferative and permissive factors that may synergistically enhance
the effect of differentiative factors such as dexamethasone. These data support an
important role for IGF-I in bone formation and suggest that IGF-I therapy might be
useful in diseases related to an insufficiency of osteoprogenitor cells such as cancer
(ablation by radiation).118

PLATELET-DERIVED GROWTH FACTOR

In vitro studies showed that platelet-derived growth factor (PDGF), which is secreted
by platelets during the early phase of fracture healing, is mitogenic for osteoblasts82

and has been localized at fracture sites in both mice119 and humans.120 Gene delivery
for PDGF and recombinant PDGF stimulated cementoblast activity in periodontal tis-
sue engineering.121 Primary human mesenchymal progenitor cells and osteoprogeni-
tor cells that had differentiated into osteoblasts were examined for chemotactic
responses to FGF-2, TGF-β1, PDGF-BB, BMP-2, and BMP-4. Migration of primary
human progenitor cells was stimulated by BMP-2, BMP-4, and PDGF-bb in a dose-
dependent manner, whereas TGF-β1 and FGF-2 did not stimulate cell migration.122

Since chemotactic migration of osteoprogenitor cells is crucial for bone development,
remodeling, and repair, the authors concluded that these growth factors have func-
tional roles during bone development and remodeling, as well as fracture healing.122
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A factor that inhibits differentiation of mouse osteoblast precursor-like cell line
MC3T3-E1 to osteoblasts induced by bone morphogenetic protein 4 (BMP-4) was
isolated and identified as platelet-derived growth factor BB (PDGF BB) homod-
imer.123 The authors concluded that osteoclasts may regulate osteoblasts directly, and
suggest that PDGF BB is a key factor in bone remodeling.123

It was demonstrated that rhPDGF-BB transcriptionally increases osteoblasts
VEGF mRNA expression in vitro; similar mechanisms may occur in vivo, at a site
of skeletal injury, to induce neoangiogenesis and promote fracture repair.124 Studies
on spontaneously diabetic BB Wistar rats indicated that in these animals, compared
to nondiabetic controls, the early phase of fracture healing was affected by inhibit-
ing cell proliferation through decreasing the expression of PDGF.125 Experiments
with PDGF-BB releasing porous poly(epsilon-caprolactone) (PCL)-chitosan matri-
ces suggested its use with bone-regenerative efficacy.126 PDGF may partially induce
upregulation of osteoblast marker genes in old bones, and the combination of PDGF
with IGF-I may improve the outcome by stimulating osteocalcin expression.117

Although there are some indications that PDGF might be useful in bone regenera-
tion and bone tissue engineering, its therapeutic impact is yet to be proven.

VASCULAR ENDOTHELIAL GROWTH FACTORS

Vascular endothelial growth factors (VEGF) are vascular cytokines.127,128 Currently,
there are at least six isoforms known:128 VEGF-A to E and placental growth factor
(PLGF). VEGFs are endogenously produced and promote angiogenesis, vasodilata-
tion, and increased microvascular permeability in vivo.128 VEGF induces endothelial
cell proliferation, promotes cell migration, and inhibits apoptosis. VEGFs are
endothelial specific and result in increased permeability of endothelial cells in cul-
ture.128 In vivo, VEGF induces angiogenesis as well as permeabilization of blood
vessels, and plays a central role in the regulation of vasculogenesis. VEGF has a
direct and singular action on endothelial cells,129 which uniquely distinguishes this
growth factor from other factors such as epidermal growth factor, TGF-α and TGF-
β1, FGFs, tumor necrosis factor, angiogenin, and PGE2.

87 VEGF binds two related
receptor tyrosine kinases (RTKs): VEGFR-1 and -2. For a review, the reader is
referred to Ferrara et al.130 Signaling via VEGFR-1 has been associated with induc-
tion of matrix metalloproteinase-9 in lung epithelial cells and the progression of lung
metastases. VEGFR-2 is encoded by the gene Flk-1. The key role of this receptor
was in angiogenesis, which was identified by a lack of vasculogenesis and organized
blood vessels in Flk1-null mice. Hence, it is thought that VEGFR-2 is a major regu-
lator of the mitogenic and angiogenic effects of VEGF. In addition to the RTKs,
VEGF also interacts with a family of co-receptors, called the neutropilins (NRP-1
and -2). NRP-1 enhances the binding of an isoform (VEGF165) to VEGFR-2 and
chemotaxis by this mechanism. NRP-1 was also shown to be essential for vascular
development in the zebrafish as a mediator of VEGF-dependent angiogenesis. 

VEGF also stimulates the growth of collateral vessels with promising therapeu-
tic use in inadequate tissue perfusion. This has been shown by several studies in
which VEGF enhanced collateral vessel formation, increased capillary density, and
promoted resting and vasodilator induced blood flow.131 Stone and co-workers
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sought to improve vascular grafts by coating prosthetic surfaces with VEGF bound
to a “basecoat” albumin.132 They hypothesized that endothelial cell proliferation and
migration would be supported by VEGF-coated grafts. Thus, VEGF may be of value
in graft patency.132 A soft-tissue model, which consisted of human adipose tissue,
stromal cells, and umbilical vein endothelial cells in a fibrin-microcarrier scaffold
has also been developed.133 The application of VEGF resulted in a high initial angio-
genic response.133 Capillary-like structures could not be stabilized in the long term;
however, supplementation with IGF-I resulted in optimal maintenance and a
decrease in the length of capillary-like structures.133 Additionally, several studies
have also reported synergistic effects of VEGF and FGF-2 in the production of new
blood vessels.134 The expression of VEGF splicing isoforms and its receptors may
play a role in the healing process after rat femoral drill-hole injury.135 Adenoviral
transfer of the vegf-A gene may induce bone formation in vivo by increasing
osteoblast activity.136 Hence, VEGF appears to be a promising candidate as a signal-
ing molecule in neovascularization and bone tissue engineering.

Vascularity and angiogenesis are significant concerns that need to be addressed
when designing tissue-engineered therapies. In this regard, angiogenic factors such
as VEGF, FGF, and, possibly, IGF-I are indispensable in designing tissue-engineered
therapies. It is likely that more than one molecule is required to achieve optimal ther-
apeutic effects in vivo. To determine the proper combination of proteins, the distinct
biological mechanisms, and how they intertwine to create, maintain, and regenerate
the complete tissue must be elucidated.

INTRACELLULAR SIGNALING

The tissue microenvironment contains a unique composition of growth factors, cells,
and ECM proteins that collaboratively function in a manner that is specific to each
tissue type. Hormonal signals are relayed to the cell via cell surface receptors and
integrins. This is known as “outside-in” signaling. Binding of a growth factor to its
receptor or an ECM protein to an integrin can initiate intracellular signaling path-
ways, resulting in tissue-specific gene expression. IGF-I, FGF-2, TGF-β1, and BMP-
2 are present within the extracellular matrix of bone and influence bone development,
remodeling, and repair. For tissue engineering applications, it is desirable to include
signaling molecules that initiate the expression of tissue-specific genes that enhance
cell differentiation and tissue remodeling. To design a safe and effective therapy, we
need to understand the underlying biological mechanisms transduced by signaling
molecules from outside to inside the cell. The downstream effects of cell interactions
with signaling molecules of the bone microenvironment are described below.

The most abundant growth factor in bone is IGF-II. However, the function of
IGF-I in bone is more characterized. Alterations in IGF-I receptor abundance, affin-
ity, or ratio of type I to type II receptors may affect IGF activity in bone cells.
Distinct signaling pathways activated by each receptor contribute to preferential sig-
naling cascades in early-and late-stage differentiated bone cells.137 IGF-I requires
additional intracellular signaling molecules to regulate bone metabolism. For exam-
ple, insulin receptor substrate 1 (IRS-1) was shown to be a necessary co-factor of
IGF-I signal transduction, mediating tyrosine receptor phosphorylation.138 IRS-1
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mutant mice showed reduced osteoblast proliferation and differentiation. Further,
IRS-1 mediates signaling by vitamin D3. IGF-I as well as FGF-2 are also known to
activate osteocalcin expression via PKA and PKC pathways.139

FGF-2 is an important regulator of bone growth and development having dual
roles in both osteoblast proliferation and differentiation. FGF-2 treatment of imma-
ture osteoblasts increases proliferation. However, treatment of later-stage osteoblasts
leads to increased cell death.37 Therefore, FGF-2 may be important in tissue remod-
eling and maintaining the delicate balance between bone-forming cells (osteoblasts)
and bone-degrading cells (osteoclasts). Osteoblasts synthesize FGF-2 and store it in
a bioactive form in the ECM. The control of gene expression by FGF-2 is biphasic
and dependent on the stage of maturation. Recently, it was demonstrated that osteo-
calcin was upregulated by FGF-2 via the MAP kinase pathway.88

TGF-β and growth factors of its superfamily are multifunctional hormones. The
nature of their effects is based on the composition of the cellular microenvironment.
Although TGF-β1 elicits a variety of effects, relatively simple signaling pathways
can account for the diverse cell responses to TGF-β1. Binding to its receptor initi-
ates complex formation of Smad proteins (Smad2 and Smad3) in the cytoplasm.
Smad partners and regulators that vary among cell types contribute to cell-specific
responses to TGF-β1.

TGF-β1 is one of the major growth factors in the bone microenvironment and
functions as a potential coupler between bone formation and resorption. TGF-β1 sig-
nals via Smads to regulate bone gene expression. Specifically, TGF-β1 activates
runx2 expression.140 Runx2 is also activated via BMP-2 and is thought to be a medi-
ator between BMP-2 and TGF-β1 activities in the bone microenvironment.

BMP-2, a member of the TGF-β superfamily, is a popular molecule of choice for
bone regeneration. BMP-2 has been shown to regulate osteoblast differentiation. It
has been shown to stimulate bone formation in vitro and in vivo and has shown
promise for clinical applications.141 However, one serious concern is that the dose of
BMP-2 required for effective healing is exceedingly large (1.7–3.4 mg).142–144 One
potential solution is to identify novel additional signaling molecules that are impor-
tant for bone formation either alone or in conjunction with BMP-2. To identify such
proteins, we must understand BMP-2’s mechanism of action in osteoblast differen-
tiation, bone development, and remodeling.

To initiate intracellular signaling, BMP binds as a dimer to a complex of two
transmembrane receptors (type I and II) and starts a phosphorylation cascade upreg-
ulating bone-specific differentiation genes (e.g., runx2, osteocalcin, bone sialopro-
tein, type I collagen, and alkaline phosphatase). These genes regulate progression
toward an osteoblastic phenotype and matrix mineralization. According to a recent
report, BMP-2 receptor oligomerization controls two independent signaling path-
ways to regulated bone-specific genes. (Figure 5.1).145

● The first pathway involves BMP-2 dimerization and binding to a pre-
formed receptor complex, initiating a phosphorylation cascade. The type I
receptor phosphorylates Smad1, Smad5, and Smad8. A complex of these three
is formed with Smad4 in the cytoplasm. The complex translocates to the
nucleus and functions as a transcriptional regulator of bone-specific genes.
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Smad6 and Smad7 inhibit the formation of this complex by binding to the type
I receptor, thus blocking phosphorylation of Smad1, Smad5, and Smad8.146

● The second signaling pathway is activated when the BMP-2 dimer binds
to receptor type II only. This binding event recruits receptor type I and initi-
ates a phosphorylation cascade via the MAPK pathway involving p38 and
Erk1/2. This pathway culminates with activation of AP-1 in the nucleus.

There is potential for crosstalk between the two pathways. Smad proteins have been
shown to modulate AP-1 activities. Within the promoters of bone-specific genes, AP-1
responsive elements initiate gene expression for osteoblast differentiation. Signaling
molecules of the MAP kinase pathway such as Erk have also been shown to inhibit
actions of the Smad proteins. The MAP kinase pathway can be activated via other
receptor tyrosine kinases (RTK) such as epidermal growth factor or hepatocyte growth
factor receptor kinase. Erk-mediated phosphorylation of Smad1 inhibits nuclear translo-
cation.147 The preferential activation of Smad1 suggests a role for Smad1 in cell fate.146

Runx2, a transcriptional regulator of osteoblast differentiation genes, can be acti-
vated by Smad translocation into the nucleus.148 This activation of Runx2 occurs via
phosphorylation.148 Smad proteins can activate transcription via direct binding to DNA
or through interactions with other DNA-binding proteins. BMP-2-signaled Smad pro-
teins directly interact with Runx2, suggesting a role for Smads in Runx2 activation.140
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specific genes. (2) When BMP-2 binds to type II receptor, type I receptor initiates signal
transduction via the MAP kinase pathway.
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Osteoblast differentiation via Smad-dependent signaling is the more widely
accepted mechanism of action for BMP-2-induced osteogenesis. However, BMP-2 is
also known to activate the MAP kinase pathway. MAP kinases have been shown to
upregulate osteoblast differentiation factors such as alkaline phosphatase and osteo-
calcin.149 Runx2 activation by phosphorylation can also occur via the MAP kinase
pathway.150 Interestingly, an increase in transcriptional activity of runx2 via phos-
phorylation by MAP kinase was not accompanied by a significant change in runx2
message or protein.150 Perhaps runx2 protein is regulated either by post-translational
modification or an accessory factor. Recently, it was shown that the nuclear protein
junB could be important for induction of runx2 by BMP-2 and TGF-β.151 This and
other studies indicate that junB is an upstream regulator of runx2 and the p38 MAP
kinase component is an additional requirement for the induction of runx2.148,151

The MAP kinase pathway responds to a number of signaling molecules, including
growth factors, integrins, and mechanical stresses. Different components of the MAP
kinase pathway are utilized, based on the mode of activation. Erk, one of the MAP
kinases, was also shown to be essential for osteoblast growth and differentiation, adhe-
sion, migration, and integrin expression.152 Interestingly, one contradictory report
claimed that inhibition of the MAP kinase pathway via the p38 component increased
early osteoblast differentiation by upregulating the expression of alkaline phosphatase
and promoting mineralization.153 The authors suggest that osteoblast differentiation
requires a “fine-tuning” of the MAP kinase pathway in gene expression.153

The induction of MAP kinase via integrins is prolonged, whereas growth factor-
stimulated MAP is more transient and may require integrin-mediated cell adhesion.152
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It has been documented that a type I collagen interaction with cells via α1β1 or α2β1

integrins activates the MAP kinase pathway.150,154 BMP-7 activation of osteocalcin
and bone sialoprotein mRNA was synergistically enhanced by collagen–integrin
interactions.155 Although well established in systems other than bone, growth fac-
tor–ECM synergy is not well documented in the bone microenvironment (Figure 5.2).
However, it is possible that ECM proteins may synergize with BMP-2 via conver-
gence of the MAP kinase pathway to enhance osteoblast differentiation. Inclusion of
a combination of signaling molecules within a tissue-engineered scaffold would be
advantageous for wound healing.

It is becoming increasingly clear that one factor alone will not successfully heal
a wound. The natural tissue microenvironment is a complex mixture of growth fac-
tors and ECM proteins that are unique to each tissue. The proper concentrations,
temporal and spatial expression are important factors in determining function. The
ideal tissue-engineered therapy should closely mimic the natural make–up of the
bone healing environment. This will likely require both growth factors and ECM
proteins that work together to enhance osteoblastic gene expression that is responsi-
ble for tissue remodeling.

CONCLUSION

The above studies are beginning to demonstrate the potential of targeted growth factor
delivery to contribute to the regeneration of diseased tissues, and enhance the healing
potential of grafted tissues. In the future, a better understanding of the molecular mech-
anisms of disease states, the molecules involved in the regeneration process, the
microenvironment of healing tissues, and the signaling pathways will enable
researchers to design better devices and therapies. It is also critical to understand the
relationships among growth factors and between growth factors and extracellular
matrices. This knowledge will provide the foundation of fabricating devices that could
deliver several growth factors in a temporal manner and at optimal concentrations to
achieve more effective therapies. The biological principles will serve as the blueprint
for device designs to play a physiologic modulator of the tissue to be regenerated. 
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INTRODUCTION

In the United States, there are over 500,000 bone grafts per year to replace or repair
diseased or damaged bone. Autologous bone graft has long been considered the clin-
ical “gold standard.” Harvest of autograft, however, can lead to complications
including chronic harvest site pain, infection, nerve damage, cosmetic deformity,
and hemorrhage. In addition, autograft harvest increases operative time and cost.
Allograft (e.g., cadaver bone), has been proposed as an effective alternative; yet, this
material is also plagued by problems including immunogenicity, viral transmission,
compromised physiologic and biomechanical properties, and potentially limited
supply. Metal implants are frequently used for these purposes, but they cannot per-
form as efficiently as a healthy bone, and metallic structures cannot remodel with
time. To help address the need for better bone substitutes, bone tissue engineers seek
to create synthetic, three-dimensional bone scaffolds made from polymeric materi-
als incorporating cells or growth factors to induce the growth of normal bone tissue.
The following chapter describes the role of polymers in tissue regeneration, with an
emphasis on bone, nerve, and skin regeneration. This chapter also describes the fab-
rication of tissue-engineered scaffolds, and the use of polymer microspheres to
deliver growth factors in bone tissue engineering applications. 

POLYMERIC SCAFFOLDS IN BONE TISSUE ENGINEERING

Polymeric scaffold materials are typically biodegradable (e.g., absorbable) and should
support cell attachment and growth. The family of poly(α-hydroxy acids), for example,
poly(lactic acid) (PLA) and poly(glycolic acid) (PGA), have been widely useful toward
this end. Furthermore, copolymers of PLA and PGA have been modified with hydrox-
yapatite or tricalcium phosphate to impart mechanical strength and osteoconductivity.

The matrix, or scaffold, of a tissue-engineered construct is of significant conse-
quence to bone regeneration. Variables such as pore size, mechanical properties,
degradation processes, and surface chemistry, all contribute to overall scaffold via-
bility. Biodegradable polyesters have had a vast impact in medicine during the last
century. Particularly, PLA and PGA have been utilized in a countless number of clin-
ical applications. Their structures are depicted in Figure 6.1. These polymers are
degraded hydrolytically, resulting in a breakdown of the polymer chain, and they
also undergo enzymatic breakdown in vivo. 

POLY(GLYCOLIC ACID)

PGA (Figure 6.1a) is synthesized by the ring opening of glycolide; PGA is also
referred to as poly(glycolide). PGA is a highly insoluble polymer; hexafluoroiso-
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propanol is one of PGA’s only solvents, and this solvent is highly toxic. Therefore,
PGA is more commonly utilized as a copolymer with PLA. PGA can be extruded
into fibers, which can then be braided into woven structures. PGA degrades to gly-
colic acid, which is then metabolized in the body.

POLY(LACTIC ACID)

PLA (Figure 6.1b) is synthesized by the ring opening of lactide. As two enantiomeric
isomers of lactide exist (e.g., D and L), both poly(L-lactic acid) (PLLA) and poly(D-lac-
tic acid) (PDLA), have been examined as biomaterials. PLLA is more crystalline, and
degrades more slowly than PDLA. PLA’s degradation product is lactic acid, which is
also metabolized, yielding CO2 and water. A copolymerization of PDLA with PLLA
yields PDLLA, which is being used clinically in craniofacial fixation applications.
PDLLA is comprised of 70% PLLA and 30% PDLA, and is manufactured by Bionx
Implants (as Biosorb), by Synthes Maxillofacial (as the Synthes Resorbable Fixation
System), and by Macropore (Macrosorb FX). These implants degrade in vivo from 1
to 6 years.1 PDLLA is manufactured in sheets, plates, screws, and pins.

POLY(LACTIC-CO-GLYCOLIC ACID)

The copolymer of PLA and PGA, poly(lactic-co-glycolic acid) (PLGA), (Figure
6.1c) has been extensively studied in a variety of tissue engineering applications.
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Figure 6.1 Structures of (a) PGA, (b) PLA, and (c) PLGA.
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The PLGA copolymer that consists of 82% PLLA and 18% PGA is referred to as
LactoSorb. LactoSorb was introduced in 1996 and is being sold by Lorenz Surgical
Inc. LactoSorb was shown to completely resorb in 12 months,2 and has been used
clinically in pediatric craniofacial reconstruction for six years.

Another clinically useful PLGA polymer is DeltaSystem, manufactured by
Stryker-Leibinger. This tripolymer consists of 85% PLLA, 5% PDLLA, and 10%
PGA, and maintains 81% of its mechanical strength 8 weeks after implantation;
complete resorption will occur between 1.5 and 3 years.1

PLGA/CERAMIC COMPOSITES

Marra and colleagues have examined blending biodegradable polymers with ceram-
ics in an attempt to improve the osteoconductivity of the scaffolds.3,4 Combining cal-
cium-based ceramics with biodegradable polymers is an approach that yields
composites with desirable properties such as controlled degradation, improved
osteoblast adhesion, and tailored mechanical strength. Figure 6.2a is a scanning elec-
tron micrograph of a physically blended composite of PLGA and hydroxyapatite, the
natural mineral component of bone. In a higher magnification, Figure 6.2b, the min-
eral particles are evident within the polymer. We have examined a physical blend of
PLGA, PCL, and hydroxyapatite in both rabbit heterotopic models and rat calvarial
defects. Our preliminary results demonstrate that PLGA/PCL/HA composites are
promising scaffolds for bone regeneration.

POLYPROPYLENE FUMARATE

Poly(propylene fumarate) (Figure 6.3a) is used as an injectable, expandable porous
implant for in situ regeneration of critical-sized defects.5 This polymer was devel-
oped by Mikos’ group in 19966 and has shown promising results in several in vivo
studies.7,8 Poly(propylene fumarate) can be photo-crosslinked to form hydrogels or
injectable implants.

OTHER BIODEGRADABLE POLYMERS

Other biodegradable polymers that are being examined as bone tissue engineering scaf-
folds include poly(caprolactone) (PCL) (Figure 6.3b). Poly(caprolactone) is a polyester
that has been examined in a porcine orbital defect model.9 However, the most signifi-
cant bone growth was observed when the polycaprolactone scaffold was seeded with
bone marrow cells. The role of cells in bone biology is discussed further in chapter 3.

Kohn’s group has extensively studied polycarbonates modified with amino acids
for potential applications in bone tissue engineering.10,11 Figure 6.3c shows the
structure of poly(dioxanone) (manufactured by Ethicon), which has been examined
clinically in cranial vault procedures with promising results.12

Recently under evaluation are novel polymers, termed dendrimers, for potential
use in bone tissue engineering. Dendrimers differ from traditional straight-chain poly-
mers in that their synthesis is initiated with a central core molecule. Polymerization
of more branched molecules ultimately leads to a globular structure with multiple
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Figure 6.2 (a) SEM of PLGA/hydroxyapatite composite, and (b) higher magnification.
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Figure 6.3 Structures of (a) poly(propylene fumarate), (b) poly(caprolactone), and 
(c) poly(dioxanone).
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terminal functionalities. Dendrimers can be tailored to include ceramics, drugs, or
growth factors via covalent bonding to the termini. Figure 6.4 shows the structure of
a poly(ethylene glycol)/lysine-based dendrimer. Blending of this polymer with
ceramics, such as hydroxyapatite, results in a scaffold with film-forming properties
and osteoconductive potential. Figure 6.5 shows an SEM depicting the striated nature
of the dendrimer and the ceramic particles within the composite. These novel poly-
mers are of particular interest for their degradation properties (e.g., bulk vs. surface)
and are currently under investigation in the laboratory of Toby Chapman.13

Electrically conductive polymers are being investigated as scaffold materials for
electroresponsive cell types, including the bone and nerve. Hyaluronic
acid/poly(pyrrole) composites have been found to stimulate angiogenesis in a
subcutaneous rat model, although the wound healing benefits of this material have
not been conclusively demonstrated.14 Hyaluronic acid and collagen have been
shown to exhibit promising osteoconductive properties.15,16 Electrically conductive
polymers are also being studied in nerve regeneration, and are described in Section
Polymeric scaffolds in neuronal tissue engineering below. 

FUTURE OF POLYMERS IN BONE REGENERATION

The use of polymers in bone tissue engineering has been, and remains to be widely
studied. The design of novel biomaterials has a promising future in bone tissue engi-
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neering. The inclusion of growth factors and stem cells within various polymeric
structures is also promising. Perhaps most promising are polymer/ceramic compos-
ites. Through the combination of ceramics with a polymeric material, the brittleness
and nonresorbability of the ceramic would be offset, while at the same time the
osteoconductivity and mechanical properties of the polymer would be improved.
The interdisciplinary nature of tissue engineering requires that the most promising
future for bone regeneration could be a strong collaboration between polymer
chemists, clinicians, biologists, and engineers.

POLYMERIC SCAFFOLDS IN NEURONAL TISSUE ENGINEERING

Replacement of bone often includes nerve repair, especially in cases of trauma or
tumor resection. Tissue-engineered nerve guides have consisted of biodegradable,
FDA-approved polymers, such as PLA, PGA, PCL, and copolymers thereof,17–19 as
is the tradition of many tissue-engineered scaffolds. Those polymers as well as other
polymeric matrices are described below.

POLY(αα-HYDROXY ACIDS)

Rutkowski and Heath have published extensively in the area of polymeric,
biodegradable nerve guides.20–22 They have fabricated synthetic conduits of PLA
following den Dunnen’s method of fabrication.23 Briefly, water-soluble poly(vinyl
alcohol) (PVA) rods are utilized as a sacrificial mandrel, and the PLA is coated on
the rods. The rods are dissolved in water, resulting in a PLA conduit. Axon regener-
ation based on varying parameters of the conduits, such as porosity, wall thickness,
and Schwann cell seeding density, has been examined.20 Maquet et al. have prepared
porous PLA conduits, subsequently coated with PVA, and implanted into a rat sci-
atic nerve defect model, with fair results.17 PLA has been modified with PCL, by
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several groups, including Rodriguez et al., in an attempt to improve the maintenance
of mechanical properties during degradation and decrease the inflammatory
response (e.g., by decreasing the PLA content).18 Also, PLA–PCL copolymers are
highly permeable, which permits the necessary exchange of nutrients and molecules
in the wound site.24 Caprolactone has also been copolymerized with trimethylene
carbonate to produce nerve guides with promising properties.25

POLYPHOSPHOESTERS

Polyphosphoesters are being examined as potential nerve guides due to their
numerous attractive properties, such as biodegradability, biocompatibility, and
flexibility, in coupling biomolecules under physiological conditions.26,27 These
polymers were examined in a rat sciatic nerve model, resulting in fairly success-
ful regeneration through the 10-mm gap.26,27 Biodegradable polyphosphazenes
have also been examined in a 10-mm rat sciatic nerve model, with satisfactory
results.28

NONDEGRADABLE POLYMERS

Silicone is the current clinical alternative to nerve autografts, and has been exten-
sively studied.29–31 Other nondegradable polymers, such as polyethylene32 and
polyurethanes,33 have also been examined in peripheral nerve repair. Madison et al.
compared polyethylene vs. plasticized PLA tubes in a 4-mm mouse sciatic nerve
defect model.32 The tubes were further modified by the inclusion of the extracellu-
lar matrix protein laminin within the conduits, which enhanced axonal outgrowth.
Both teflon and polysulfone have also been examined as nerve guides, with satis-
factory results.34 Conducting polymers such as poly(pyrrole) and poly(pyrrole)/
hyaluronic acid composites have shown promise.14,35 In an attempt to attain mechan-
ical properties comparable to those of native nerves, hydrogel tubes of poly(2-
hydroxyethyl methacrylate-co-methyl methacrylate) [p(HEMA-co-MMA)] have
been prepared by Dalton et al.36 The conduits are flexible, containing an intercon-
nected macroporous, inner layer. The p(HEMA-co-MMA) tubes had similar
mechanical properties (e.g., modulus up to 400 kPa) to those of the spinal cord,
which has a reported elastic modulus range between 200 and 600 kPa. To improve
the flexibility of the nerve guides, plasticizers have been incorporated into PLA
tubes.37 However, implantation typically results in a rapid loss of plasticizer, which
in turn quickly alters the mechanical properties.

POLYMER/COLLAGEN COMPOSITES

Marra’s laboratory has been examining collagen microcarriers as vehicles to deliver
neural cells within polymeric biomaterials for nerve repair. CultiSphers are unique
collagen-based macroporous microcarriers (100–300 µm in diameter), and are man-
ufactured by Percell Biolytica from pharmaceutical-grade porcine gelatin by a
process that yields a highly cross-linked gelatin matrix with a high mechanical and
thermal stability (Figure 6.6). The augmented surface area of the CultiSphers as well
as the protection from stress provided to the cells in the interior of the CultiSphers
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results in enhanced cell culture capabilities. CultiSphers are used in the culture of a
variety of cell types, including the in vitro culture and differentiation of human adult
mesenchymal stem cells, as well as several bone cell lines.38,39 The effect of incor-
porating collagen microcarriers into PCL on the mechanical properties as well as the
cytocompatibility is currently being examined.39

FUTURE OF POLYMERS IN NERVE REGENERATION

Both biodegradable and nondegradable polymers have been examined for nerve
regeneration therapies. The future of clinically viable, commercially practical guides
is likely a combination of native and synthetic materials, as well as the necessary
inclusion of neurotrophins. Of utmost promise is the utilization of stem cells in nerve
regeneration, particularly for spinal cord injury repair. It is a challenge to create a
tissue-engineered nerve guide that will be conducive to cell seeding as well as to
attain the desired mechanical properties.

POLYMERS IN SKIN REGENERATION

Tissue-engineered skin is perhaps the most commercially advanced tissue-engi-
neered product to date. There are several tissue-engineered products for skin
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regeneration on the market. The first product, Apligraf®, was produced by
Organogenesis (http://www.organogenesis.com/), and consisted of human skin
cells, that is, epidermal keratinocytes and dermal fibroblasts, seeded into a bovine
collagen matrix. Although expensive, this product was promising for burn patients.
Another tissue-engineered product, Dermagraft®, now marketed by Smith and
Nephew, consists of human fibroblasts seeded in PLGA. Smith and Nephew also
markets TransCyte®, which is similar to Dermagraft®; however, TransCyte® is
composed of human newborn fibroblasts, which are then cultured on the nylon
mesh of Biobrane, and a thin silicone membrane is bonded to the mesh, which pro-
vides a moisture vapor barrier for the wound. OrCel® is a new tissue-engineered
skin substitute consisting of a scaffold of bovine collagen, seeded with fibroblasts
and keratinocytes, and is currently being used in clinical trials for both venous leg
ulcers and diabetic foot ulcers. Although tissue-engineered skin options are expen-
sive, they are promising.

NATIVE POLYMERS FOR SKIN REGENERATION

Also under examination is small intestinal submucosa (SIS). Oasis is marketed by
Cook Surgical and consists of the collagen middle layer of the pig small intestine.
SIS has been widely used in clinical applications, including cardiovascular tissue
engineering applications, with promising results.40–43 Another porcine collagen
derivative is E-Z-Derm, which consists of cross-linked collagen pig skin. Both of
these porcine materials are in the early stages of research and development and fur-
ther clinical studies are needed to determine the efficacy of the materials.

Although the above tissue-engineered skin substitutes consist of FDA-approved
polymeric materials, there is considerable research being conducted in the synthesis
of other polymers for skin regeneration. 

FUTURE OF POLYMERS IN SKIN REGENERATION

Although skin is further ahead commercially than bone or nerve substitutes, the ideal
skin graft remains elusive. Among the most promising areas in skin tissue engineer-
ing is the combination of cells with biodegradable polymers. Of particular promise
are native polymer-based materials, such as SIS. The future of these substitutes must
address their high costs, as compared to allograft.

SCAFFOLD FABRICATION

As discussed above, polymers are a very important aspect of designing a tissue-engi-
neered therapy, thus the need to describe scaffold fabrication and especially the
important factor of synthesizing a porous scaffold for bone and nerve regenerative
therapy. Porosity can be introduced into a polymeric scaffold using a variety of tech-
niques. One of the most common techniques is particulate-leaching, also known as
solvent-leaching. Other techniques include emulsion freeze-drying, phase separa-
tion, 3D printing, and gas foaming. Each technique has both advantages and disad-
vantages, which are described in the following sections.
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PARTICULATE-LEACHING

The porogen leaching was first patented by Mikos et al. in 1996.44 This technique
involves dispersing water-soluble particles, such as salt, sugars, or polymer spheres,
in a matrix consisting of the scaffold material dissolved in an organic solvent. After
solvent evaporation, a composite of the polymer and porogen remains. The compos-
ite is then immersed in water until complete dissolution of the porogen occurs,
resulting in a porous scaffold. This technique may yield the following:

(1) “skin” of nonporous polymer at the surface,
(2) nonhomogeneous dispersion of pores,
(3) lack of inner connectivity of the pores, and
(4) remaining porogen within the scaffold after porogen leaching.

Many of these shortcomings have been addressed by Agrawal et al.,45,46 which
include sonication of the porogen/polymer matrix during solvent evaporation,45 as
well as the development of the following techniques to invoke porosity.

EMULSION FREEZE-DRYING

The emulsion freeze-drying technique involves creating an emulsion by homogeniz-
ing a polymer solvent solution and water. The mixture is then rapidly quenched in
liquid nitrogen, and the solvent and water are removed by freeze-drying. Control of
processing parameters, such as volume fraction of the dispersed phase, results in
control of the porosity. Advantages of this technique include the ability to control
pore sizes from 15 to 200 microns, the ability to obtain porosity �90%, and the pos-
sibility of incorporating growth factors within the scaffolds.

PHASE SEPARATION

The phase separation technique involves thermodynamic demixing of a homoge-
neous polymer/solvent solution into both a polymer-rich phase and a polymer-poor
phase. This occurs either by cooling the solution below a bimodal solubility curve,
or by exposing the solution to another immiscible solvent. This procedure is similar
to the emulsion freeze-drying technique; however, phase separation does not involve
the homogenization of emulsion freeze-drying. Initially, a pore size range of 
1–20 µm was obtained, limiting the use of the resulting scaffolds. However, a mod-
ification of the procedure, termed a “coarsening effect” (e.g., heating above the
cloud point), was used to create macropores (�100 µm). A disadvantage of this tech-
nique is the use of dioxane as a solvent, which is a suspected carcinogen.

3D PRINTING

3D printing is a solid free-form fabrication technique that involves selectively direct-
ing a solvent onto polymer powder packed with salt particles to build complex 3D
structures as a series of very thin two-dimensional slices. The polymer/salt compos-
ites are then immersed in water to dissolve the salt particles, resulting in porous
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(60%) devices with micropores (45–150 µm in diameter). This is a relatively new
technique, and applications in tissue engineering are being explored. This technique
is further described in a later chapter entitled: “Design and Fabrication of Bone
Tissue Engineering Scaffolds” by Dr. Hollister.

GAS FOAMING

The use of carbon dioxide to create porosity in polymers has been studied by Mooney
et al.47 This technique avoids the use of organic solvents and high temperatures, which
permits incorporation of growth factors during fabrication. Polymers are subjected to
high-pressure carbon dioxide (800 psi) for 48 h to saturate the polymer with the gas.
When the pressure is slowly reduced to atmospheric pressure, carbon dioxide nucle-
ates and grows within the polymer, forming pores. However, one disadvantage of this
technique is that many of the resulting pores are closed (e.g., there is a lack of pore
inner connectivity). Modifications to this technique include combining gas foaming
with particulate-leaching, and this has resulted in more pore inner connectivity.47

FUTURE OF POLYMER FABRICATION TECHNIQUES

New techniques to develop improved scaffolds are consistently being developed. A
procedure that results in a reproducible scaffold is most desirable, in addition to a pro-
tocol that is both simple and inexpensive. Resultant scaffold properties such as pore
size and porosity must be controlled for specific applications. Furthermore, fabrication
techniques that will permit the inclusion of cells or growth factors are highly desired.

POLYMER MICROSPHERES AND GROWTH FACTOR DELIVERY 

As previously discussed, polymers play an important structural role allowing cells to
migrate and proliferate to facilitate tissue regeneration at the implanted site. In addi-
tion to the structural role, they play an equally important role in the delivery of growth
factors that could be regulated by the degradation properties of the polymer. The deliv-
ery of cells or growth factors to the wound site requires a suitable scaffold material,
and both natural and synthetic biodegradable polymers have been examined, thus mak-
ing the development of tissue-engineered matrices an area of intense interest. The use
of cells in tissue-engineered scaffolds is further detailed in chapter 3. We will initially
discuss the importance of growth factor delivery by using biodegradable scaffolds.

GROWTH FACTORS

Growth factors are natural hormones, usually proteins, and often they exert their
effect via cell surface receptors. Growth factors could stimulate and increase the pro-
duction of connective tissue, promote remodeling, and create a new supply of blood
vessels to nourish the site to be regenerated. The choice of growth factor to be deliv-
ered will provide the appropriate cues for the cells to differentiate to a specific line-
age such as bone and nerve (the role of growth factors is further discussed in the
chapter entitled: “signaling molecules”). One method of growth factor delivery is the
adsorption of growth factors to a polymer surface prior to implantation.48 This method
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has many disadvantages such as a lack of a precise controlled delivery over time as
well as a lack of specific placement of varying growth factors within the scaffold.
Thus, researchers have developed alternative methods to address these shortcomings.
One delivery technique is the encapsulation of drugs into polymeric microspheres and
susbsequent incorporation of the microspheres within scaffolds. Microsphere encap-
sulation is a proven method of controlled delivery, and growth factors can be encap-
sulated within microspheres. This technique is further described below. 

POLYMER MICROSPHERES

Polymer microspheres (i.e., hollow capsules) are characteristically fabricated from
synthetic polymers such as PLGA, or natural polymers (e.g., gelatin or alginate).
Fabrication of polymer microspheres includes a number of techniques, such as
water/oil/water emulsion, oil/water emulsion, and spray-drying. The growth factors
are encapsulated within these degradable spheres. As the capsule degrades, the
growth factor is released, resulting in a controlled, extended release. Drugs and other
growth factors have successfully been incorporated into polymer microspheres, such
as human growth hormone, Japanese encephalitis virus vaccine, vascular endothelial
growth factor, transforming growth factor β1 (TGF-β1) fibroblast growth factor, and
cisplatin. Specifically, Lu et al. have examined the release of TGF-β1 from PLGA
microspheres,49 and the subsequent effect of TGF-β1 on bone marrow stromal cells.50

The controlled release of TGF-β1 was determined to enhance the proliferation and
osteoblastic differentiation of marrow stromal cells cultured on poly(propylene
fumarate) substrates. Babensee et al. have written a comprehensive review on growth
factor delivery.51

POLYMER MICROSPHERES WITHIN POLYMER SCAFFOLDS

In an attempt to control the release of growth factors from tissue-engineered scaffolds,
Hu et al. have reported the controlled release of proteins from coated polymer micros-
pheres embedded in tissue-engineered scaffolds.52 A model protein, bovine serum
albumin (BSA), was encapsulated within PLGA microspheres. The microspheres were
coated with poly(vinyl alcohol), and incorporated into PLGA tissue-engineered
scaffolds during fabrication. The release of BSA from PLGA microspheres, coated
PLGA microspheres, and microspheres embedded in a porous PLGA scaffold was
measured; this study demonstrated the feasibility of this approach. An additional study
demonstrated the effect of modifying the coating on BSA release.53

Sintering PLGA microspheres to form a porous scaffold is a novel technique
recently developed by Laurencin’s group.54 The resulting scaffolds were �75%
porous, and the average pore size was 100 µm. However, the use of heat in this pro-
cedure limits the inclusion of growth factors during fabrication.

Microspheres containing growth factors have been injected into a porous scaf-
fold post-fabrication. Recently, Richardson et al. described the fabrication and eval-
uation of a polymer scaffold that delivers two growth factors for bone regeneration.55

The use of growth factors in nerve regeneration includes examination of the incor-
poration of glial growth factor within a polymer conduit, and more extensively, the
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neurotrophin NGF has been demonstrated to promote the differentiation of several
classes of neurons. NGF is a survival factor in both neuronal cell culture and in vivo,
and has been encapsulated and delivered from polymer microspheres. 

FUTURE OF GROWTH FACTOR DELIVERY

The role of growth factors in bone, nerve, and skin tissue engineering must be fully
understood and characterized prior to any inclusion of growth factors in biomateri-
als. Many researchers are attempting to control the delivery of the growth factors
within the wound site, which is of utmost importance. Gene therapy has a strong role
in the future of growth factor delivery, but many further studies are needed to deter-
mine the effect of viral and nonviral delivery in humans.

CONCLUSIONS

The role of biodegradable polymers in tissue engineering has been described in this
chapter, and the importance of polymers has been emphasized. From the synthesis
of novel biomaterials to the use of FDA-approved polyesters, polymers are widely
studied in bone, nerve, and skin regeneration. Composites of native and synthetic
polymers as well as composites of ceramics and polymers have been outlined.
Although FDA-approved poly(α-hydroxy acids) remain the scaffold material of
choice for many tissue engineers, the limitations of these polymers have resulted in
the synthesis of numerous novel polymers, including highly branched dendrimers.

The properties of the polymers have many requirements to fulfill prior to clini-
cal utility. Parameters such as pore size, mechanical strength, degradation kinetics,
and surface chemistry contribute to the overall scaffold viability. 

The use of biodegradable microspheres to deliver growth factors is a well-studied
area. Although the use of polymer microspheres in drug delivery is a well-established
field, the use of microspheres in tissue engineering is nascent, and quite promising.

The future of tissue-engineered scaffolds includes materials that are conducive
to stem cell seeding as well as scaffolds that can deliver growth factors in a con-
trolled fashion.

References

1. Imola, M.J. and Schramm, V.L. 2002. Resorbable internal fixation in pediatric cranial
base surgery. Laryngoscope, 112(10): 1897–1901.

2. Eppley, B.L. and Reilly, M. (1997). Degradation characteristics of PLLA-PGA bone
fixation devices. J. Craniofac. Surg. 8(2): 116–120.

3. Dunn, A.S., Campbell, P.G. and Marra, K.G. (2001). The influence of polymer blend
composition on the degradation of polymer/hydroxyapatite biomaterials. J. Mater.
Sci. Mater. Med. 12(8): 673–677.

4. Marra, K.G., Campbell, P.G., DiMilla, P.A., Kumta, P.N., Mooney, M.P., Szem, J.W.,
and Weiss, L.E. (1999). Novel three dimensional biodegradable scaffolds for bone tis-
sue engineering. in Materials Research Society Symposium Proceedings, Biomedical
Materials: Drug Delivery, Implants and Tissue Engineering, Boston, MA. 

162 Bone Tissue Engineering

CAT1621_C06.qxd  8/20/2004  2:56 PM  Page 162

Copyright © 2005 CRC Press, LLC



5. Lewandrowski, K.U., et al. (1999). Effect of a poly(propylene fumarate) foaming
cement on the healing of bone defects. Tissue Eng. 5(4): 305–316.

6. Yaszemski, M.J. et al. (1996). In vitro degradation of a poly(propylene fumarate)-
based composite material. Biomaterials 17(22): 2127–2130.

7. Vehof, J.W. et al. (2002). Bone formation in transforming growth factor beta-1-coated
porous poly(propylene fumarate) scaffolds. J. Biomed. Mater. Res. 60(2): 241–251.

8. Fisher, J.P. et al. (2002) Soft and hard tissue response to photocrosslinked poly(propy-
lene fumarate) scaffolds in a rabbit model. J. Biomed. Mater. Res. 59(3): 547–556.

9. Rohner, D. et al. (2002). [Individually CAD–CAM technique designed, bioresorbable
3-dimensional polycaprolactone framework for experimental reconstruction of cran-
iofacial defects in the pig]. Mund. Kiefer Gesichtschir 6(3): 162–167.

10. Fiordeliso, J., Bron, S. and Kohn, J. (1994). Design, synthesis, and preliminary char-
acterization of tyrosine-containing polyarylates: new biomaterials for medical appli-
cations. J. Biomater. Sci. Polym. Ed. 5(6): 497–510.

11. Choueka, J. et al. (1996). Canine bone response to tyrosine-derived polycarbonates
and poly(L-lactic acid). J. Biomed. Mater. Res. 31(1): 35–41.

12. Fearon, J.A. (2003). Rigid fixation of the calvaria in craniosynostosis without using
“rigid” fixation. Plast. Reconstr. Surg. 111(1): 27–38.

13. Petricca, S.E., Marra, K.G., Kumta, P.N. (2004). Chemical synthesis of poly(lactic-
co-glycolic acid)/hydroxyapatite composites for orthopaedic applications, J. Biomed.
Mater. Res. Submitted.

14. Collier, J.H., Camp, J.P., Hudson, T.W. and Schmidt, C.E. (2000). Synthesis and char-
acterization of polypyrrole-hyaluronic acid composite biomaterials for tissue engi-
neering applications. J. Biomed. Mater. Res. 50(4): 574–584.

15. Liu, L.S. et al. (1999). An osteoconductive collagen/lhyaluronate matrix for bone
regeneration. Biomaterials 20(12): 1097–1108.

16. Bakos, D., Soldan, M. and Hernandez-Fuentes, I. (1999). Hydroxyapatite–colla-
gen–hyaluronic acid composite. Biomaterials 20(2): 191–195.

17. Maquet, V., Martin, D., Malgrange, B., Franzen, R., Schoenen, J., Moonen, G., and
Jerome, R. (2000) Peripheral nerve regeneration using bioresorbable macroporous
scaffolds. J. Biomed. Mater. Res. 52: 639–651.

18. Rodriguez, F.J., Gomez, N., Perego, G. and Navarro, X. (1999). Highly permeable
polylactide-caprolactone nerve guides enhance peripheral nerve regeneration through
long gaps. Biomaterials 20: 1489–1500.

19. Hadlock, T., Sundback, C., Koka, R., Hunter, D., Cheney, M. and Vacanti, J.P. (1999).
A novel, biodegradable polymer conduit delivers neurotrophins and promotes nerve
regeneration. Laryngoscope 109(9): 1412–1416.

20. Rutkowski, G.E. and Heath, C.A. (2002). Development of a bioartificial nerve
graft. I. Design based on a reaction–diffusion model. Biotechnol. Progr. 18(2):
362–372.

21. Rutkowski, G.E. and Heath, C.A. (2002). Development of a bioartificial nerve graft.
II. Nerve regeneration in vitro. Biotechnol. Progr. 18(2): 373–379.

22. Heath, C.A. and Rutkowski, G.E. (1998). The development of bioartificial nerve
grafts for peripheral-nerve regeneration. Trends Biotechnol. 16(4): 163–168.

23. den Dunnen, W.F. et al. (1996). Light-microscopic and electron-microscopic evalua-
tion of short-term nerve regeneration using a biodegradable poly(DL-lactide-epsilon-
caprolacton) nerve guide. J. Biomed. Mater. Res. 31(1): 105–115.

24. den Dunnen, W.F. and Meek, M.F. (2001). Sensory nerve function and auto-mutila-
tion after reconstruction of various gap lengths with nerve guides and autologous
nerve grafts. Biomaterials, 22(10): 1171–1176.

Biodegradable Polymers and Microspheres in Tissue Engineering 163

CAT1621_C06.qxd  8/20/2004  2:56 PM  Page 163

Copyright © 2005 CRC Press, LLC



25. Pego, A.P. et al. (2001). Copolymers of trimethylene carbonate and epsilon-caprolac-
tone for porous nerve guides: synthesis and properties. J. Biomater. Sci. Polym. Ed.
12(1): 35–53.

26. Wang, S. et al. (2001). A new nerve guide conduit material composed of a biodegrad-
able poly(phosphoester). Biomaterials, 22(10): 1157–1169.

27. Xu, X. et al. (2002). Polyphosphoester microspheres for sustained release of biolog-
ically active nerve growth factor. Biomaterials, 23: 3765–3772.

28. Langone, F. et al. (1995). Peripheral nerve repair using a poly(organo)phosphazene
tubular prosthesis. Biomaterials, 16(5): 347–353.

29. Kakinoki, R. et al. (1995). Relationship between axonal regeneration and vascularity
in tubulation—an experimental study in rats. Neurosci. Res. 23(1): 35–45.

30. Lundborg, G. et al. (1982). Nerve regeneration in silicone chambers: influence of gap
length and of distal stump components. Exp. Neurol., 76(2): 361–375.

31. Madison, R.D., Da Silva, C.F., Dikkes, P. (1988). Entubulation repair with protein
additives increases the maximum nerve gap distance successfully bridged with tubu-
lar prostheses. Brain Res. 447(2): 325–334.

32. Madison, R.D. et al. (1987). Peripheral nerve regeneration with entubulation repair:
comparison of biodegradeable nerve guides versus polyethylene tubes and the effects
of a laminin-containing gel. Exp. Neurol. 95(2): 378–390.

33. Robinson, P.H. et al. (1991). Nerve regeneration through a two-ply biodegradable
nerve guide in the rat and the influence of ACTH4-9 nerve growth factor.
Microsurgery 12(6): 412–419.

34. Navarro, X. et al. (1996). Peripheral nerve regeneration through bioresorbable and
durable nerve guides. J. Peripher. Nerv. Syst. (1): 1.

35. Schmidt, C.E., Shastri, V.R., Vacanti, J.P., Langer, R. (1997). Stimulation of neurite
outgrowth using an electrically conducting polymer. Proc. Natl. Acad. Sci. USA, 94:
8948–8953.

36. Dalton, P.D., Flynn, L. and Shoichet, M.S. (2002). Manufacture of poly(2-hydrox-
yethyl methacrylate-co-methyl methacrylate) hydrogel tubes for use as nerve guid-
ance channels. Biomaterials, 23(18): 3843–3851.

37. Luciano, R.M., de Carvalho Zavaglia, C.A. and de Rezende Duek, E.A. (2000).
Preparation of bioabsorbable nerve guide tubes. Artif. Organs 24(3): 206–208.

38. Doctor, J.S. et al. (2001). Using collagen microcarriers to deliver cells for bone tissue
engineering. Dev. Biol. 235: 245.

39. Waddell, R.L. et al. (2003). Using PC12 cells to evaluate poly(caprolactone) and col-
lagenous microcarriers for applications in nerve guide fabrication. Biotechnol. Progr.,
19(6):1767–1774.

40. Nerem, R.M. and Seliktar, D. (2001). Vascular tissue engineering. Annu. Rev. Biomed.
Eng. 3: 225–243.

41. Roeder, R. et al. (1999). Compliance, elastic modulus, and burst pressure of small-
intestine submucosa (SIS), small-diameter vascular grafts. J. Biomed. Mater. Res.
47(1): 65–70.

42. Badylak, S.F. et al. (1998). Small intestinal submucosa: a substrate for in vitro cell
growth. J. Biomater. Sci. Polym. Ed. 9(8): 863–878.

43. Lindberg, K. and Badylak, S.F. (2001). Porcine small intestinal submucosa (SIS): a
bioscaffold supporting in vitro primary human epidermal cell differentiation and syn-
thesis of basement membrane proteins. Burns 27(3): 254–266.

44. Mikos, A.G., Sarakinos, G., Vacanti, J.P., Langer, R.S., and Cima, L.G., (1996).
Biocompatible Polymer Membranes and Methods of Preparation of Three
Dimensional Membrane Structures. U.S. Patent, 5514378.

164 Bone Tissue Engineering

CAT1621_C06.qxd  8/20/2004  2:56 PM  Page 164

Copyright © 2005 CRC Press, LLC



45. Agrawal, C.M., McKinney, J.S., Huang, D., and Athanasiou, K.A. (2000), The use of
the vibrating particle technique to fabricate highly permeable biodegradable scaf-
folds, in Synthetic Bioabsorbable Polymers for Implants, C.M. Agrawal, Parr, J., and
Lin, S., Eds., American Society for Testing and Materials: Philadelphia, PA. p. STP
1396.

46. Lin, H.R. et al. (2002). Preparation of macroporous biodegradable PLGA scaffolds
for cell attachment with the use of mixed salts as porogen additives. J. Biomed. Mater.
Res. 63(3): 271–279.

47. Harris, L.D., Kim, B.S., and Mooney, D.J. (1998). Open pore biodegradable matrices
formed with gas foaming. J. Biomed. Mater. Res. 42: 396–402.

48. Winn, S.R. et al. (1999). Tissue-engineered bone biomimetic to regenerate calvarial
critical-sized defects in athymic rats. J. Biomed. Mater. Res. 45(4): 414–421.

49. Lu, L., Stamatas, G.N. and Mikos, A.G. (2000). Controlled release of transforming
growth factor beta-1 from biodegradable polymer microparticles. J. Biomed. Mater.
Res. 50: 440–451.

50. Peter, S.J. et al. (2000). Effects of transforming growth factor beta-1 released from
biodegradable polymer microparticles on marrow stromal osteoblasts cultured on
poly(propylene fumarate) substrates. J. Biomed. Mater. Res. 50: 452–462.

51. Babensee, J.E., McIntire, L.V. and Mikos, A.G. (2000). Growth factor delivery for tis-
sue engineering. Pharm. Res. 17(5): 497–504.

52. Hu, Y., Hollinger, J.O., and Marra, K.G., (2001). Controlled release from coated poly-
mer microparticles embedded in tissue-engineered scaffolds. J. Drug Targeting, 9(6):
431–438.

53. Meese, T.M. et al. (2002). Surface studies of coated polymer microspheres and pro-
tein release from tissue-engineered scaffolds. J. Biomater. Sci. Polym. Ed. 13(2):
141–151.

54. Ambrosio, A.M.A. et al. (2001). A novel amorphous calcium phosphate polymer
ceramic for bone repair: I. Synthesis and characterization. J. Biomed. Mater. Res.
58(3): 295–301.

55. Richardson, T.P. et al. (2001). Polymeric system for dual growth factor delivery. Nat.
Biotech., 19(11): 1029–1034.

Biodegradable Polymers and Microspheres in Tissue Engineering 165

CAT1621_C06.qxd  8/20/2004  2:56 PM  Page 165

Copyright © 2005 CRC Press, LLC



7 Design and Fabrication of
Bone Tissue Engineering
Scaffolds

Scott J. Hollister, Juan M. Taboas,
Rachel M. Schek, Cheng-Yu Lin and
Tien Min Chu

Contents

Introduction ........................................................................................................ 168
Hierarchical Image-Based Scaffold Design ...................................................... 169

The Need for Hierarchical Design ........................................................ 169
Image-Based Methods for Designing Hierarchical Features ................ 169
0th Level Global Anatomic Design Pixel Definition ............................ 171
1st Level Microstructure Design Pixel Definition.................................. 172

Material Process Design .............................................................. 172
Periodic Cell Design .................................................................... 172
Biomimetic Design ...................................................................... 177

2nd Level Microstructure Design Pixel Definition ................................ 178
Hierarchical Scaffold Fabrication ...................................................................... 178

Scaffold Materials .................................................................................. 178
Solid Free-form Fabrication .................................................................. 179
Creating SFF Data Input from Image-based Designs ............................ 182
Direct Scaffold Fabrication via SFF ...................................................... 182
Scaffold Fabrication via Indirect SFF and Casting ................................ 185

Hydroxyapatite Scaffolds Fabricated by Indirect SFF 
and Casting................................................................................ 185

Calcium Phosphate Cement Scaffolds Fabricated by 
Indirect SFF and Casting .......................................................... 186

Polymer and Composite Ceramic/Polymer Scaffold Fabrication 
via Indirect SFF/Casting .......................................................... 187

Conclusions ........................................................................................................ 190
Acknowledgments .............................................................................................. 190
References ........................................................................................................ 191

167
0-8493-1621-9/05/$0.00+$1.50
© 2005 by CRC Press LLC

CAT1621_C07.qxd  8/19/2004  9:00 AM  Page 167

Copyright © 2005 CRC Press, LLC



INTRODUCTION

Bone tissue engineering utilizes scaffolds to deliver biofactors including cells, genes,
and proteins to regenerate bone. The scaffold itself must fulfill three primary functions
to ensure successful treatment of bone defects. First, the scaffold must provide the cor-
rect anatomic geometry to define and maintain the space for tissue regeneration.
Second, the scaffold must provide temporary mechanical load bearing within the tissue
defect. This second function is especially critical if the scaffold/biofactor construct is
directly implanted without prior incubation in a bioreactor. Third, the scaffold should
enhance the regenerative capability of the chosen biofactor. The difficulty in designing
scaffolds is that the three primary functions often pose conflicting design requirements. 

A primary motivation for computational design is to achieve a balance between
the load bearing and tissue regeneration requirements of scaffolds. For load-bearing
purposes, achieving stiffness and strength equivalent to bone tissue for load-bearing
purposes requires minimally porous scaffolds. Conversely, enhanced delivery of bio-
factors requires more highly connected porous scaffolds1,2 to allow cell migration,
vascularization, and connected tissue formation within scaffolds. Computational
design and fabrication can be employed to optimize scaffolds to best fulfill the con-
flicting functions.

A second motivation for computational scaffold design/fabrication is based on
studies demonstrating that a scaffold’s internal architecture influences tissue regen-
eration. Kühne et al.3 found that corraline hydroxyapatite (HA) with an average
500 µm pore diameter showed good bone infiltration in a rabbit model, while HA
with an average 200 µm pore diameter showed poor bone infiltration. Grenga et al.4

noted that HA architecture affected vascularization concurrent with bone formation.
Kuboki5 found different bone development pathways associated with different aver-
age HA pore diameters. Pores averaging 90–100 µm demonstrated endochondral
ossification with significant cartilage, while pores averaging 300–400 µm demon-
strated intramembranous ossification with no cartilage. Hui et al.6 noted that
increased bone formation in trabecular bone graft in rabbits increased with higher
fluid conductance, a parameter dependent on pore architecture and connectivity.
These studies, however, all have the limitation that scaffold pore size represents an
average, with a wide variation. Also, pore connectivity is not fixed. Therefore, the
ability to design and fabricate scaffolds with fixed architectures is needed to better
understand how bone regeneration is influenced by scaffold architecture.

A third motivation for computational scaffold design/fabrication is the need to
match anatomic shape. The potential sites for anatomic reconstruction range from
complex craniofacial and orthopedic trauma to joint reconstruction and spinal
fusion. These complex geometries are represented digitally by voxels in either
Computed Tomography (CT) or Magnetic Resonance Imaging (MRI) scans. The
digital information must be interpreted and converted into information that can be
used to create an exterior scaffold shape.

In summary, there are both basic and applied research issues in bone tissue engi-
neering that require controlled scaffold design and fabrication. For clinical applica-
tions, it is obvious that scaffolds matching complex anatomic defects are necessary.
In addition, the scaffolds will need to have specific load-bearing capabilities as well
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as biofactor delivery capabilities. For basic research, scaffolds with precisely
controlled architecture are needed to test hypotheses concerning scaffold effects on
basic bone regeneration biology. Only by integrating basic bone biology with pre-
cisely engineered scaffolds can we optimize bone tissue engineering treatments. In
this chapter, we present integrated design and fabrication methods that can be used
to engineer scaffolds with anatomic shape and controlled architecture. 

HIERARCHICAL IMAGE-BASED SCAFFOLD DESIGN

THE NEED FOR HIERARCHICAL DESIGN

Bone tissue is a hierarchical structure, with features ranging from nanometers to cen-
timeters in size, a 108 magnitude change. This structural hierarchy enables a tremen-
dous variation in both function and physiology.  Moving up the hierarchical scale,
packing of mineral into collagen, organization of this mineral/collagen composite into
lamellar structures, and finally organization of lamellar structures into trabeculae or
osteons provides a wide range of mechanical stiffness and strength. Moving down the
hierarchical scale, it has been hypothesized that the same organization provides spe-
cific nutrients as well as environmental signals to osteocytes embedded in bone tis-
sue.7–9 Although unproven, a widely held design paradigm is that tissue engineering
scaffolds should mimic natural tissue structure and function as closely as possible.
Under this paradigm, tissue engineering scaffolds should have a hierarchical structure. 

The functional and regenerative scaffold requirements also suggest the need for a
hierarchical design. At a global anatomic level, where bone features range from mm to
cm, the scaffold must replicate anatomic shape and provide sufficient stiffness and
strength for physiologic loading. Pores on a scale of 0.1 mm (100 µm) are necessary to
either seed sufficient densities of cells or enable a sufficient density of invading host cells
to regenerate bone tissue. Additionally, structures in the 0.1–1 mm will determine the
global-level mechanical properties. Finally, feature sizes ranging from .001 to .01 mm
(1–10 µm) will influence both individual cell attachment and activity. Controlling hier-
archical features in scaffolds will be necessary to test fundamental scaffold design
hypotheses and produce scaffolds optimized for both function and tissue regeneration.

IMAGE-BASED METHODS FOR DESIGNING HIERARCHICAL FEATURES

Designing scaffolds requires computational methods to represent hierarchical fea-
tures. The most commonly used computational design methods are those grouped
under the title Computer Aided Design (CAD). CAD methods allow the user to cre-
ate objects using wireframe, surface, and solid models. These models are based on
specific mathematical equations for geometric shapes, and can thus represent shapes
exactly. Using such models, complicated features can be made by performing
Boolean operations of intersection and union. The drawback of CAD techniques is
that complicated anatomic and microstructural features are arduous and time con-
suming to represent due to the fact that CAD objects are built from base representa-
tions of geometric objects like cylinders, spheres, and cubes. Although it is possible
to create complex CAD designs using facets or wireframe data, such files can in
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themselves become extremely memory intensive and complicated to use. This makes
hierarchical features especially difficult to represent. 

An alternative to CAD techniques for feature representation is density distribu-
tion within a grid of pixels. Since this is how all imaging modalities represent fea-
tures, we term this approach an image-based design. The two major advantages of
image-based design are (1) the ability to represent features with any degree of com-
plexity and (2) the commonality of data structures with any imaging modality. The
first advantage allows complex features at any scale to be represented without diffi-
culty, in many cases with considerably less work than with CAD techniques. The
second advantage allows scaffold designs to easily incorporate the shape of anatomic
defects from CT or MRI images. The disadvantage of image-based methods com-
pared to CAD is the necessity of utilizing a large dataset to represent features,
depending on the desired spatial resolution. However, CAD files can also become
quite large when representing complex objects, especially complex anatomic shapes
using faceted surfaces. We have chosen image-based methods for scaffold design,
based on the ease in representing and performing Boolean operations with complex
data, coupled with the ease of directly using anatomic image data.

To represent hierarchical features using image-based design, each distinct design
feature on each level of hierarchy is embodied using a separate image database. For
example, consider a scaffold replacing a femoral diaphyseal defect with three
hierarchical scales: (1) the femoral defect shape, at a scale of centimeters,
(2) microstructural pores at a scale of hundreds of microns, and (3) cell attachment
features at a scale of tens of microns. In this case, there would be one femoral defect
image database, one image database for each different microstructure pore design,
and one image database for each cell attachment feature design. 

The key component of hierarchical image-based design is specification of a den-
sity ρ for each pixel in each hierarchical image database. A global anatomic-level
pixel density is denoted as ρi

0, where the superscript denotes the hierarchical level
and the subscript i denotes the pixel location within the database. The first-level
microstructure density is denoted as ρi

1, the second-level microstructure density is
denoted as ρi

2, and so forth. The spatial relationship among the hierarchical density
values is shown in Figure 7.1.
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Mathematically, each hierarchical pixel density is a function of factors, which
could include anatomy, stiffness, stress, strain, nutrient transport, cell adhesion,
diffusion, permeability, etc. at its own level and the density at more macroscopic
levels. Material density cannot exist at a microscopic level in a scaffold if it does not
exist at a more macroscopic level. For example, it is obvious that if a pixel at the 0th
level is outside the reconstruction area, then subsequent hierarchical pixels cannot
contain material, and thus must have a density of zero. To account for the interaction
of hierarchical densities, we define an indicator function χ i

k for each pixel location i
of each hierarchical level k with a value of one for pixel densities greater than zero,
otherwise zero,

�i
k � 1 if �i

k � 0,

�i
k � 0 if �i

k � 0. (7.1)

This allows us to define the density at any given level as

�i
0 � �i

0 (anatomy, ε, �,…),
�i

1 � �i
0 �i

1 (C0, K0, tissue microstructure,…), (7.2)

�i
2 � �i

0 �i
1 �i

2 (C1, K1, cell attachment, tissue ultrastructure,…),

where anatomy denotes pixel density defined by anatomic image scans, ε is the
global-level strain, σ is the global-level stress, C0 is the global-level mechanical
stiffness, and K0 is the global-level permeability; tissue microstructure indicates
pixel densities defined by microstructure tissue scans (i.e., micro-computed tomog-
raphy [µ CT] or micro-MRI [µMRI], C1 is the 1st level microstructure stiffness, K1

is the 1st level microstructure permeability; cell attachment denotes the features
designed to enhance cell attachment, and tissue ultrastructure indicates pixel densi-
ties defined by ultrastructural imaging techniques like confocal microscopy.
Equation (7.2) can be written compactly as

�i
k � �i

0 �i
1 … �i

k�2 �i
k�1 �i

k � �i
k �

k

n�1
�i

k�n. (7.3)

To fabricate scaffolds from image-based data, we need ways to define design pixel
densities at each level and convert the resulting image design database into fabrica-
tion-specific data.

0TH LEVEL GLOBAL ANATOMIC DESIGN PIXEL DEFINITION

One of the three primary scaffold requirements is the necessity to match anatomic
deficit shape. Creating scaffolds to match anatomic defects requires the ability to
incorporate CT or MRI image data into the hierarchical image-based design method-
ology. CT or MRI images must first be processed and segmented. The most robust
way is to have an experienced user outline the tissue defect using region of interest
(ROI) techniques. These methods allow the user to outline a selected region on a 2D
image slice. This procedure is repeated until the entire 3D scaffold shape is created.

Our research group performs this procedure using the ROI tools in the
Interactive Data Language software (IDL, Research Systems Inc., Boulder, CO).

Design and Fabrication of Bone Tissue Engineering Scaffolds 171

CAT1621_C07.qxd  8/19/2004  9:00 AM  Page 171

Copyright © 2005 CRC Press, LLC



First, each slice image is read into IDL. The image may be defined in a wide variety
of formats including JPEG, TIFF, PNG, BMP, as well as raw image data. Next, the
user selects either the DEFROI (DEFine Region Of Interest) or the CW_DEFROI (a
graphic user interface, GUI) tool in IDL to select the region of interest. All pixels
within the ROI are selected and the tools return the one-dimensional (1D) pixel
indices identifying the selected pixels. 1D indices are related to the traditional two-
dimensional (2D) image indices by 1Dind � XtotYind � Xind, where 1Dind is the 1D
index, Xtot is the total number of pixels in the x image direction, Yind is the y image
pixel index, Xind is the x image pixel index, and all indices start from 0. 

The ROI technique may be used to define heterogeneous density regions for
each given hierarchical scale. The purpose of heterogeneous density regions is to
map the location of the first-level microstructure. The density values serve as a flag
that denotes into which global pixel locations the first-level microstructure pixels
should be mapped. For example, one region defined with a pixel density of 1 would
indicate one type of microstructure, while a second region defined with a pixel den-
sity of 2 would indicate a second type of microstructure. 

1ST LEVEL MICROSTRUCTURE DESIGN PIXEL DEFINITION

The next hierarchical level in scaffold design contains features ranging in size from 0.1
to 1 mm (100–1000 µm). We denote this as 1st level scaffold microstructure, also
referred to as scaffold architecture. Features at this scale will affect the behavior of cell
multitudes, rather than individual cells. There are three basic methods by which 1st level
scaffold microstructure design pixels may be defined. These three methods are denoted
as (1) material process design, (2) periodic cell design, and (3) biomimetic design.

Material Process Design

Material process design is so named because the architecture design is determined
by the method used to process the material. A prime example is the use of porogens
like salt embedded in dissolved polymer solutions [see, e.g., 10–13]. The architecture
design is determined completely by the density and packing of salt (Figure 7.2). 

The user has limited control over architecture design when using material
process methods. The bulk porosity may be changed by altering the amount of poro-
gen, but design variables cannot easily be parameterized and utilized in a mathe-
matical design model.

Periodic Cell Design

Periodic cell design utilizes a basic unit cell (here, we refer to “unit cell” as a
design unit, not a biological cell) that is repeated to create an architecture volume.
As such, only the basic unit cell pixels need be designed. Neighboring design pix-
els are automatically defined through the repetition of the unit cell at a fixed
period. The periodic unit cell design pixels may be defined in numerous ways. A
straightforward design that ensures adequate connected pore channels for cell
migration and permeability for nutrient flow is that of interconnected orthogonal
cylinders (Figure 7.3a, b).
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The unit cell design in Figure 7.3a, b is created easily using image-based tech-
niques. Three 3D design image databases are created, one for each channel. Each 3D
database is created on a slice-by-slice basis where pixels are assigned density based
on the general equation for an ellipse 

	
x

a
i
n

n

	 � 	
y

b
i
n

n

	 
 1 ⇒ �i
1 � 0,

	
x

a
i
n

n

	 � 	
y

b
i
n

n

	 � 1 ⇒ �i
1 � 1, (7.4)

where xi denotes the x coordinate at the pixel centroid location i, yi denotes the y
coordinate at the pixel centroid location i, a is the ellipse radius along the x-axis and
b is the ellipse radius along the y-axis, ρi

1 is the pixel density at location i, and n is
an even exponent. Note that if n � 2, an ellipse is generated. As n → ∞, the geo-
metric figure approaches a rectangle. Equation (7.4) is verified for each pixel in the
3D design image dataset for each direction. The ellipse diameters and exponent n
may be different for each direction to create channels with different diameters and
shapes. Once each database is created, they are combined using a Boolean union
operation to create a final interconnected porous design unit cell (Figure 7.3a, b). 

A significant advantage of the periodic cell design is the ability to calculate
effective properties like stiffness and permeability using homogenization theory. 14,15

Using the image database directly as a finite element model, the following local
equilibrium equation is solved:

�
V

ε∧∧ΤCε k dV � �
V

ε∧∧ΤCk dV ; k � 1–6 (7.5)
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Figure 7.2 Example of polymer scaffold architecture created by porogen leaching. The
architecture is completely determined by the porogen packing density. (Reprinted from
Biomaterials, 24, Taboas, JM, Maddox, RD, Krebsbach, PH, Hollister, SJ, “Indirect solid free
form fabrication of local and global porous, biomimetic, and composite 3D polymer-ceramics
scaffolds,” 181–194, Copyright 2002, with permission from Elsevier.)
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where C is the base scaffold microstructure stiffness matrix at a given hierarchical
level, Ck is the kth column of the microstructure stiffness matrix, ε k are characteris-
tic strains in the microstructure, and ε∧∧

is a virtual strain, with superscript T denoting
the transpose. Equation (7.5) is solved six times, once for each of C. The effective
scaffold stiffness can be calculated directly from the base scaffold material stiffness
and the scaffold architecture as

[C ]eff � �
N

n�1

[C ]n ��I����ε 1� �ε 2� �ε 3� �ε 4� �ε 5� �ε 6���n
� �

N

n�1

[C ]n [M ]n,

[M]n � ��I����ε 1� �ε 2� �ε 3� �ε 4� �ε 5� �ε 6���n
, (7.6)

174 Bone Tissue Engineering

Figure 7.3 3D designed scaffold architecture with interconnecting pores. (a) Basic unit cell
design. (b) Repeated unit cells. (c) Periodic architecture optimized to match bone properties,
side view. (d) Optimized periodic architecture, trimetric view.
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where [C]eff is the effective scaffold stiffness, [C ]n is the stiffness of the nth scaffold
phase material at a given hierarchical level, {ε i} are the six strain vectors obtained
by solving Equation (7.5) and [M]n is the local structure matrix14 that characterizes
the architecture of the nth scaffold phase at a given hierarchical level. Equation (7.6)
essentially shows how the overall scaffold mechanical stiffness depends on the base
scaffold mechanical properties and the scaffold architecture. Thus, once a periodic
cell design is created, its mechanical stiffness can be directly calculated using
Equations (7.5) and (7.6).

A more powerful approach to periodic cell design is to embed Equation (7.5) in
an optimization scheme. Then, instead of creating a periodic design and a posteriori
evaluating its effective properties, we can iteratively design the scaffold architecture
to match the desired effective properties. We have developed two approaches to opti-
mize scaffold architecture such that the effective mechanical stiffness matches bone
stiffness while a desired porosity for biofactor delivery is retained. 

The first approach is termed restricted topology optimization 16 since we assume
a class of scaffold architectures and optimize a restricted set of design variables. We
previously chose the interconnected orthogonal cylindrical pore design (Figure 7.3)
as the base topology for scaffold architecture. The three pore diameters were chosen
as design variables for the restricted topology optimization. The local structure
matrix M is computed (Equation 7.6) for permutations of all pore channels between
0.2 and 1.0 mm. The dependence of M on pore diameters is then fit using a cubic
polynomial:

�Mij (d1,d2,d3) � � aij
0 � aij

1 d1� aij
2 d2� aij

3 d3

� aij
4 d1

2� aij
5 d1d2� aij

6 d1d3� aij
7 d2

2 � aij
8 d2d3� aij

9 d3
2 (7.7)

� aij
10d1

3� aij
11 d1

2d2� aij
12 d1

2d3� aij
13 d1d2

2 � aij
14 d1d2d3� aij

15 d1d 3
2

� aij
16 d 2

3� aij
17d2

2d3� aij
18 d2d3

2 � aij
19 d3

3; i � 1–6, j � 1–6,

where di are the three pore diameters, Mij is the i, j element of the local structure
matrix, and aij

n are the coefficients of the polynomial fit. Note that M is a 6�6 matrix,
and the coefficients a are fit for each element of M. Once M is parameterized in
Equation (7.7), we can then pose a least-squares optimization problem to determine
the optimal pore diameter to ensure that the scaffold-effective properties will match
native bone tissue; the regenerate bone tissue properties will match native bone tis-
sue properties (assuming complete regeneration filling available pores), and a
desired scaffold porosity will be maintained:

Objective function:

��
n

i � 1
� �2

�� where n � 1–9,

�
n

i � 1
� �2

(7.8)
Ci

bone eff �Ci
scaffold eff

		
Ci

bone eff

Ci
bone eff � Ci

tissue eff

		
Ci

bone effMin
d1,d2,d3

Design and Fabrication of Bone Tissue Engineering Scaffolds 175

CAT1621_C07.qxd  8/19/2004  9:00 AM  Page 175

Copyright © 2005 CRC Press, LLC



Constraints:

d1, d2, d3 � minimum buildable feature,

	
V

V

t

p

o

o

t

r

a

e

l

	 � % Porosity,

where di are the pore diameters, Vpore is the scaffold architecture pore volume, Vtotal

is the total scaffold architecture volume, Ci
tissue eff are the nine orthotropic native bone

elastic constants, Ci
bone eff are the nine orthotropic regenerate bone elastic constants,

Ci
scaffold eff and are the nine orthotropic scaffold elastic constants. The constraints

ensure that a minimum porosity is maintained and that the smallest feature size can
be built using the fabrication methods discussed in Section Hierarchical scaffold fab-
rication. The optimization problem (Equation (7.8)) is solved using the MATLABTM

fmincon nonlinear programming module, assuming that the regenerate tissue has a
fixed stiffness and completely fills the available pore space. Using this formulation,
we have been able to design scaffold architectures such that both the scaffold and the
regenerate bone tissue matched native minipig mandibular bone stiffness.16 An
example of optimized architecture is shown in Figure 7.3c, d.

The advantage of restricted topology optimization is the ability to determine the
best architecture while at the same time maintaining a constraint on feature size.
Maintaining a minimum feature size is important for fabrication purposes. The most
significant disadvantage of restricted topology optimization is its inability to match
all effective property constants. For example, bone is generally regarded as
orthotropic and has nine elastic constants. Having only three design parameters
makes it difficult to match all nine elastic constants. 

An alternative to restricted topology optimization is full microstructure topology
optimization.17,18 The full microstructure topology optimization does not utilize a
fixed topology, but rather creates a topology de novo by designing each pixel den-
sity in 3D space. Each pixel density is itself a design variable, meaning that the total
number of design variables is equal to the total number of pixels in the 3D dataset.
Note that this method also designs topology within a unit design cell, which is then
repeated within a volume to create scaffold architecture. The increased number of
design variables makes matching of all effective property parameters more likely.

The mathematical formulation for full microstructure topology optimization
may be written as

min� w1  	C11
scaffold�C11

bone 	
L2

�w2  	C22
scaffold�C22

bone	
L2

�…�w9  	C 66
scaffold�C66

bone	
L2

subject to:

0 � � 
 1

�
V

� dV 
 Vol ⇒ Minimum Percent Porosity Constraint,

where: 	Cij
scaffold�Cij

bone	
L2

��Cij
scaffold�Cij

bone�
2,

where Cij
scaffold are bone elastic constants, Cij

scaffold are target bone elastic constants, ρ
is the density, and Vol is the maximum scaffold volume. Since the microstructure
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changes cannot be mapped a priori as in restricted topology optimization, the local
homogenization Equation (7.5) must be solved in each optimization iteration. Lin
et al.18 used the Method of Moving Asymptotes (MMA19) to update the pixel densi-
ties at each iteration. The final result is a free-form structure that can differ from
architectures created by material process design or restricted topology optimization.
Figure 7.4 shows an example the designed scaffold unit cell architecture that matches
minipig mandibular condyle trabecular bone effective elastic properties.

Biomimetic Design

Biomimetic is a term denoting mimicry of biologic structure and processes. In terms
of scaffold design, biomimetic refers to scaffolds that copy bone tissue structure and
function, although it has been most widely applied to describe surface protein mim-
icry.20 Biomimetics is an intuitively attractive design principal for tissue engineering
scaffolds. Yet, there is no proof that biomimetic designs provide superior tissue regen-
eration results compared to other engineering designs. Indeed, it is not currently pos-
sible to replicate all aspects of bone tissue structure and function on all hierarchical
levels. This begs the question as to which aspects of bone structure/function and  what
hierarchical level are most critical to replicate in a scaffold for enhanced bone regen-
eration. Given such ambiguity in deciding the most critical biomimetic characteris-
tics, it is difficult to develop specific requirements for scaffold engineering. For
example, the optimization approach in Section Periodic Cell Design provides a
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Figure 7.4 Example of unit cell designed using full microstructure topology optimization
methods. This cell is repeated in 3D space to create the complete scaffold architecture.
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method to reproduce trabecular bone-effective elastic constants for most commonly
used tissue engineering materials. However, as demonstrated in Figure 7.4, the result-
ing designed microstructure in most cases does not resemble trabecular architecture.
Thus, while the mechanical function is replicated, the structure is not replicated.

For porous bone tissue engineering scaffolds, mimicking trabecular bone archi-
tecture is the default biomimetic scaffold structure at the 1st level microstructure. It
is also the most straightforward biomimetic structure design, requiring only a 3D
micro-CT volume dataset for replication. The image database for any micro-CT
scanned trabecular architecture can be used as an image-based design dataset.
Furthermore, using image-based design techniques, the trabecular architecture may
be manipulated in 3D space to create a scaffold architecture design. 

Despite the intuitive attractiveness of making direct trabecular architecture scaf-
folds, there are at least four significant disadvantages to this approach. First, the base
biomaterial stiffness needs to match individual trabeculae stiffness if one desires the
scaffold to match effective bone properties. Second, the scaffold porosity would not be
flexible unless the native trabecular architecture changes. Third, the regenerate tissue
would be the opposite of the original trabecular architecture, thereby matching neither
the native tissue effective stiffness nor structure. Fourth, it is very difficult to build such
architectures at the desired resolution (see Section Solid Free-form Fabrication).
Therefore, most trabeculae in the biomimetic design would have to be scaled up in size.

2ND LEVEL MICROSTRUCTURE DESIGN PIXEL DEFINITION

The second-level hierarchical microstructure covers features ranging from 0.01 to
0.1 mm (10–100 µm). Features at the low end of this range may affect the behavior of
individual cells or a small group of cells. Theoretically, 2nd level microstructure design
pixels may be defined using the same three methods for 1st level microstructure design
pixel definition: (1) material process design, (2) periodic cell design, and (3) bio-
mimetic design. In reality, the limitations of fabrication methods necessary for periodic
cell and biomimetic designs make it unfeasible to implement these approaches at the
current time. Thus, features at this level are currently created by the method in which
the material is processed. These include surface etching, abrasion, and coating.

HIERARCHICAL SCAFFOLD FABRICATION

SCAFFOLD MATERIALS

Bone tissue engineering requires scaffolds fabricated from materials that are osteo-
conductive while providing adequate stiffness and strength. Osteoconductivity is dif-
ficult to define and can only be determined by in vitro and in vivo experiments.
Candidate bone scaffold materials are hydroxyapatite (HP), tri-calcium phosphate
(TCP), polylactic acid (PLA), polyglycolic acid (PGA), polylactic–polyglycolic acid
copolymers (PLGA), and polypropylene fumarate (PPF).  Successful bone tissue
engineering will require synthesis of these materials alone or in composites based on
the designs created using the hierarchical computational techniques. The challenge
is to fabricate these candidate scaffold materials in the desired configuration.
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SOLID FREE-FORM FABRICATION

Material process design creates a de facto design over which there is a limited con-
trol. Periodic cell Design and Biomimetic designs produce complex 3D structures that
must be fabricated with controlled precision. There are two methods to fabricate such
complex 3D structures. The most common is subtractive fabrication in which one
starts from a block of material and machines away excess material until the final
structure is obtained. The second is additive fabrication, in which material is added
where no material previously existed to create the final 3D structure. Of the two, addi-
tive fabrication is more versatile in the range of 3D structures that can be created.
Additive fabrication is more commonly known as Solid Free-Form Fabrication (SFF),
or as Rapid Prototyping (RP). Rapid Prototyping reflects the early application of SFF
where design prototypes were created, not necessarily final products. However, since
the goal of scaffold fabrication is to create final products, the term SFF will be used
to denote the capability of creating complex 3D free-form biomaterial scaffolds
directly or the molds for such scaffolds. There are a variety of SFF systems currently
on the market. These systems are described in brief below; however, the reader may
find more detailed information and comparisons between SFF systems at the Castle
Island’s Worldwide Guide to Rapid Prototyping (http:// home.att.net/~castleisland/),
or in the reference text by Cooper.21

All current commercially available SFF techniques build structures on a layer-
by-layer basis. These systems use either surface triangular facet representation,
called a .STL file, or a layer-by-layer contour file, whose format varies between sys-
tems, to define the object to be fabricated. Thus, any design, whether CAD or image-
based, must be transformed into a surface or contour representation.

There are a number of SFF technologies (Figure 7.5); but most fall into two gen-
eral classes. The first class utilizes material, either powdered or liquid, on a platform.
The material is then processed by a device that is moved over the material. The sec-
ond class actually feeds material directly through a nozzle onto a platform. The first
class of techniques is the basis for three commercial systems, although each is dif-
ferent in practice. The stereolithography apparatus (SLA) developed in 1987 by
3DSystemsTM (www.3dsystems.com) utilizes a laser beam to photopolymerize liq-
uid monomer held in a vat (Figure 7.5a). Once one layer is polymerized, the plat-
form on which it sits is lowered and the next layer of monomer is polymerized on
top. If no structure exists beneath the current layer, a support must be built to pre-
vent the overhanging layer from collapsing. The advantage of SLA is the speed and
surface finish of the parts; also, photopolymerizable biomaterial polymers can be
built directly using SLA. Disadvantages include a very limited ability to directly
build ceramic parts, the laborious procedure of removing supports, and the rough
surface produced at support sites.

Selective Laser Sintering (SLS) uses a laser to sinter together powdered materi-
als in a bed (Figure 7.5b). SLS was originally developed by DTM Corporation in
Austin, Texas. The rights to the SLS system were recently purchased by 3D Systems
(www.3dsystems.com). The SLS has two reservoir areas. One holds the powder
supply and brings powder up to be spread over the second build reservoir. The laser
sinters, or melts powder particles together. Following completion of one layer, the
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build reservoir piston is lowered and powder is spread for the next layer. The advan-
tage of SLS is the ability to build materials in powder form without support. This
includes thermoplastic polymers, ceramics, and metals. The disadvantage of SLS is
the coarser surface finish of the final part and the cost of the system. The resolution
of both SLA and SLS depends primarily on the spot size of the laser beam, although
in SLS resolution will also depend on the material powder size.

The third SFF machine that processes material on a platform is the 3D Printing
(3DP) technology developed at the Massachusetts Institute of Technology (MIT).
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Figure 7.5 (a) Schematic of the SLA process, which utilizes photopolymerization. (b)
Schematic of the SLS process that uses a laser to sinter-powdered material. (c) Schematic of
the 3D printing technology, which prints a binder onto powdered material. (d) Schematic of
the FDM system that deposits material through a heated nozzle. (e) Schematic of the MM2
system that prints wax. Copyright Castle Island’s Worldwide Guide to Rapid Prototyping
(http://home.att.net/~castleisland/), used with permission.
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Unlike SLA or SLS, 3DP does not use a laser to process material, but rather prints a
chemical binder or solvent onto powdered material (Figure 7.5c). As in the SLS sys-
tem, there are two reservoirs: one for the powdered material and one for the build part.
Once a layer is finished, the platform in the build reservoir is lowered and another
layer of powder is deposited in the build reservoir. The advantage of 3DP is the capa-
bility to build parts very rapidly and without supports. The disadvantage is its surface
finish and part fragility. Z Corporation (www.zcorp.com) sells commercial versions
of 3DP technology that prints using either a starch/cellulose or plaster powder.
Therics Inc. (www.therics.com) has adapted the 3DP technology to build directly
with both polyesters and hydroxyapatite/polymer composites for tissue engineering
and drug delivery applications, but does not sell these modified 3DP systems.

The second general class of SFF technology processes material using heat as it
flows through a nozzle. The nozzle is guided by the same surface or contour struc-
ture description that is used by material platform-based SFF systems. The most pop-
ular of the second class of systems is the Fused Deposition ModelingTM (FDM)
system made by Stratasys, Inc. (www.stratsys.com). FDM uses a thin filament of
material unwound from a coil and fed through a nozzle. The filament is heated as it
passes through the nozzle and deposited following a pattern (Figure 7.5d). The flow
of material may be turned off or on through the nozzle. The major advantage of FDM
is the material strength of the base polycarbonate or acrylonitrile butadiene stryrene
(ABS) material with which the system builds. The disadvantage compared to over-
head laser-based or binder printing systems is speed. For biomaterial fabrication,
materials that can be produced in thin filaments and that have melting points within
the nozzle heating range can be used to build the system.

The other widely used approach that utilizes a nozzle to deposit material is the
thermo wax inkjet technology from SolidscapeTM (www.solid-scape.com). There are
three machines within this line, the ModelMaker2TM (MM2), PatternMasterTM (PM),
and the T66TM. The Solidscape systems use two nozzles, one that prints a polysul-
fonamide build and a second that prints a red wax support (Figure 7.5e). Finally,
once a layer is printed, that layer is milled to achieve a fine uniform thickness. The
significant advantage of the Solidscape inkjet systems is the detailed resolution that
can be achieved, finer than other available SFF systems. In addition, either the wax
or polysulfonamide material is relatively easy to remove and can be used to cast bio-
ceramics. The disadvantage of the inkjet technology is its very slow build speed
compared to other SFF systems.

The overwhelming advantage of using the SFF technique for scaffold fabrication
is the precise control over 3D geometry. This control makes it possible to realize the
complex image-based designs that match anatomic shape incorporating 1st level
microstructures that are either biomimetic or created by topology optimization. The
obstacles to SFF scaffold fabrication include (1) the expense of SFF machines, rang-
ing from $30,000 to over $200,000, (2) the necessity of converting complex image-
based designs into data that can be utilized by SFF systems, (3) the difficulty in
adapting biomaterials to SFF fabrication, and (4) the feature size limits that can be
built using SFF, typically ranging between 300 and 600 µm. Our research group has
addressed the second obstacle by developing customized software that can convert
image-based designs into SFF data (see the next Section). A few research groups
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have addressed the difficulty in utilizing biomaterials with SFF by adapting a lim-
ited number of biomaterials for SFF fabrication (section Direct sacffold fabrication
via SFF). Our own and other research groups have also overcome SFF material lim-
itations by creating molds via SFF into which biomaterials are cast (section Scaffold
fabrication via indirect SFF and casting). This approach retains the fabrication
advantages of SFF while expanding the number of biomaterials from which complex
3D scaffolds may be made.

CREATING SFF DATA INPUT FROM IMAGE-BASED DESIGNS

As noted in the previous Section all SFF machines require a data file that describes
the structure surface to drive the fabrication mechanism. This input data file may
describe the structure surface using either triangular facets in true 3D or as polyline
contours for each fabricated layer. The most commonly used approach is to repre-
sent the structure surface using triangular facets in 3D. This format, denoted with the
file extension .stl and originally developed for the SLATM system, has become a uni-
versal standard that is accepted by all SFF machines. The basic format represents
each triangular facet in the surface mesh by the three vertex coordinates and a nor-
mal that points outward from the surface. 

The key to fabricating designed scaffolds is transitioning from the 3D image data
set to the triangular facet surface representation. This can be done automatically
using marching cubes methods that generate a triangular mesh isosurface directly
from 3D image data. The image density level must be specified for surface extrac-
tion. We have utilized the shade_volume command in IDL software within a spe-
cially written program to automatically generate .stl triangular surface facet data
from 3D image design data.

A disadvantage of creating.stl surface data from image-based designs is that very
complex hierarchical designs will generate extremely large datasets, often over
1 Gigabyte. For such large files, it is much more advantageous to split the design down
into layers and process each layer separately into contours. Contour files, however, are
not as universally accepted as .stl files, although Slice Contour format, .slc, and
AutoCADTM.DXF format are accepted by many machines. We have developed software
that runs within IDL to directly extract contours from image-slice designs and directly
write the resulting data to .SLF, a proprietary contour format for the Solidscape inkjet
nozzle systems. In this software, each image design slice is processed using the
Image_Contour command in IDL to write polyline vertices and connectivity. 

DIRECT SCAFFOLD FABRICATION VIA SFF

It is, of course, most desirable to build scaffolds directly on an SFF machine.
Theoretically, this would provide automated scaffold engineering from design
through fabrication. In reality, it is very difficult to adapt SFF machines to directly
build a single biomaterial, let alone the multitude of composite biomaterials that may
be needed for tissue engineering. Still, some scaffold biomaterials have been adapted
for direct fabrication using SLA, SLS, FDM, and 3DP. 

Zien et al.22 used poly (ε-caprolactone) (PCL) for mesh scaffold fabrication
using the FDM method. PCL filaments were extruded to a 1.7 mm diameter using a
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one-shot extruder (Alex James & Associates, Greensville, SC). The PCL filament
nozzle moved at a rate of 6.35 mm/sec and the FDM liquefier temperature was set
at 125ºC. Scaffold designs were created using traditional CAD design in
Unigraphics software and output in .stl format for slicing in Stratasys Quickslice
software. They created alternating ply designs (Figure 7.6) that had pore dimensions
ranging between 160 and 700 µm, and porosity ranging from 48 to 77%. The
designed scaffold stiffness ranged from 40 to 70 MPa, and the yield strength ranged
from 2 to 3.5 MPa. The base PCL stiffness and strength were reported to be 510  and
16 MPa, respectively. These results demonstrated that FDM could be used to pro-
duce scaffolds having mechanical properties equal the lower range of reported tra-
becular bone properties (trabecular bone stiffness ranges from 10 to 1000 MPa, and
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Figure 7.6 Example of alternating ply design PCL scaffolds created by Zien et al.
(Reprinted from Biomaterials, 23, Zien, I, Hutmacher, DW, Tan, KC, Teoh, SH, “Fused dep-
osition modeling of novel scaffold architectures for tissue engineering applications,”
1169–1185, Copyright 2002, with permission from Elsevier.)
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compressive and shear strength ranges from 1 to 20 MPa23) and porosity for bone tis-
sue engineering. It also demonstrates that directly producing biomaterial scaffolds
using FDM requires the ability to create thin filaments from the desired biomaterial.

Sherwood et al.24 used the Therics proprietary version of the 3DP SFF process to
build an osteochondral composite consisting of 90% porous D,L-PLGA/L-PLA for the
cartilage portion and 55% porous L-PLGA/ TCP composite for the bone portion. NaCl
was used as a porogen for both portions of the scaffold. Powders for each material por-
tion were spread across the build reservoir, and chloroform was printed to bind the
powders. Elastic moduli ranged from 50 to 450 MPa, with the compressive yield
strength ranging from 2.5 to 14 MPa, again within the range of human trabecular bone.

SLA has been used to directly fabricate PPF in a collaborative effort between Case
Western Reserve University and Rice University.25–27 A photopolymerizable version of
PPF was created by adding a biascylphosphine oxide (Irgacure, CIBA Speciality
Chemicals Additives Division, Tarrytown, NY) as a photoinitiator. The material was
processed on an SLA 250/40 system with a 325 nm ultraviolet laser. Fisher et al. 25,26

constructed 6.3 mm scaffolds with porosity ranging from 57 to 75% and pore diameters
ranging from 300  to 800 µm. The scaffolds were implanted in rabbit cranial defects and
followed for 2 and 8 weeks. While direct bone contact was noted with all formulations
of the PPF scaffolds, the percent bone fill in the PPF scaffolds was less than 6% in all
cases. SLA-fabricated PPF had base stiffness ranging from 20 to 200 MPa and fracture
strength ranging from 20 to 70 MPa, again within the range of trabecular bone mechan-
ical properties.28 The mechanical properties increase as the viscosity of the PPF solu-
tion increases. However, increased viscosity makes SLA fabrication more difficult,
presenting a challenging trade-off between manufacturability and function. 

Das et al.28 investigated the use of SLS-fabricated polyamide 6 (Nylon6) scaf-
folds for bone tissue engineering. They utilized Atofina Orgasol (www.atofina.com)
1002 ES4 powdered Nylon6 with 38–42 µm particle size. The scaffolds were built
on a Sinterstation 2000 using 200ºC preheat of the powder, with 7 W laser power, a
1257.3 mm/sec scan speed and a 100 µm build layer thickness. Using this technique,
Das et al. were able to build scaffolds with 800 µm pore diameters. In addition, they
built biomimetic scaffolds that directly replicated trabecular bone architecture.
Biocompatibility studies on Nylon6 indicated that cell viability was good. However,
unsintered Nylon6 particles that leached into the culture media could be toxic to
cells. Pilot in vivo results in minipigs demonstrated that the Nylon6 scaffolds could
support bone regeneration, but not as well as traditional osteoconductive materials
like HA. This again could reflect unsintered particles coming off the scaffold. 

These results demonstrate that direct scaffold fabrication is possible on SLA, SLS,
3DP, and FDM systems. In most cases, however, significant modification of the base
biomaterial is necessary for utilization with SFF machines. These modifications, for
example, reducing PPF viscosity for better SLA fabrication, may lead to reduced
mechanical properties. In addition, results of Fisher et al.25,26 and Das et al.28 demon-
strate that materials introduced to allow direct biomaterial SFF or unprocessed materials
may have negative effects on bone regeneration. Furthermore, all materials utilized for
SFF fabrication, except for the work by Sherwood et al.,24 have been polymers. Even in
the case of Sherwood et al.,24 the scaffold was a polymer/ceramic blend. It is often nec-
essary to sinter ceramics to achieve desirable mechanical properties, a task that to date
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has not been demonstrated with current direct SFF techniques. Finally, it is difficult to
build discrete polymer–ceramic composites using SFF techniques. 

SCAFFOLD FABRICATION VIA INDIRECT SFF AND CASTING

Indirect SFF is an alternate approach to scaffold fabrication that preserves 3D com-
plexity while increasing material selection. This approach uses SFF to fabricate a mold
into which biomaterials are cast rather than building the scaffold directly. This tech-
nique was first discussed by Chu et al.,29,30 who used SLA fabricated epoxy resin
molds into which hydroxyapatite slurry was cast. Later, the authors used wax molds
built on the MM2 thermowax inkjet printing machine to cast ceramic slurries.
Charriere and colleagues used this approach to create calcium phosphate ceramic scaf-
folds.29,30 Taboas et al. 31 later extended the indirect SFF/Casting technique of Chu and
colleagues to make polymer scaffolds, polymer–ceramic composite scaffolds, and bio-
mimetic scaffolds. Casting provides for manufacturing from a wider material selection
than current direct SFF techniques, and the base material does not need to be modified.

Hydroxyapatite Scaffolds Fabricated by Indirect SFF and Casting

Chu et al.29 first utilized molds for HA casting built from Ciba-Geigy epoxy 5170 on
a 3D systems SLA 250/40 system. The slurry consisted of a suspension vehicle,
hydroxyapatite (HA) powder from plasma-biotal (www.plasma-biotal.com), a disper-
sant, and a thermal initiator. The suspension vehicle was a 50/50% by weight mixture
of propoxylated neopentolglycol diacrylate (PNPGDA) and isobornyl acrylate (IBA).
The dispersant is a 50/50% mixture of quartenary ammonium acetate and aromatic
phosphate ester. The dispersant helps to decrease the mixture viscosity for casting. To
this dispersant/suspension mixture, up to 40% by weight HA powder may be added.
The dispersant dose should be about 4% weight for minimal viscosity. Benzoyl per-
oxide (BPO) is added at 0.15% weight to the suspension/dispersant/HA mixture to
initiate thermal curing. This complete mixture may then be cast into a mold, and then
allowed to be thermally cured. Once the mixture cures, the mold must be removed.
This is most readily done by heating the mold to burn it out. Once the mold and
acrylic are burnt out, the ceramic mixture, now known as a “green body” must be sin-
tered at high temperatures to create a dense structure with good mechanical proper-
ties. Chu et al. found that sintering at temperatures between 1300 and 1350ºC were
sufficient to produce over 90% dense structures while avoiding HA decomposition. 

Chu and colleagues30 later used the indirect SFF HA technique to produce
scaffolds for both mechanical and in vivo testing. Scaffold molds were designed using
the image-based design technique, following the section Image-based methods for
designing hierarchical features. The same HA slurry mixture described by Chu et al.29

was then cast into the epoxy molds. Pore diameters ranging from 334 to 450 µm were
achieved in the scaffolds. Chu et al. measured an average mechanical stiffness and
strength of 1.4 GPa and 30 MPa, respectively, at the high end of trabecular bone prop-
erties. They also found significant bone regeneration with between 30 and 60% of
pore volume filled by bone within the designed scaffolds in an in vivo minipig
mandibular defect model. A difficulty with the epoxy resin is that it may undergo
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significant thermal expansion during sintering, often cracking the HA scaffolds. To
address resin mold fabrication difficulties, our research group has switched to creat-
ing wax molds using inkjet wax printing machines. The advantage is that the wax
material has a low melting point, thereby avoiding significant thermal expansion dur-
ing burnout. In addition, support removal is much easier. The disadvantage is that the
wax printing machine is significantly slower than the SLA machine.

Calcium Phosphate Cement Scaffolds Fabricated by Indirect SFF 
and Casting

The process for creating sintered hydroxyapatite scaffolds can readily be extended
to creating scaffolds from calcium phosphate cements. Charriere and colleagues 32,33

developed a technique to create designed calcium phosphate scaffolds using indirect
SFF casting techniques. They used the periodic cell design technique to create an
orthogonal pore design with 22% porosity. The scaffold design was then built using
an inkjet wax printing technique. The hydroxyapatite cement was created by react-
ing monetite (DCP, Merck) with calcite (CC, Merck) in water to precipitate HA. For
casting purposes, a dispersing agent polyacrylic acid was added to the mixture. The
mixture was then cast into the wax mold (Figure 7.7). In another example of hierar-
chical scaffold fabrication, these hydroxyapatite cement scaffolds also contain
microporosity. This microporosity raises the total porosity to 56%. The microporos-
ity in cements is typically less than 10 µm, which is too small for cell invasion, but
still potentially useful for biofactor delivery.
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Figure 7.7 Calcium phosphate ceramic cement scaffolds made by casting in a inkjet fabri-
cated wax mold (a) wax mold. (b) Resulting mechanical testing specimen. (Reprinted from
Biomaterials, 24, Charriere, E., Lemaitre, J., Zysset, Ph, “Hydroxyapatite cement scaffolds
with controlled macroporosity: fabrication protocol and mechanical properties,” 809–817,
Copyright 2003, with permission from Elsevier.)
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Charriere performed extensive mechanical testing of the scaffolds, measuring
Young’s and Shear Moduli, as well as compressive, tensile, and shear strength. In
addition, Charriere et al. used homogenization theory 14 to compute the anisotropic
elastic properties of the periodic cell design. The measured Young’s moduli and shear
moduli were 7.4 and 2.4 GPa, respectively. Measured strength was 12.6 MPa in com-
pression, 1.3 MPa in shear, and 0.7 MPa in tension.  Stiffness computed using homog-
enization theory compared very well with experimental measures, confirming its use
as a valuable aid in designing scaffold microstructure. Scaffold stiffness was between
cancellous and cortical bone. Although compressive strength measures were greater
than cancellous bone, tensile and shear strength were considerably less than both can-
cellous and cortical bone, reflecting the brittle behavior of ceramic cements.

Polymer and Composite Ceramic/Polymer Scaffold Fabrication via
Indirect SFF/Casting 

Although ceramic scaffolds can be cast into SFF fabricated molds, casting tissue engi-
neering polymers, like PLA and PGA, is difficult because most solvents for these poly-
mers will dissolve or degrade mold materials. In addition, polymer casting via solvents
can create porous scaffolds whose mechanical properties do not match bone properties.
Taboas et al. 31 addressed these issues by developing HA ceramic-based molds for poly-
mer casting. Taboas et al. used the process developed by Chu et al.29,30 to create HA
molds. The HA slurry was cast into molds built on a Solidscape MM2TM machine from
wax and polysulfonamide. The polysulfonamide is removed and ceramic slurry is cast
into the wax. After the ceramic is sintered, biopolymers like PLA or PGA may either be
solvent cast or melt cast in the ceramic mold. The commonly used polymer solvents do
not affect the ceramic. In addition, the ceramic mold can withstand temperatures beyond
the melting point of commonly used polymers like PLA and PGA. This indirect
SFF/casting fabrication method creates numerous possibilities for creating not only
complex 3D polymer scaffold architectures but also polymer scaffolds with a true hier-
archy in feature size as well as both discrete ceramic/polymer composites and blend
ceramic/polymer composites. The indirect SFF method provides the most versatile
method with which to create hierarchical scaffolds with designed features on the 1st
level microstructure in the 100–1000 µm range and a 2nd level microstructure, albeit
with limited control, in the 5–20 µm feature range. In fact, layering artifacts created by
SFF will create features in the 10–40 µm range. 

To create polymer scaffolds, Taboas et al. used both solvent casting and melt
casting. For melt casting, polymers are heated to 10–20ºC above the polymer melt-
ing point (120ºC for PLA; 150ºC for PGA). PLLA and PGA were purchased from
Birmingham Polymers, Inc. (Birmingham, AL; (205) 917-2231; www.birmingham-
polymers.com). The molten polymer is placed in a reservoir, after which the ceramic
mold is pushed into the molten polymer, which infiltrates through the mold pores.
Using this technique, Taboas et al. were able to create discrete composites of PLA
and PGA. For the composite, PGA was allowed to infiltrate one half of the mold.
PGA was cooled to 130ºC, still above the melting point of PLA. Molten PLA was
then pressurized into the remaining half of the ceramic mold. The mixture was
cooled to 100ºC for 30 min to allow crystal formation. Following polymer
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formation, molds are removed using an acid solvent RDO (APEX Engineering
Products Corp., Plainfield, IL; (815) 436-2200). The scaffold is agitated in RDO for
1–6 h. In addition to melt casting, solvent casting can be easily utilized with ceramic
molds. For solvent casting, Taboas et al. used chloroform to dissolve PLA in 25%
w/v. The polymer was cast and the solvent was evaporated. This process was
repeated until full infiltration of the mold was achieved. 

Discrete ceramic/polymer scaffolds can be readily created using the ceramic
mold casting technique. There are two approaches for creating ceramic/polymer dis-
crete scaffolds. In the first method, the HA ceramic mold is dipped into molten poly-
mer heated as previously described and allowed to penetrate to the desired depth and
fill the HA pores. The composite is then cooled using the same protocol as for the
polymer only scaffolds. Only the polymer/HA portion of the scaffold is then sub-
merged in RDO following the previously described protocol to yield a bonded
ceramic/polymer scaffold. The second approach to composite scaffold fabrication is
to fabricate the ceramic and polymer scaffold portions separately. The ceramic por-
tion is then heated and the polymer portion is mated to the ceramic portion. Figure
7.8 shows an example of a composite HA/PLA scaffold and a micro-CT scan show-
ing the bonded interface between the two materials.

Unique two-scale hierarchical scaffolds can be created by combining designed
ceramic molds with solvent casting techniques (Figure 7.9). Taboas et al.31 used both
porogen leaching and emulsion diffusion with ceramic-based casting techniques to
create scaffolds that had 1st level microstructure pores between 400 and 800 µm in
diameter and 2nd level microstructure pores ranging from 5 to 120 µm in size. For
porogen leaching, sieved NaCl grains ranging from 104 to 125 µm are packed into
the ceramic mold pores. PLA dissolved in chloroform in a 7.5% w/v ratio is then cast
into the ceramic mold and evaporated under 15� Hg vacuum overnight. 

188 Bone Tissue Engineering

Figure 7.8 Discrete composite ceramic/polymer scaffolds. (a) HA/PLA scaffold. (b) col-
orized micro-CT image showing a bonded interface between HA and PLA. (Reprinted from
Biomaterials, 24, Taboas, JM, Maddox, RD, Krebsbach, PH, Hollister, SJ, “Indirect solid free
form fabrication of local and global porous, biomimetic and composite 3D polymer-ceramics
scaffolds,” 181–194, Copyright 2002, with permission from Elsevier.)
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Even finer 2nd level microstructure features can be created using emulsion sol-
vent diffusion or emulsion freeze drying. For emulsion solvent diffusion, PLA is dis-
solved in tetrahydrofuran and cast into the ceramic mold at 60ºC.  The mold is then
cooled to room temperature (22.5ºC), soaked for two days in ethanol, and then air-
dried overnight. Figure 7.9 shows scaffolds created using this technique with 1st
level microstructure pores of 600 µm and 2nd level microstructure pores on the order
of 5–11 µm. For emulsion freeze drying, the cast mold is snap frozen in liquid nitro-
gen, then freeze dried under a dry ice and ethanol slurry at 30� Hg vacuum. 

In addition to creating polymer scaffolds that have 1st level microstructure pores
and 2nd level microstructure pores outside of the larger pores, it is possible to cre-
ate 2nd level microstructure pores within the 1st level microstructure pores. This
type of scaffold allows the use of 2nd level microstructure in the form of a polymer
sponge for cell/gene seeding and retention, while allowing 1st level microstructural
features for structural reinforcement. Furthermore, the 1st level microstructure may
be made from either ceramic or polymer. The HA scaffold is created as described in
the section Calcium phosphate cement scaffolds fabricated by indirect SFF and cast-
ing. Following sintering of the HA, NaCl particles are packed into the HA pores. The
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Figure 7.9 Hierarchical scaffold created by combined ceramic cast and emulsion diffusion
technique. (a) Complete PLA scaffold. (b) 36.8� SEM view showing global rectangular
pores, including a layering artifact from the mold fabrication process. (c) 2400� SEM view
of 5 – 11 µm 2nd level microstructure pores. (Reprinted from Biomaterials, 24, Taboas, JM,
Maddox, RD, Krebsbach, PH, Hollister, SJ, “Indirect solid free form fabrication of local and
global porous, biomimetic and composite 3D polymer-ceramics scaffolds,” 181–194,
Copyright 2002, with permission from Elsevier.)
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dissolved PLA is then cast into the pores, and the particles are removed with water
to complete the sponge. Figure 7.10 shows an example of an HA 1st level
microstructure scaffold with a polymer sponge inside the HA pores.

CONCLUSIONS

Bone tissue engineering scaffolds must meet a number of often conflicting require-
ments for mechanical function and enhance bone regeneration. In addition, the scaf-
fold must define and maintain the potential space for bone regeneration within
complex 3D defects. Creating scaffolds to fulfill this multitude of requirements
requires precise control over the scaffold external shape and internal architecture.
Controlled scaffold architecture is also fundamental for performing in vitro and in
vivo experiments testing numerous scaffold design variables about which there is
limited quantitative data. Creating these controlled architectures will require contin-
ued integration of computational design techniques with biomaterial free-form fab-
rication. This chapter has described one such approach coupling image-based design
with both direct and indirect SFF scaffold fabrication. Continued research in both
computational design, to include other scaffold characteristics like mass transport,
coupled with continued fabrication research, expanding the range of biomaterial fab-
rication, is needed to advance bone tissue engineering. 
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Figure 7.10 Example of a hierarchical HA scaffold with a PLA sponge inside the HA pores.
(a) global view showing PLLA sponge within HA pores. (b) Localized view showing sponge
features.
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INTRODUCTION

Study design and statistical analysis are research components of immense practical
consequence. Careful attention to study design, at the very beginning of one’s think-
ing about a research project, will insure that questions and hypotheses are formu-
lated that can be adequately addressed through data collection. It also insures that all
potentially relevant measures are collected in such a way that their importance can
be determined, and it insures that extraneous factors are excluded, so that they do not
contaminate the data.

Statistical analysis is one element of study design and should be considered at
the very beginning of project planning. Before a study is undertaken, the structure of
the data to be collected and the statistical tests to be used should be clearly delin-
eated. Statistical analysis addresses the relative importance of each of the measures
(statistical significance), and it provides an indication of the overall definitiveness of
the study (statistical power). Also, statistical techniques provide a way to combine
separate studies that address the same research question in order to reach an overar-
ching, more definitive conclusion than was provided by any of the studies separately
(so-called meta-analysis).

The experienced investigator understands the practical necessity of specifying
the design of a study, including the statistical tests to be used at the very beginning
of research project planning. The history of scientific research has many examples
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of time-consuming and expensive research projects that were flawed, either because
important measures were omitted, inappropriate comparison groups were used, or
very few subjects were included. It cannot be stressed too strongly that “an ounce of
prevention is worth a pound of cure.” Unfortunately, once completed, there may be
no cure at all for a badly designed study. This introduction will set forth only one
rule: the statistician should be a part of the investigative team from the very begin-
ning of study design through data analysis and report preparation, and his/her con-
sultative services should be used early and often.

Herein, we highlight aspects of study design and data analysis that we consider
to be fundamental considerations for any research project, including both basic and
clinical bone tissue-engineering studies. There are many excellent reference texts
targeted for specific kinds of research — clinical drug trials, cancer research,
endocrinology, behavioral research, epidemiological studies, etc. There also are
many excellent and detailed texts available on specific techniques of statistical
analysis, for example, analysis of variance, factor analysis, and distribution-free
(“nonparametric”) statistics. A number of these texts will be referenced, so that the
reader will have available the next level of discourse to aid in research planning and
execution. Also, the Internet is an excellent source of statistical information. Using
a search engine to address specific statistical issues can yield a wealth of useful
information and often results in hits on even the most arcane search terms.

STUDY DESIGN

CATEGORIES OF STUDY DESIGN

A study can be descriptive or quantitative, basic or clinical, or retrospective or
prospective. Both descriptive and quantitative studies may be valuable, depending on
their purpose. For example, one might wish to characterize the types of fractures
(femoral neck, vertebral compression, etc.) occurring in osteoporotic, postmenopausal
women, the treatments (hip replacement, spine fixation, etc.) used 30 years ago vs. the
present time, and the associated costs per case (hospitalization, physician fees, post-
hospitalization rehabilitation, etc.). Such a descriptive study could be very useful for
planning medical and social services, establishing in-home safety programs, and engi-
neering tissues for improved medical treatments. Quantitative studies, in which vari-
ables are measured along some comparative scale, encompass the majority of research
projects. Many descriptive studies have some quantitative data, so that the boundary
between these two types of studies is often not clear.

The boundary between basic and clinical studies similarly can be vague, for
example, is a study of a basic physiological process in healthy or sick human sub-
jects basic or clinical research? Some investigators narrowly apply the term clinical
to mean applied research, for example, drug and device trials in patients. The term
translational (“from bench to bedside”) is sometimes used to define clinical
research. Most of the time, however, these descriptors are extraneous to the impor-
tance of a well-designed project.

The collection of past (historical) information represents a retrospective study
design. A common example is the review of case reports or patient charts to gather data
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relevant to a particular problem. The future collection of data represents a prospective
study design. A clinical example relevant to bone physiology would be a trial in which
an osteoanabolic treatment is administered to one group of postmenopausal women
who have osteoporosis, an inactive treatment (placebo) is administered to a compara-
ble subject group, bone mineral content and bone density are measured pre- and post-
therapy in both groups, and the data are compared statistically to determine the
effectiveness of the treatment. A basic example relevant to bone physiology would be
a study of the cellular effects of the nuclear transcription factors Runx2 and osterix,
both of which are downstream osteoblast differentiation regulators.

ELEMENTS OF STUDY DEVELOPMENT AND DESIGN

Several key elements are necessary for every scientific study. These include setting
the stage for the study (background for and significance of the proposed research)
and the specifics of study design (defining hypotheses, variables, the study popula-
tion, sampling methodology and sample sizes needed, anticipated structure of data-
base, anticipated statistical tests needed).1 While this phase may seem tedious, it
sharpens the focus of one’s project planning because gaps in the existing literature
can be identified. Occasionally, one learns that the study being contemplated has
already been done —an unpleasant but time-saving discovery. Concerning our
example of osteoporosis therapy, the review should include a succinct but compre-
hensive discussion of osteoporosis, and the limitations and comparative advantages
of currently available treatments. For our basic example, the review should cover
essential aspects of osteoblast differentiation, signaling pathways, and key gene
expression markers, and what is already known about Runx2 and osterix. This intro-
ductory information underpins the next element: the need for the study.

Need and Significance: One must clearly state the need for the study; otherwise,
it may appear to be an intellectual exercise with little scientific importance and not
worth the time and expense to do it. With regard to our example of osteoanabolic
therapy for osteoporosis, the key question is: is there a need for the therapy? For our
basic example, the key question might be: will overexpression of Runx2 and osterix
downregulate type I and/or type II bone morphogenetic protein (BMP) receptors?
The practical importance of the question should be indicated for every study being
proposed, providing the investigator(s), readers of the study report(s), and grant
review panels (if the project is being submitted for funding) a clear view of how the
proposed study will develop knowledge critical to the advancement of the field.

Questions and Hypotheses: When thinking about a problem of interest, one usu-
ally first asks a question: Will this new osteoanabolic therapy really improve bone
strength and fracture resistance in postmenopausal women? If mice are bred to over-
express Runx2 and/or osterix, will there be an effect on osteogenesis through down-
regulation of BMP receptors? In order to develop the appropriate study design to
answer these questions, they are usually recast as specific hypotheses: This osteoan-
abolic therapy will significantly increase bone mineral content and bone density.
Overexpression of Runx2 and osterix will significantly downregulate BMP recep-
tors. Setting up the questions as hypotheses helps to focus the question and deter-
mine the types of measures needed for comparison.
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As a final step, for statistical purposes hypotheses are often recast in the nega-
tive: This osteoanabolic therapy will have no significant effect on bone mineral con-
tent and bone density. Overexpression of Runx2 and osterix will not significantly
downregulate BMP receptors. These are called null hypotheses1,2 and while seem-
ingly convoluted extrapolations from the original questions, they in fact have an
important rationale: From a statistical standpoint, one does not accept a hypothesis
as true, because it implies certainty. Rather, one rejects or fails to reject a null hypoth-
esis with a specific degree of probability. Thus, if the osteoanabolic treatment turns
out to be a wonder drug, one still cannot say that the clinical trial proved its efficacy,
but one can state that the null hypothesis of no difference between inactive (placebo)
and drug-treatment groups was rejected at a particular level of significance (to be dis-
cussed later). This is the same probability with which one can accept the alternative
hypothesis of a treatment effect, thereby preventing one’s conclusions from over-
reaching the data and forcing recognition that scientific “truths” are ultimately a mat-
ter of probabilities. As stated by one statistician, “The logic goes in a direction that
seems intuitively backwards…calculations of [statistical significance] start with an
assumption about the population (the null hypothesis) and determine the probability
of randomly selecting samples with as large a difference as [that] observed.”3, p. 96

This highlights a fundamental maxim of scientific inquiry: the enduring worth
of any research finding is its replication by others, that is, its durability in the real
world. The greater the statistical significance of rejection of the null hypothesis in a
particular study, the greater the likelihood others will be able to replicate the study
with samples drawn from the same population, so that the finding will hold. A corol-
lary of this is “do not multiply hypotheses beyond necessity”4, p.11; that is, use the
simplest model that adequately covers the study.

Accuracy and Precision of Measurements: Data constitute the “meat” of statisti-
cal analysis, and they should be collected as accurately and precisely as possible.
Accuracy is the degree to which a measurement method collects the information it is
supposed to collect. For example, does a test for bone density in a living subject really
measure bone density only, or bone density plus some other factor that compromises
the true reflection of bone density compared to, say, an in vitro technique? Does an
assay for BMP quantitate all the BMP in a sample, yet only the BMP and not other,
interfering proteins? A useful way to determine the accuracy of a test is to calibrate it
with external standards, for example, a set of standards made with increasing con-
centrations of pure BMP in the same carrier solution as that used in the BMP assay.

Precision refers to the repeatability of each measurement. If the same BMP stan-
dard is assayed 100 times under the same assay conditions, how close are the val-
ues? These repeated measurements should be Gaussian-distributed; that is, forming
a symmetrical, bell-shaped curve. Accuracy and precision are not necessarily related
—a technique could be accurate but imprecise, yielding unacceptably differing val-
ues for repeated measurements of the same substance, or it could be precise but inac-
curate, quantitating the wrong substance with exquisite replicability. Analytical tools
used in research must be both accurate and precise.

Independent and Dependent Variables: Independent variables are measures of the
specific conditions of the study as set up by the investigator, and dependent variables
are the measures used to test the hypothesis. In our clinical example, different doses
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of an osteoanabolic agent and a placebo dose would be independent variables, and
bone mineral content and bone density would be dependent variables. If groups of
subjects in addition to postmenopausal women were included, for example, young
and elderly men, then age and sex would be additional independent variables, and the
dependent variables could be compared on the basis of age and sex of the subjects, as
well as on drug dose vs. placebo. Independent and dependent variables are sometimes
called predictor and outcome variables, respectively, for example, an increase in bone
density (the dependent or outcome variable) is “predicted” by (dependent on) the
amount of osteoanabolic agent administered (the independent or predictor variable).

There are three main types of variables to keep in mind. Categorical variables
are not intrinsically ordered, for example, sex (male, female) and race (Caucasian,
African-American, Asian). The order in which they are included in the data analysis
makes no difference. Ordinal variables are categorical in name, but they are intrinsi-
cally ordered, for example, developmental stages (child, adolescent, young adult,
elderly) or age deciles (0–10, 11–20, 21–30 years). Their order of inclusion does
affect the study results: imagine a graph of height in relation to developmental stage
or age decile in which the independent variable categories were out of order. Finally,
there are continuous or interval variables, for example, bone mineral content, bone
density, or receptor activity, which are measured on a continuous scale with a large
number of possible values.

The types of independent and dependent variables dictate to a large extent the
type of statistical analysis that should be applied to the data. In statistical testing, it
is better to use continuous dependent variables to the fullest extent of their measur-
ability, rather than collapsing them into ordinal scales. For example, let us assume
that bone mineral content, as a ratio of total bone mass, can be confidently measured
to the nearest percentage. It is better to analyze this as a continuous variable that can
range between 0 and 100% than to, say, group the data into deciles (0–10%,
11–20%, 21–30%, etc.). Because the latter reduces the dependent variable to only 10
possible values instead of 100, it disregards the precision of the measurements,
thereby sacrificing information content.

In addition to the independent and dependent variables necessary to structure a
study, there may be confounding variables — the researcher’s nemesis. Confounding
variables have a potential influence on the results but frequently are not considered
or controlled for in the initial study design; thus, their effects cannot be determined.
A confounding variable can render a study worthless. For example, let us assume we
have completed our study of the effect of osteoanabolic treatment on bone mineral
content and bone density in two groups of postmenopausal women: one given the
active treatment and the other given an inactive treatment (placebo). Later, we learn
from other sources that estrogen treatment also has osteoanabolic effects. How much
estrogen the postmenopausal women in our study might have been taking was either
not determined during the study, or it was determined that significantly more of the
women in the group receiving the active osteoanabolic treatment were taking estro-
gen than were the women in the group receiving placebo.

In this case, estrogen replacement therapy is a confounding variable whose 
influence cannot be readily teased apart from the ostensible positive effect of the
new treatment, thus calling into question the validity of the results. It is extremely

Study Design and Statistical Analysis 199

CAT1621_C08.qxd  8/25/2004  3:33 PM  Page 199

Copyright © 2005 CRC Press, LLC



disconcerting to experience this in one’s research career, especially when a manu-
script reporting a study has been submitted for publication and a reviewer highlights
an irrevocable confound as rendering the study fatally flawed. Such a potential dis-
aster underscores the immense importance of adequately preparing for a study by
learning everything available about the research question before beginning, and by
considering all possible extraneous influences on study outcome and how they will
be controlled for in the study design.

Constructing the Sample: Proper development of the sample upon which the
experiment is to be conducted depends on understanding the underlying population
of interest from which the sample is to be drawn. For statistical testing, some guide-
lines should be followed to insure that the sample is as representative of the popula-
tion (the total entity under consideration) as possible. For example, our study of
osteoanabolic treatment for osteoporosis in postmenopausal women should be done
on a sample that includes women of a broad postmenopausal age range, in order for
the results to be reasonably generalizable to all postmenopausal women. In addition
to having the general characteristics of the population of interest, each person in the
sample should be independent from the others and randomly drawn from the popu-
lation, in order for the sample to be a representative subset. “By randomization, sys-
tematic effects are turned into error.”4, p. 130

If, for our study, we want 100 women between the ages of 50 and 90 years in each
group (active treatment vs. placebo), we need to select 200 unrelated women at ran-
dom from this age range, so that each woman can be counted as an independent unit
in the statistical analysis. If we were to select 100 sets of identical twins, there clearly
would not be independence of responses to treatment within the twin pairs, and this
redundancy reduces the number of independent units in the sample. (For those think-
ing ahead, one could specifically assign one member of each twin pair to active treat-
ment and the other to placebo; this would be a paired, case–control study with only 100
independent “units,” but it likely will be powerful, because extraneous between-group
differences in physiological response are reduced by the pairing. (More on this later.)

Power: The power of a statistical test is its ability to reject the null hypothesis
when it is indeed false, that is, the ability of the test to detect a real difference
between groups. Power depends on four related elements. First is the size of the
sample in terms of independent units, for example, the number of postmenopausal
women in each group — the larger the sample, the greater the power of the test.
Second is the magnitude of the difference between groups — finding large differ-
ences requires fewer subjects in each group than finding small differences. Third is
the variability of the data in each group — if there is a large spread of individual val-
ues in each group, even though the group averages are not the same, the “smear” of
the data may obscure the difference in averages. Fourth is the desired statistical sig-
nificance of the results. A convention among statisticians is to set the significance
level (so-called α) at 0.05 or less, that is, a probability of 5% or less that the null
hypothesis is being rejected by chance (a significant difference indicated when in
fact there is none: a Type I error). Thus, a statistical test will have the greatest power
when the sample size of each group is large, the treatment effect (difference between
groups) is large, the variability of the individual values within each group is small,
and the α used is 5% rather than a smaller percentage.
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Another convention among statisticians is to set the probability that the null
hypothesis fails to be rejected when in fact it should be rejected (a Type II error) at
0.20 or less (so-called β). In other words, studies should be designed to achieve an
analytic power (1�β) of 0.80 or greater, that is, an 80% or greater probability of
correctly identifying a significant difference. Determining the sample sizes needed
to achieve a power of 80% or greater in statistical testing should be done as part of
every study design. Unfortunately, underpowered studies, in which an apparently
important real-world difference is reported as statistically nonsignificant, can be
found in the scientific literature.

Tables for determining sample sizes for a specified significance level and power
require the determination of the effect size (d), a dimensionless estimate of the magni-
tude of the difference.5 As a simple example, the d for an independent-samples t-test
(see Statistical Hypothesis Testing section for description of t-test) is determined as the
absolute difference between the means of the two samples divided by the standard
deviation of either sample (because the standard deviations are assumed to be equal).

One can determine d in two ways. Previous, similar studies can be used to cal-
culate d from their data, and an average of the calculated d’s can be used. Or, a small,
medium, or large d can be assumed. (By convention, effect sizes can be considered
small, medium, or large; e.g., for the t test, a small d � 0.2, a medium d � 0.5, and
a large d � 0.8.) Once d is estimated, the needed sample sizes to achieve significance
at a specified α level can be determined from published power tables.5 For an inde-
pendent-samples t-test, for example, given a large effect size (d � 0.8) and a desired
power of 0.80, to achieve significance at the 0.05 level 26 subjects will be required
in each group.5, p. 36 Not only will power analysis help avoid the fecklessness of an
underpowered study, funding agencies often require power analysis for each pro-
posed experiment as part of submitted research grant applications.

As mentioned above, the enduring worth of any research is its replication by
others. Special attention should be given to sample sizes in replication studies; these
often need to be larger than the sample size of the original study, because the sig-
nificance level (α) should be set lower. For example, one would intuitively conclude
that, if the original study was significant at, say, the 0.05 level of significance with a
particular sample size, there would be a 95% chance of a replication study achiev-
ing the same significance level with the same sample size. In fact, the odds of achiev-
ing the same significance level would be about 50%, that is, a 50/50 chance of α
being 0.05 or lower vs. 0.06 or higher. In the latter case, the replication study would
be considered nonsignificant and contrary to the findings of the original study, even
though the effect sizes in the two studies might be very close. So, replication stud-
ies should be more stringent, that is, a significance level set at 0.01 and power analy-
sis for sample sizes done accordingly, especially if the significance of the original
study is just at the 0.05 level.

Control groups: Implicit in the foregoing discussion is that the need for a refer-
ence measurement against which the condition of interest, e.g., a new treatment, is
compared. This may be a predetermined value, or it may be a non-treatment group;
i.e., a control group, which is as close to the experimental group as possible in all
respects, except that it does not receive the treatment under consideration. Often  in
clinical trials this is called a placebo control group,because subjects in this group
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undergo the same contacts with investigators and apparent experimental manipula-
tions, only the manipulations are therapeutically inactive. A common placebo exam-
ple is a pill identical in shape, color, markings, etc. to a new medication being tested,
but containing an inert substance. Because the medication of interest may have side
effects, “active placebos” are sometimes used, which contain compounds that mimic
the major side effects of the new medication but have no therapeutic activity.

STATISTICAL HYPOTHESIS TESTING

This section will provide an introduction to this topic, with some comments on
aspects of statistical testing that are fundamental to any experimental situation. Only
a few specific tests will be presented, as examples of tests to use on particular types
of data. Statistical theory will be avoided as much as possible, but should be recog-
nized as the underlying rationale for all of the statistical testing used in the real
world. Formulas for specific tests will be presented only in the detail necessary to
convey the concept of the test. Full formulas can be found in many reference sources,
both print and electronic (Internet), and there are many statistical software packages
that incorporate these and many other tests.

Statistical inference involves using real-life samples that one collects to estimate
characteristics of a population of interest from which the samples are drawn. Unless
the sample equals the population in size, there will always be an inherent error in
drawing conclusions about the population from the analysis of the sample. The more
the samples that are randomly drawn from the population for analysis and the larger
the size of each sample, the higher the probability that the findings are an accurate
reflection of the characteristics of the population. This “great truth” underlies the rest
of this section.

One frequently sees the terms parametric and nonparametric in reference to sta-
tistical analysis. A parameter is any measurable characteristic of the population, such
as the mean and variance for a Gaussian distribution.6, p. 39; 7, p. 84 For samples, the
mean, median, variance, standard deviation, etc. are statistics and are used as esti-
mators of population parameters. Parametric statistical tests, therefore, use particu-
lar statistics to estimate and compare these parameters across different groups of
subjects. In nonparametric statistical analysis (sometimes called “distribution-free”),
no parameters are estimated, and there are no assumptions made about the underly-
ing distribution(s) of the data. It should be emphasized that both independent, ran-
dom sampling and random assignment to groups are essential, no matter which type
of statistical test is used.

Data Cleaning: Before any statistical analysis is undertaken, a mundane but
extremely important task is to insure the accuracy of the data set being analyzed.
Laboratory errors, transcription errors, coding errors, etc. can plague every data set.
The raw data should be inspected to insure that all data entries are correct. Are there
missing data, and, if so, how should this problem be handled? The inspection process
includes spot-checking data entries, complete checking of all entries if the data set
is not too large, plotting of data to ascertain possible outliers, checking of the source
of the data to determine if the suspected outlier was correctly transcribed, and cal-
culation of summary statistics to determine the characteristics of the data set. The
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importance of this step cannot be overemphasized; if the data set is inaccurate, its
analysis is correspondingly compromised.

Data Distributions: As indicated in the section on measurement precision, repli-
cate measurements on the same item will be distributed along a symmetrical, bell-
shaped curve, the Gaussian distribution, also called the normal distribution. Also,
many continuous-variable measures on independently drawn samples in nature are
approximately Gaussian-distributed. There are several advantageous characteristics
of Gaussian-distributed data: they are unimodal, the mode being the most probable
value. The mode coincides with two other measures of central tendency: the mean
(the average of all the data points) and the median (the value above and below which
50% of the data points lie). The variance and standard deviation (SD), other param-
eters to be discussed below, describe the spread of the data around the mean. So, for
a Gaussian distribution, the mean, variance, and SD convey a great deal of informa-
tion about the underlying data.

In addition to the need for independent, random sampling, as discussed above,
the statistical tests commonly known as parametric tests require the assumptions of
an underlying Gaussian data distribution and equality of variances, that is, spread of
the data about the mean. Deviations from these assumptions can degrade the power
of parametric tests, requiring either mathematical data transformation to approxi-
mate a Gaussian distribution or the use of nonparametric tests.

In biological samples, the data often are distorted versions of a Gaussian distri-
bution, usually being “skewed to the right,” in that some values are very high. This
produces a long right tail to the distribution, makes the median higher than the mean,
and spreads out the SD. The degree of skewness can be calculated mathematically
and can usually be corrected to a large extent by data transformation. With data that
show positive skewness, converting the values to logarithms often compresses the
long right tail into an acceptable approximation of a Gaussian distribution (a “log-
normal” distribution). The results of parametric tests conducted on transformed data
are, strictly speaking, referable only to the transformed data, but they are generally
used to draw inferences about the untransformed (raw) data.

Examples of basic parametric tests, to be presented below, are the Student’s t-
tests for independent and paired samples, the analysis of variance, the Pearson cor-
relation coefficient, and linear regression. Examples of basic nonparametric tests
will be the Mann–Whitney U-test, the Wilcoxon signed-rank test, the Kruskal–
Wallis analysis of variance, the Spearman rank correlation coefficient, and the chi-
squared test. Before highlighting these statistical tests, some further definition of
terms is in order.

As mentioned above, for a data set the mode is the most frequently occurring
value, the median is the value above and below which half the data points lie, and
the mean is the average of all the values (sum, or Σ, of the individual values, Xi…XN,
divided by the sample size, N):

X� ��N

i�1
(Xi…XN)�N.

In the following equations, we will dispense with the formal notation of ΣΝ
i�1 and

Xi and simply refer to Σ and X.
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The variance is a basic measure of the spread of the data around the mean:

S2 � �
Σ(

N
X

�

�

1
X�)2

�.

There are some aspects of this equation that require comment. The numerator is the
sum (Σ) of the squares of each of the individual data points minus their mean (X�X� ).
These values are squared so that each will be positive; otherwise, their sum would
be 0. The denominator is the number of data points (sample size) minus the number
of parameters estimated in the equation. In this case, there is one estimated parame-
ter: the mean (X� ). Subtracting the number of estimated parameters from the sample
size yields the degrees of freedom, an important concept in statistical testing.3, p. 27

For example, as will be detailed below, the degrees of freedom associated with a
two-sample Student’s t-test are N1�N2 �2, the sum of the two sample sizes minus
the number of parameters estimated (the means of the two samples).

The standard deviation (SD), which is the square root of the variance (�S�2�), is a
very useful parameter, because for a Gaussian distribution, 66.6% of the data points
lie within the area of the mean �1SD, 95% lie within the mean �2SD, and 99% lie
within the mean �3SD. Individual data points that lie beyond �3SD may be out-
liers, especially if they are far away from the rest of the data set. Outlying data points
are at times discarded, especially if they can be traced to some kind of measurement
error. An important use of the SD is to convert data to z scores by dividing each data
point by its SD, thereby standardizing its distance from the group mean. In this way,
variables having different measurement units can be compared, as in the correlation
coefficient discussed below.

Whereas the SD describes the spread of individual data points in a sample dis-
tribution, the standard error of the mean (SEM) describes the spread of repeatedly
determined means from randomly selected samples of size N from the underlying
population. The shape of the population distribution is irrelevant. “If the distribution
of the [population] has a finite variance, the sampling distribution of the means of
random samples will be approximately [Gaussian] if the sample size is sufficiently
large (emphasis added).”6, p. 59 This is illustrated in Figure 8.1, in which means of
repeated samples of the indicated sizes, randomly drawn from a rectangular popula-
tion (shown at the top of the figure), are plotted. The larger the size of the samples,
the more tightly clustered the distribution is around the true mean.

The SEM is calculated from the standard deviation:

SEM � �
S

�N�
D
�

The importance of sample size is again highlighted in this equation: not only does
the SD decrease with increasing N, the SEM denominator increases with increasing
N, the effect of the denominator being especially influential when sample sizes are
relatively small. The SEM, therefore, provides a sense of confidence of the accuracy
of the sample mean as it relates to the population mean. If, for example, the means
and SEMs of two independently drawn samples with approximately equal variances
are calculated, the approximate 95% confidence interval of each mean can be calcu-
lated as the mean �2 SEM. If each mean lies outside the 95% confidence interval of
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the other mean, the means can be considered different at the 0.05 level of signifi-
cance. If each mean lies outside of the 99% confidence interval of the other mean
(mean �3 SEM), then the means are different at the 0.01 level of significance. This
concept of confidence intervals forms the basis of most statistical testing. (It should
be noted, however, that overlapping confidence intervals do not necessarily imply
lack of a significant difference.4, p.39)

PARAMETRIC STATISTICAL TESTS

Student’s t-Test for Independent Samples: This tests the null hypothesis of no sig-
nificant difference between the means of two independently drawn samples, for
example, two groups of postmenopausal women, one given an osteoanabolic treat-
ment and the other given a placebo. Let X�A� the mean of the first group and X�B� the
mean of the second group:

t ��
SE o

X

f

�
A

d

�

iff

X�

e
B

rence
�.
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Figure 8.1 Distributions of means of samples of increasing sizes. (Reproduced from Dixon,
W. J. and Massey, F. J. (1969). Introduction to Statistical Analysis, 3rd ed., McGraw-Hill,
New York. With permission.)
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Calculation of the SE of the difference depends on whether the two sample sizes (NA

and NB) are equal or unequal; the formulas can be found in many texts. The degrees
of freedom (df) � NA � NB � 2 (total sample size minus the number of parameters
estimated, that is, the two means).

Student’s t-Test for Paired Samples: This tests the null hypothesis of no signifi-
cant difference between the means of two conditions imposed on a single, inde-
pendently drawn sample, for example, one group of postmenopausal women given
an osteoanabolic treatment at one time and a placebo at another time. From a design
standpoint, the order of treatments should be randomized across subjects, and the
treatment lengths should be the same. Because each woman serves as her own con-
trol, the difference in outcome between active treatment and placebo yields a single
score for each subject, and the null hypothesis is that the mean of the difference
scores is not significantly different from 0:

t � �
SE

X�

M
�.

Here, df � N�1, because only one group of women was studied, and only one
parameter (mean of the individual difference scores) was estimated.

There are two considerations as to whether an independent-sample or paired-sam-
ple t-test should be used. The first is that a paired-sample study design, that is, two con-
ditions imposed on the same subjects, should eliminate the inter-subject variance,
giving a more precise estimate of the difference between the two conditions. On the
other hand, the df is only half that of an independent-sample t-test. An empirical test
of the relatedness of the two conditions has been suggested as a decision rule for using
an independent-sample vs. a paired-sample t-test: If the across-subjects correlation of
the outcome variable between the two conditions is �0.50, then the paired-sample t-
test gives a more precise estimate of the significance of the between-condition differ-
ence.4, p. 61 (See below for a discussion of the correlation coefficient.)

With these tests, we have two values: t and df. To determine the significance level
of t, we use tables that list α’s for t values at various df. One consideration is whether
the α for a given t and df is one-tailed or two-tailed. For a one-tailed test, the direction
of the alternative hypothesis must have been specified as part of the study design, for
example, a null hypothesis of no significant difference between means vs. the alterna-
tive hypothesis of a specified mean being significantly greater than the other mean. If,
in fact, it turns out that the specified mean is significantly smaller than the other, this
cannot be considered an experimental outcome, because it was not proposed as an a
priori alternative hypothesis. In this case, the null hypothesis simply fails to be
rejected. Because a one-tailed α is easier to achieve than a two-tailed α, some investi-
gators try to squeeze statistical significance out of a data set by rationalizing a one-
sided alternative hypothesis after the study has been started. This is not permissible,
because it biases the study toward significance. Some statisticians therefore advise
researchers to always use two-sided alternative hypotheses, for which a statistically
significant difference in means in either direction can be a legitimate outcome.

Analysis of Variance (ANOVA): The t-test is applicable to one or two sets of data,
that is, paired or independent samples. For more than two data sets, the ANOVA is
often used. Here, the null hypothesis is that the means of all the groups are not 
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significantly different. ANOVAs can incorporate both independent and repeated
measures, have complex designs such as nested and Latin squares, determine signif-
icance across more than one group of means, have more than one dependent variable
(multivariate ANOVA), and control for the influence of a potentially confounding
variable (analysis of covariance: ANCOVA). For illustrative purposes, we will dis-
cuss the simplest design: a one-way ANOVA on three independently drawn samples
(no repeated measures on the same subjects).

The procedure is to partition the total variance of the data set into two compo-
nents: that arising from differences among the group means and that arising within
each group. Recall the numerator of the equation for variance above — the sum of
squares: �(X�X�)2. For a one-way ANOVA, three sums of squares (SS) are calculated:
The total SS is calculated on the differences of all individual values in the data set from
the overall, grand mean. The between-group SS is calculated from the differences of
the three group means from the grand mean. And, the within-group SS is calculated
from the differences of the individual values within each group from that particular
group’s mean. The sum of the between-group and within-group SS � the total SS.

Next, the mean square (MS) for each is calculated by dividing the SS by its df. For
the between-group SS, df � k � 1, where k � the number of groups (in this case three,
so that df � 2). For the within-group SS, df � N � k, where N � the total sample
size. Finally, the between-groups MS is divided by the within-groups MS to yield the
F ratio. For clarity, ANOVA results are usually presented in tabular form:

The premise is that, if the null hypothesis is indeed true, the variance due to between-
group differences will be small in comparison to the variance within groups, and the
latter will be close to the total variance. Therefore, to reject the null hypothesis, the
F ratio must be larger than a critical value. To determine this, tables are used that set
out the critical F ratios for different α’s. The numerator df (that for the between-
groups SS) and the denominator df (that for the within-groups SS) are both needed
to find the significance level of a given F ratio.

It should be noted that F-ratio distributions are one-tailed. It is of interest that an
F ratio calculated from just two groups of independent data will equal the square of
t calculated on the same data. Also, the F ratio, with numerator and denominator df’s
of k � 1 � 1 and N � k � N � 2, respectively, will have the same level of signifi-
cance as t with df � N � 2. Thus, the ANOVA is a mathematical extension of the t
test to three or more groups.

The ANOVA is an omnibus test, that is, a significant F ratio only indicates that
there is at least one significant difference between means somewhere in the data set.
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To determine the location of the significance, multiple comparison tests designed for
this purpose can be used. The more multiple comparisons done on a data set, the
greater the chance of a Type I error, that is, the chance indication of a statistically
significant comparison when in fact there is none. Correction of α levels is consid-
ered in many of the multiple comparison tests, such as the Scheffé, Tukey,
Neuman–Keuls, and Duncan. Multiple t-tests also can be used, with correction of the
α level needed to indicate a significant difference by the formula 1�(1�α)m, where
m represents the number of t-tests performed. For example, for three t tests used to
perform pairwise comparisons of the three means in the ANOVA example, a nomi-
nal α of 	 0.02 would be required to achieve a true α of 0.05. This, however, may
be an overly conservative correction for α, and one of the aforementioned tests for
a posteriori comparisons is usually preferable.

In a one-way ANOVA, there is only one main effect, that between groups.
ANOVAs, however, can be multi-way, in which the data are represented along sev-
eral dimensions. For example, consider two groups of randomly sampled post-
menopausal women receiving osteoanabolic treatment, one on estrogen hormone
replacement and one not, and two more groups of postmenopausal women receiving
placebo, again one on estrogen hormone replacement and one not. Here, two main
effects can be discerned: (1) treatment vs. placebo, including all the women in each
group, both hormone-replaced and not replaced, and (2) hormone replacement vs. no
hormone replacement, again including all the women in each group, those given both
osteoanabolic treatment and placebo.

In a two-way ANOVA, in addition to F ratios for the two main effects, there is a
third F ratio that can be calculated: the interaction of the main effects. For example,
if the osteoanabolic treatment increases bone density to the same degree in both the
estrogen-replaced and nonreplaced women, the effects of osteoanabolic treatment
and estrogen are additive and there is no significant interaction. On the other hand,
if osteoanabolic treatment increases bone density three times as much in the hor-
mone-replaced women as it does in the nonreplaced women, there is an interaction
between the osteoanabolic treatment and hormone replacement, the significance of
which is determined from the interaction F ratio.

Pearson Product–Moment Correlation Coefficient: This parametric test is a meas-
ure of association. It indicates how well sets of paired data relate to each other, for
example, measures of bone mineral content and bone density following osteoanabolic
treatment, or measurement of one of these outcomes by two different techniques. For
this parametric test, each set of data should be Gaussian distributed, the so-called
bivariate normal distribution. If the values for each subject are plotted on graph paper,
with, for example, bone mineral content on one axis and bone density on the other, the
data points will form a “cloud,” with the greatest density in the middle of the cloud cor-
responding to the values around the means, and decreasing density toward the edges
of the cloud corresponding to the upper and lower tails of the Gaussian distributions.
This is illustrated in Figure 8.2, in which the heights of 356 men are plotted against
their weight. Collapsing all the heights down to the X-axis would reveal their Gaussian
distribution, as would collapsing all the weights against the Y-axis.

The shape of the cloud provides a qualitative, visual indication of how closely
one variable is related to the other: A circular cloud indicates little or no correlation;

208 Bone Tissue Engineering

CAT1621_C08.qxd  8/25/2004  3:33 PM  Page 208

Copyright © 2005 CRC Press, LLC



a cigar-shaped cloud indicates some degree of association (the longer and thinner the
shape, the greater the association); and the direction of the axis of the cloud indicates
a positive or negative relationship. In Figure 8.2, the cigar-shaped cloud increasing
from bottom left to top right indicates a positive correlation between the two meas-
ures. In contrast, one decreasing from top left to bottom right would indicate a neg-
ative correlation.

To calculate the correlation coefficient (r), for each data pair let X� the first
variable, Y � the second variable, and N � the number of data pairs:

r �

Note that dividing each value-minus-its-group-mean (X�X� ) by its group SD stan-
dardizes these values as z scores, thereby canceling out any differing measurement
units between the variables.

�(X�X�)/SDX (Y�Y�)/SDY
���

N �1
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Figure 8.2 Cloud of data points representing a bivariate normal distribution. (Reproduced
from Dixon, W. J. and Massey, F. J. (1969). Introduction to Statistical Analysis, 3rd ed.,
McGraw-Hill, New York. With permission.)
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Correlation coefficients can vary between �1.0 (a perfect negative correlation)
and �1.0 (a perfect positive correlation). Their df � N � 2, and their significance
can be determined from statistical tables. Because correlation coefficients can be
positive or negative, unless a one-sided alternative hypothesis for the direction of the
correlation is stated in the study design, two-tailed significance levels should be
used. t can be calculated from r:3, p. 163

t(df � N � 2)� r ��
1

N��

�� r�2
2

��
so that the significance of r can be determined from t-test tables.

A useful concept is r2, which describes the shared variance between the two sets
of data. Consider the following table of r’s needed to achieve a given amount of
shared variance (r2) and the sample size (N) needed to achieve a two-tailed α of 
	 0.05:6, p. 569

r2(%) �r N(α � .05)

5 0.22 80
10 0.32 40
15 0.39 26
20 0.45 20
25 0.50 16
50 0.71 8
70 0.84 6
90 0.95 	5

Note that there is relatively little shared variance until r exceeds �0.4. Also note that
the N required for significance of r � �0.22 is 80, for r � �0.39 is 26, and that the
N decreases sharply for r’s of increasing magnitude. Thus, studies often report
lowr’s that are statistically significant because of large sample sizes. These low r’s
are relatively meaningless, however, because the shared variance is negligible, indi-
cating considerable independence of the variables that are reported to be signifi-
cantly correlated.

Two final points about correlational analysis: First, it is symmetrical, Variables
X and Y correlate with each other to the same degree, and one cannot infer causality,
that is, which variable influences which. Second, differences in measurement tech-
niques cannot be determined from correlational analysis. For example, two measures
of bone density may correlate perfectly across a group of subjects, that is, subject 1
has the highest values for both measures, subject 2 the second highest values for
both, etc. However, in bone-density units, the two measures may be significantly dif-
ferent, and one or both may be highly inaccurate compared to a known standard.
Recall that in correlational analysis, the values for each measure are reduced to a
common unit (z scores). This allows their relationship to be determined but obviates
comparing them in their original units.

Linear Regression: This is also a measure of association; but unlike the correla-
tion coefficient, it does not require a bivariate normal distribution. For example, if
one were treating groups of postmenopausal women with increasing doses of an
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osteoanabolic drug and measuring bone density as the outcome variable, the inde-
pendent variable, drug dose, would be assumed to be fixed, with no variance. That
is, each woman receiving a given drug dose is assumed to be receiving exactly that
dose. The outcome variable, on the other hand, is assumed to be Gaussian-distrib-
uted across the women in the group receiving each specific drug dose.

In linear regression analysis, the slope of a straight line that best fits the data and
the intercept of that line (value on the Y, or dependent-variable axis when the X, or
independent-variable axis � 0) are calculated. The significance of the slope can be
determined by standard formulas. Some researchers confuse regression and correla-
tion models and report a correlation coefficient from a regression model. A regres-
sion model is not symmetrical, however, because the independent variable is fixed,
not random. An advantage of linear regression is that one can infer some causality
or “prediction” of the dependent variable, based on the independent variable, as in
the example given above, that is, increasing doses of osteoanabolic drug lead to
increasing bone density.

Multivariate Analysis: So far, we have considered data sets in which there is one
outcome variable and, in the case of regression, one independent variable. There are
studies in which more than one variable of each type are measured, and there are
multivariate statistical tests that can handle these situations.7 For example, multi-
variate ANOVA could handle both bone mineral content and bone density as depend-
ent variables, and multiple regression could handle osteoanabolic drug dose, whether
or not concurrent estrogen replacement is being given age, etc, as independent vari-
ables. The computational algorithms for multivariate analysis include a covariance
matrix that indicates the relationships of all the variables among each other. Those
that are highly correlated convey redundant information. For example, if a stepwise
multiple regression is performed, the most influential independent variable is
included in the regression equation first, the covariance matrix is calculated, the vari-
ables highly correlated with the first are set aside, and the most influential variable
given the presence of the first is included next. The process is iterated and stops
when a specified significance level for inclusion of subsequent variables fails to be
reached.

Even categorical data can be included as independent variables in multiple regres-
sion, for example, inclusion of postmenopausal women of different racial back-
grounds in an osteoanabolic treatment trial. This can be accomplished by the use of
“dummy” variables. This has led some statisticians to advocate multiple regression as
a general data analytic procedure, having more flexibility than ANOVA.8

An important consideration in multivariate analysis is the ratio of independent
variables to sample size. An N of 50–100 is often considered the minimum sample
size, and 5–10 subjects per independent variable are considered the minimum ratio.
The greater the total N and the fewer the independent variables, the more stable, that
is, replicable with similar samples, the multivariate analysis.

NONPARAMETRIC STATISTICAL TESTS

Examples of basic nonparametric tests to be presented are the Mann–Whitney U-
test, the Wilcoxon signed-rank test, the Kruskal–Wallis analysis of variance, the
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Spearman rank correlation coefficient, and the chi-squared test. These are analogous
to several of the parametric tests indicated above. They rely on rank-ordering of con-
tinuous variables that may be severely non-Gaussian distributed, or on counts of cat-
egorical variables.

Mann–Whitney U-Test: This test, also known as the Wilcoxon rank-sum test, is
analogous to the t test for independent samples. For the U test, the data points in
both samples are rank-ordered as if they were a single sample. Ties are ranked as
the average of the two or more ranks for which they are tied, for example, the data
series 10, 13, 14, 17, 17, 23, 30 would be ranked 1, 2, 3, 4.5, 4.5, 6, 7. The ranks in
each separate sample are then summed, and tables are used to determine the signif-
icance of the difference in sums by entering the table with the sum of ranks of 
the smaller sample at the appropriate point for the two sample sizes.6, p.545; 9, p.757

Under the null hypothesis, the difference between the sums of ranks for the two
samples � 0.

Wilcoxon Signed-Rank Test: This is the nonparametric equivalent of the t test for
paired samples. For the signed-rank test, the difference score for each data pair is
recorded, and the absolute numbers are ranked. Ties are ranked as the average of the
two or more ranks for which they are tied. The ranks of the positive difference scores
are summed, as are the ranks of the negative difference scores. Tables are used to
determine the significance of the difference in sums by entering the table with the
smaller sum of ranks at the appropriate point for the sample size.6, p.543; 9, p.756 Under
the null hypothesis, the difference between the sums of ranks for the positive and
negative difference scores � 0.

Kruskal–Wallis Analysis of Variance: This is analogous to the one-way paramet-
ric ANOVA. As in the U-test, the data points in all samples are rank-ordered as if
they were a single sample. Ties are ranked as the average of the two or more ranks
for which they are tied. The calculations are carried out on the ranks of each sample.
Sums of squares, mean squares, and F ratios are generated as in the parametric
ANOVA. The Friedman two-way ANOVA extends this nonparametric model to
more than one main effect and can be used for repeated-measures data.

Spearman Rank Correlation Coefficient(rS): This is the nonparametric equiva-
lent of the Pearson product–moment correlation. The data in each group are ranked,
and rS is calculated in the same way as r, above.

Chi-Square (χ2) Test: This test is performed on counts of categorical variables
and compares two or more proportions. The 2 
 2 table is the simplest, but tables
with more cells also can be analyzed by χ2. For example, assume that 40 post-
menopausal women were given osteoanabolic treatment and 40 were given placebo
treatment. Twenty-four women given active drug developed a skin rash, whereas
only eight given placebo developed a rash. Is this a significant difference? The χ2 test
compares the actual proportions against the expected proportions based on the sam-
ple sizes in each group. The 2 
 2 table is constructed as follows:

Drug Placebo Totals

Rash� 24(16) 8(16) 32
Rash� 16(24) 32(24) 48
Totals 40 40 80
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For each of the four cells, the expected value, shown in parentheses, is calculated as
the row total for that cell 
 the column total for that cell divided by the grand total,
for example, for the Drug/Rash� and Placebo/Rash� cells, the expected value is 
32 • 40/80 � 16. Then, for each cell the expected value is subtracted from the
observed value, and the difference is squared and divided by the expected value. For
example, for the Drug/Rash� cell, 82/16 � 4. χ2 � the sum of these across all the
cells. Its degrees of freedom are (Nrows�1)(Ncolumns�1), and its significance is deter-
mined from a χ2 distribution table. For our example, χ2� 4 � 4 � 2.67 � 2.67 �
13.34, with df � 1. This is significant at the 0.001 level.

For χ2 to be accurate, the number of observations in each cell should be � 5, and
the total number of observations should be � 20. For smaller sample sizes, the
Fisher exact test can be used. For 2 
 2 χ2 tables, the Yates correction is generally
applied, whereby the absolute observed-minus-expected value is reduced by 0.5
before it is squared. Some statisticians, however, consider this correction to be too
conservative.

The following table summarizes the tests reviewed above:

CONCLUDING REMARKS

Herein, we have set forth some principles of study design and examples of basic 
statistical techniques that are relevant to bone tissue engineering. Of course, they 
are much more widely applicable, being fundamental scientific concepts and 
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Independent samples Correlated samples

Parametric
Two groups Two groups

Student’s t-test — independent Student’s t-test — paired
Pearson’s correlation coefficient
Linear regression 

Three or more groups Three or more groups
Analysis of variance (ANOVA); one-way, Repeated-measures analysis of variance
multi-way (ANOVA); one-way, multi-way
Analysis of covariance (ANCOVA) Repeated-measures analysis of covariance 
ANOVA and ANCOVA followed by ANOVA and ANCOVA followed by
multiple comparison tests multiple comparison tests

Multivariate analyses

Nonparametric
Two groups Two groups

Mann–Whitney U test Wilcoxon signed-rank test
Spearman correlation coefficient

Chi-square contingency table
Three or More Groups Three or More Groups

Kruskal–Wallis ANOVA
Friedman two-way ANOVA Repeated-measures Friedman ANOVA
Chi-square contingency table
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techniques. The references listed are primarily general statistics textbooks that 
provide, considerably more rigorously than we have done, the theoretical framework
behind the statistical tests. This theory is not esoteric; it delimits the applicability of
statistical testing and guards against erroneous usage of tests in real-life circum-
stances. Statisticians are more conversant with statistical theory than are most scien-
tists, and their expertise is invaluable to the practicing researcher who has
opportunities to go astray, from the beginnings of the study design to the final data
analytic steps.

Even when a research study is carefully designed, with meticulous methodology
and sophisticated statistical analysis, the researcher is always the last word on the
importance of the findings. He or she is the most knowledgeable about the work and
the best person to both report it and put it into perspective for the scientific commu-
nity. The study should be presented in a sufficiently complete manner such that another
investigator will have the information necessary to perform a replication study.

One final comment: some years ago, the first author of this chapter was traveling
to a professional meeting to present some new research findings. Near the airport, there
was a billboard over a parking lot that espoused a truth we all should remember (see
Figure 8.3).
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INTRODUCTION: THE GENERAL UTILITY OF ANIMAL MODELS
FOR BONE TISSUE ENGINEERING

Experimental animal models have proved instrumental in the preclinical evaluation of
the functional efficacy and safety of new bone tissue engineering methodologies.1, 2
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However, determining an appropriate animal model is critical to successful experi-
mental design and extrapolation to the clinical setting.1,3–13 It is also a complicated
procedure and often a heated topic of debate.6,13–22

In this chapter we will: (1) discuss a number of practical criteria to facilitate ani-
mal model choice for bone tissue engineering studies;1,7,8,12 (2) review the advantages
and disadvantages of various animal models for basic bone biology and the testing of
bone replacement materials in critical-sized defects; and (3) identify abnormal animal
models with clinically relevant pathologies that may be used to develop specific bone
tissue engineering paradigms and strategies. This discussion is intended as an aid to
less experienced researchers and students designing experimental studies, and to cli-
nicians who must critically evaluate the results obtained from published animal stud-
ies for validity and potential extrapolation to the human clinical condition.

LEVELS OF HYPOTHESIS TESTING AND APPROPRIATE ANIMAL
MODEL CHOICE

A number of general factors should be considered when choosing an animal model
for bone tissue engineering studies.1, 7– 9, 23, 24 These include: (1) animal model appro-
priateness; (2) potential and expected extrapolation to the clinical setting; (3) genetic
homogeneity of the specific animal model; (4) available data concerning skeletal
anatomy, bone physiology and biomechanical properties, and osseous wound healing;
(5) cost and availability of the model; (6) generalizability of the results across species;
(7) ease and adaptability of the model to experimental and laboratory manipulations;
(8) ecological considerations; and (9) ethical and societal implications.

Although nonhuman primates are phylogenetically closer to humans than other
mammalian groups, which may fulfill many of the considerations listed above, and
make the extrapolation of findings to humans theoretically “better,” not all bone tis-
sue engineering experimental manipulations require nonhuman primate models. As
we have suggested previously for craniofacial biology studies,7, 12, 25–27 the choice of
an appropriate animal model for bone tissue engineering should be based, in part, on
criteria initially suggested by Smith,28 Reynolds,29 and Goldsmith and Moor-
Jankowski30 for determining appropriate animal models in toxicologic studies.
Smith,28 based on comparative studies of drug disposition across a large number of
mammalian taxa, reported great variation in drug metabolism within the various pri-
mate groups. He suggested that the choice of the best animal model should be based
on similar physiologic pathways between the model and the human condition, and
not necessarily phyletic affinity. Smith28 also suggested that the level of hypothesis
testing and the expected extrapolation of the results to humans should be of major
concern in choosing the best animal model. Based on these practical criteria, we pro-
pose that the choice of an appropriate model for bone tissue engineering studies
should also be linked to the level of hypothesis testing, the expected extrapolation to
specific human clinical condition under study, and the expected commercial market
of the tissue-engineered construct.1 

The three main strategies taken to engineer bony tissue involve the following: (1)
osteoconduction, which utilizes a scaffold as a mechanical barrier to exclude
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osteoinhibitory tissues and protect osteogenic tissues in a bony defect; (2) osteoin-
duction, which utilizes the release of bioactive molecules that bind only to specific
host cells with receptors for the molecules and stimulate cell migration and osteoge-
nesis to repair a bony defect; and (3) osteogenic cell transplantation, which involves
the seeding of osteogenic cells from a donor source on a synthetic bone construct that
is subsequently implanted into the defect (Table 9.1).31–33 Animal model “goodness-
of-fit” will vary across these paradigms as the need for extrapolation to the human
condition increases and can be divided into three levels of hypothesis testing: (1)
“generic” animal models of basic bone-cell biology, (2) phylogenetically “closer”
models with comparable anatomy and bony wound healing sequelae, and (3) “fitting”
the appropriate animal model to various clinical conditions.

“GENERIC” ANIMAL MODELS AND BASIC BONE-CELL BIOLOGY

Studies involving in vitro manipulations of genes, molecules, cells, and tissue are
viewed as the most basic. Humans share primitive developmental and regulatory

Animal Models for Bone Tissue Engineering of Critical-sized Defects (CSDs) 219

Table 9.1
Levels of Hypothesis Testing in Bone Tissue Engineering Paradigms

Bone Tissue Engineering Paradigms

Level of Hypothesis Osteoconduction Osteoinduction Osteogenic Cell 
Testing Transplantation  

Basic bone cell In vitro or in vivo In vitro or in vivo In vitro or in vivo
biology models manipulation of cell manipulation of cell manipulation of

or tissue response or tissue response autologous or
to trauma using to trauma using isohistogenic donor
mechanical or growth factors, osteogenic cell 
environmental cytokines, or genes. response to host
factors. bone trauma.

General clinical Repair of critical-sized Repair of critical-sized Repair of critical-sized
models defects using defects using defects using

a passive resorbable scaffolds resorbable scaffolds
mechanical scaffold. seeded with growth seeded with 

factors, cytokines, osteoblasts
or genes. or stem cells.

Specific clinical Repair of bony Repair of bony Repair of bony 
models defects in specific defects in specific defects in specific

clinical conditions clinical conditions clinical conditions
(e.g., periodontitis, (e.g., periodontitis, (e.g., periodontitis,
diabetes, cleft palate, diabetes, cleft palate, diabetes, cleft palate,
osteoporosis, etc.) osteoporosis, etc.) osteoporosis, etc.) 
using a passive using resorbable using resorbable 
mechanical scaffold. scaffolds seeded scaffolds seeded 

with growth factors, with osteoblasts or
cytokines, or genes. stem cells.
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genetic mechanisms that produce homologous cortical and trabecular bony structures,
similar bone physiology and wound healing sequelae, and even comparable bone
pathophysiology and disease pathogenesis, and progression with many other taxo-
nomic orders.2, 10,32, 34–36, 38–41 In general, osteogenic cells from normal and genetically
engineered rodents and lagomorphs have been used extensively to elucidate a basic
understanding of cell–gene, cell–factor, and cell–cell interactions (see other chapters
in this volume) as an aid to designing bone tissue engineering strategies (Table 9.1)1,

2, 33, 41–44  The data derived from studies using these “generic” animal model are as
valid as those derived from carnivore or primate models, given that no attempt is
made to grossly extrapolate beyond this level of hypothesis testing.

PHYLOGENETICALLY “CLOSER” ANIMAL MODELS AND GENERAL CLINICAL

ISSUES

In vivo bone tissue engineering studies at this level of hypothesis testing typically
attempt to model clinical problems and complications associated with general skele-
tal trauma and postoperative bony wound healing. These studies typically involve
manipulations of general clinical skeletal models (e.g., long bone, vertebral body,
and craniofacial fractures, oncologic resections, elective craniofacial and maxillofa-
cial procedures, etc.) and present more difficult problems for choosing an appropri-
ate animal model. Depending on the level of extrapolation to the human condition,
not all animal models may be appropriate at this level of hypothesis testing. The
commonly used “generic” animal models (such as rodents and rabbits) differ some-
what in their basic bone microarchitecture and biomechanics, functional gross skele-
tal anatomy, and healing of critical-sized defects compared to phylogentically closer
models (such as some carnivores and nonhuman primates).7–10, 12, 24, 34, 35, 37, 45– 48 Such
interspecific differences should be taken into account before choosing an appropri-
ate model at this level of hypothesis testing.

Basic Bone Microarchitecture and Biomechanics

Appropriate animal models at this level of hypothesis testing should mimic normal
human bone microanatomy and systemic physiological processes. The human skele-
ton shows significant osteoporotic changes during immobilization, normal aging,
and/or menopause as a consequence of systemic and environmental factors.10, 27, 35 In
young individuals, the central cancellous bone network is a highly connected, very
strong, plate–strut network. In older individuals, osteoclastic activity changes this net-
work to a more fragile, disconnected, strut–strut network that is relatively weak.35 Due
to these endocrine-mediated, age-related changes, 40–45% of the cancellous bone is
lost in the vertebral bodies, long bones, and femoral neck with a concomitant loss of
approximately 80–90% strength and a reduced vertebral cortical shell thickness of
approximately 200–400 µm. Peak cortical bone mass, connectivity, and thickness are
also reduced due to both cortico-endosteal and intracortical (Haversian) bone remod-
eling.10, 35 These changes are accelerated and more pronounced during the develop-
ment of osteoporosis (age-, menopausal-, or immobilization-related) and result in
strength changes of the human femur during compression and tension which range
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from 90 to 143 and 90 to 167 (MPa), respectively. Age-related changes in Young’s
modulus are also observed, which range from approximately 5 to 15.5 during com-
pression and 4 to 17 (GPa) during tension.37 Such age- or disease-related changes in
cancellous bone loss, cortical bone thinning, and decreased bone strength and Young’s
modulus are responsible, in part, for the clinical problems associated with long bone,
femoral neck, and vertebral body fractures. Such clinical complications have stimu-
lated an impressive bone tissue engineering initiative to address these issues.1, 2

Rodents and rabbits are probably the most commonly used animal models at this
level of hypothesis testing.24, 35, 9, 37, 10 The advantages of these models include the fol-
lowing: (1) standardization of experimental conditions; (2) genetically specific or
mutant strains can be acquired; (3) relatively inexpensive to house and maintain; (4)
relatively shorter life spans and fast bone turnover rates; (5) extensive documentation
of bone metabolism and skeletal effect of diet; (6) similar lamellar bone architecture;
(7) similar cancellous bone thinning and fragility, as well as remodeling rates and
sites; and (8) ovarectomy mimics human skeletal ageing and menopause.24, 35, 9, 32, 10

However, there are also a number of disadvantages of the rodent and rabbit models,
which should be taken into account before designing bone tissue engineering stud-
ies utilizing these models. These include: (1) different skeletal loading patterns; 
(2) open epiphyses at various growth plates upto the age of 12–24 months; (3) min-
imal intra-cortical remodeling; (4) rodents lack Haversian canal systems; (5) rodents
also have hemopoietic bone marrow at most skeletal sites, which increases bone
turnover rates compared to primates; (6) they have a smaller proportion of cancel-
lous bone to total bone mass; (7) they do not experience a natural menopause and do
not show impaired osteoblast function during late stages of estrogen deficiency; and
(8) their relatively small size for the testing of prosthetic devices, repeated bone
biopsies, or blood testing.24, 35, 9, 10 The rodent model also shows age-related changes
in femoral head strength during compression, which ranges from approximately 1 to
5 (MPa), and in Young’s modulus during compression, which ranges from approxi-
mately 12 to 405 (GPa).37 If one can keep the disadvantages of the small animal
models in mind during data interpretation, the rodent and rabbit models are excel-
lent for the initial testing of novel bone tissue engineering paradigms (Table 9.1).

In contrast, larger animal models (nonhuman primates, dogs, cats, sheep, goats,
and swine) show microarchitecture, bone physiology, and biomechanical properties
more similar to humans than do the rodent and rabbit models, especially with regard
to intracortical bone remodeling.24, 35, 9, 10, 49 While each large animal model has its
own advantages and disadvantages,24, 35, 9, 10 nonhuman primates are thought to be the
model of choice at this level of hypothesis testing, based on very similar anatomical,
gastrointestinal/dietary, endocrine, bone metabolism, and circadian rhythm fac-
tors.9,10,49–51 However, cost, availability, and genetic heterogeneity of nonhuman pri-
mates can be problematic, which necessitates the utilization of other large animal
models. In general, the advantages of large animal models over small animal mod-
els include: (1) well-developed Haversian and trabecular bone remodeling; (2)
greater skeletal surface areas and volumes; (3) similar skeletal disuse atrophy results;
(4) highly localized bone fragility associated with stress shielding by orthopedic
implants; and (5) similar postmenopausal related osteopenia (with the exception of
the dog model). Depending on the large animal model, there are also a number of
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disadvantages, which include: (1) relatively high cost and maintenance expense;
(2) USDA housing and space requirements; (3) relatively long life spans; (4) vary-
ing gastrointestinal and dietary (trace mineral) requirements, which can affect skele-
tal calcium:phosphorus ratios; (5) problems with generating large, homogenous
samples for statistical testing; (6) potential reservoirs for a host of zoonotic diseases;
(7) emotional attachment; and (8) varying ethical concerns.24, 35, 9, 10 It is also diffi-
cult to create the disproportionate loss of bone strength (characteristic for humans)
in many of the large animal models, with some large animal models having a verte-
bral cortical shell 1500–3000 µm thick.35 The large animal models also show age-
related changes in femur strength during compression and tension, which range from
approximately 136 to 195 and 93 to 172 (MPa), respectively. They also showed age-
related changes in Young’s modulus during compression and tension, which range
from approximately 19 to 27 and 5 to 25 (GPa), respectively.37 

Gross Anatomical, Functional, and Growth Considerations

There are also a number of gross anatomical differences in the long bones, vertebrae,
and craniofacial complex of different animal models (Figures 9.1–9.5) that need to
be considered before determining animal model appropriateness. Such gross skele-
tal differences are due, in part, to differing endocrine, biomechanical and functional
(locomotor, postural, and masticatory), and dietary influences.49–51,24, 9,35,37,10 These
factors can govern the regulation of bone mass and three-dimensional structure, as
well as modulate the “set point” for bone adaptation and bony wound healing.24 

While only humans and some birds (Emus40) are habitually bipedal, most non-
human primates and rodents maintain upright postures during feeding and groom-
ing.45, 52 Such comparable functional loading produces similarly elongated femoral
necks and heads (compare Figures 9.1a and d), similarly shaped vertebral bodies,
vertebral laminar thicknesses, and oriented spinous and mammillary processes of the
lumbar vertebrae (compare Figures 9.2a and b to Figures 9.2g and h). In contrast,
more habitually quadrupedal species (rabbits and dogs in this case) show more
robust femoral shafts, thicker and shorter femoral necks (Figures 9.1b and c), verti-
cally compressed vertebral bodies, relatively thinner vertebral laminae, and differ-
ently oriented bony vertebral processes (Figures 9.2c–f) compared to monkeys and
rats. Thus, rats may be an appropriate, less expensive model to nonprimates for mod-
eling human femoral or vertebral body morphology if postural loading on tissue-
engineered constructs is of primary concern.

Craniofacial skeletal tissue loss due to congenital defects, disease, and injury is a
major clinical problem.33 The human craniofacial skeleton is a complex region to
model and postural, masticatory, dental, visceral, and neural factors all contribute to its
unique adult shape.9, 53, 12 The more common “generic” animal models (mice and rats)
are monophyodonts, exhibiting only a single set of the molar and incisor classes,45, 46,

52, 54 while other generic models (rabbits and guinea pigs, for  example) have succeda-
neous dentition but maintain continually erupting incisors.48, 55, 5 These “generic” ani-
mal models also have large maxillary and mandibular diastema between incisors and
premolars/molars with limited alveolar bone in this area (Figure 9.3). They are also
dolichocephalic (i.e., long, narrow headed) from limited brain cerebralization45–47 with
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Figure 9.1 Cleaned and dried left femora from various animal models. Note the relatively
longer femoral necks in the rat and monkey compared to the Rabbit and Dog, which reflect a
more habitual upright posture. (H � femoral head; N � femoral neck; S � femoral shaft)
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Figure 9.2 Cleaned and dried second lumbar (L2) vertebrae from various animal models.
Note the more oval-shaped vertebral bodies and broader spinous processes in the rat and mon-
key compared to the rabbit and dog, which reflect a more habitual upright posture and verte-
bral loading. (B � vertebral body; MP � mammillary process; SP � spinous process)
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relatively long, narrow, and flat cranial vault bones (Figure 9.3) compared to the
human condition. Rats and mice are omnivorous while rabbits and guinea pigs are her-
bivorous. These functional differences are reflected in the enlarged attachments sites
of the masseter m. on the ascending ramus and the reduced coronoid processes seen in
the mandibles of rabbits and guinea pigs (Figures 9.3i and l). These models are also
relatively small, which may affect the design and feasibility of testing synthetic con-
structs and orthopedic devices for implantation and osteointegration. 
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Figure 9.3 Cleaned and dried skulls and mandibles from the small “generic” animal models.
Note the reduced coronoid processes in the guinea pig and rabbit compared to the mouse and rat,
which reflect differing masticatory functions. (AR � ascending ramus; CP � coronoid process).
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Larger, generic animal models have been utilized to overcome some of the disad-
vantages of the smaller models discussed above. These models include sheep, goats,
and swine (both large and miniature versions) and have been well described as mod-
els for osteoporosis.9–11, 24, 34, 35, 37 All three models have varying dental formulas, and
goat and sheep have maxillary and mandibular diastemas (Figure 9.4).57 They are also
dolichocephalic (i.e., long, narrow headed) from anteroposterior brain growth and lim-
ited superior cerebralization.45– 47 Their cranial bones are relatively long, narrow, and
flat, but they are still much larger than those of rodents and lagomorphs (Figure 9.4).
The goat also has horns, which limits the accessibility and surface area of the cranial
vault bones for surgical manipulations (Figures 9.4a and b).58, 59 Sheep and goats are
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herbivorous and ruminants, while pigs are omnivorous. These functional differences
are reflected in the enlarged attachment sites of the masseter m. on the ascending
mandibular ramus and zygomatic arch, the reduced temporal fossae for the attachment
site of the temporalis m. seen in the skulls and jaws of sheep and goats compared to
swine (Figure 9.4). Although omnivorous, the pig also has a very strong masticatory
apparatus with an enlarged ascending mandibular ramus for masseter m. attachment.
These larger, “generic” animal models are more suitable to studies that need a greater
bony surface area, more alveolar bone, or increased jaw basal bone for testing com-
pared to the smaller, “generic” animal models. However, these models are much more
expensive to purchase and house, bone turnover rate and osseous healing are relatively
slow, and they are less genetically homogenous compared to the smaller, “generic” ani-
mal models, although the minipig model overcomes some of these disadvantages.111

In contrast, the phylogentically “closer” models (carnivores and nonhuman pri-
mates) exhibit craniofacial structures more similar to humans than do the “generic”
models (Figure 9.5). They possess succedaneous dentition with varying eruption
times of both the deciduous and permanent teeth,45, 46, 57, 7, 60–63 some with very large
canine teeth. They are relatively more brachycephalic (i.e., short, wide headed) from
increased brain corticalization and gyrification.45, 56, 47, 53, 64–66, 12 Their cranial bones
are relatively shorter, wider, and more curved (Figure 9.5) compared to the “generic”
animal models, which makes them more similar to the human condition. While cats
and dogs are carnivores, laboratory-reared species usually have a much softer, stan-
dardized diet than their wild-reared counterparts. Cats and dogs have enlarged coro-
noid processes for temporalis m. attachment and more inferiorly located mandibular
condyles compared to primates, which affords them strong lever arms, reduced hori-
zontal excursion, and increased vertical power. In contrast, some nonhuman primates
are omnivorous, while others are herbivorous, although laboratory-reared nonhuman
primates also have a standardized, relatively soft diet. Their dental formulae and mas-
ticatory apparatus are also closest to humans (Figure 9.5). Based on these striking
similarities in systemic and oral skeletal physiology and anatomy, nonhuman pri-
mates have often become the model of choice of many investigators.49–51, 24, 9, 35,

However, the decreasing availability of wild-caught and laboratory-reared primates,
their increased cost, and the social and ethical concerns of using nonhuman primates
necessitates the development and utilization of alternative models.6– 8, 13–21, 23, 67 

Early surgical intervention of craniofacial and dentofacial deformities also recently
entailed the development of strategies to engineer bone and soft-tissue constructs that
grow along with the individual.33, 44 The testing of these growing constructs requires ani-
mal models that show similar human craniofacial growth patterns.7, 25, 26, 12 Appropriate
animal models at this level of hypothesis testing would be those that exhibit similar
regional growth patterns to humans. In general, human regional craniofacial growth pat-
terns are characterized by a high degree of cranial base flexion (kyphosis), nasomaxil-
lary reduction, anteroinferior displacement of the midface, and significant vertical and
transverse increases in both the neurocranium and upper face.45, 68, 48, 53 The human cran-
iofacial growth pattern differs from the primitive adult mammalian condition of a long,
slender dolichocephalic craniofacial skeleton to a broad, vertically flattened brachy-
cephalic cranium without a prominent snout (Figures 9.3–9.5) (for an excellent review,
see Enlow53). Thus, experimental studies designed to manipulate regional craniofacial
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Figure 9.4 Cleaned and dried skulls and mandibles from the large “generic” animal models.
Note the different cranial vaults, dentition, and the enlarged coronoid processes in the goat and
sheep compared to the pig, which reflect differing brain morphology and masticatory functions.
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Figure 9.5 Cleaned and dried skulls and mandibles from the phylogenetically “closer” ani-
mal models. Note overall differences in the shape of the skull, dentition, and mandibles com-
pared to the “generic” animal models, which reflect further changes in brain morphology and
differing masticatory functions.

CAT1621_C09.qxd  8/19/2004  8:21 AM  Page 229

Copyright © 2005 CRC Press, LLC



growth patterns should choose an animal model based on similar regional growth vec-
tors and patterns, and not necessarily only on phyletic affinity.

In general, under conditions of modeling specific human craniofacial growth
patterns, a single animal model may not be appropriate for all regions. For example,
short-faced animals (felids and short-faced nonhuman primates) show midfacial and
nasal capsule growth patterns similar to humans,9,26 while juvenile canids show
mandibular growth patterns similar to humans.25 Thus, if the objectives of the study
are to improve the human condition, the use of a primate model simply on the basis
of phyletic affinity is not justified and that an understanding of the relationship
between the growth patterns in humans and the animal under consideration is a pre-
requisite to appropriate animal model choice.9, 25–27

Bony Wound Healing and Critical-Sized Defects

The most common replacement therapy for bony tissue loss, especially in the craniofa-
cial complex, is autologous bone grafting. However, limited supply and donor site mor-
bidity have stimulated the search for bone replacement materials (BRMs).69–75 Bone
tissue engineering aims to restore the function and/or replace the damaged or diseased
bony tissue through the principles of osteogenesis, osteoinduction, and osteoconduction
(Table 9.1). As new BRMs are being designed and developed, a consistent, standardized
testing paradigm using critical-sized defects (CSDs) has been proposed.76, 8 

A CSD is defined as a defect that heals by less than 10% bony regeneration during
the lifetime of the individual.8 In contrast, fibrous nonunions can form through a combi-
nation of fibrous and bony healing that does not return bony continuity and function, but
may eventually heal. CSDs are thought to result from a number of factors, including: (1)
an uneven gradient of soluble osseous growth factors in the wound, which fail to reach
the center of the defect and uniformly promote osteogenesis; (2) uneven biomechanical
stress and loading, especially toward the center of the defect, which reduces uniform
bone cell migration, adhesion, and subsequent osteoid and bone matrix formation; and/or
(3) the differential and more rapid migration of fibroblasts (compared to osteoblasts) into
the wound site during healing, which results in a higher prevalence of fibrous tissue in
the center of the defect.8, 76– 79 Thus, the CSD model fails to heal only because it exceeds
the body’s ability to regenerate adequate amounts of bone fast enough. 

CSDs make an excellent model to test bone tissue engineering paradigms.76,8

However, there are a number of confounding variables that can influence the bony
wound healing of CSDs and should be taken into account before choosing an appropri-
ate animal model. These include: (1) species-specific differences in bony wound heal-
ing; (2) skeletal age of the individual; and (3) anatomic location of the CSD.80, 76, 8 

Species-specific differences in bony wound healing have been reported.80, 76, 8

Spontaneous osseous wound healing was observed to decrease in higher order
species.80, 8 As noted by Hollinger and Kleinschmidt 8 (p. 61), “The defect size to vol-
ume ratio in the rat is 1.96, while in the human the ratio is 0.12. If the human could
regenerate as much bone as the rat it could regenerate bone to fill a defect 23 cm in
diameter.” This nonallometric relationship is also seen in Table 9.2. CSD size in the
rodent calvaria ranges from 5 to 8 mm in diameter while in larger animal models, the
CSD size ranges from 15 to 25 mm in diameter.
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There are also significant age-related changes in the healing of CSDs, which also
vary across taxonomic levels. Bony defects in skeletally immature animals of most
species heal at a faster rate than skeletally mature individuals. If BRMs are tested in
immature animals, falsely high expectations of the osteoconductive properties of the
material could be generated.81, 8 Hollinger and Kleinschmidt 8 suggest that biologi-
cal age, as determined by radiographic confirmation of epiphyseal closure, be used
in conjunction with chronological age and body weight to ascertain skeletal matu-
rity, prior to CSD creation. Rats are the exception to this rule because they grow con-
stantly throughout their life cycle.52, 8 While in most animals, the initial size of the
CSD decreases with age, the initial size of the CSD in rats remains constant, regard-
less of age. 8 However, there has recently been a push to engineer bone and soft-tis-
sue constructs that grow along with the individual.33, 44 The testing of these growing
constructs may require the use of CSDs in growing animal models; information
regarding this is currently sparse in the literature. 

Anatomic location of the CSD can also affect healing rate and interpretation.
The craniofacial complex is much more vascular and more richly innervated than the
long bones and vertebral column. Even within species, CSD size varies across these
anatomic locations, and CSD sizes in the skull and mandible are relatively smaller
than those produced elsewhere (Table 9.2). Thus, anatomic location and CSD size
need to be taken into consideration before choosing an appropriate animal model.

Table 9.2 reviews studies of selected CSD sizes by anatomic location and
species. As can be seen in the table, the majority of the CSD studies have been per-
formed on the calvaria, mandible, and femur (Figures 9.1–9.5) across a wide variety
of animal species. These regions are easily accessible for surgery and represent bio-
mechanically loaded (mandible and femur) or unloaded (calvaria) regions to simu-
late varying clinical conditions. Animal model choice will vary depending on the
paradigm being tested (i.e., size of scaffold, duration of healing, length of construct
bioactivity, etc.).

“FITTING” THE APPROPRIATE ANIMAL MODEL TO SPECIFIC HUMAN CLINICAL

CONDITIONS

As tissue engineering paradigms become more reproducible and sophisticated, we
find bone tissue engineers trying to tackle osseous wound healing problems in spe-
cific, clinically compromised, subpopulations of patients (i.e., diabetic, osteoporotic,
arthritic, geriatric, congenital anomalies, etc.). Addressing osseous wound healing
problems in these clinical situations will require specific animal models of the
pathology or disease state. Table 9.3 presents a selected list of animal models of spe-
cific bone pathologies and bone metabolic disease states. A number of these models
have been developed for specific purposes (i.e., to study the onset and treatment of
postmenopausal osteoporosis, inflammatory arthritis, periodontitis-induced bone
loss, etc.); but these models can also be adapted to study the various bone tissue
engineering paradigms. Osteoconduction, osteoinduction, or cell transplant may be
significantly altered in these human clinical groups and animals that model these
specific clinical conditions will be instrumental in developing new treatment strate-
gies to regenerate new bone and improve their quality of life.
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Table 9.2
Selected Critical-Sized Defect (CSD) Studies by Animal Model and Anatomic Region

Animal Model

Anatomic Mouse Rat Rabbit Cat Dog Sheep Pig Horse Nonhuman Goat
Region primates

Calvaria 5 mm 8 mm 15 mm 25 mm 20 mm 20 mm 15 mm 14 mm
round82 round83–85 round80, 86–88 round89 round81, 90 round91 round round58, 59

(rhesus8

baboons92)
25 mm round

(baboons 93)

Palate 5 mm seg.94, 95 5 mm 96 5 mm seg.97, 98

Alveolus 3 mm seg.99 4 mm seg.100 5 mm 10–15 mm104, 8

seg101, 102, 95, 79

10 mm seg.103

Mandible 4 mm round105 4 mm seg.106, 107 5 mm seg.108 17–45 mm 35 mm 15 mm�15 mm 15 mm8

seg.109, 8 seg 110 seg111

Zygomatic 5 mm seg.77, 78

Arch

Nasal Bones 20 mm�8 mm 
seg. 112
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Femur 6 mm seg.113, 114 20 mm seg.116 21 mm seg.117 12 cc (volume 
5 mm seg.115 defect)118

Fibula 6 mm seg.119

Tibia 1 mm round120 15 mm seg.
(1.5 � diam 
of shaft)121

Metatarsal 4 mm 

seg.122

Radius 6 mm seg123 25 mm 
20 mm seg.126

seg.124, 125, 73

Ulna 25 mm seg. 25 mm seg.129

(1.5 � diam
of shaft)127, 128

C
A
T
1
6
2
1
_C
0
9
.
q
x
d
 
 
8
/
1
9
/
2
0
0
4
 
 
8
:
2
1
 
A
M
 
 
P
a
g
e
 
2
3
3

Copyright © 2005 CRC Press, LLC



234 Bone Tissue Engineering

Table 9.3
Selected Animal Model Studies of Bone Pathologies and Bone Metabolic
Disease States

Condition Technique Species Comments Reference

Inflammatory arthritis models

Osteoarthritis Naturally occurring Various species Good comparative review 130
of pathogenesis and 
models

Type II collagen Immune response to DBA/LACJ Acute inflammatory 131, 132
Arthritis Injection of type II mouse response in extremity

Bovine collagen joints and loss of
bone mineral density

Spondyloarthopathies Immune response to HLA-B27 Arthritis, loss of bone 133
injection of transgenic mineral density, and
bacterial flora rat tarsal joint ankylosis

Rheumatoid arthritis Autoimmune diseases Rat, mouse Inflammatory response 134
and loss of bone 
mineral density 

Osteonecrotic and iatrogenic models

Femoral head Surgically created via Emu, dog, Developed early and 40, 135
osteonecrosis ischemic and/or sheep late stage human

cryogenic insults pathology. Emu good 
bipedal loading model

Osteomyelitis Injections with Rat, rabbit, Decreased bone mineral 36, 136,
various pathogens dog, guinea density, increased risk 137, 138
(S. aureus, B. pig, chicken of fracture, and 
fragilis,E. coli, …) increased cortical and

trabecular bone loss

Disuse atrophy and Limb immobilization, Rat, dog, Trabecular and cortical 34, 139
underloading- denervation, monkey bone loss, decreases
induced osteopenia micro-gravity     in bone formation,

Increases in bone  
resorption 

Age-induced Natural aging Mouse, rat, Reduction in skeletal 34
osteopenia monkey mass and osteopenia

Natural Aging Monkey Age-related decline in 140, 49
Postmenopausal skeletal bone mineral 

content in males and 
females

Orchidectomy Rat Cancellous bone 34
osteopenia and reduced
bone turnover 

Seasonal-induced Antler formation, Reindeer, deer Experience transient 34
osteopenia diet changes, caribou, bats mineral deficit and

hibernation reduced bone turnover
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Table 9.3 Continued

Condition Technique Species Comments Reference

Reproductive cycle- Pregnancy, lactation, Sheep, rat, Altered calcium 34
inducedosteopenia egg laying dog, chicken, storage and release 

turtle with subsequent 
osteopenia

Diet-induced Calcium and Cat Develop bone disease 141, 9
osteopenia phosphorus dietary and decreased bone

manipulations mineral density
Vitamin C and D Rat, rabbit Osteomalacia, rickets, 34 
deficiency osteopenia 

Alcohol-induced Pre- and postnatal Rat Osteopenia and reduced 142, 143
osteopenia alcohol exposure skeletal growth

Glucocorticoid- Glucocorticoid Rat, rabbit, Varies from species to 34
induced osteopenia exposure dog, sheep species but decreases

bone mass 

Bone metastasis- Injection of a breast Mouse Causes osteolytic bone 144
induced osteopenia cancer cell line metastasis and osteoclasis

Spontaneous Mouse Causes osteolytic bone 144
mammary tumor metastasis and

model osteoclasis 

Oral Bone Loss Models

Periodontitis Naturally occurring Baboon, dog, Isolated vertical bone 145, 146,
in laboratory- monkey, loss in maxillary and 50, 51,
reared models marmoset mandibular alveolar 147, 148,

and basal bone 149, 150

Oral infection by Mouse, rat, Reliably produced 151
P. gingivalis rhesus maxillary and

monkey, mandibular alveolar
baboon, dog, and basal bone loss
sheep

Experimentally Induced, Estrogen-Deficient Bone Loss Models

Post-menopausal Various procedures Various models Good discussions and 34, 139,
osteoporosis and critiques of various 35, 82,
osteopenia techniques and and 152

models

Ovariectomy Sheep Bone loss in mandible, 11, 153, 9
proximal femur, and
vertebral body

Ovariectomy Nonhuman Decreased bone mineral 154, 9, 24
primates density and reduced

vertebral cancellous
bone volume 

Ovariectomy Ferret Increased skeletal 155
bone loss 
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Table 9.3 Continued

Condition Technique Species Comments Reference

Ovariectomy Dog Similar bone 156, 157,
microarchitecture but 9
does not develop
osteoporosis 

Ovariectomy Rat Developed cortical 158, 159,
thinning and 160, 9
significant bone loss 

Ovariectomy Guinea pig Showed no consequence 161, 9
on bone 

Ovariectomy and Sinclair S-1 Showed bone removal 162, 9
calcium-restricted minipig and loss comparable
diet to humans

Perturbed Bone Metabolism Models

Genetic models of Knockout and Transgenic Skeletal phenotypes 10, 38
various metabolic overexpression mice range from
bone diseases models osteopetrosis to

osteopenia

Diabetic osteopenia Various experimental Mouse, rat Decreased bone mass 163, 164,
and transgenic and increased 165
insulin deficiency prevalence of skeletal
models fractures 

Growth hormone Congenital models Sex-linked Severe skeletal growth 166, 167
resistant dwarfism of GH receptor dwarf retardation and
(Laron syndrome) mutation and chicken, dysmorphic facial

GH-resistance guinea pig, features 
miniature
poodle,
cattle,
and pigs

Calvarial hyperostosis Various congenital, Various Features clinical 12
and craniosynostosis experimental, and species manifestations

transgenic models ranging from
microcephaly to
craniofacial
dysostoses with
digital involvement

Facial clefting Various congenital, Various Features clinical 168
experimental, and species manifestations ranging
transgenic models from minimal alveolar

and palatal clefts to
median and oblique
facial clefts
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Animal model choice at this level of hypothesis testing should not necessarily be
based only on phyletic affinity but should take into account the etiology of the par-
ticular bone pathology or disease state. Although the expectation is that phyletic
affinity and similarity of etiology, disease progression, and pathophysiology are rea-
sonably related,50, 51, 34, 82, 10, 38 phyletic affinity should not be the exclusive criterion,
but should be used in conjunction with similar biomechanical, anatomical, and
wound healing factors.

CONCLUSIONS

From the preceding review, it should be evident that many animal models have been
developed and utilized to test various bone tissue engineering paradigms. It should
be understood that each animal model has its own utility as well as limitations for
the study of human bone tissue engineering. In this chapter, we have proposed a
number of practical criteria for choosing and evaluating various animal models, and
have suggested that appropriate animal model choice should also be linked to levels
of hypothesis testing and/or expected extrapolation to the human clinical condition.
The continued intelligent and conservative use of animal models should be based on
such objective criteria and not necessarily on phyletic affinity alone.
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INTRODUCTION

WHAT IS BIOMECHANICS?

Biomechanics is the application of engineering principles to biological structures
and systems. It includes the characterization and quantification of load application,
load response, and the various physiological responses to load. Biomechanics is
indispensable if one is to understand how organisms exist in a mechanical environ-
ment, and how the structures and systems of those organisms are adapted to, and
function in that environment. Biomechanics is also essential in understanding and
evaluating the etiology of skeletal pathologies and trauma, as well as evaluating the
various medical modalities applied to prevent or heal them. Biomechanical evalua-
tion can take the form of noninvasive image analyses, finite element models, gait
analyses, strain gauge analyses, or direct mechanical tests. This chapter has been
written to serve as both a review of basic skeletal biomechanics, and as an overview
of the potential applications of biomechanics in evaluating the efficacy of tissue
engineering as an intervention process in musculoskeletal medicine.

HOW IS BIOMECHANICS RELEVANT TO MUSCULOSKELETAL MEDICINE?

Biomechanics is especially relevant to musculoskeletal medicine, from the etiology
of a disease or trauma, to the application of a modality such as fracture fixation or
joint replacement, and finally to the local mechanical environment that will direct
tissue repair during healing. A skeletal injury event can be broken down into three
basic mechanical components (Figure 10.1). First are the external forces acting on
the skeletal structure (e.g., during a fall, the impact on the greater trochanter of the
femur, resulting in a femoral neck fracture). This impact can be further broken down
into a reaction force from the femoral head and acetabulum, and the internally gen-
erated shear stresses resulting from the two juxtaposed loads. Second is the existing
mechanical integrity of the structure (in this example, the combination of bone 
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Figure 10.1 The initial impact on the greater trochanter of the femur causes a reaction force
on the femoral head by the acetabulum. These juxtaposed forces generate internal shear forces
within the hip, and lead to a fracture.
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density and morphological configuration of the proximal femur). Third is the
response of the structure to the external load, in this case a fall on the trochanter
causing a fracture due to shear stresses. This is further complicated by the neuro-
muscular response to falling: when an individual falls, they contract their muscles
and the tension induced within the musculature stiffens the joints, concentrating
stress. Finally, biomechanics plays a role during the healing process of this fracture,
where the local mechanical environment will influence the type of tissues that form
(fibrous tissue, cartilage, bone), as well as their molecular organization1 and result-
ing mechanical properties.2 This process of mechanical influence on tissue forma-
tion is also evident systemically in cases of reduced loading under microgravity,
where even transient hypophysiological loads lead to bone resorption.3

HOW DOES BIOMECHANICS FACTOR IN TISSUE ENGINEERING?

Tissue engineering is comprised chiefly of cellular-level therapies conducted
through the transfer of genetic information via some vector. In orthopedic medicine,
this process of tissue engineering typically focuses on the augmentation of skeletal
mechanical parameters such as bone strength or stiffness. The function of the skele-
ton is to act as an articulated system of mechanically optimized load-bearing ele-
ments. Any pathological aberration or trauma would reduce the load-carrying
capacity of the skeleton, and so it would be advantageous to identify treatments to
counteract these pathologies. Tissue engineering is the manipulation of the genetic
parameters controlling either skeletal configuration (shape and size) or skeletal com-
position (mineral density or collagen configuration, for example), and thus skeletal
mechanics. These necessary processes of mechanical alteration and mechanical eval-
uation create a role for biomechanics in tissue engineering.

WHY IS BIOMECHANICS IMPORTANT TO SKELETAL TISSUE ENGINEERING?

The vast majority of tissue-engineered skeletal models involve factors that affect the
mechanical properties of bone. The primary focus of these models is the enhancement
of mechanical integrity, or prevention of any pathological reduction in mechanical
integrity. In order to accomplish their goals, tissue engineering models must be eval-
uated for their pertinence to skeletal mechanical integrity, and biomechanics is essen-
tial in evaluating such relationships. Using the principles of biomechanics, one can
quantify parameters such as strength, stiffness, Young’s modulus, and Poisson’s ratio;
mechanical descriptors that characterize a specimen’s mechanical integrity.
Biomechanical evaluations can take the form of standard biomechanical tests that uti-
lize actual biological samples in direct tests of mechanical integrity. These typically
take the form of compression, tension, torsion, bending, shear, or noninvasive analy-
ses such as a simple radiograph or dual-energy X-ray absorptiometry (DEXA).
Noninvasive tests are surrogates of actual mechanical tests, and whose measures are
meaningful only because they can be correlated to actual mechanical values.
Biomechanical analyses then can include a spectrum of tests from invasive, direct
measures of mechanical integrity, to noninvasive imaging and modeling procedures.

The role of biomechanics in skeletal tissue engineering is threefold. First, bio-
mechanics is used in characterizing and quantifying the need for modification of
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skeletal mechanical parameters such as density, size, or geometry. These are based
on evaluations of skeletal mechanical performance in cases of disease, general
pathology, trauma, or during the repair process. This establishes a baseline set of val-
ues by which inadequacies in mechanical integrity are identified. Second, biome-
chanics is essential in evaluating the efficacy of any tissue engineering model. A
model of mouse fracture repair, for example, must be evaluated for its capacity to
enhance the mechanical properties of a healing callus, and the only way to absolutely
quantify material properties is through direct mechanical testing. Any image-based
evaluation, no matter how high the resolution, will have to be correlated to actual
mechanical test results. Finally, mechanobiology is a subfield of biomechanics that
describes how the local mechanical environment can direct the differentiation of tis-
sues during development and healing. This relationship can be used to predict not
only the type of tissue that will form but also the macro and microarchitecture and
resulting mechanical properties of those tissues.

ANATOMY AND BIOMECHANICS

BONE AS TISSUE AND ORGAN

Bone is both a tissue (material) and an organ (structure), and the difference between
these two categories must be kept in mind when designing a biomechanical test.
Bone as a tissue constitutes the bulk of the skeleton. It is composed of a collagen
matrix impregnated with a hydroxyapatite crystalline lattice. The collagen portion of
bone tissue is arranged in specific configurations based on the type of bone (trabec-
ular), the specific bone within the body (femur), the locale within the particular bone
(proximal metaphysis), and the daily loading conditions to which the bone is
exposed. Bone tissue throughout the body can vary in terms of its organic and min-
eral composition, making site specificity a fundamental factor in mechanical prop-
erties.4–9 Finally, mechanical tests of bone as a tissue are fundamentally different
from tests on bones as structures, and although the results can be correlated, they are
not synonymous.

TYPES OF BONES

The basic types of bones are long bones, round bones, irregular-shaped bones, and
the dermal or flat bones of the skull.10 Long bones constitute the bulk of the appen-
dicular skeleton and include the humerus, radius, ulna, femur, tibia, and fibula. The
metacarpals and metatarsals can also be mechanically considered long bones, in
addition to the phalanges. Round bones typically comprise the bending portion of
complex joints like the wrist. These are the carpals and tarsals. The vertebrae are
commonly thought of as irregular bones; however, some other irregularly shaped
bones include the calcaneous, the pelvis, the scapula, and the mandible. The skull is
composed of dermal or flat bones like the frontal and occipital.

Different types of bones are tested using specific and appropriate mechanical
models. They can be modeled as beams, columns, rods, cylinders, or any other stan-
dard engineering geometric. These models are based on assumptions of how the
bones are loaded in vivo during everyday activities. The purpose of any mechanical
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test is to mimic or somehow reflect normal in vivo loading conditions, in terms of
both character and magnitude. Long bones like the femur, tibia, and humerus are
typically tested in torsion or bending, whereas irregular bones like the vertebrae are
typically tested in axial compression or shear. The type of test used for any particu-
lar bone or bone sample should be related to the way the bone is loaded in vivo.

TRABECULAR VS. CORTICAL BONE

Through examination of a sagittal or coronal section of the radius, for example, we can
see that it is composed of two basic bone types: cortical and trabecular (Figure 10.2).
The dense outer shell is composed of a solid bone tissue known as cortical or compact
bone, while the inner framework of the head, neck, and epiphyses is composed of a
sponge-like trabecular or cancellous bone. Trabecular bone is composed of mini struts
of bone called trabeculae, which as a whole take on a mean preferred orientation that
can be correlated to the principal lines of loading in vivo. In the proximal femur, this
orientation has been correlated to principal stress lines resulting from weight bearing.
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Figure 10.2 A radiograph of the wrist and palm illustrating the presence of cortical (white
arrows) and trabecular bone (red arrows). The cortical bone creates the shell of a bone, while
the trabecular bone acts as a supportive internal strut-like material.

CAT1621_C10.qxd  8/7/2004  3:13 PM  Page 249

Copyright © 2005 CRC Press, LLC



BASIC MECHANICS

TERMINOLOGY

A mechanical test (compression, indentation, tension, torsion, bending, or shear)
consists of a sample and an applied stress (tension, compression, or shear). Each
mechanical test can be resolved into primary and secondary stresses acting simulta-
neously on a specimen (bending generates tension, compression, and shear, while
torsion generates rotational shear and tension). Pure tension is generated when two
equal but divergently directed forces act on a specimen along a common line, tend-
ing to stretch a structure or sample (Figure 10.3a). Conversely, pure compression is
generated when two equal and convergently directed forces act along a common line,
tending to compress a structure or sample (Figure 10.3b). Pure shear is generated
when two forces act in convergent and parallel directions, but along slightly offset
lines or planes (Figure 10.3c). Linear shear can be thought of as an off-axis tension
or compression resulting in a splitting of a structure or specimen, whereas torsional
shear results in twisting of the structure or specimen, one end rotating relative to the
other. Beyond these basic methods, there are more complicated mechanical tests,
which are actually combinations of the basic applications, an example of which is
simultaneous compression and bending.

Thus, there are five different ways in which one can physically test a bone
(neglecting combination testing such as simultaneous compression and torsion).
These are tension, compression (including indentation), bending, shear, and torsion
(a specialized kind of shear). For the sake of simplicity, and unless otherwise stated,
we will refer to these loads throughout the chapter as if they were applied either to
a structure like the femur (bending or torsion), a vertebra (compression or shear), a
cube (compression or shear), milled cylinder (tension or torsion), or a beam (bend-
ing) of bone tissue. The four most common methods of mechanical tests for bone tis-
sue and whole bones are tension, compression, bending, and torsion. Tension tests
involve a milled uniform sample of bone with a reduced diameter at its midpoint to
concentrate stress and assure failure within the specimen, rather than at the speci-
men-grip transition. Tension units are typically Newtons/area. Compression tests
involve either a milled uniform sample or an intact bone surface, and use a com-
pressive plate or indentor to apply the load. Compression tests are sometimes per-
formed in chambers that confine the material to deformation in one axis; these are
known as confined compression tests. Compression units are typically Pascals (pres-
sure) or Newtons/area. Bending tests involve rigidly holding the structure or speci-
men and applying a load either as a cantilever (from one end only, the other
stationary) or on the middle portion (with both ends stationary), resulting in a defor-
mation of the specimen along its long axis (Figure 10.4). Bending units depend on
the type of bending being used, but it is typically applied in Newtons. A torsion test
involves a twist being applied to a specimen, with one long end rotating relative to
the other. It results in angular reconfiguration of the specimen long axis, like the
drive shaft of a clock as the second hand moves (Figure 10.5). Torsion, sometimes
described as a moment, has units in Newtons � length (of force application from the
specimens’ neutral axis). In daily life, the skeleton is typically loaded in combinations
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of these simple load types, like the femur under compression, bending, and torsion,
for example; but mechanical tests are typically simplified to one load type.

When a load is applied to a bone, the bone must respond mechanically or it will
experience failure (a fracture). This effort by the bone to resist an applied load is
called the stress. Stress is directly proportional to the applied load/area of application
and is usually reported as the applied load per area, but it is technically a response by
the specimen to the applied load/area. The amount of deformation that a specimen
undergoes as a consequence of the applied load and resulting stress is called strain.
Strain is measured as the change in specimen configuration (length, angle, or vol-
ume), divided by the original configuration (length, angle, or volume). If one torques
a long bone like the femur along its long axis, it will start to deform rotationally,
the strain being measured by the angle of deflection. Conversely, if a vertebra is 
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Figure 10.3 (a) Tensile forces acting on a cylindrical bone specimen act divergently along a
single line. The middle portion of the specimen is milled down to concentrate stress and assure
failure within the specimen rather than at the specimen–fixation junction. (b) Compression vec-
tors on a cube of bone act convergently in a single line. (c) Shear is created by off-axis conver-
gent forces. It is a common load experienced by vertebral bodies, in addition to compression.
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compressed from top to bottom (superior to inferior), the vertebra will shorten in its
height in some proportion to the applied load (Figure 10.6). This change in angular
configuration, or ratio of the post-test height to original height is the strain (in addi-
tion to shortening, the vertebra will likely bulge laterally in response to the compres-
sive strain; see the section Biomechanical descriptors). Strain is typically
proportional to stress, and that precise relationship (the shape of the resulting
stress–strain curve) defines the mechanical properties of a structure or tissue.
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Torsion

Figure 10.5 Torsion as experienced by a column. Strain is measured in axial angular dis-
placement.

Three-point bending 

Figure 10.4 A graphic representation of three-point bending and its effects on a beam. Strain
is measured in linear displacement and can be reported as a fraction of the width dimension.
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ANISOTROPY

Bone is a highly organized tissue whose architecture varies depending on its loca-
tion in the skeleton, and thus its function. The orientation of a specimen is an impor-
tant issue when designing a mechanical test because the molecular- and tissue-level
architectures of bone vary from location to location within the skeleton, as well as
by the orientation of a single specimen. Materials that have uniform structural prop-
erties and equal mechanical properties regardless of the orientation and direction of
load are known as isotropic: examples are steel or methylmethacrylate. More com-
plex materials like those composing biological tissues have molecular- and tissue-
level differences in structure that vary depending on the orientation of the specimen.
These materials are said to be anisotropic. Bone is an example of an anisotropic
material with different mechanical properties in different directions of loading.

LOAD RESPONSE: THE STRESS–STRAIN CURVE

The curve from the bivariate plot of stress and strain (stress by convention is on the
Y-axis) is called the stress–strain curve. It should be noted here that the stress–strain
curve is similar but not synonymous with the load–displacement curve, and so spe-
cial attention must be paid to which curve is being referenced (see below). The rela-
tionship of stress with strain is crucial in biomechanics and relates how a tissue or
object responds to a given load, illustrating in two dimensions the mechanical prop-
erties of the tissue or structure. The stress–strain curve can be broken down into dif-
ferent regions and points along the curve, which are then used to identify the
mechanical properties of the test subject (Figure 10.7).

The curve typically has an initial linear portion, known as the elastic region, and
this is followed by a nonlinear or plastic region. Over the elastic region of the curve,
the structure or tissue is temporarily deforming and storing the energy elastically
with no permanent damage. Ideally, if the stress is returned to zero, the strain also
returns to zero, with no permanent damage to the anatomic/molecular structure of
the tissue. Under plastic deformation, and thus past the elastic region, the material is
permanently deformed (damaged) as a result of loading. The point where the curve
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Figure 10.6 Idealized vertebral compression acts to reduce the height of the vertebral body.
Strain is measured by the change in height over the original height.
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changes from elastic to plastic is known as the yield point. Yield involves plastic flow
within the material so during and past the point of yield, the tissue or structure is said
to yield over the range of plastic deformation. At the onset of yield, the specimen
experiences a tissue-level failure, and at the termination of the range of plastic defor-
mation the sample experiences a structural-level failure. Typically, the structural-
level failure of the specimen is reported as the failure point. A bone fracture is a
structural-level failure while a stress fracture is a tissue-level failure. The peak level
of stress achieved on the stress–strain curve over the entire duration of the test is
known as the ultimate stress. The ultimate stress is typically found close to the tran-
sition zone from elastic to plastic loading and thus near the yield point. A good anal-
ogy of elastic vs. plastic loading is an archery bow being pulled back to shoot an
arrow. If the bow is pulled back short of its breaking point, then the arrow is shot
using almost the entire muscle energy that was stored elastically in the bow (some
miniscule fraction of energy is always lost to heat). If the arrow is released after the
bow has been pulled back beyond its failure point (when the bow begins to crack),
then some portion of the applied muscle energy is lost under plastic deformation of
the bow, and that portion of energy is not stored elastically and not imparted to the
arrow upon release. When a material is said to be elastic, the reference does not
imply a rubber band-like behavior. Rather, it implies that the material stores energy
linearly and produces a straight-line slope on the stress–strain curve.
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Figure 10.7 An idealized stress–strain curve showing an elastic region, plastic region, fail-
ure point, and ultimate stress. Note that the ultimate stress need not correspond exactly with
the point of failure.
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An alternative bivariate plot to the stress–strain curve is a simple load vs. dis-
placement curve. Although they closely parallel one another, there are important dif-
ferences in the mechanical properties described by the load–displacement curve vs.
the stress–strain curve. The first is stiffness. Stiffness is the slope of the linear por-
tion of the load–displacement curve, whereas the elastic modulus is described by the
slope of the linear portion of the stress–strain curve. Stiffness is related to elastic
modulus by the following equation:

Stiffness (k) � Elastic Modulus (E) * Area (A)/initial Length (l0).

The failure load corresponds to the ultimate strength at failure and they are related
as follows:

Failure load (U) � Stress (σ) * Area (A).

The difference lies in the fact that the stress–strain curve describes the material
behavior of the tissue comprising the specimen, whereas the load–displacement
curve describes the structural properties of the specimen. The structural properties
reflect the geometry and material properties of a tissue. Thus, the mechanical prop-
erties of any particular tissue specimen do not entirely reflect the mechanical prop-
erties of the donor structure or tissue, but those of that specific sample and its
particular geometry. However, the material properties obtained from a stress–strain
curve reflect the whole tissue, regardless of location and geometry (disregarding
microarchitectural differences).

BIOMECHANICAL DESCRIPTORS

The slope of the linear portion of the curve (the stress over the strain at any point
along the curve) describes the modulus of the specimen. Modulus is calculated by
dividing the stress by the strain, from any point along the linear portion of the curve.
It may seem counterintuitive, but every point on the linear elastic region of any par-
ticular stress–strain curve will generate an identical stiffness value. A structure or tis-
sue with an initially linear stress–strain curve is said to be linearly elastic. Linear
elasticity implies the ability to reversibly store energy. The modulus of a tissue is cal-
culated as the slope of the elastic region of the stress–strain curve, normalized for
geometry like cross-sectional area, and can refer to stiffness in tension, compression,
torsion, etc. Modulus then, is typically a tissue-level descriptor while stiffness is
more of a structural-level one. Probably the most commonly used descriptor in bio-
mechanics is Young’s modulus (E), which describes the slope of the stress–strain
curve for any structure or specimen, and typically in tension. Shear modulus (G)
describes the behavior of material in torsion or linear shear, and Bulk modulus (K)
describes mechanical behavior under compressive pressure. The three moduli are
related to one another via the equation:

E � 3G/(1 � G / 3K)

Poisson’s ratio (ν) describes the strain of a specimen induced in a secondary
dimension (typically negative for tension and positive for compression), relative to
the strain induced in the primary dimension of the load application. Poisson’s ratio
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varies between zero for an ideal rigid solid (diamond comes close) and 0.5 for an
ideal liquid (water comes close). As an example, if one applies tension to a ligament,
the ligament will strain in the direction of tension and becomes longer, but it will
also simultaneously strain in the perpendicular dimension, or across its diameter,
becoming thinner with increasing tensile strain. Specimens often exhibit complex
behaviors under stress and it is these behaviors that are used to characterize the rel-
ative mechanical traits of a specimen.

When a tissue or structure is mechanically loaded to a given stress level, it will
strain until it reaches a tangential equilibrium state, dependent on its material and
structural properties, and the specifications of the applied load. If the stress is main-
tained constantly over time and the material or structure continues to strain, it is said
to exhibit creep. Creep is the continuation of strain in a specimen over time under
constant load application and following the initial strain response equilibrium
(Figure 10.8a). Creep is a common phenomenon in bone and especially trabecular
bone, where the smaller trabecular elements can individually fail over time.11

Conversely, a constant strain applied to a specimen tends to allow an event somewhat
related to creep, but resulting in a diminution of stress over time.

If a predetermined strain level is applied to a biological specimen and then held
constant, a phenomenon known as stress relaxation can occur, in which the result-
ing stress level diminishes over time, despite a statically maintained level of strain
(Figure 10.8b). Stress relaxation is common in soft connective tissues such as ten-
dons and ligaments, but also occurs in bone and cartilage. Stress relaxation results
from a relaxation of the constituent materials within a specimen, as well as the flow
of the liquid phase within the material.

Biological tissues are also known to exhibit viscoelasticity, which is a tendency
to mechanically behave like a hybrid material, somewhat between a solid and a liq-
uid. This phenomenon derives from the fact that the tissues constituting a specimen
contain fluid, and thus their response to mechanical load is, like that of a fluid, rate-
dependent (Figure 10.9). Thus, the mechanical properties of viscoelastic materials
are sensitive to the rate of load application, exhibiting greater stiffness values with
higher load application rates. As an example, if one takes their hand and slowly dips
it into a tub of water, there is no perceptible resistance to the hand. However, if one
slaps their hand into the same tub of water, there is a great deal of resistance encoun-
tered, the only difference being the rates of loading. The mechanical properties of
water are rate-dependent, so, if not given enough time, the water cannot move out of
the way of the incoming hand, resisting the applied load. This same phenomenon
occurs in biological structures. A fresh bone specimen that is loaded at a low rate of
bending will eventually crack in what is known as a green stick fracture, splintering
slowly like a fresh green stick. If the same bone is loaded by an extremely high
velocity impact (extremely high loading rate), then the bone shatters more like a brit-
tle solid. The rate of load application then, is an important factor to bear in mind
when designing and interpreting the results of a mechanical test.

Another important concept to consider involves tissue fatigue under cyclic load-
ing. Thus far, all discussions in this chapter have considered only static loading. But,
in vivo, bone usually undergoes dynamic or cyclic loading. Cyclic loading is a
repeated loading cycle with an initial load, a reduction in that applied load, and a
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repeat of the initial load, usually for multiple cycles. It can cause failure in a speci-
men even though the level of applied stress does not exceed the specimen’s ultimate
strength. This is demonstrated in the stress–strain curve as hysteresis, and represents
a loss in the applied energy during each cycle of cyclic loading. Although the spec-
imen may appear to go back to prestress conditions macroscopically, there may be
microscopic damage that accounts for the loss in energy. A portion of the energy loss
due to hysteresis is dissipated as heat, as in our archery bow example, but some 
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Figure 10.8 (a) An illustration of creep behavior in a specimen of bone. The specimen has
already reached equilibrium under a static stress; but the net strain continues to increase over
time. A final equilibrium strain is reached at the termination of the creep behavior. (b) An
illustration of stress relaxation immediately following ramp loading. As the strain level is
increased and then held static, the stress level declines as the material relaxes.
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portion of the energy loss is microscopic material breakdown. The accumulation of
microscopic damage leads to the failure of the bone in that area, and results in crack
initiation.12–14 Continued fatigue loading can cause the crack to propagate.
Eventually, the crack reaches a critical length at which the bone cannot sustain the
load and thereby the bone experiences a full-scale fracture.

Finally, the structural configuration of a bone is extremely important in the cal-
culation of mechanical properties. In general, larger diameter bones are stronger and
stiffer than smaller diameter bones. They have an increased resistance to bending via
an increase in their second moment of area, or moment of inertia, as well as their
polar moment. The second moment of area represents the quantification of the place-
ment of material in any given cross section with respect to a defined neutral axis of
loading, available to resist the load. The second moment will increase as the elements
of effective cross-sectional area are placed at a greater distance from the neutral axis
of loading. The polar moment is related to the amount of material represented in cross
section (mean radius) from the neutral axis of torsion, and that is available to resist
torsion. Polar moment also increases as the elements of area are placed at a greater
distance from the neutral polar axis. Both these geometric characterizations disregard
material properties. The second moment of area (I) is characterized by the equation:

I � π ba3/4

a � major radius of ellipse representing cross section
b � minor radius of ellipse representing cross section
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Figure 10.9 The mechanical properties of a rate-dependent biological material vary with
the rate of load application. Higher rates of load application (A) cause a stiffer response to an
identical load in an intermediate rate (B) and a slow rate of load application (C).
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The polar moment is characterized by the equation:

J � Tr/τ.

The second moment of area differs along different axes in an asymmetric beam like
a femur or tibia. Thus, the diameter, cross-sectional area, and second moment of area
of a bone in any particular plane or planes must be taken into consideration when
comparing mechanical properties such as strength and stiffness (Figure 10.10a). The
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Figure 10.10 (a) A bone (left) can become stiffer and stronger by either increasing the
thickness of its cortex (middle), or by increasing its diameter (right). (b) The amount of mate-
rial distributed in any given axis and its distance from the neutral axis determine the mechan-
ical properties of a structure in bending. A circular cross section (left) provides uniform
mechanical properties in all bending directions, whereas an increase in either the Y-axis (mid-
dle) or the X-axis (right) increases resistance to bending in those specific directions. (c) A
bone’s cross-sectional geometry can reflect the predominant type of loading that the bone is
subjected to in vivo. Bones with multipurpose loading regimens tend to have circular cross
sections (left), while specialized function bones can have more complex cross-sectional
shapes like a more triangular form (center), as is found in the proximal tibia (right).
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actual cross-sectional configuration of a bone will confer different mechanical prop-
erties in different loading directions. A bone that is ovoid in its cross-sectional geom-
etry, and with an evenly distributed cortex thickness, will be more capable of resisting
bending when loaded in its greatest cross-sectional diameter versus the secondary
diameter (Figure 10.10b). As a result, a bone with complex cross-sectional geometry
can have different structural mechanical properties when loaded in different direc-
tions, in a triangular shape of the tibia (Figure 10.10c). The cross-sectional geometry
of a bone is directly related to the function of a bone in vivo. More circular cross sec-
tions are found in general function bones (femur) that are loaded in more degrees of
freedom, whereas noncircular cross sections tend to be found in more specially
loaded bones with reduced degrees of freedom (tibia). Likewise, identical-sized tra-
becular bone samples from the same bone can have widely disparate mechanical
properties in compression, for example, because the orientation of the trabecular 
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Figure 10.11 The orientation of trabecular elements in a bone has a great deal of influence
on the mechanical properties of that bone, and specifically how those properties vary with
loading direction. For example, trabeculae whose long axes are directly aligned with a com-
pressive load axis (top left) will generate greatest resistance to compression, while those per-
pendicular to the load axis (top right) afford the least, and those at 45 (bottom) are
intermediate in compression resistance.
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elements may differ relative to the loading direction (Figure 10.11). These factors
contribute to an intermediate structural-tissue level form of anisotropy in bone.

MECHANICAL PROPERTIES OF BONE

OVERVIEW

Bone can be divided into two basic morphological types, cortical and trabecular,
each with its unique morphology, mechanical properties, and function. These prop-
erties can vary with any particular specimen or between individuals,4–9 but also with
the particular test method (Table 10.1). Cortical or compact bone comprises the outer
shell of bones; it is relatively dense and appears solid in histological sections.
Trabecular or cancellous bone is a web-like matrix of individual trabecular rod- or
plate-like elements connected to one another in three dimensions. It is concentrated
at the epiphyses and metaphyses of long bones and is present in all round bones and
irregular-shaped bones such as vertebrae. To give an idea of the relative stiffness of
these materials, the compressive moduli of cortical and trabecular bone are approx-
imately 17 GPa and 100–200 MPa, respectively, while that of stainless steel is
around 200 GPa. The tensile strength of cortical bone is estimated to be close to 
130 MPa, and that of trabecular bone closer to 50 MPa. Thus, the mechanical prop-
erties of bone can vary by test, but this is also true for load direction. As an exam-
ple, the tensile strength of cortical bone in longitudinal loading is approximately 
130 MPa, while its longitudinal compressive strength is closer to 200 MPa. In trans-
verse loading, the tensile strength of trabecular bone is significantly lower, approxi-
mately 50 MPa. Bone, unlike a uniform material like stainless steel, is extremely
anisotropic and thus its material properties vary widely with the direction and orien-
tation of loading.15–19 Experimental indentation moduli for cortical bone have been
shown to vary significantly with loading direction.15,20 This anisometry in cortical
bone has been linked to its constituent layers or lamellae, where each layer has been
shown to demonstrate its own unique elastic properties via changes in preferred col-
lagen fibril orientation.16 It is these multiple layers, piled upon one another, that
serve to give cortical bone its generalized material properties.

BONE AS A MINERAL-ORGANIC COMPOSITE

Although cortical and trabecular bone demonstrate similar mechanical properties,21

cortical bone is a relatively rigid material with a somewhat steeper stress–strain slope,
and which yields over a shorter portion of its curve. The mechanical properties of bone
are dependent on the specific constituent materials comprising the bone matrix. For
example, compressive stress resistance is predominantly a mineral phase property22,23

while tensile load resistance is predominantly a collagen-related property.24–26

Depending on the property one is interested in, it may be either the organic or mineral
portion of the bone that most influences the test outcome. Moreover, although bone
can be broken down to its constituent materials, and while its collective material prop-
erties reflect those constituent materials, its conglomerate material properties are
unique and not simply a sum of its parts.
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Table 10.1
Mechanical Properties of Bone

Cortical Bone

Test Method Strength Stiffness Young’s Anatomical Author
Modulus Location

Three-point bending 5.44 GPa Proximal tibia Choi K et al. (1990)
Four-point bending 6.62 ± Tibial Choi and Goldstein 

1.30 GPa diaphyses, (1992)
fatigue testing

2800 N/mm Whole femur Cristofolinin et al.
(1996)

Nanoindentation 20.02 ± Femoral Turner CH et al. 
0.27 GPa midshaft (1999)

22.4 ± Tibial osteons Rho JY et al. 
1.2 GPa (longitudinal) (1999)

Tension 162 MPa Tibia Vincentelli and
Grigorov (1985)

133 MPa Femur Reilly and Burstein 
(1975)

Microtensile 18.6 ± Middiaphyseal Rho JY et al. 
3.5 GPa tibia (1993)

Torsion 6.5 Nm/ Whole femur Cristofolinin et al. 
degree (1996)

Pure shear 51.6 MPa Turner CH et al. 
(2001)

Trabecular Bone

Test Method Strength Stiffness Young’s Comments Author
Modulus

Cantilevered bending 7.8 ± 5.4 GPa Tibia Mente and Lewis 
(1989)

Three-point bending 4.59 GPa Proximal tibia Choi K et al. (1990)
3.17 ± 1.5 GPa Tibia Ku et al. (1987)
3.81 GPa Iliac crest Kuhn et al. (1989)

Four-point bending 5.35 ± Tibia Choi et al. (1991)
1.36 GPa

5.72 ± Proximal tibia Choi and Goldstein 
1.27 GPa (1992)

Indentation 10.3 MPa 99 MPa Glenoid Anglin C et al. 
trabecular bone (1999)

Nanoindentation 18.14 ± Distal femoral Turner CH et al. 
1.7 GPa condyle (1999)

19.4 ± Vertebral Rho JY et al. 
2.3 GPa (1999)

Unconfined 2.35 MPa 247 MPa Superior Brown SJ et al. 
compression femoral head (2002)
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Trabecular or cancellous bone is an extremely anisotropic material and is less
stiff than cortical bone, having a stress–strain slope that is less steep, and that yields
over a greater portion of its stress–strain curve. This yielding creep behavior is
related to the failure of individual trabecular elements over the loading cycle.27

Trabecular creep initiates after the initial strain is incurred on a loaded specimen and
after a transient or tangential equilibrium is established. Cortical bone also exhibits
creep behavior, but to a lesser degree than trabecular bone. Trabecular bone material
properties vary widely with the principal orientation of the trabecular elements. This
variability is perhaps most evident in the vertebral centra of the lumbar spine where
the primary orientation of the major trabecular elements is along the superior–infe-
rior axis, which correlates to the primary loading direction in compression.28,29

THE MECHANOBIOLOGY OF BONE

Bone is a metabolically active tissue capable of adapting to local mechanical condi-
tions, a phenomenon described by Wolff’s Law.30 Simply put, its mass, density, and
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Table 10.1 Continued

Test Method Strength Stiffness Young’s Comments Author
Modulus

0.56 MPa 51 MPa Inferior Brown SJ et al. 
femoral head (2002)

58.9 ± 1.41-1.89 GPa Single Bini F et al. 
0.6 Nmm trabeculae from (2002)

human femur 
head

126 ± 1st and 2nd Uchiyana T et al. 
96.9 MPa Lumbar (1999)

vertebrae
6.0-81.3 MPa Calcaneus Homminga J et al. 

(1997)
10.0 ± Femoral had Homminga J et al. 

2.3 MPa (2002)
2.22 ± 485 MPa Proximal tibia Rohl L et al. (1991)

1.42 MPa
Tension 74.2 ± Single Bini F et al. 

0.7 Nmm trabeculae from (2002)
human femur 
head

2.54 ± 483 MPa Proximal tibia Rohl L et al. 
1.18 MPa (1991)

Microtensile 10.4 ± Proximal tibia Rho JY et al. 
3.5 MPa (1993)

There exist a great variety of mechanical tests, and the mechanical properties of bone generated by those
tests will also vary. One can see, though, that the mechanical properties of cortical and trabecular bone
range within certain parameters. Cortical bone is generally at an order of magnitude stiffer and stronger
than trabecular bone.
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architecture can change in accordance with prevailing, local mechanical conditions.
The skeleton can add or remove bone tissue where appropriate to alter its functional
architecture, typically to reduce stress or resulting strain. It has been shown to
respond to increased load application by upregulating bone formation in vivo31,32 and
in vitro.33 Conversely, in reduced loading scenarios such as in microgravity, bone tis-
sue is removed from the skeleton.3,34–36

However, the responsiveness of bone to its local mechanical environment does not
stop at the modification of existing tissues. Bone not only responds to local mechani-
cal conditions by increasing and decreasing net formation, but the mechanical signals
experienced by osteoprogenitor cells can influence the type of tissue that will form
during development and healing,2,37 as well as the configuration of those tissues.1 Thus,
depending on the local mechanical conditions during fracture healing, for example, the
tissues forming within the callus can become either bone, cartilage, or fibrotic.

NONINVASIVE ESTIMATION OF BONE MECHANICAL PROPERTIES

In the clinical setting, noninvasive evaluations of bone mechanical properties are
essential for patient evaluation. This is true for assessing healing fractures, osteo-
porosis, and other skeletal-related pathologies. Noninvasive techniques include
quantitative computed tomography (QCT), magnetic resonance imaging (MRI),
dual-energy X-ray absorptiometry (DEXA), ultrasound, and plain radiographs.
There are two primary groupings for methods by which noninvasive imaging tech-
niques quantify skeletal integrity. The first are densitometric analyses that are per-
formed by QCT,38 DEXA,39 ultrasonography,40 and to some degree, plain
radiography. These methods quantify the relative amount of mineral within a bone
structure, predicting the material properties of the bone based on known mechanical
correlations to the relative mineral content. The second method is reconstructive,
predicting bone strength based on the architecture of the bone, and often coupling
that information with density estimates. These include MRI, QCT, finite element
models (FEM), and plain radiography.29 These are often used in conjunction with
one another, where a QCT series of scans41 or a DEXA scan42 may provide data for
the construction of an FEM. These models that use a combination of density and
architecture may prove to be the most accurate for predicting events like vertebral
fractures in osteoporotic women. As the resolution and speed of these scans increase,
they will prove more valuable as noninvasive assessors of mechanical integrity.

TESTING CONSIDERATIONS

OVERVIEW

What kind of information is needed in order to design a mechanically relevant biome-
chanical test? First, the individual investigators need to ask themselves two questions:
What information do I want from this test? and, How do I interpret the data once I
obtain it? Based on the answers to these questions, the investigator will then have to
choose the specific test parameters. These include: type of bone (cortical or trabecular),
sample location (proximal femur), sample orientation (perpendicular to the diaphyseal
axis), sample size (numbers of specimens), sample geometry (block), type of test
(indentation), test units (strain/time), test rate (mm/sec), and test type (ramp loading).
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What does each test tell you? Test results are meaningless, unless they can 
be compared between at least two groups, a control and a treatment, or between 
different treatments. The control group involves identical test parameters but typi-
cally utilizes a normal or untreated set of specimens. Depending on the experimen-
tal treatment, the controls can be contralateral bones from the same animals,
or if a potentially systemic treatment is utilized in the experimental group, controls
must be untreated or sham-treated animals of the same species, strain, and mean
body size.

How the specimen is fixed in position for a mechanical test is crucial to the out-
come of the test. There are two main objectives in fixing a specimen in position: (1)
controlling the specimen to avoid unwanted movement and (2) assuring that failure
will be within the specimen itself and not due to the fixation device. If a specimen
is allowed to slip during the test or if the specimen fails at its junction with the fix-
ation device, then the results of the test must be called into question. This is because
stress concentrations resulting from the fixation likely initiated the failure, rather
than initiation from within the specimen itself. Because of their unique construction,
torsion and tensile tests generally require more elaborate fixation than bending or
compression tests. Embedding of whole bones is typically conducted using a low-
melting temperature metal alloy or a methylmethacrylate polymer. Both these meth-
ods work well to fix specimen position but they each have drawbacks, such as
relatively high solidifying temperatures and time to embed, respectively. Other
methods of fixation can include multiple locking screws, clamps, or clamps under
deep refrigeration, depending on specimen geometry and material properties.

NORMALIZING FOR BODY MASS

Normalization for body size is an important consideration in biomechanical testing
because larger animals tend to have larger bones. If a group of control animals, for
instance, randomly have a significantly greater mean body mass than the experi-
mental group, then it is likely their bones are larger. This complicates the results of
the test because larger bones will have structural mechanical properties different
from smaller ones, and usually higher mechanical values such as stiffness and
strength. Thus, normalizations for body mass or direct skeletal measures such as cor-
tex diameter or cross-sectional area must be performed, usually by dividing the out-
come values from mechanical tests by normalizing metrics such as mass, diameter,
or cross-sectional area. Normalization is crucial because pre-existing mechanical
property differences can diminish the subtle differences resulting from experimental
treatments, creating false differences, or alternatively, weakening statistically signif-
icant differences to nonsignificant levels.

BONE MECHANICS AND FRACTURE RISK

OVERVIEW

The relationship between bone mechanics and fracture risk depends on several 
factors. The organic matrix of bone plays an important role in determining its 
tensile stiffness,24–26 whereas the mineral phase largely dictates compressive
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strength-related properties.22,23 Further, the spatial distribution of bone tissue influ-
ences the structural properties of a whole bone such as bending stiffness and
strength. Combining these factors can be useful in forming an accurate picture of
fracture potential, as well as in monitoring fracture repair progress. The compli-
mentary processes of bone formation and removal act in tandem to create, maintain,
remove, and remodel bone. Any perturbation of this relationship can potentially lead
to an increased risk of fracture.

Bone formation or remodeling can occur in response to conditions such as
age,43,44 local mechanical conditions,31,46,47 metabolic disorder,48 and even as com-
pensation for tumors.47 This adaptive response suggests that pathological reduction
in mechanical properties due to osteolytic bone defects can be countermeasured by
adaptive remodeling of the cortical and/or trabecular bone. Thus, bone is capable of
compensating for changes in activity level, age, and disease, and these compensa-
tions by the skeleton are an effort to reduce stress and thus minimize the risk of frac-
ture. However, confounding factors such as reduction in cell sensitivity due to
advancing age may be difficult to overcome by structural remodeling,48 and there-
fore systemic effectors must be explored.

Fracture risk is highly site-specific, depending on the type of bone involved and
the loading to which it is subjected. For example, the human spine is composed
chiefly of trabecular bone and is predominantly under compressive loading.
Therefore, it is the mechanical properties of vertebral trabecular bone that primarily
dictate the fracture risk of vertebrae.49 This is of particular relevance to metabolic
bone disease, as turnover rates in trabecular bone are nearly eight times higher than
those in cortical bone.50 As an example, it has been demonstrated that bone loss due
to metabolic disorders such as osteoporosis differentially affect the axial skeleton,
leaving it more vulnerable to fracture over the course of the disease.51

PREDICTING FRACTURES

Changes in both the material and structural properties of bone are contingent on
numerous factors. Geometric changes at any structural level will significantly influ-
ence the mechanical integrity of the structure. For example, increases in the radius
of longbone diaphyses will increase resistance to torsion or bending loads by a fac-
tor raised to the fourth power. With advanced aging, for example, the outer diameter
of a long bone cortex increases as the cortex wall itself thins. The result is an
increase in the bending moment and increased resistance to buckling failure, coun-
teracting the increasingly thinner walls of the cortices. Thus, this increase in cortex
diameter is thought to be a mechanical adaptation to the thinning cortical walls,52

and may explain why long bone fractures are relatively uncommon among osteo-
porotic patients.

Increases in trabecular plate thickness at the microscopic level, however, are
more difficult to assess because the continuum properties of trabecular bone volumes
are influenced approximately equally by alterations in bone mass and orientation.53

Similarly, precise estimates of the effects of other changes in trabecular morphology
such as plate perforations, trabecular reorientation, and changes in connectivity can-
not easily be made. The statistically based empirical relationships described above
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may provide some insight into fracture prediction; but these relationships have not
been verified for diseased bone, or bone undergoing significant adaptation. Future
work should continue to address these relationships as they pertain to fracture risk
prediction and interdiction.

The long-term objective of the majority of studies designed to characterize the
mechanical behavior of bone is to provide the means for accurate fracture risk predic-
tion. Our limited understanding of specific failure mechanisms associated with crack
propagation severely reduces our ability to accurately predict fracture risk. By far, the
majority of studies to date have tried to relate fracture risk to bone density, but this has
only partially succeeded. More recently, attempts to account for architecture by includ-
ing density distributions, microarchitecture, and finite element models have helped to
improve estimates of fracture risk but have not yet been verified in clinical studies.

The use of analytical models such as finite element analyses have the advantage
of taking both complex geometric and anisotropic tissue properties into account
when attempting to predict the occurrence of fractures. These models incorporate
specific geometric measures from individual patients, but are still dependent on
appropriate estimates of material properties. They will continue to increase their pre-
dictive capacity as higher resolution, noninvasive imaging techniques become avail-
able. In addition, accurate failure analysis is dependent on the selection of loading
conditions appropriate to the bony region being modeled, as well as appropriate fail-
ure criteria within the structure. These parameters can be accurately estimated only
through careful locomotion analyses and biomechanical testing. In addition to sim-
ple skeletal loading estimates based on force plate data or mass–acceleration esti-
mates, new biomechanical models will have to incorporate additional loading
generated by the activity of cross-joint musculature, as currently estimated by elec-
tromyography.54 New noninvasive fracture assessment methods are currently being
investigated and refined for future use.

MECHANOBIOLOGY IN TISSUE ENGINEERING

OVERVIEW

The local mechanical environment is a crucial factor in determining cell and tissue
differentiation during skeletal development and repair. Beyond the basic architec-
tural response of bone to mechanical load, as described in Wolff’s Law, mechanobi-
ology examines the relationship of the local mechanical environment with molecular
expression, cell and tissue differentiation, tissue molecular architecture, gross tissue
architecture, and tissue mechanical properties.

MECHANOBIOLOGIC MODELS

Early quantitative mechanobiological models were developed post hoc by studying
tissue differentiation in cases of pseudoarthrosis and oblique fractures.55 In vivo
studies have demonstrated that the application of small intermittent dynamic loads
to the fracture site can accelerate bony consolidation,56–58 but a threshold also exists
where excessive movement (and thus strain) retards bony healing.59 The current
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mechanobiological paradigm, exemplified by Carter et al.,2 suggests that mechani-
cal load, acting on pluripotential mesenchymal cells recruited to a skeletal defect,
can direct their differentiation into bone, cartilage, fibrocartilage, or fibrous tissue.
These concepts can be applied to skeletal regeneration in cases of fracture, distrac-
tion osteogenesis, joint tissue regeneration, and potentially metabolic diseases like
osteoporosis.

Fracture healing involves multiple stages: initial inflammatory, hematoma, carti-
lage, calcified cartilage, woven bone, and remodeled bone. During the early stages,
pluripotential mesenchymal cells, erythrocytes, and platelets migrate to the site of
injury. The pluripotential mesenchymal cells have the ability to differentiate into
mature mesenchymal tissue-forming cells such as chondroblasts, osteoblasts, or
fibroblasts. The cells that arise and the tissue they form are contingent on several fac-
tors, including biochemistry, molecular signals, and, perhaps most importantly, the
local mechanical environment within the fracture site. A finite element model devel-
oped by Carter et al.2 described the resulting tissue differentiation when a particular
mechanical environment was introduced during the first few stages of fracture heal-
ing. They found that a relatively high compressive hydrostatic stress history leads to
the formation of a cartilaginous matrix, whereas, relatively high tensile strain history
leads to the formation of fibrous tissue constituents. A combination of high tensile
strain and high compressive stress leads to the formation of fibrocartilage, while bone
developed under low to moderate compressive stress and tensile strain conditions.

Carter et al.2 also created a mechanobiologically based finite element model that
accurately predicted tissue differentiation during distraction osteogenesis. In dis-
traction osteogenesis models, an osteotomy (a segmental defect through bone) is cre-
ated and rigidly fixed using an external fixation device. The defect is initially
reduced, and after a latency period the gap size is progressively increased by daily
small tensile displacements. As the original segments are drawn apart over the
course of distraction, the regenerating tissue in the gap forms new bone. After the
defect is distracted to a sufficient length, the bone is rigidly fixed and the newly
formed bone undergoes ossification. Finally, when the defect is mechanically sound,
the external fixator is removed. The same mechanobiological model that governs tis-
sue formation in fracture healing also appeared to accurately predict tissue differen-
tiation during distraction osteogenesis.

Finally, several studies have looked at the use of mechanobiology for joint tis-
sue repair.1,60 Cullinane et al.1 created a defect in a rat femur and mechanically stim-
ulated the healing defect using cyclical bending for 15 min a day, 5 days a week, for
a total of 6 weeks. It was found that the mechanical environment transduced into the
callus tissues via the bending action generated joint-like structures and tissues in the
defect gap. More specifically, there appeared to be articular-like cartilage capping
the femur on both sides of the defect. Subchondral bone formed below the cartilage,
and fibrous tissue formed along the perimeter of the defect. This pattern of tissue dif-
ferentiation was also predicted using finite elements similar to the model described
by Carter et al.2

It has been repeatedly demonstrated that the local mechanical environment can
actively direct gene expression, tissue differentiation, and tissue architecture based
on controlled stimulation during development or healing. Specific molecular expres-
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sion,61 tissue type,2 and tissue architecture1 are all influenced by the local mechani-
cal environment. These findings support the importance of mechanical intervention
in tissue development, repair, and maintenance. The results of these studies further
emphasize the important role that the local mechanical environment plays in the
everyday development and repair of the skeleton. For the principles of mechanobi-
ology to be optimized for use in tissue engineering, further studies need to be con-
ducted to determine the precise relationships between the physical environment and
gene expression, tissue development, and tissue repair.

TISSUE ENGINEERING MODELS AND BIOMECHANICS

OVERVIEW

Tissue engineering within the context of bone biomechanics relates to the study of tis-
sue development using biomechanical analyses, the study of diseased tissue using bio-
mechanical assays and, as noted above, the use of mechanical intervention to
physically engineer tissues. Thus, biomechanics can be utilized as an assay mechanism
for evaluating models and therapies, and also as an intervention therapy on its own.

Pathologies that cause significant disability in a patient, including osteoporosis
and osteogenesis imperfecta, for example, are difficult to evaluate in humans. As a
result, several animal models have been engineered to study not only the disease, but
the treatments as well. These models can be as simple as a gene linked to bone den-
sity,62–66 to bone strength,62,65,66 or to animal activity level, which in turn influences
skeletal characters.67 More specific genetic models identify the influence of con-
stituent portions of the bone matrix such as collagen,68 which add or detract from
overall mechanical properties, simulating diseases like osteogenesis imperfecta.
Other genetic models relate the bone quality at specific anatomical sites to genetic
factors such as thicker femoral and vertebral cortices, or greater cancellous bone vol-
ume in one strain, and fewer trabeculae in the vertebral bodies, femoral neck, and
greater trochanter of another.62,69 Animal models such as these utilize the variability
within the host genome in order to create a breed with the desired mechanical traits.

SUMMARY

Biomechanics is the interface between biology and engineering, and is a powerful
tool for assessing skeletal pathologies and the modalities used to treat them. Although
direct mechanical testing is not always a viable clinical option, mechanical evalua-
tions are useful in direct specimen testing during clinically oriented research, and are
the bases of noninvasive clinical analyses. Noninvasive clinical evaluations can take
the form of assessing fracture risk, nutritional condition, trauma diagnoses, or general
disease state. The more invasive techniques found in biomechanics are useful for
directly quantifying, evaluating, and comparing the efficacy of treatment modalities
as applied to common skeletal pathologies. These treatment modalities include direct
fracture fixation, locally applied growth factors, and newer treatments such as tissue
engineering using viral vectors delivering custom growth factor genes to host cells.
Also, as the molecular events responsible for the processes of skeletal formation 

CAT1621_C10.qxd  8/7/2004  3:13 PM  Page 269

Copyright © 2005 CRC Press, LLC



270 Bone Tissue Engineering

and healing are unraveled, the use of tissue engineering models will become more 
relevant and more effective. The evaluation of the efficacy of these future models will
need to be conducted using the principles of biomechanics.

None of these current or future orthopedic treatment modalities can be evaluated
without the use of biomechanical analyses, either utilizing direct testing methods, or
image-generated analyses. Biomechanical analyses serve to evaluate, estimate, or
simulate the effects of the mechanical environment on the tissues and structures
within the body, and it is this process of biomechanical analysis that determines the
effect of a disease state, or the effectiveness of a treatment. The primary purpose of
skeletal tissues is to provide a mechanical framework upon which the body and envi-
ronment can interact, and the ultimate goal of a biomechanist is to characterize and
quantify that relationship.
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INTRODUCTION

Autogenous bone grafting is considered to be the standard of treatment for the man-
agement of bone defects. By 2004, over 1.5 million of these procedures will be per-
formed per year to treat various craniofacial disorders such as missing alveolar bone
in cleft palates and orthopedic conditions such as fractures and nonunions.1 Several
shortcomings are experienced with this procedure, including difficulties in shaping
the graft to fill the defect, the requirement for numerous procedures, lengthy recov-
ery times, and donor site morbidity.2–4 These limitations have prompted the use of
alternate graft materials such as allogenic bone. However, despite its ready avail-
ability, the risk of disease transmission, loss of biologic and mechanical properties,
and increased cost have limited its use.5 

With these difficulties, researchers have sought alternatives to current treatment
modalities. Tissue engineering represents a field of biological research where prom-
ising progress has been made. It is based on the principle of restoring function or
replacing damaged or diseased tissues through the application of biological and
engineering principles.6 In terms of its applicability to bone, the aim is to create a
bone healing response in a precise anatomic area so that the tissue formed is inte-
grated structurally with the surrounding skeleton and has the biomechanical proper-
ties necessary to be durable and effective.7

The repair and regeneration of bone by tissue engineering occurs through an
ordered sequence of cellular events that are affected by several biological and
mechanical factors. In terms of biological factors, the first principle is that all newly
formed tissue requires the presence of osteoprogenitor cells capable of forming
bone.7 These cells can be harvested from many sites and if their numbers are low,
can be engineered to provide the necessary population of cells.

Once a suitable number of these cells have been obtained, they need to be deliv-
ered into the various skeletal defects to ensure that the bone healing response is con-
tiguous and integrates with the surrounding tissues. They are commonly, therefore,
grown onto naturally derived or synthetic scaffolds, which act as passive three-
dimensional mechanical matrices supporting cell attachment, proliferation, and dif-
ferentiation. The cells form their own matrix, which is integrated with the host tissue
as the implant degrades over time. These properties are considered to be osteocon-
ductive as they promote the bone healing response to progress throughout the
defects.7

The cells that are used are derived from a pluripotent population and are there-
fore capable of differentiating along several tissue lines. It would be desirable to con-
trol cell migration, differentiation, and subsequent tissue formation with the use of
growth factors and adhesion molecules contained in or on the surface of the
implanted matrix or secreted by cells incorporated in the matrix. The stimuli from
these growth factors and adhesion molecules are termed osteoinductive as they are
capable of determining the osseous nature of the tissue produced at the graft site.6, 7

The mechanical environment has also been shown to affect bone formation.
Distraction osteogenesis (DO) is the process by which application of a tensile force
at an optimal rate and frequency controls new bone formation.8 Initially popularized
by Ilizarov in the 1950s for the management of leg length discrepancies, it has

278 Bone Tissue Engineering

CAT1621_C011.qxd  8/27/2004  9:54 AM  Page 278

Copyright © 2005 CRC Press, LLC



recently become a useful technique for the treatment of numerous traumatic, con-
genital and acquired conditions of the extremities and craniofacial region.9

Using this overall framework of the biological and mechanical principles
involved in tissue engineering of bone, this chapter focuses on a detailed description
of these factors from their evolution to current-day practice.

BIOLOGICAL COMPONENTS INVOLVED IN TISSUE
ENGINEERING OF BONE

CELLS

Bone Marrow Cells

The bone marrow contains osteogenic precursor cells.10–13 It has been used in the tis-
sue engineering of bone, and in particular the repair of osseous defects. Connolly
and Shindell14 first reported its clinical use in the management of tibial nonunions.
Injecting bone marrow into the defects resulted in clinical and radiographic union by
six months. Others have described similar successes.15,16 In a study of delayed
unions in eight osteosarcoma patients, Heaney et al. reported bone formation and
union in seven cases following percutaneous bone marrow grafting.

The ability of bone marrow cells to heal bony defects can be potentiated by
adding osteoinductive agents. Lane et al.17 demonstrated that combining recombi-
nant human bone morphogenetic protein (BMP)-2 to bone marrow cells resulted in
higher union rates with superior mechanical properties compared to treatments using
autogenous bone graft or bone marrow. 

Despite the success of these procedures, the number of osteoprogenitor stem
cells within bone marrow is limited. One stem cell per fifty thousand nucleated cells
present in young individuals have osteogenic capacity and this declines dramatically
to one per two million in the elderly.18 As the success of bone marrow grafting
depends on the transfer of sufficient osteoprogenitor cells, several investigators have
tried to increase the concentrations of these cells. Connolly19 described a technique
involving the injection of marrow concentrate into scaphoid nonunions. Out of the
five patients treated, four experienced healing as a result of this application. Bruder
et al.20 expanded the number of osteoprogenitor cells by growing them under special
culture conditions. These cells, when added to a composite mixture of ceramics and
collagens, were able to bridge critical osseous femoral defects in adult rats.

Mesenchymal Stem Cells

Mesenchymal stem cells (MSCs) comprise a population of resting, undifferentiated
cells that have the ability to replicate throughout life. They have a number of advan-
tages over fully differentiated cells including ease of expansion, maintenance of their
phenotype and lack of senescence. 

MSCs are capable of dividing into clones or differentiating into multiple con-
nective tissues lineages such as muscle, cartilage and bone.20 Consequently, tech-
niques have been developed to isolate and expand MSC numbers, while ensuring
that their phenotype is maintained and there is no loss in the osteogenic or chondro-
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genic potential.21 These properties make MSCs a useful source of osteoprogenitor
cells for tissue engineering of bone. 

Several investigators have reported on the clinical applicability of using MSCs
in tissue regeneration. Bruder et al.20 studied the use of MSCs to heal segmental bone
defects in the femora of adult athymic rats. MSCs isolated from human bone mar-
row were grown in culture, loaded onto a ceramic carrier, and implanted into criti-
cal-sized segmental defects. Controls comprised of cell-free ceramics implanted into
the contralateral limb. The femurs were harvested and analyzed by high-resolution
radiography, immunohistochemistry, quantitative histomorphometry and biome-
chanical testing. Mesenchymal stem cell-treated defects had evidence of new bone
formation by 8 weeks. Biomechanical evaluation confirmed that these femurs were
significantly stronger than the controls. These findings demonstrate that human
MSCs can regenerate bone in clinically significant osseous defects and may there-
fore provide an alternative to the use of autogenous bone grafts. 

The repair of cranial bone defects is a major challenge for craniofacial surgeons
owing to the limited availability of autologous bone graft. Consequently, surgeons
have experimented with other materials to find a suitable alternative. Shang et al.22

studied the use of MSCs to repair these defects. Autologous MSCs were isolated
from eight adult sheep, expanded in culture, and added to a calcium alginate com-
posite. Parietal bone defects were created in the animals and repaired by either cal-
cium alginate/MSC composites or calcium alginate alone. New bone formation was
observed within the experimental group only, with CT scans revealing almost com-
plete repair of these defects. Importantly, this tissue-engineered bone had the same
biomechanical properties as native parietal bone. 

In an attempt to enhance the osteogenic potential of MSCs, investigators have
studied ways of pretreating these cells.23 Yoshikawa et al. described a technique
whereby hydroxyapatite/MSC composites were cultured in media with or without
dexamethasone, a known osteogenic agent, for 2 weeks. After being implanted sub-
cutaneously in rats, the composites were harvested and analyzed for alkaline phos-
phatase activity and bone Gla protein. The results showed that dexamethasone-treated
bone marrow cells exhibited an enhanced osteogenic response immediately after
transplantation. In contrast, the untreated composite did not show any bone forma-
tion. These results indicate that the inherent osteogenic ability of marrow stromal
stem cells can be stimulated using tissue culture technology.

Muscle Cells

Urist, in 1965, first noted that when demineralized bone matrix is implanted into
skeletal muscle, a new ossicle of bone is formed. In subsequent reports, this phe-
nomenon of osteoinduction was attributed to the mitogenic effects of BMP on cells
in muscle and muscle planes.24 This was further reported by Katagiri et al.,25 who
incubated myoblasts with BMP2 and demonstrated a downregulation of myogenic
markers such as troponin T, but an increase in alkaline phosphatase and osteocalcin
expression. This suggests that muscle cells had been transformed into osteoblast-like
cells in the presence of this osteoinductive stimulus. Research by Khouri et al.26

demonstrated that these cells are functionally active by comparing the ability of
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BMP3, a muscle flap, and a combination of the two to heal a rat calvarial defect.
Results showed that a muscle flap injected with BMP3 was capable of healing the
defect completely. In contrast, defects treated with either the muscle flap or BMP3
alone demonstrated only 37% and 64% healing, respectively. These findings support
the concept that muscle-based osteoprogenitor cells are functionally effective, and
lay the foundation for future investigations regarding the use of skeletal muscle as a
source of inducible osteoprogenitor cells for bone healing.

Muscle-derived stem cells have been genetically engineered to express human
BMP-4, VEGF, or VEGF specific antagonist (soluble Flt1) to study the interaction
between angiogenic and osteogenic factors in bone healing.27 Using a mouse model,
Peng et al. intramuscularly implanted a designated number of transduced cells into
the lateral aspect of each femur. Ectopic bone formation was monitored radiograph-
ically and histologically for up to 4 weeks postoperatively. Results showed that
VEGF acted synergistically with BMP-4 to increase the recruitment of MSCs,
enhance cell survival and promote cartilage formation in the early stages of endo-
chondral ossification. In contrast, Flt 1 inhibited this bone healing response elicited
by BMP-4. From these studies, the authors concluded that VEGF had an important
role in enhancing BMP-4 elicited bone formation and regeneration. 

Embryonic Stem Cells

Recent reports have described the use of human embryonic stem cells in tissue engi-
neering. Thomson et al.28 demonstrated that these cells can be grown in vitro from
human blastocysts and maintain their developmental potential to form all three germ
layers. As a result, cartilage, bone and muscle may be derived from the mesoderm.
This development of human embryo technology represents a new therapeutic approach
that may be used in the future for regeneration of skeletal tissues. Nevertheless, major
challenges exist, not least being the ethical issues, that need to be addressed.

ROLE OF SCAFFOLDS

Scaffolds are commonly used in bone tissue engineering, acting as a conduit for the
delivery of cells, genetic material and growth factors to the site of interest.29 In addi-
tion, they support vascular invasion, maintain uniform distribution and retention of
cells throughout its three-dimensional lattice, facilitate efficient diffusion of mole-
cules and undergo resorption and replacement by new bone as it is formed.30

Several materials have been examined for their use in bone tissue engineering.
They can be divided into acellular and cellular systems.31 The former is comprised
of absorbable filler materials that encourage bony ingrowth without any additional
cellular component. In contrast, cellular scaffolds are engineered to guide bone
development as it is synthesized by cells embedded in the implant.

Acellular Systems

Natural Matrices
Demineralized bone matrix (DBM) is produced from the acid extraction of human
cortical bone. Since the earlier observations of Van de Putte and Urist32,33 on its
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ability to induce ectopic bone formation, interest has developed within the ortho-
pedic community as to its role in treating bony defects. Tuli and Singh34 demon-
strated its high osteoinductive and osteoconductive properties in the healing of bony
defects in a rabbit model. After 12 weeks of treatment with DBM, 13 out of the 16
animal defects had been bridged by new bone formation with no local foreign body
or immunogenic reaction to the graft. 

Tiedeman et al.35 reported on the efficacy of DBM used in conjunction with bone
marrow in the treatment of patients with bony disorders such as comminuted frac-
tures with associated bone loss. After a follow-up period averaging 19 months, 30
out of 39 patients demonstrated successful bone formation. Overall, the patients
grafted with DBM demonstrated healing comparable to those who were treated with
autogenous bone graft. 

The osteoinductive properties of DBM vary depending on its source. This was
highlighted by Rabie and co-workers36 during a study examining the healing of rab-
bit parietal bone defects in the presence of DBM extracted from intramembranous
bone (imDBM) or endochondral bone (ecDBM). Defects were grafted with endo-
chondral bone mixed with imDBM, endochondral bone with ecDBM, or intramem-
branous bone with imDBM. Controls consisted of untreated lesions or defects
grafted with rabbit skin collagen. Results showed significant new bone formation
within the experimental groups compared to the controls, with imDBM possessing
higher osteoinductive properties.

Synthetic Polymers
Synthetic matrices have been increasingly used in bone tissue engineering. These
scaffolds are bioresorbable, biocompatible, osteoconductive and can be easily
molded to fit the individual defect.37 Meinig et al.38 demonstrated these properties in
treating bone defects with poly-L-lactide (PLLA). PLLA membranes with a pore size
of 5–15 µm were implanted into New Zealand White rabbits to cover 1 cm mid-dia-
physeal defects of the radii. Untreated defects of a similar size on the contralateral
limb served as controls. Results showed that within the experimental animals, corti-
cal bone was seen spanning the defects with no adverse effects. In contrast, controls
developed radial-ulnar synostosis with no new bone formation.

Defect size limits the ability of synthetic polymers to promote bone formation.
This was highlighted by Gugala and Gogolewski39 when they attempted to treat 4 cm
tibial defects in sheep with PLLA. In the cases where only membranes were used,
no osseous repair was noted. In contrast, defects treated with both cancellous bone
graft and synthetic membrane demonstrated significant bony repair.

Ceramics
Ceramics comprise a group of biomaterials produced from the heating of natural
mineral salts to very high temperatures.40 Of the various types, calcium phosphate
ceramics have been extensively used in the treatment of bony defects owing to their
similar architectural properties and surface chemistry in comparison to bone. 
The most widely used include tricalcium phosphate (TCP) and hydroxyapatite
(HA).41 They display excellent biocompatibility, osteoconductivity and osseointe-
gration.42–44
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From a functional perspective, calcium phosphate ceramics can be divided into
slow and rapid resorbing ceramics.45 HA is a slow resorbing compound derived from
marine coral.46 A simple hydrothermal treatment process converts it into the more
mechanically stable hydroxyapatite form. 

Many have investigated the use of HA in bone tissue engineering. Holmes et
al.47, 48 conducted a series of experiments to determine its capabilities of treating
osseous defects. In the radial diaphyses of dogs, bilateral cortical windows were cre-
ated and filled with either HA implants or iliac autografts.48 Specimens were har-
vested at 3, 6, 12, 24 and 48 months. Results showed that the HA implants
encouraged significant bony ingrowth compared to the grafts. 

In light of these findings, HA has been used in the treatment of a number of
orthopedic conditions. Thalgott et al.49 reported its use in spinal reconstruction.
Twenty patients underwent circumferential lumbar fusion with HA blocks placed
anteriorly and autograft with transpedicular or translaminar facet screw fixation pos-
teriorly. Radiographs demonstrated solid arthrodesis rates of over 90%. Clinical fol-
low-up reflected these positive findings, with over 80% of patients reporting good or
excellent pain relief. From these observations, coralline HA is a practical alternative
to autograft or allograft in anterior lumbar interbody fusions. 

One of the major drawbacks associated with its use is the poor handling proper-
ties. To overcome this, Friedman et al.50 developed HA-based cement to be used in
craniofacial reconstruction. With its paste-like consistency, the material can be used
to treat defects that were previously not amenable to ceramic fixation. It is rapidly
adherent and is directly converted to bone without loss of implant volume. In their
study of over 100 patients undergoing craniofacial reconstructive procedures using
this cement, success rates were 97% at two years.

Another disadvantage with HA is its slow resorption.45 Attempts have concen-
trated on manipulating the thermal conversion process of calcium carbonate to gen-
erate a faster resorbing HA. The resulting compound is a composite of calcium
carbonate with a thin coating of HA. It initially behaves as a pure HA implant. Once
this coating is resorbed after a few months, the remaining calcium carbonate is
absorbed much more rapidly.

TCP is an example of a fast resorbing ceramic and has been used in formula-
tions to enhance fracture repair. It undergoes the same remodeling as normal 
bone and forms tissue with the same structural characteristics to bone.5 The 
mechanism by which TCP encourages new bone formation, however, remains
unclear. Frost51 hypothesized that it may be related to the calcium phosphate crys-
tals that are produced as a consequence of TCP dissolution. These particles stimu-
late osteoclast proliferation, which has an indirect stimulatory effect on osteoblast
function. 

TCP has been studied as a potential bone filler in traumatic bone injuries. This
was reported by Hinz et al.,52 who used the material to treat calcaneal fractures.
Biopsy results demonstrated active bone formation within the scaffold. 

Despite these relative successes in achieving osteoinduction, TCP is limited as a
bone graft substitute. This is related to its porosity, which is too small to allow com-
plete bony ingrowth before the matrix is resorbed. In order to enhance its osteoin-
ductive properties, Laffargue et al.53 described a technique of adding rhBMP-2 
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to TCP cylinders to treat femoral condyle defects in rabbits. They observed increased
trabecular bone formation prior to implant resorption. 

Cellular Systems

Natural Matrices
Type I collagen is the most abundant protein in the extracellular matrix of bone and
promotes mineral deposition by providing binding sites for matrix proteins like
osteonectin, which regulate this process. Nevertheless, collagen is a poor bone graft
material when used alone. This was demonstrated by Werntz et al.,54 who noticed
that collagen scaffolds were unable to promote healing of diaphyseal defects. In con-
trast, collagen and bone marrow cell composites induced the repair of these defects.
Indeed, the authors commented that this repair was more effective than that seen
using cancellous bone graft. 

The addition of rhBMP-2 to collagen has similar osteoinductive effects. This
was demonstrated by Boyne et al.55 where they examined combining rhBMP-2 with
an absorbable collagen sponge (rhBMP-2/ACS) for use in human maxillary floor
reconstruction. Significant bone growth was documented by CT scans in all patients.
There were no serious or unexpected immunologic or adverse effects. Histologic
examinations of core bone biopsies confirmed the quality of the bone induced by
rhBMP-2/ACS. These results suggest that rhBMP-2/ACS may provide an acceptable
alternative to traditional bone grafts for maxillary floor reconstruction procedures. 

Collagraft, a composite of fibrillar collagen and porous calcium phosphate
ceramic, has been compared in a multicenter prospective randomized trial with iliac
crest autografts for the treatment of long bone fractures.56 Initial results suggest no
significant differences between the two groups, thereby lending support to the use of
Collagraft as a substitute for autogenous bone grafts. Work by Alvis et al.57 demon-
strated that the osteoconductive properties of Collagraft can be enhanced by adding
bone marrow cells. Implants of Collagraft, Collagraft plus bone marrow and bone
marrow alone were placed subcutaneously in a rat model. Analysis of the tissue by
three weeks revealed new bone formation within the Collagraft–bone marrow com-
posite only.

Synthetic Polymers
Creating osteoconductive scaffolds from nonbiological materials offers many advan-
tages, including excellent biocompatibility, ease of assembly, unlimited supply and
no concerns of disease transmission. The ideal material would serve as a scaffold for
the growth of new tissue and as a source of growth factors to support cell differenti-
ation. Mechanically, the material should provide the initial strength for a healing
process to begin, yet allow load-bearing activity to be gradually shifted from the
implant to the developing skeletal tissue.58

Polyglycolic acid (PGA) is already used in many areas of modern medicine, for
example, suture material. More recently, proponents have investigated its use in bone
tissue engineering and, in particular, its effects on fracture healing.59 Standardized 9
mm defects were created in athymic rat femurs and bridged with titanium mini-
plates. Half of the defects were treated with PGA constructs containing bovine
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periosteum-derived cells, whereas the remaining defects were either left untreated or
filled with polymer templates alone. After 12 weeks, new bone formation was pri-
marily seen bridging the defects in the experimental groups. Histologic evaluation
revealed new bone formation in all experimental animals with islands of cartilage
indicative of endochondral bone formation.

In addition to stimulating bone repair, synthetic polymers have been used to cre-
ate artificial joints. Isogai et al.60 described a technique in which they were able to
create a finger joint from a composite of bovine periosteum, chondrocytes and teno-
cytes seeded onto a polyglycolic and poly-L-lactic acid copolymer. The composite
was implanted subcutaneously into athymic mice. After 20 weeks, new tissues with
the shape and dimensions of human phalanges were formed. Histological examina-
tion revealed mature articular cartilage and subchondral bone with a tenocapsule that
had a structure similar to that of a human finger. 

Ceramics
To enhance their osteogenic properties, osteoprogenitor cells have been added to
ceramic materials. This was described by Okamura et al.,61 where they subcutaneously
implanted porous HA impregnated with rat marrow cells. Results suggested that HA
may facilitate osteogenic differentiation of MSCs as analysis of the composite revealed
the appearance of osteoblast-like cells and mineralized bone on the HA surface. 

This observation of ceramics supporting MSC differentiation along osteogenic
lines led Bruder et al.62 to study the effects of implants loaded with MSCs on the
healing of large segmental femoral defects in a canine model. Animals were treated
with either MSC-laden ceramic cylinders (HA and TCP) or empty ceramic cylinders.
A third control group comprised of untreated defects. After four months, the femora
were harvested and processed for histological examination. Atrophic nonunion was
seen within the control group. In contrast, woven and lamellar bony ingrowth was
observed in the implants loaded with MSCs. 

Quarto et al.63 reported on a series of three patients in which bone marrow osteo-
progenitor cells were placed on macroporous HA scaffolds to treat large bone
defects. In all subjects, radiographic analysis revealed abundant callus formation
along the implants and good integration at the interfaces with the host bone by 2
months postoperatively. 

The problem with using synthetic ceramics for MSC delivery is their brittle
nature and lack of interconnecting pores.29 Natural ceramic composites, on the other
hand, combine favorable mechanical properties with an open porous structure. An
example is the natural coral exoskeleton, which has been used in several clinical
applications.64 Petite et al.65 explored its use as a delivery vehicle for MSCs in the
treatment of large bony defects in sheep. The authors compared its efficacy to coral
scaffold alone to achieve osseous union. Results showed significant increases in clin-
ical union rates in the experimental group compared to controls.

ROLE OF GROWTH FACTORS

Growth factors are proteins secreted by cells and function as signaling molecules.
They comprise a family of molecules that have autocrine, paracrine or endocrine

Tissue Engineering of Bone 285

CAT1621_C011.qxd  8/27/2004  9:54 AM  Page 285

Copyright © 2005 CRC Press, LLC



effects on appropriate target cells. In addition to promoting cell differentiation, they
have direct effects on cell adhesion, proliferation and migration by modulating the
synthesis of proteins, other growth factors and receptors.66

Bone Morphogenetic Proteins

Since the discovery of the osteoinductive properties of DBM,24 attention has been
focused on the role of bone morphogenetic proteins (BMP) in embryological bone
formation and bone repair in the postnatal skeleton.66–68 BMPs are a group of non-
collagenous glycoproteins that belong to the transforming growth factor beta
(TGFβ) superfamily. They are synthesized locally and predominantly exert their
effects by autocrine and paracrine mechanisms. Over 15 different BMPs have been
identified and their genes have been cloned.69 The best-studied examples are 
BMP-2, BMP-3 and BMP-7 (Osteogenic Protein 1) as these are known to play
important roles in bone repair by stimulating MSC differentiation along osteogenic
lines. 

The importance of BMPs in bone repair has been the subject of several investi-
gations. Cho et al.67 defined and characterized their temporal expression during
murine fracture healing. BMP-2 showed maximal expression on day 1 after fracture,
suggesting its role as an early response gene in the cascade of healing events. BMP-
3, 4, 7 and 8 exhibited a restricted period of expression from day 14 through day 21,
when the resorption of calcified cartilage and osteoblastic recruitment were most
active. BMP-5 and 6 were constitutively expressed from day 3 to day 21. These find-
ings suggest that several members of the BMP family are actively involved in frac-
ture healing, with each having a distinct temporal expression pattern and a
potentially unique role in this repair process. 

Gerhart et al.70 studied the effects of rhBMP-2 on the healing of segmental bone
defects. Fractures were created in the femurs of sheep, stabilized by plate fixation
and treated with either bone matrix devoid of bone-inductive proteins (inactive),
rhBMP-2 mixed with this inactive bone matrix or autogenous bone graft. A control
group with no intervention was also included. Radiographs showed bony union in all
defects treated with rhBMP-2 and bone graft. No bone formation was detected in the
control and inactive bone matrix groups. Biomechanical testing revealed that the
new bone formed in the rhBMP-2 treated group was stronger than that seen in the
animals receiving autogenous graft. Long-term analyses of the bone formed by
rhBMP-2 revealed that it had undergone a normal sequence of ossification, model-
ing and remodeling.71 Results from these and other studies support investigations on
the use of BMP-2 in clinical settings as an alternative to autograft for traumatic and
reconstructive procedures. 

Govender et al.72 conducted a prospective, randomized, controlled multicenter
trial evaluating the effects of rhBMP-2 on the treatment of open tibial fractures. Four
hundred and fifty patients were randomized to receive either intramedullary (IM)
nail fixation alone or IM fixation plus an implant containing either 0.75 or 1.5 mg/ml
of rhBMP-2 at the time of definitive treatment. The implant was placed over the frac-
ture site at the time of closure. Routine soft-tissue management was used in all
patients. Results showed that the 1.5 mg/ml rhBMP-2 group had accelerated times
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to union, improved wound healing, reduced infection rates and fewer secondary
invasive interventions.

In addition to its use in fracture healing, BMPs have also been utilized in spine
surgery. Sandhu et al.73 conducted a study analyzing the efficacy of rhBMP-2 in
comparison to autograft in sheep anterior spinal fusion. Comparisons were made
using radiographic, mechanical and histological analyses after 6 months of treat-
ment. Radiographs revealed complete fusion in all of the rhBMP-2-treated animals
compared to only 40% in the autograft group. Biomechanical testing revealed that
segments treated with rhBMP-2 were 20% stiffer in flexion than were those treated
with autograft. The authors concluded that treatment with rhBMP-2 improves
fusion rates and strength of repair compared to using autograft in anterior spinal
fusions. 

With similar positive results seen in a rhesus monkey model,74 Boden et al.75

conducted a prospective, randomized controlled clinical study evaluating the use of
rhBMP2 to achieve posterolateral lumbar spine fusion in patients who had single-
level disc degeneration, grade 1 or less spondylolisthesis, mechanical low back pain
with or without leg pain and at least 6 months failure of nonoperative treatment.
Patients were randomized into groups receiving autograft/Texas Scottish Rite
Hospital (TSRH) pedicle screw instrumentation (controls), rhBMP-2/TSRH, or
rhBMP-2 alone without internal fixation. Results showed a significantly improved
radiographic fusion rate between those receiving rhBMP-2 (100%) compared to
those in which an autograft had been used (40%). Clinical symptoms improved at a
faster rate in the rhBMP-2 group with successful posterolateral spine fusion being
present after 1 year follow-up.

As with BMP-2, BMP-7 (OP-1) has proved to be efficacious in animal models.
Cook et al.76 studied the effects of rhBMP-7 on the healing of ulnar and tibial frac-
tures in a monkey model. Ulnar and tibial defects were treated with a composite of
rhBMP-7 and bovine type 1 collagen. Controls comprised of defects treated with
collagen carrier alone or autogenous cancellous bone graft. Radiographs demon-
strated that five of the six ulnae and four of the five tibiae treated with rhBMP-7 had
completely healed by 6–8 weeks postoperatively. In contrast, none of the defects
treated with the collagen carrier or bone graft had demonstrated bony union.
Histological evaluation revealed the formation of new cortices with areas of woven
and lamellar bone and normal-appearing bone marrow elements. Mechanical testing
of the defects treated with BMP showed higher torsional strengths to failure than
those treated with autogenous bone graft. 

The osteogenic effect of BMP-7 has been used in a prospective, randomized
double-blind trial to evaluate its ability to heal fibular defects in patients who have
undergone high tibial osteotomy.77 Results showed significant new bone formation
in the patients treated with BMP compared to controls. In a larger study,
Friedlaender et al.78 assessed the efficacy of rhBMP-7 over iliac crest bone graft to
treat patients with tibial nonunions. Nine months after surgery, 81% of the BMP-7
treated nonunions and 85% of those treated with bone graft had achieved clinical
union. The authors concluded that while no statistical difference was noted between
the two groups, BMP-7 was a safe and effective alternative to bone graft in the treat-
ment of tibial nonunions.
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Transforming Growth Factor ββ

Transforming Growth Factor β (TGFβ) influences a number of cell processes. These
include stimulating MSC growth and differentiation, acting as a chemotactic factor
for fibroblast and macrophage recruitment, and enhancing collagen and other ECM
product secretion.79

TGFβ has been used to stimulate bone regeneration. This was demonstrated by
Lind et al.,80 where they continuously administered TGFβ for 6 weeks to rabbits in
which unilateral plated tibial defects had been created. The control group comprised
of defects treated with solvent without the growth factor. Results showed that TGFβ
had a positive effect on fracture repair, with increased bending strengths and callus
formation observed in the experimental group. 

Critchlow et al.81 performed a study to test the hypothesis that the anabolic
effects of TGFβ on bony repair are dependent on the mechanical stability at the frac-
ture site. Unilateral tibial fractures were produced in a rabbit model and held in
either an unstable or stable configuration using plastic or steel plates, respectively.
TGFβ-2 was injected into the calluses 4 days after fracture. In animals with unsta-
ble mechanical fixation, TGFβ-2 did not have an anabolic effect on callus formation.
In contrast, those with stable mechanical constructs developed enlarged calluses.
Histological analyses revealed that the calluses comprised almost entirely of bone
compared to those seen within the unstable group, which predominantly comprised
of cartilage. These findings demonstrate that stable fracture fixation is important for
TGFβ-2-mediated skeletal repair. 

From the above studies, it can be seen that TGFβ augments fracture healing in the
experimental models. It is difficult, however, to draw definitive conclusions regarding
these effects as reported studies testing several isoforms of TGFβ at different dosages
in numerous animal models yield inconsistent results. Consequently, some believe
that the anabolic effects of TGFβ may be due to its potentiation of BMPs.82

Ripamonti et al.83 reported enhanced BMP-7 effects on bone differentiation when low
doses of TGFβ-1 were added. Combinations of BMP-7 and TGFβ-1 yielded a 2 to 3
times increase in the cross-sectional area of newly generated ossicles compared to
BMP-7 alone. The tissue had distinct morphological differences, with larger amounts
of endochondral bone formation compared to BMP-7-generated specimens.

Fibroblast Growth Factors 

Fibroblast growth factors (FGF) are a group of structurally related compounds that
share between 30% and 50% sequence homology. Acidic FGF (aFGF, FGF1) and
basic FGF (bFGF, FGF2) are the most well-studied members of this family, with
bFGF considered to be more potent. It stimulates angiogenesis, endothelial cell
migration and is mitogenic for fibroblasts, chondrocytes, and osteoblasts.84, 85

During fracture repair, FGFs differ in their temporal and spatial expression.86 In
the early stages, FGF 1 and 2 are localized to the proliferating periosteum. This
expression is then limited to osteoblasts during intramembranous bone formation
and in the chondrocytes and osteoblasts during endochondral bone formation. 

In light of their active involvement during fracture repair, investigators have
studied the potential therapeutic roles of FGF in bone formation. Nakamura et al.87
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studied these effects by injecting bFGF into mid-diaphyseal transverse tibial frac-
tures in dogs. Controls were injected with carrier molecules. Specimens were har-
vested at 2, 4, 8, 16 and 32 weeks and were assessed in terms of callus formation,
morphology and strength. Results showed that bFGF had positive effects on callus
formation, remodeling rates, maximum load, bending stress and energy absorption.

Radomsky et al.88 demonstrated that, by combining FGF with hyaluronic acid,
they were able to achieve enhanced bone-forming potential. Bilateral fibula fractures
were created in a primate model. The experimental site was randomly chosen and
injected with a bFGF/hyaluronic acid composite gel. The contralateral fibula was left
untreated and acted as a control. Increased callus formation and mechanical strength
were noted in the treated defects. Radiographic and histologic analyses demonstrated
that the callus size, periosteal reaction, vascularity and cellularity were consistently
greater in the treated osteotomies than in the controls. Similar findings were reported
by Lisignoli et al.89 Segmental radial fractures were produced in rats and treated with
either a biodegradable hyaluronic acid scaffold or a hyaluronic acid polymer–MSC
composite that had been grown in a medium with or without supplemental bFGF.
Enhanced mineralization of the bone defects was noted in the presence of the com-
posites grown in bFGF. These results suggest that FGF has the potential of being used
as an adjunct to promote skeletal repair. 

Insulin-like Growth Factor 

Insulin-like growth factors (IGF) exert an anabolic effect on bone metabolism. Two
types have been described, IGF-1 and IGF-2, which stimulate osteoblast and osteo-
clast cell proliferation and matrix synthesis.79 Reductions in IGF levels have been
linked to age-related declines in bone mineral density.90 Jehle et al.91 conducted a
cross-sectional study of the relationship between serum IGF levels and bone metab-
olism in patients with osteoporosis. Serum parameters including IGF-1 and IGF
binding proteins (IGFBP) 1 through 6 were measured. Dual-energy X-ray absorp-
tiometry was used to determine lumbar spine bone mineral density. Compared to
age- and sex-matched controls, patients with osteoporosis showed a 73% decrease in
free IGF-1, a 29% decrease in total IGF-1, a 10% decrease in IGFBP-3 and a 52%
decrease in IGFBP-5 levels. These reductions were most evident in patients who had
sustained vertebral fractures. The authors concluded that derangements in IGF sys-
tem components reflect alterations in bone metabolism and a subsequent increase in
susceptibility to fractures in these patients.

For tissue engineering purposes, researchers have tended to favor IGF-1 over IGF-
2 due to its greater stimulatory effects on osteoblast function and its expression during
fracture healing.92, 93 Thaller et al.94 first examined its ability to promote healing of crit-
ical-sized calvarial defects in rats. Animals received either subcutaneous administra-
tion of IGF-1 or were left untreated to act as controls. Within the experimental group,
repair commenced within 1 week of treatment, with complete bone formation seen by
6 weeks. Delayed osseous repair was detected in the control animals by 8 weeks.

Shen et al.95 demonstrated similar positive findings using MSCs transfected
with IGF-1 gene. The cells were systemically injected into mice that had sustained
closed, mid-diaphyseal femoral fractures. Their findings demonstrated that the cells
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preferentially localized to the fracture site and exerted a positive effect on the repair
process. This resulted in enhanced callus formation and ossification in the experi-
mental group compared to controls. 

This positive effect on bone formation has been used to promote spinal fusion.
Kandziora et al.96 compared the efficacy of IGF-1 with TGFβ-1 to autologous bone
grafts in cervical fusion. After C3-4 discectomy, stabilization was achieved using
either a titanium cage, a titanium cage with autologous bone graft, or a titanium cage
with IGF-1 and TGFβ-1. After 12 weeks, animals treated with IGF-1/TGFβ-1 had
significantly higher fusion rates than the bone-grafted animals. This could be attrib-
uted to the increased callus mineral density seen in the IFG-1 group. 

Platelet-Derived Growth Factor 

Platelet-derived growth factor (PDGF) is synthesized by numerous cell types includ-
ing platelets, macrophages and endothelial cells. It consists of two polypeptide A and
B chains, which share 60% amino acid sequence homology.97 PDGFs possess strong
mitogenic properties and stimulate the proliferation of osteoblasts.98, 99 This is par-
ticularly important in fracture healing where they exhibit differential spatial and
temporal expression.100 Nash et al.101 examined the efficacy of PDGF in bone for-
mation using a rabbit tibial osteotomy model. Each osteotomy was injected with
either collagen or collagen containing PDGF. An increase in callus formation and a
more advanced stage of endosteal and periosteal osteogenic differentiation were
seen in the experimental group compared to the controls after 28 days. Osteotomies
treated with PDGF were not statistically different in strength from the nonoperated
contralateral bones. In the control group, however, the osteotomies were statistically
weaker than their intact contralateral bones. From these observations, it appears that
exogenous PDGF has a stimulatory effect on fracture healing. 

PDGF has been used clinically to stimulate periodontal regeneration.102 Patients
with periodontal osseous defects underwent reconstructive flap surgery and either
received PDGF-BB and IGF-1 (50 or 150 µg/ml) or underwent no further interven-
tion. Results showed that those receiving low-dose PDGF showed no increase in
bone regeneration compared to controls. In contrast, patients treated with the higher
doses developed statistically significant increases in alveolar bone formation. 

Based on these promising findings, Giannobile et al.103 examined the use of ade-
noviral vectors encoding for PDGF-A gene on root-lining cells. Results showed that
this genetic delivery vehicle stimulated root lining cell proliferation and may provide
beneficial results in periodontal tissue engineering. 

GENE THERAPY

Gene therapy is an emerging technology in the field of bone tissue engineering. It
involves the transfer of genetic material into a cell’s genome, thereby altering its
synthetic function. For this process, the selected gene’s messenger ribonucleic acid
(mRNA) is reversely transcribed into complementary deoxyribonucleic acid
(cDNA). It is then inserted into a plasmid and placed into a vector (viral or nonvi-
ral) carrier that facilitates gene transfer into the targeted cell lines. Successful gene
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transfer using nonviral vectors is termed transfection, whereas with viral carriers it
is known as transduction.

Viruses are efficient vectors owing to their increased ability to infect host cells.
They can be divided into integrating or nonintegrating subtypes, depending on their
effects on the host cell’s genome (Table 11.1). The former group are designed to
integrate their genetic material into the cells DNA without causing the replication of
the virus or inducing an immunological response.104–106 Examples include adeno-
associated viruses and retroviruses. Adeno-associated viruses are small DNA viruses

Table 11.1
Properties of Present Vectors

Vectora Advantages Disadvantages

Integrating viral
Retrovirus
MMLV-based Straightforward production Require target cell division

No viral proteins made Possible insertional mutagenesis
Extensive use in human trials

Lentivirus-based Transduce nondividing cells More development required
AAV Site-specific integrationb Difficult to produce

Nonpathogenic Small packaging capacity (4 kb)
Transduce nondividing cells
No viral proteins made

Viral nonintegrating Straightforward production Inflammatory
Adenovirus High titers Immunogenecity of transduced cells

Transduce nondividing cells
HSV Large packing capacity Difficult to produce

High titers Cytotoxicity
Transduce nondividing cells

Nonviral 
Naked DNA Simple Few cells transfect well

Nonimmunogenic
Inexpensive
Safe

Liposomes As above Gene expression usually transient and
low

Particle bombardment Used in conjunction with Cumbersome; requires specialized 
(gene gun) plasmid DNA equipment

DNA–ligand complexes May be targetable Possible antigenicity
Receptor-mediated uptake Low expression

often efficient

a All types of vectors are the subject of considerable research. This table summarizes the present state of
development. MMLV � Moloney murine leukemia virus; AAV � adeno-associated virus; HSV � her-
pes simplex virus. 

b Wild-type AAV integrates in a site-specific manner. Recombinant virus appears as if it does not.

Reprinted with permission from Evans, C.H. et al. (1999). Gene therapy for rheumatic diseases. Arthritis
Rheum., 42, 1.
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originating from the Parvovirus family. They have the advantages of being able to
infect nondividing cells and of stable integration of its DNA into the host cell’s
genome at a precise location on chromosome 19.107 Disadvantages include difficulty
in generating high titers of the recombinant viruses, their small size limiting the
amounts of exogenous DNA and their inability to insert DNA at specific sites in the
host cell’s genome. 

Retroviruses are the best developed viral vectors for gene therapy and are being
used in many clinical trials.108 They are small RNA viruses that, once inside the cell,
have their RNA transcribed into double-stranded DNA by the cell’s reverse tran-
scriptase. The DNA is integrated into the cell’s genome and is expressed throughout
the duration of the cell’s lifecycle. The main drawbacks of these vectors are that they
only infect and transduce actively replicating cells and they randomly integrate into
the host cell’s DNA. Concerns about possible mutagenesis resulting from placement
of retroviral sequences could result in the activation of an oncogene leading to the
development of a malignant tumor. 

Nonintegrating viruses do not insert their genetic material into the host cell’s
DNA; but instead maintain it within the nucleus as an unintegrated, episomal
form.104 The adenovirus (Table 1) are the more studied virus of this type and has the
advantage of being able to infect both dividing and some nondividing cells, thereby
achieving a high level of transient gene expression. They, however, induce the for-
mation of adenoviral antigens, which results in an immune response against infected
cells, thereby resulting in a loss of gene expression after a short period of time.

Herpes simplex viruses (HSV) are capable of infecting both dividing and nondi-
viding cells, carry large amounts of DNA, and infect many different cell types. The
demonstration of HSV vector-associated toxicity has led to the development of a
second generation of vector to minimize these effects. 

Nonviral vectors possess limited immunogenecity and are safer than viral vec-
tors. They are much cheaper and easier to produce in large quantities than viral car-
riers. The most commonly used nonviral vectors are liposomes, which are
phospholipid vesicles that fuse with the cell membrane and deliver its contents into
the cell.109 Their main disadvantage, however, is their poor rate of genetic transfer.105

Consequently, modern day gene therapy applications employ transduction methods
owing to their greater efficiency over transfection techniques.106

The two main approaches to gene therapy involve in vivo and ex vivo gene trans-
fer.106 The in vivo technique involves the direct transfer of genetic material into the
host. It is a technically easier method to perform but is limited by an inability to per-
form in vitro safety testing on transfected cells. 

In vivo gene therapy has been used to promote fracture repair through the expres-
sion of BMP-2.110 Segmental defects were created in the femora of New Zealand
White rabbits and animals were divided into three groups: a positive control with no
intervention, a negative control receiving adenoviral vectors infected with a
luciferase gene and an experimental group receiving viral vectors encoding for
BMP-2. Results demonstrated that BMP-2 exerted an anabolic effect with evidence
of fracture healing in the treated animals. In contrast, the repair tissue in the control
animals consisted of a fibrotic response with minimal osseous union. These obser-
vations lend support to the use of local adenoviral delivery of an osteoinductive gene
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to promote fracture repair in defects that would have otherwise progressed to
nonunion. 

Lumbar interbody fusions have been used to treat a number of conditions includ-
ing spinal instability, tumors and disc disruptions.111,112 Reports vary, but between
4% and 40% of these procedures are unsuccessful.113,114 Gene therapy has been
investigated as a potential mechanism to enhance spinal fusion in these cases. Alden
et al.115 reported on the use of an adenoviral construct containing the BMP-2 gene to
achieve spinal fusion. Athymic rats were divided into three groups and the spinous
process–lamina junction injected with either BMP-2 gene viral constructs, β galac-
tosidase gene viral vectors, or both. Results showed enhanced bone formation in the
BMP-2 group compared to the controls. Additionally, well-developed vasculature,
cartilage and cancellous bone were found within the paraspinal muscles where
BMP-2 vectors were injected. There was no evidence of neural compromise in the
BMP-2 treated animals suggesting that this direct in vivo model may be a safe
method to achieve spinal fusion. 

Gene therapy has been described for treating craniofacial disorders.116 Using an
athymic rat model, Lindsey investigated whether nasal bone reconstruction could be
enhanced using recombinant adenoviral vectors encoding for BMP-2 gene. Results
showed significant osseous repair in the BMP-2-treated animals compared to the
controls. 

The use of direct in vivo techniques is not without problems. The generation
of adenoviral vectors induces a florid immune response. Not only is this deleteri-
ous to the immunocompetent host117 but it also limits the effectiveness of gene
expression. This was demonstrated by Alden et al.,118 where they investigated the
endochondral response to BMP-2 adenoviral vector injections in immunocom
petent and deficient animals. The former group showed evidence of acute inflam-
mation without ectopic bone formation at the injection sites. In the athymic nude
rats, BMP-2 gene therapy induced mesenchymal stem cell chemotaxis and prolif-
eration, with subsequent differentiation into chondrocytes. The chondrocytes
secreted a cartilaginous matrix, which underwent mineralization and subsequent
replacement by bone. The study demonstrated that within immunocompetent ani-
mals, the endochondral response is limited by the immune response to adenoviral
constructs. 

The indirect ex vivo approach to gene therapy is technically more demanding
than the in vivo method. It involves the removal of cells from a tissue biopsy and
genetically modifying them in vitro before transfer back into the host. This offers the
advantage of selecting the cells with the greatest gene expression and testing them
for any abnormal behavior before reimplantation.119

Using the principles of ex vivo gene transfer, Lieberman et al.120 generated BMP-
2 producing bone marrow cells and investigated their ability to heal segmental
femoral fractures in syngeneic rats. A group treated with rhBMP-2 served as a pos-
itive control. Negative controls included uninfected rat bone marrow cells, DBM and
β-galactosidase transduced cells. Results showed that the BMP-2 transduced cells
induced greater trabecular bone formation in the fracture site compared to any of the
control groups. Others have reported similar results using the ex vivo method of gene
therapy to promote this repair process.121
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MECHANICAL FACTORS

Limb lengthening was first described by Codivilla in 1905122 for the treatment of
limb length discrepancies. It was not until the work of Ilizarov123, 124 50 years later
that the technique of distraction osteogenesis (DO) gained popularity as a method for
enhancing bone regeneration. Currently, the concept of DO is applied for the cor-
rection of a variety of orthopedic deformities and malformations with predictable
results.125 This was highlighted by Rozbruch,126 where patients with leg length dis-
crepancy, malalignment and nonunion following high tibial osteotomy were treated
with distraction. Bone union was achieved with correction of the deformities and
limb length inequalities. 

DO has been used as a method for correcting craniofacial defects.127 McCarthy
et al.128 reported its use in mandibular reconstruction and achieved bone lengthening
from 18 to 24 mm. Successful follow-up of the patients demonstrated that this tech-
nique may be used for early reconstruction of maxillofacial deformities without the
need for bone grafts, blood transfusion, or intermaxillary fixation.

BIOLOGY OF DISTRACTION OSTEOGENESIS

Distraction osteogenesis generates new tissue through the application of tensile
forces to developing callus in a controlled osteotomy.129, 130 It is characterized by
three separate stages: (1) the latency phase that immediately follows osteotomy; (2)
the active or distraction phase that permits active separation of bony segments; and
(3) the consolidation phase where active distraction has ended and healing of the cal-
lus begins.131–133 The period of time for each stage varies, depending on the anatomic
site and the size of the osseous defect needing repair. 

Bone formation results primarily from intramembranous ossification.134 The
early events after the latency period closely resemble fracture healing with a local-
ized inflammatory response and hematoma formation.135 The callus within the dis-
traction gap comprises a number of different cell types with mesenchymal-like cells
at the center, surrounded by fibroblast-like cells secreting a collagen-rich matrix.130

Chondrocyte-like cells can also be seen at the interface between trabecular bone and
osteoblasts, secreting a mineralized matrix.131

PHYSIOLOGICAL FACTORS GOVERNING DISTRACTION OSTEOGENESIS

Blood Supply

Studies of distraction have demonstrated the importance of blood vessel formation dur-
ing this process. Rowe et al.136 analyzed this angiogenic process during mandibular DO.
Osteotomies were created in the right hemimandible of rats and a distraction device was
applied. Distraction commenced after a 3-day latency period for 6 days. Results demon-
strated that mandibular DO was associated with an intense vascular response during the
early stages of distraction. Similar findings were reported by Choi et al.137 Using scan-
ning electron microscopy, they studied the spatial and temporal expressions of new
blood vessels during DO. They showed that proliferations of periosteal and medullary
blood vessels occurred primarily during the latency and distraction periods.
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Li et al.138 demonstrated that the angiogenic response is directly related to the
distraction rate. Intense proliferations of capillary precursor cells were noticed
within the fibrous interzone of the distracted gap, with maximum values occurring
between 0.7 and 1.3 mm per day.

Latency Period

The latency period relates to the time between an osteotomy and the distraction of
bone ends. Fluctuations in its length affect the tissue formed within the regenerate.
This was demonstrated by the work of White and Kenwright.139 Tibial osteotomies
were created in New Zealand White rabbits and divided into groups receiving imme-
diate distraction or after a latency of 7 days. Results showed that a delay in distrac-
tion influenced the osteogenic response. Immediate distraction resulted in the
formation of fibrous tissue within the osteotomy defect. In contrast, those within the
delayed distraction group produced a large volume of callus with areas of proliferat-
ing cartilage. This difference may be related to the well-developed capillary network
found within the latter animals. The authors hypothesized that during the latency
period, damaged blood vessels have the necessary time to repair and can better with-
stand the tensile forces of distraction. 

Warren et al.140 further investigated the effects of gradual distraction versus acute
lengthening in rat mandibular DO. Animals either underwent immediate lengthening
of 3mm or gradual distraction of 0.25mm twice a day after a three-day latency
period. Results showed a marked elevation of critical extracellular matrix molecules
(osteocalcin and collagen I) during the consolidation phase of the gradually dis-
tracted groups compared with acute lengthening. These findings suggest that grad-
ual distraction osteogenesis promotes successful osseous bone repair by regulating
the expression of bone-specific extracellular matrix molecules. In contrast,
decreased production or increased turnover of proteins like collagen and osteocalcin
may lead to fibrous union during acute lengthening.

Distraction Rates

The rate and rhythm of distraction appear to determine the success of osseous repair.
This was highlighted by the work of Ilizarov,141 in which he investigated the effects
of different distraction rates (0.5, 1.0, or 2.0mm per day) and frequencies (1 step per
day, 4 steps per day, 60 steps per day) on limb lengthening in canine tibiae. Results
showed that a distraction rate of 1.0mm per day led to the best results, with optimum
preservation of periosseous tissues, bone marrow and blood. Distraction of 0.5mm
per day led to premature consolidation of the regenerate, whereas rates of 2.0mm
adversely affected the surrounding tissues.

Farhadieh and co-workers142 examined the effects of several distraction rates on
the biomechanical, mineralization and histologic properties of regenerate tissue. A
uniaxial distractor was applied to the angle of the mandible and varying rates of dis-
traction were applied (1, 2, 3, and 4mm/day). After 5 weeks of distraction, results
showed that the biomechanical, mineralization and histologic properties were sig-
nificantly superior in the 1 mm group compared to the 4mm group.
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From these studies, it can be seen that the biological nature of the regenerate is
related to the stress–strain forces generated within the distraction gap. Meyer et al.129

demonstrated that the magnitude of these forces directly influences the phenotypic
differentiation of the cells within the distraction gap. Li et al.143 reported similar
findings using an experimental model of tibial leg lengthening. The authors’ aims
were to determine the morphology of the collagenous proteins present and their
genes expressed within the regenerate at four different rates. At distraction rates of
0.3mm per day, remodeled bone ends were separated by central areas of intramem-
branous bone and fibrocartilage. In the osteotomies distracted at 0.7mm or 1.3mm
per day, new bone formation was seen at the corticotomy ends and were separated
by central areas of fibrous tissue and cartilage. Fibrous tissue with sparse bone for-
mation was seen within the animals distracted at 2.7mm per day. Type I collagen
was mainly expressed by the fibroblasts in the fibrous tissue, the bone surface cells,
and to a limited extent by the osteocytes. Type II collagen was produced by the chon-
drocytes. These results suggest that osteoblasts and chondrocytes within the regen-
erate originate from the same pool of osteoprogenitor cells, and their differentiation
and expression of types I and II collagen genes are affected by the different rates of
distraction. 

CONCLUSION

The field of tissue engineering to repair or regenerate the musculoskeletal system is
developing rapidly and expanding in its applications. To date, strategies have met
with limited success within the clinical setting. With ongoing research to enhance
the osteogenic potential of cell concentrates, to develop better delivery systems and
gene therapy applications for growth factors and osteoinductive substances, this
technology will add to current treatment modalities and greatly enhance the man-
agement of musculoskeletal injuries and diseases in the future. 
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INTRODUCTION

Joseph Murray, who performed the first successful human organ transplant in 1968
and received the Nobel Peace Prize in 1990, listed the chronologic evolution of sur-
gery as follows:

(1) Ablative surgery
(2) Reconstructive surgery
(3) Transplantation surgery
(4) Tissue engineering or inductive surgery.1

Currently, exciting progress is being made in this fourth phase of surgery (tissue
engineering and inductive surgery). Based on this progress, the field of craniofacial
surgery is changing. Better options are becoming available to correct facial and skull
deformities and to replace defects from birth, injury, or disease.2
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Today, functional and cosmetic corrections rely on the transfer of tissues or on
the placement of implantable prostheses. The forehead flap used for total and subto-
tal nasal reconstruction was developed thousands of years ago in India and is still
used today with only minor modifications.3 Microsurgery used for reconstruction
after oropharyngeal cancer ablation became widespread in the 1970s as a way to pro-
vide vascularized tissue from distant sites.4−6 Limitations to these techniques
include: (1) donor site morbidity and (2) suboptimal results secondary to relying on
tissue that is inherently different from the tissue being replaced.2,5 Manufactured
implants for both hard- and soft-tissue substitution have also been adopted as a solu-
tion.7,8 Since the description of the repair of a calvarial defect with a gold plate was
first given in 1600, improvements have been made to synthetic biomaterials.9

However, limitations with the use of foreign materials exist. These include infection,
immunologic reaction, and breakage.9 In addition, for the pediatric patient, neither
approach allows for the appropriate growth.10

A recent trend in plastic surgery is the use of more tissue-inductive treatments.
Skin expansion has been used for breast reconstruction,11,12 hair transplantation,13,14

resurfacing after skin cancer ablation,15,16 and closure of large donor sites.17 Wound
care with vacuum-assisted closure (VAC) suction dressing has been used to promote
healing in chronic wounds,18 deep sternal wounds,19 enterocutaneous fistula,20 and
diabetic foot wounds.21 In craniofacial reconstruction, distraction osteogenesis has
been used in the correction of micrognathia,22 facial asymmetry,23 midface hypopla-
sia,24 and temporomandibular joint reconstruction.25

Clinical challenges in craniofacial and dental reconstruction have evolving solu-
tions. Ideally, missing parts and birth deformities should be replaced with “like” tis-
sue that is durable and will grow with the patient. In addition, better solutions to
current problems should minimize donor tissue problems.

REPLACEMENT OF MISSING PARTS

Central to congenital craniofacial problems is a structural defect. Often when a
defect occurs, the void is filled by surrounding tissues in an abnormal way.26 For
instance, hypertelorism (abnormal separation or widening of the orbital cavities) is
strongly associated with an encephalocele (herniation of the forebrain and/or its lin-
ing) (Figure 12.1). The earlier the correction may be performed (reduction and clo-
sure of encephaolcele and translocation of the orbits), the sooner the functional
matrix may be restored. Once the functional matrix is restored, normal growth may
occur.27 Therefore, correction of congenital defects in the pediatric patient is often
a functional necessity.

SKULL DEFECTS

Aplasia cutis, congenital absence of tissue on the vertex of the head, in its mild form
involves the skin. In more severe forms, absence of skin, cranial bone, and dura lin-
ing may occur (Figure 12.2).28 Staged treatment involves skin grafting to the open
area of the head, followed by tissue expansion and then large flap rotation and
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eventual bone grafting.28 However, these techniques may fail, particularly in cases of
Adams–Oliver syndrome, in which the vascularity of the scalp is abnormal.29 In such
cases, the condition is life-threatening because of the exposed neural tissue and
sagittal sinus.30

Young children, particularly children below 2 years of age, have the ability to
heal calvarial defects. It is suggested that the biomolecular bone- and matrix-induc-
ing phenotype of immature dura mater regulates this process.31 However, even in
young patients, critical size defects of the calvaria exist, and are challenging for the
clinician. Often such defects remain unrepaired until years after birth when adequate
donor sites become available. Protective helmets are necessary during this waiting
period. Animal models of critical size skull defect will be important in developing
better methods of repair.32

In pediatric cranial reconstruction, autologous bone grafting is most often used.
Split thickness cranial bone grafts may not be harvested until approximately 7 years
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Figure 12.1 Newborn with forehead encephalocele (herniation of forebrain) and hyper-
telorism (wide separation of bony orbits).
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of age when a diploic space has developed. Split rib grafts and iliac crest grafts are
other bone graft options. The use of calcium phosphate bone substitutes, like bone
source and norion, has become more widespread.33,34 However, usage in children is
not universally accepted because of long-term concerns, particularly in the areas of
appositional growth like in the upper face and skull.

Adult cranial defects may be from trauma, oncogenic resection, infection, or an
emergent decompressive craniotomy. Common reconstructive options include auto-
genous bone grafts (calvarial, rib, iliac), cryopreserved autogenous bone (saved from
initial decompressive craniotomy), methylmethacrylate cranioplasty,33 and resorbable
or titanium plates with or without a bone substitute.35,36 Use of plates alone, above,
and below the cranial defect relies on protective bone regeneration.37 More often, a
calcium phosphate bone substitute is used in conjunction with plating. It has been
suggested that bone substitutes should not be used with large autogenous bone graft
because the substitutes act as a barrier to osteoconduction within the bone graft.38

For biosynthetic closure of cranial defects, medical modeling allows for the manu-
facture of a precise size and shape allograft from a 3D CT scan. Despite numerous
options, the failure rate may be high for both autogenic grafts (13–30%)39 and allo-
genic (20–35%) alternatives.40
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Figure 12.2 3D CT scan of a newborn diagnosed with cutis aplasia and a large defect of the
apical skull. A ventriculoperitoneal shunt was placed to control CSF leakage through the defect.
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EAR DEFECT: MICROTIA

Craniofacial microsomia occurs in 1 in 5600 newborns. One of the striking features
is microtia or near absence of an ear.41 Total ear reconstruction remains one of the
most difficult problems in craniofacial surgery. An autogenous cartilage framework
is preferred by most surgeons over alloplastic implants (silicone or polypropylene).42

Alloplastic implants for ear reconstruction are susceptible to infection and extru-
sion.43 To reduce this risk, a temporoparietal vascularized flap must be used for cov-
erage of the implant. Although the rib cartilage framework has better long-term
durability, consistently obtaining an optimal shape may be difficult because of lim-
ited donor tissue or lack of experience. Total ear reconstruction is staged in two pro-
cedures (Nagata technique44) or four procedures (Brent technique45) and may take
years to complete.

When scarring exists in the site of the ear defect, current techniques of total ear
reconstruction are not acceptable. Such scarring may result from trauma or previous
failed attempts at reconstruction. Currently, these patients are treated with osteoin-
tegrated implants and ear prosthesis.43

Tissue engineering offers the potential to grow autogenous cartilage in a precise
auricular form based on polymer constructs.46 This has been successfully done when
implanted subcutaneously in the nude mouse. External molding stents were neces-
sary until cartilage formation began. But once the neocartilage matured, the overly-
ing skin adhered to the framework to replicate the precise complex convolutions of
the auricle. However, long-term maintenance in an immunocompetent host has not
been observed. 

NASAL DEFECT

Arhinia, congenital absence of the nose, is rare.47,48 It may be associated with a
Tessier midline number 0 or number 14 cleft (Figure 12.3). Heminasal birth defects
may also occur. Reconstruction of the nose is challenging because it is a prominent
three-dimensional structure with three layers to consider: skin, cartilage, and nasal
mucosal lining. In children, problems that occur with facial growth make nasal
reconstruction even more difficult. In addition, the reconstructed nose will not grow
and will need serial revisions. More commonly, adult nasal defects occur from skin
cancer ablations or trauma. Acceptable cosmetic results may be achieved, but require
multiple stages.49 Donor tissue is needed from ear or septal cartilage, surrounding
skin or mucosa and/or forehead skin. For larger defects, particularly with older
patients, osteointegrated implants and nasal prosthesis may be used.50

DEFORMITIES

CLEFT LIP AND PALATE

One of the more common congenital deformities, the cleft lip and palate, occurs in
1 in 200 to 1 in 600 newborns.51 It includes deficiencies and improper orientation of
lip skin, orbicularis oris muscle, mucosa, alveolar and palatal bone, palatal oral and
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nasal mucosa, and levator veli palatine muscle.The timing of surgical correction is
aimed at minimizing the detrimental effect of surgical scarring on facial growth.
Despite best treatment plans, 18−45% of patients require orthognathic jaw advance-
ment surgery at maturity.52

Advances in neonatal presurgical nasoalveolar molding (PNAM) have allowed
for orthodontic preoperative correction of alveolar ridge misalignment, nasal col-
umellar lengthening, and nasal cartilage repositioning.53 Rotation advancement for
unilateral cleft lip and straight line repair for bilateral cleft lip repairs allow for
anatomic placement of misaligned tissues. The technique of closure of alveloar
defects with iliac bone grafting has not changed considerably. Yet, there is a fairly
high rate of bone exposure and persistent fistulization.54 The healing of alveolar
defects in dogs and primates with bone morphogenetic protein-2 (BMP-2) in carri-
ers offers a potentially better clinical alternative.55,56 BMP-2 has also been used for
periodontal ridge augmentation57 and in endosseous dental implants.58
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Figure 12.3 Four-year-old boy with an arhinia. There is an absence of nasal bone and car-
tilage. The nostrils are small blind pouches.
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More severe facial clefting deformities are less frequent but are often more
challenging (Figure 12.4). These facial defects may be larger and involve more
vital tissues. For these patients, rotation of local tissues and subsequent bone
grafting offer closure of the clefts but lead to facial growth disturbances. A better
solution with like tissue substitution and the potential for normal facial growth is
needed. 

TREACHER–COLLINS SYNDROME

Oro-mandibular dysostosis or Treacher–Collins syndrome is autosomal dominant
and manifests as bilateral malar defects (Figure 12.5).59 Penetrance of this deformity
is variable. With hypoplastic or absent zygomas, lateral eye support is missing.
Autogenous bone is used for reconstruction of zygomatic arches, lateral orbital
walls, and orbital floors. If procedures are performed before 6–8 years of age,
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Figure 12.4 Rare Tessier facial clefts (right�number 4, left�number 5) result in deficits of
the eyelid, zygomatic-maxillary bone, and oral mucosa.
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the bone grafts usually dissolve over time. Attempts at using cranial bone on a
temporalis muscle leash did not prove to retard this resorptive bone problem. In
mature patients, silastic implants may be used to camouflage defects. 

CRANIOFACIAL DYSOSTOSIS SYNDROMES

Patients with craniofacial dysostosis syndromes have craniosynostosis (premature
cranial suture fusion) at birth, midface hypoplasia (and sometimes orbital deformi-
ties) in early childhood, and orthognathic malocclusions at maturity.59 Correction for
craniosynostosis involves the release of the affected suture and reshaping of the cra-
nial vault. Healing of cranial defects is usually not a problem because of the strong
osteogenic influence of the dura at a young age.31 However, with an infection, entire
bone grafts may be lost, leaving a problematic large cranial defect.60 Often, second-
ary correction of such a defect must wait until the patient is older.
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Figure 12.5 3D CT scan of patient with Treacher–Collins syndrome demonstrates the bony
deficiency of the zygomatic body and arch.
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For correction of midface hypoplasia in the growing patient, distraction osteo-
genesis is used.24 With distraction osteogenesis, no bone grafts are needed. Also,
gradual expansion of the soft tissues may allow for further advancement and less
relapse. Disadvantages include additional procedures for device removal. A shorter
consolidation time (faster bone repair) after completion of distraction would be an
advantage. Introduction of appropriate mitogenic factors may lead to improvement
(see Figure 12.6a, b).

MANDIBULAR ANOMALIES

Correction of the abnormal mandible is necessary for airway obstruction, facial
asymmetries, and malocclusion.22,23,61 Distraction osteogenesis, with internal or
external devices, is used for mandibular advancement in the growing patient.
Distraction has been used to avoid a tracheostomy, remove a tracheostomy, or alle-
viate sleep apnea.61 In addition, transport distraction osteogenesis has been used in
temporomandibular joint reconstruction.25 Unless a severe class II malocclusion
(micrognathia) exists, traditional orthodontics followed by an orthognathic proce-
dure is preferred in the mature patient. 

Patients with severe micrognathia (Nager’s syndrome) or ankylosis of the TMJ
present a clinical challenge. Rib grafts for mandibular reconstruction in the patient
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Figure 12.6 Girl with congenital facial deformity and midface hypoplasia who had undergone
forehead and midface distraction osteogenesis (monobloc procedure). (a) Preoperative: ocular
exposure is temporarily controlled by tarsorrhaphy (lateral eyelid closure). (b) Postoperative: the
advancement allowed for improvement in her airway and removal of the tracheostomy.

CAT1621_C012.qxd  8/7/2004  3:14 PM  Page 311

Copyright © 2005 CRC Press, LLC



with severe micrognathia are used but have unpredictable growth. With excessive rib
graft growth, mandibular setbacks are necessary at maturity. Transport gap arthro-
plasty attemps to provide a cartilaginous cap for the neocondyle.25 Yet, even with
intensive physical therapy, ankylosis may recur.

SUMMARY

In conclusion, clinical challenges in craniofacial and dental surgery center around
filling tissue deficits to allow for functional recovery. Tissue engineering may have
distinct advantages over native tissue or prosthetic substitution, including growth
with the patient, avoiding multiple surgeries from infant to maturity.2,62

References

1. McCarthy, J.G. (1999i). Distraction of the Craniofacial Skeleton. Springer-Verlag,
Berlin.

2. Grikscheit, T.C. and Vacanti, J., P. (2002). The history and current status of tissue
engineering: The future of pediatric surgery. J. Pediatr. Surg. 37, 277.

3. McCarthy, J.G. (1990). Plastic Surgery, W.B. Saunders, Philadelphia, 132.
4. Baker, D.C., Shaw, W.W. and Conley, J. (1980). Microvascular free dermis — fat flaps

for reconstruction after ablative head and neck surgery. Arch. Otolaryngol. 106, 449.
5. Sharzer, L.A. et al. (1976). Intraoral reconstruction in head and neck cancer surgery.

Clin. Plast. Surg. 3(3), 495–509.
6. Morais-Besteiro, J. et al. (1990). Microvascular flaps in head and neck reconstruction.

Head Neck. 12, 21.
7. Constantino, P.D. (1994). Synthetic biomaterials for soft-tissue augmenation and

replacement in the head and neck. Otolaryngol. Clin. North Am. 27, 223.
8. Schultz, R.C. (1981). Reconstruction of facial deformities with alloplastic material.

Ann. Plast. Surg. 7, 434.
9. Fallopius, G. (1600), in Opera omnia Francofurti, Wecheli, A., Ed. 1.

10. Rubin, J.P. and Yaremchuk, M.J. (1997). Complications and toxicities of implantable
biomaterials used in facial reconstructive and aesthetic surgery: a comprehensive
review of the literature. Plast. Reconstr. Surg. 100, 1336.

11. Argenta, L.C. (1984). Reconstruction of the breast by tissue expansion. Clin. Plast.
Surg. 11, 257.

12. Gibney, J. (1987). The long-term results of tissue expansion for breast reconstruction.
Clin. Plast. Surg. 14, 509.

13. Kabaker, S.S. et al. (1986). Tissue expansion in the treatment of alopecia. Arch.
Otolaryngol. Head Neck Surg. 112, 720.

14. Guzel, M.Z. et al. (2000). Aesthetic results of treatment of large alopecia with total
scalp expansion. Aesthet. Plast. Surg. 24, 130.

15. Bauer, B.S. et al. (2001). The role of tissue expansion in the management of large
congenital pigmented nevi of the forehead in the pediatric patient. Plast. Reconstr.
Surg. 107, 668.

16. Antonyshyn, O. et al. (1988). Tissue expansion in head and neck reconstruction.
Plast. Reconstr. Surg. 82, 58.

17. Radovan, C. (1984). Tissue expansion in soft-tissue reconstruction. Plast. Reconstr.
Surg. 74, 482.

312 Bone Tissue Engineering

CAT1621_C012.qxd  8/7/2004  3:14 PM  Page 312

Copyright © 2005 CRC Press, LLC



18. Evans, D. (2001). Topical negative pressure for treating chronic wounds: a systematic
review. Br. J. Plast. Surg. 54, 238.

19. Fleck, T.M. et al. (2002). The vacuum-assisted closure system for the treatment of
deep sternal wound infections after cardiac surgery. Ann. Thorac. Surg. 74, 1596.

20. Cro, C., et al. (2002). Vacuum assisted closure system in the management of entercu-
taneous fistulae. Postgrad. Med. J. 78, 364.

21. Clare, M.P. (2002). Experience with the vacuum assisted closure negative pressure
technique in the treatment of non-healing diabetic and dysvascular wounds.
Foot Ankle Int. 23, 896.

22. McCarthy, J.G. et al. (1992). Lengthening the human mandible by gradual distraction.
Plast. Reconstr. Surg. 89, 1.

23. Polley, J.W. and Figueroa, A.A. (1997). Distraction osteogenesis: its application in
severe mandibular deformities in hemifacial microsomia. J. Craniofac. Surg. 8, 422.

24. Chin, M. and Toth, B.A. (1997). Le Fort III advancement with gradual distraction
using internal devices. Plast. Reconstr. Surg. 100, 819.

25. Stucki-McCormick, S.U. (1997). Reconstruction of the mandibular condyle using
transport distraction osteogenesis. J. Craniofac. Surg. 8, 48.

26. Kawamoto, H.K. (1976). The kaleidoscopic world of rare craniofacial clefts: order
out of chaos (Tessier classification). Clin. Plast. Surg. 3, 529.

27. Moss-Salentin, L. (1997). Melvin L Moss and the functional matrix. J. Dent. Res. 76,
181.

28. Vinocr, C.D. et al., Surgical management of aplasia cutis congenital. Arch. Surg. 111,
1160, 1976.

29. Beekmans, S.J.A. and Wiebe, M.J. (2001). Surgical treatment of aplasia cutis in the
Adams–Oliver syndrome. J. Craniofac. Surg. 0 6, 569.

30. Abbott, R., et al. (1991). Aplasia cutis congenital of the scalp: Issues in its manage-
ment. Pediatr. Neurosurg. 17, 182.

31. Greenwald et al. (2000). Biomolecular mechanisms of calvarial bone induction:
immature versus mature dura mater. Plast. Reconstr. Surg. 105, 1382.

32. Hollinger, J.O. and Kleinschmidt, J.C. (1990). The critical size defect as an experi-
mental model to test bone repair materials. J. Craniofac. Surg. 1, 60.

33. Gosain, A.K. (1999). Biomaterials in the face: benefits and risks. J. Craniofac. Surg.
10, 404.

34. Gosain, A.K. (1997). Hydroxyapatite cement paste cranioplasty for the treatment of
temporal hollowing after cranial vault remodeling in a growing child. J. Craniofac.
Surg. 8, 506.

35. Reddi, S.P. et al. (1999). Hydroxyapatite cement in craniofacial trauma surgery: indi-
cations and early experience. J. Craniomaxillofac. Trauma 5, 7.

36. Frodel Jr., J.L. (1999). The use of bone grafts in the upper craniomaxillofacial skele-
ton. Facial Plast. Surg. 15, 25.

37. Lemperle, S.M. (1998). Bony healing of large cranial and mandibular defects protected
from soft-tissue interposition: a comparative study of spontaneous bone regeneration,
osteoconduction, and cancellous autografting in dogs. Plast. Reconstr. Surg. 10, 660.

38. Jarcho, M. (1981). Calcium phosphate ceramic as hard tissue prosthetics. Clin.
Orthop. 157, 259.

39. Gregory, C.F. (1972). Clin. Orthop. Rel. Res. 87, 156.
40. Enneking, W.F. and Mindell, E.R. (1991). J. Bone Joint Surg. 73, 1123.
41. McCarthy, J.G. (1997). Craniofacial microsomia. In Grabb and Smith’s Plastic

Surgery, 5 ed. Aston, S., Beasely, W. and Thorne, C.W., Eds. Lippincott, Williams and
Wilkins, New York.

Clinical Challenges and Contemporary Solutions: Craniofacial and Dental 313

CAT1621_C012.qxd  8/7/2004  3:14 PM  Page 313

Copyright © 2005 CRC Press, LLC



42. Firmin, F. (1998). Ear reconstruction in cases of typical microtia. Personal experience
based on 352 mictoic ear corrections. Scand. J. Plast. Reconstr. Surg. Hand Surg. 32,
35.

43. Thorne, C.H. (2001). Auricualar reconstruction: indications for autogenous and pros-
thetic techniques. Plast. Reconstr. Surg. 107, 1241.

44. Nagata, S. (1993). A new method of total reconstruction of the auricle for microtia.
Plast. Reconstr. Surg., 92, 187.

45. Brent, B. (1999). Plast. Reconstr. Surg. 104, 319.
46. Cao, Y. M.D. et al. (1997). Transplantation of chondrocytes utilizing a polymer-cell

construct to produce tissue-engineered cartilage in the shape of a human ear. Plast.
Reconstr. Surg., 100, 297.

47. Cohen, D. and Goitein, K. (1986). Arhinia. Rhinology 24, 287.
48. Hollinger, J.O. and Winn, S.R. (1999). Tissue engineering of bone in the craniofacial

complex. Ann. NY Acad. Sci. 18, 379.
49. Burget, G.C. and Menick, F.J. (1986). Nasal reconstruction: seeking a fourth dimen-

sion. Plast. Reconstr. Surg. 78, 145.
50. Roumanas, E.D. et al. (2002). Implant-retained prostheses for facial defects: an up to

14-year follow-up report on the survival rates of implants at UCLA. Int. J.
Prosthodont. 15, 325.

51. Millard, R. (1976). Cleft Craft, 1. Lippincott, Williams and Wilkins, New York, p. 102.
52. Linton, J.L. (1998). Comparative study of diagnostic measures in borderline surgical

cases of unilateral cleft lip and palate and noncleft Class III malocclusions. Am. J.
Orthod. Dentofacial Orthop. 113, 526.

53. Maull, D.J. (1999). Long-term effects of nasoalveolar molding on three-dimensional
nasal shape in unilateral clefts. Cleft Pal. Craniofac. J. 36, 391.

54. Lehman, J.A. (1978). Closure of anterior palate fistulae. Cleft Palate J. 15, 33.
55. Nagao, H. et al. (2002). Effect of recombinant human bone morphogenetic protein-2 on

bone formation in alveolar ridge defects in dogs. Int. J. Oral Maxillofac. Surg. 31, 66.
56. Rigamonti, U. et al. (2001). Periodontal tissue regeneration by combined applications

of recombinant human osteogenic protein-1 and bone morphogenetic protein-2. A
pilot study in Chacma baboons (Papio ursinus). Eur. J. Oral Sci. 109, 241.

57. Barboza, E.P. et al. (2000). Ridge augmentation following implantation of recombi-
nant human bone morphogenetic protein-2 in the dog. J. Peridontol. 71, 488.

58. Cochran, D.L. et al. (1999). Recomninant human bone morphogenetic protein-2 stim-
ulation of bone formation around endosseous dental implants. J. Periodontol. 70, 139.

59. Hunt, J.A. and Hobar, P.C. (2002). Common craniofacial anomalies: the facial dysos-
toses. Plast. Reconstr. Surg., 110, 1714.

60. Fialkov, J.A. et al. (2001). Postoperative infections in craniofacial reconstructive pro-
cedures. J. Craniofac. Surg. 12, 362.

61. Cohen, S.R. (1999). Alternatives to tracheostomy in infants and children with
obstructive sleep apnea. J. Pediatr. Surg. 34, 182.

62. Vacanti, C.A. et al. (1993). Tissue-engineered growth of bone and cartilage.
Transplant Proc. 25, 1019.

314 Bone Tissue Engineering

CAT1621_C012.qxd  8/7/2004  3:14 PM  Page 314

Copyright © 2005 CRC Press, LLC



13 Opportunities in Spinal
Applications

John M. Rhee and Scott D. Boden

Contents

Introduction ...................................................................................................... 315
The Functions of Bone Graft ............................................................................ 316
Bone Morphogenetic Proteins .......................................................................... 318

Effect of BMP Concentration ................................................................ 318
Effect of Carrier .................................................................................... 319
Effect of Species and Site ...................................................................... 320
Sources of BMP .................................................................................... 321
Current Uses of BMP ............................................................................ 321

BMP-2 .......................................................................................... 321
BMP-7 (OP-1) .............................................................................. 322
Bovine BMP Extract (bBMPx; NeOsteo) .................................. 323

Safety of BMP ...................................................................................... 323
Gene Therapy .................................................................................................... 324

Viral vs. Nonviral Vectors ...................................................................... 325
Conclusions ...................................................................................................... 326
References ........................................................................................................ 327

INTRODUCTION

The normal human spine is made up of multiple, independent motion segments (ver-
tebrae), which articulate via a three-joint complex (the disc and two facet joints).
Although preservation of motion is physiologic and ideal, certain disease states of
the spine require immobilization of these independent motion segments through a
process known as spinal fusion. Approximately 200,000 spinal fusions are
performed each year in the United States. Typically, indications for fusion include
instability (e.g., spondylolisthesis, trauma), iatrogenically created instability (e.g.,
after laminectomy), correction of spinal deformity (e.g., scoliosis or kyphosis),
reconstruction of spinal segments after the removal of tumors or infections, and pain
due to arthritic conditions of the spine. 
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Spinal fusion is a complex process in which the goal is to bridge bone 
across, and thus stop motion at, a normally mobile motion segment. As such, it pres-
ents a formidable environment, biomechanically and biologically, for healing.
Traditionally, the biomechanical challenges have been addressed through the use of
spinal instrumentation, which can impart rigid fixation and thus stability to the seg-
ments being fused. The biological challenges have been addressed primarily through
the use of autologous bone graft, which is harvested from the iliac crest and trans-
planted to the intended levels of fusion to provide a biologic stimulus to healing.
Autograft bone is the only currently available material that can provide the cells,
growth and differentiation factors, and osteoconductive scaffold needed for fusion.
Nevertheless, even though iliac crest autograft bone remains the gold standard graft-
ing material, there remain two significant problems related to its use. First, there may
be up to a 30% prevalence of complications1 such as chronic donor site pain, infec-
tion, fracture, and hematomas—related to the harvest of autologous bone graft for
spinal fusion. Second, a high percentage of patients still fail to achieve bony healing
across the intended fusion levels despite the use of autograft bone. This condition,
known as a nonunion or pseudarthrosis, can leave patients with persistent pain, insta-
bility, or deformity.  Anywhere from 5% to 44% of patients who undergo postero-
lateral lumbar spinal fusions (the most common type of spinal fusion) may develop
this problem.2,3

These inadequacies in outcomes associated with autologous bone grafting rep-
resent opportunities for improvement. Although in the past the focus was directed
toward the biomechanical issues related to achieving fusion, recent advances in
molecular biology have placed the impetus on solving the problems associated with
spinal fusion from biological and bone tissue engineering approaches. The ultimate
goals are to eliminate the need for autologous donor bone graft and thus its attendant
morbidity while at the same time achieving 100% fusion rates. In this chapter, we
review emerging technologies in bone tissue engineering applied to solving these
critical problems associated with spinal fusion. In particular, the potential roles of
bone morphogenetic proteins (BMPs) and gene therapy will be discussed.

THE FUNCTIONS OF BONE GRAFT

Bone graft and bone graft substitutes must be able to potentially serve three distinct
functions during the process of fusion. First, the graft material should ideally be
osteoinductive, defined as the ability to induce de novo bone formation at a nonbony
site. The classic test for osteoinduction is the ability of the substance to produce de
novo bone when implanted into a rat subcutaneous pouch model. Of the multiple
cytokines involved with the many aspects of bone formation, only one family of pro-
teins, the bone morphogenetic proteins (BMPs), is osteoinductive. Although desir-
able, the use of an osteoinductive graft is not always necessary or sufficient for
fusion to occur. It is not necessary in all cases, because successful fusions can be
achieved in the anterior cervical spine with freeze-dried allografts, which possess
essentially no osteoinductivity, or even with coralline hydroxyapatite, which is a
purely osteoconductive substance. In this setting, bone formation occurs by creeping
substitution from cells provided by the surrounding decorticated host bone. Not all
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osteoinductive graft materials are sufficient for fusion. For example, demineralized
bone matrix products have varying degrees of osteoinductivity but because they can-
not predictably achieve fusion when used alone in the posterolateral spine, they are
technically graft extenders rather than substitutes. Autograft, which includes live
osteoblasts, is osteogenic, meaning it contains cells that can directly synthesize new
bone matrix.

Second, the graft material should be osteoconductive, defined as the ability to
provide a scaffold for new bone formation in a bony environment, even in the
absence of implanted osteoinductive factors. Purely osteoconductive materials facil-
itate bone formation by acting as a matrix for bone ingrowth, but they lack
osteogenic factors capable of inducing osteoblast proliferation and differentiation.
Examples of osteoconductive materials include collagen, polymers, and various
ceramics (defined as inorganic, nonmetallic materials that consist of metallic and
nonmetallic elements bonded together primarily by ionic and/or covalent bonds;
examples include hydroxyapatite, tricalcium phosphate, and calcium sulfate). Graft
materials vary in their relative osteoconductive vs. osteoinductive potentials. Freeze-
dried structural allografts are relatively osteoconductive but only weakly osteoin-
ductive, whereas BMPs are highly inductive but by themselves not osteoconductive,
because they are proteins and require a scaffold to support bone formation. Spinal
fusion is thus the result of an intricate interplay between osteoinductive and osteo-
conductive factors.

Third, in certain fusion beds, it may be beneficial for the graft to possess struc-
tural mechanical properties. For example, when reconstructing the anterior column
of the spine, a strut graft capable of replacing excised vertebral bodies or discs may
be necessary. This last function does not, in contrast to the first two functions,
require a biologically active bone graft material. Nonbiological materials, such as
metal cages, can serve this purpose and be filled with bone graft or substitutes to ful-
fill the remaining two functions.

The ideal bone graft material should meet the following criteria. It should be
plentiful, cost-effective, come in various shapes and sizes to accommodate a variety
of fusion beds, have no risk of disease transmission, have no immunogenicity, avoid
any donor site morbidity, and achieve 100% fusion success rates. None of the cur-
rently available bone grafting materials meets all of these criteria. As noted, auto-
graft is associated with donor site morbidity and cannot provide 100% fusion rates.
Allograft has the potential for disease transmission and is relatively lacking in
osteoinductivity. BMPs are highly osteoinductive but are currently expensive and
possess no structural properties. Furthermore, even though the conditions for suc-
cessful fusion with BMP-2 have been studied for anterior lumbar interbody fusions
using tapered cylindrical cages,4 the same is not true for all fusion beds (e.g., pos-
terolateral intertransverse fusion or anterior corpectomy constructs). Because no sin-
gle graft material fulfills all of these criteria, combinations of different graft
materials are commonly used to make up for deficiencies in each individual graft
type—for example, structural allograft with cancellous iliac autograft, or threaded
cages with recombinant BMP. Tissue-engineered biologic agents may be very useful
in this regard as osteogenic factors in conjunction with osteoconductive and struc-
tural graft materials.
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BONE MORPHOGENETIC PROTEINS

In 1965, an orthopedic surgeon, Dr. Marshall Urist, made a seminal discovery upon
identifying what he called an “inducible bone forming substance” when he noted de
novo bone formation after the implantation of purified bovine demineralized bone
matrix into a rat subcutaneous pouch.5 This active bone-forming substance within
the bone matrix was subsequently purified and named “bone morphogenetic pro-
tein”. BMPs are now known to comprise a number of related proteins belonging to
the transforming growth factor beta (TGF-β) superfamily of molecules,6 which in
turn consist of a variety of growth and differentiation factors related by primary
amino acid sequence. BMPs are highly conserved, with a high degree of amino acid
sequence homology among species as diverse as fruitflies and humans. For example,
the decapentaplegic protein of Drosophila melanogaster, which is important for
proper limb formation and establishment of the dorsal–ventral axis, shares many
sequence similarities with human BMP-2 and BMP-4.7

BMPs play a critical role in human embryonic development, from pattern for-
mation to tissue development. In animal studies, the expression of various BMPs has
been demonstrated in skeletal repair states such as fracture healing8 and spinal
fusion.9 Although BMPs are colloquially referred to as being “growth factors,” they
are in fact differentiation factors rather than mitogens (cf., platelet-derived growth
factor (PDGF) or TGF-β itself). BMPs have been demonstrated to cause differenti-
ation of stem cells along the osteoblastic lineage in vitro. BMPs can also induce car-
tilage formation. The proportion of intramembranous versus endochondral bone
formation achieved experimentally depends on numerous factors, including the con-
centration of BMP, the carrier, species, and the site of implantation (Table 13.1). 

EFFECT OF BMP CONCENTRATION

The concentration of BMP applied to the fusion bed has a major effect on its osteoin-
duction. The most important predictor for the efficacy of BMP in forming bone is
the concentration of BMP expressed in milligrams of protein per volume of matrix
implanted. Below a threshold dose, no bone will be formed. Above that threshold,
consistent bone formation is observed. However, the threshold differs depending on
the BMP type, the carrier used, the anatomic location (i.e., anterior interbody vs.
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Table 13.1
Factors Affecting BMP Activity In Vivo
Concentration A threshold dose exists that is specific to species, site, carrier, and host healing

potential
Carrier Should be biocompatible, maintain a space for fusion to occur, provide for

controlled release and retention of BMP, and be resorbed as fusion progresses
Species The osteogenic efficacy of BMP in one species cannot be assumed in another
Site Posterior fusion beds are more challenging environments for healing than 

anterior fusion beds
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posterolateral), species, and factors that affect host osteogenesis such as smoking,
diabetes, use of steroids, or chemotherapy.

There is a large discrepancy between the physiologic concentration of BMP
found in bone and that required to achieve spinal fusion with commercially available
products. The physiologic concentration in bone is approximately 0.002 mg/kg of
bone,10 but that required to achieve spinal fusion is many orders of magnitude higher.
Several potential explanations for this discrepancy exist. First, locally applied BMP
diffuses away from the site of application and is rapidly degraded. Thus, high
implantation doses of BMP may be necessary to provide sufficient local concentra-
tions for a long enough period of time to stimulate osteogenesis in responsive cells.
Second, inhibitors of BMP, such as chordin and noggin, exist in vivo that limit the
activity of BMP to regions that are physiologically useful, such as sites of fracture
healing.11−13 Since spinal fusion is not a physiologic process, high doses of BMP
may be needed to overcome these natural inhibitors. Third, in the normal process of
bone growth and repair, a cascade of BMPs and growth factors are likely involved in
a specific temporal and spatial sequence that is regulated. Although a single BMP
can have the same osteogenic activity as the combined effect of all of the factors
present in the bone matrix, larger concentrations may be necessary under these non-
physiologic circumstances.

EFFECT OF CARRIER

Although a number of growth and differentiation factors are involved in the normal
process of osteogenesis, BMPs are the only known factors capable of independently
initiating the entire cascade of de novo bone formation.14−18 Despite this unique abil-
ity of the BMPs when tested in model systems such as the rat subcutaneous pouch,
the actual clinical efficacy of BMP in promoting spinal fusion is critically depend-
ent on the carrier that is used. The overwhelming importance of the carrier has been
demonstrated in numerous studies, including in a nonhuman primate model of pos-
terolateral intertransverse process fusion. When rhBMP-2 was delivered on a colla-
gen sponge in this model, fusion rates were low, presumably because the
paravertebral muscles compressed the sponge, overtaking the space available for
fusion, and the sponge resorbed too quickly.19 When a polyethylene barrier was
placed dorsal to the sponge to prevent muscle-related compression, fusion rates
improved. Furthermore, when bulking agents, such as allograft chips or ceramic
granules, were added to the collagen sponge carrier, a 100% fusion rate was
achieved.20 Studies such as these have highlighted one important role of the carrier:
maintaining a space for bone formation to occur. 

In addition to creating a space for osteoconduction, the ideal carrier of BMP
should also possess the following characteristics. First, it should be biocompatible
and nonimmunogenic to avoid an excessive immune response that might hinder
fusion. Second, the carrier should provide for the controlled release of BMP into the
fusion bed to create sufficient concentrations of BMP to initiate osteoinduction when
the responsive cells arrive. Third, the carrier should allow for the controlled retention
of BMP so that it can affect responsive cells for a long enough time frame to ensure
fusion, rather than allowing all of the BMP to be released at once. Fourth, the 
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carrier should ideally be resorbed at a rate equal to that of bone formation. If resorp-
tion occurs too quickly, pseudoarthrosis might occur. On the other hand, if resorp-
tion occurs too slowly, bone ingrowth may be hindered, leading again to
pseudoarthrosis or, alternatively, to weakening of the newly formed bone. Finally,
the ideal carrier would localize the BMP to the site of fusion to prevent unwanted
ossification of nearby structures.

Just as the ideal graft material is not currently available, identifying the ideal car-
rier remains elusive. There are four major types of carriers: allograft bone, natural
polymers (e.g., hyalurans, fibrin, chitosan), synthetic polymers (e.g., polylactic acid,
polyglycolide), and inorganic materials (e.g., hydroxyapatite, tricalcium phosphate,
calcium phosphate cements). Each carrier type has its own set of advantages and dis-
advantages. The inorganic materials like hydroxyapatite, for example, retain BMPs
well and thus provide for prolonged delivery of osteoinductive factors to the fusion
bed. However, their sustained existence at the site of osteogenesis may exert a neg-
ative effect, namely, weakening of the newly formed bone.21 Collagen-based natural
matrices, such as demineralized bone matrix, are advantageous in that they are nat-
urally present in bone. However, these carriers can be immunogenic and may poten-
tially transmit disease.22 Allografts are made of human bone but have the potential
for disease transmission and incorporate very slowly. Finally, synthetic polymers
avoid the potential problem of disease transmission, but their breakdown products
can be associated with inflammatory responses.23 One way to overcome the inherent
limitations in any one carrier is to use composite carriers composed of different car-
rier types. Ceramic and collagen composites, for example, have been used in animal
models of posterolateral fusion.24

EFFECT OF SPECIES AND SITE

In addition to the effects of carrier and concentration, the species and the anatomic
site in which bone formation occurs are major determinants of BMP efficacy. It is
generally accepted that rodents provide more permissive environments for bone for-
mation. This may be related to qualitative or quantitative differences in stem cells or
rates of bone formation among species. For example, a given osteoinductive agent at
a certain dose may be sufficient to induce spinal fusion in a rabbit at one dose, but
that same dose may be unable to consistently do the same in a nonhuman primate or
human model.   Therefore, it cannot be assumed that the osteogenic efficacy of BMP
at any specific dose in a lower animal model will directly translate to a higher ani-
mal model. 

Even within a single species, different healing environments are associated with
progressive levels of difficulty in forming bone. A metaphyseal defect, for example,
is more permissive than a long bone fracture, which is in turn more permissive than
an anterior interbody spine fusion model, which is in turn more permissive than a
posterolateral spine fusion model. There are several potential explanations for the
observed differences between the anterior and posterior spine. The anterior spine is
typically under compression and consists of relatively large, cancellous surface areas
for healing. The posterior spine, in contrast, may be either loaded in neutral or under
tension. In addition, especially after laminectomy, smaller surface areas remain for
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healing posteriorly (i.e., the transverse processes and lateral pars), and these surfaces
are separated by relatively larger distances. It therefore cannot be assumed that the
success of BMP in one environment can be guaranteed in another.

SOURCES OF BMP

BMPs are currently available from two sources: extracts and recombinant. Extracts,
such as NeOsteo (Centerpulse Biologics, Austin, TX), are extracted from bovine or
other bone sources. Extracts contain a mixture of differentiation and mitogenic fac-
tors. NeOsteo, for example, contains a mixture of BMP-2, -3, -4, -5, -6, and -7. In
addition, it contains TGF-β1, TGF-β2, TGF-β3, fibroblast growth factor-1 (FGF-1),
and type I collagen. One advantage of BMP extracts is that a variety of osteogenic
factors are present that may more closely mimic the physiologic situation involved
in bone formation. Another advantage of extracts may be the presence of BMP het-
erodimers. BMPs naturally exist as dimers: both homodimers (composed of two
identical subunits) and heterodimers (composed of two different subunits). Evidence
suggests that some heterodimers are more biologically active than homodimers.25 On
the other hand, BMP extracts also possess some disadvantages. These include the
potential for disease transmission, presence of inhibitors of osteogenesis normally
present within the bone matrix, and relatively low concentrations of BMP. Variations
in BMP content of the starting raw material can also lead to variability in the BMP
concentration of the final product.

The other source of commercially available BMP comes through the use of
recombinant DNA technology. Recombinant human BMP-2 (rhBMP-2; Medtronic
Sofamor Danek, Memphis, TN) and recombinant human BMP-7 (rhBMP-7 — also
known as OP-1; Stryker Biotech, Hopkinton, MA) are manufactured through this
process. The cDNA of the BMP is placed in a vector, which is then transfected into
a mammalian cell line, such as the Chinese hamster ovary (CHO). The BMP
sequence is amplified through the use of selectable markers in order to produce mul-
tiple copies within the cell. The cells are then expanded in culture and are allowed
to produce BMP protein. Because the cells are mammalian, they prepare and process
the BMP as a final product in the form of fully functional, glycosylated dimers, just
as is normally done in vivo. The recombinant BMP protein is then purified from the
medium. A major advantage of recombinant BMP is the ability to reproducibly gen-
erate large quantities of a single, highly purified BMP with consistent biological
activity.  One disadvantage is that heterodimers, which may be more biologically
potent, are currently difficult to manufacture through recombinant technology
because cells must be made to produce equal amounts of each subunit, and it is dif-
ficult to isolate heterodimers because they share chemical properties similar to their
homodimer counterparts.

CURRENT USES OF BMP

BMP-2

BMP-2 was isolated and cloned in 1988.6 It is currently commercially available as
rhBMP-2 (Infuse; Medtronic Sofamor Danek, Memphis, TN) and is approved by the
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Food and Drug Administration (FDA) as a bone graft substitute for use in anterior
lumbar interbody fusions with a tapered cylindrical cage for the surgical manage-
ment of degenerative disc disease. A prospective, randomized, clinical trial compar-
ing rhBMP-2 with autograft in this setting has demonstrated equivalence or better
with autogenous iliac crest bone graft in terms of patient outcomes and radiographic
fusion.4 One hunderd and forty-three patients received rhBMP-2 and 136 received
autograft bone from the iliac crest. The clinical fusion success at 24 months was
94.5% for the rhBMP-2 groupvs. 88.7% for the autograft group. The radiographic
fusion success as measured by computed tomography (CT) scan was over 99% in
both groups. The average back pain scores were slightly lower at 24 months with
rhBMP-2 vs. autograft. Thirty-two percent of the autograft group reported some
degree of donor site pain at 24 months; 66.1% of the rhBMP-2 group were back to
work at 24 months, compared to 56.1% in the autograft group. Blood loss and oper-
ative times were also less with rhBMP-2.

Currently, rhBMP-2 is not yet FDA approved or proven efficacious for use in
posterolateral lumbar spinal fusions, although a pilot study has been performed.26

Numerous, promising preclinical animal studies of posterolateral lumbar fusion have
demonstrated improved fusion rates with rhBMP-2 vs. autograft bone in species
ranging from rabbits to monkeys,20,27–29 but these results cannot be extrapolated to
humans for the reasons noted previously. BMP-2 usage in cervical spine fusions has
not been extensively studied. In one prospective clinical trial assessing the use of
rhBMP-2 in one- and two-level anterior cervical discetomies and fusions, 33 patients
were randomized to undergo operative treatment and fusion with either fibular allo-
graft bone filled with rhBMP-2 or filled with cancellous autograft bone obtained
from the iliac crest. The results showed no major advantage of using rhBMP-2 in
these patients.30 At 6 months, fusion was achieved in all patients. At 12 months, neck
pain scores were similar in all groups (except those who underwent two-level
arthrodesis with autograft; these patients had higher pain scores), and donor site pain
was negligible in the autograft group. Although it is possible that BMP-2 will be
demonstrated to have efficacy in cervical and posterolateral lumbar fusions, further
study is necessary.

BMP-7 (OP-1)

OP-1 has similar osteoinductive effects as BMP-2 in vitro.10 Also, as with rhBMP-2,
preclinical studies have shown the efficacy of rhBMP-7 (OP-1) as a bone graft sub-
stitute in animal models of anterior and posterior spinal fusion.31–35 Early human tri-
als have demonstrated promising but in conclusive results with the use of OP-1 for
posterolateral spine fusion. In a study of 16 patients with spinal stenosis and degen-
erative spondylolisthesis randomized to treatment by laminectomy and uninstru-
mented fusion with either OP-1 plus autograft or autograft alone, fusion rates were
75% in the OP-1 group compared to 50% in the autograft alone group at 6 months.36

A 20% improvement in the Oswestry score (a measure of disability related to lum-
bar spine disorders) was achieved in 83% of the OP-1 group compared to 50% of the
controls. Because of the relatively small numbers of patients, however, statistical sig-
nificance was not achieved for either the clinical or radiographic outcomes.
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Although larger numbers and further follow-up may demonstrate otherwise, the
inability of the study thus far to demonstrate fusion rates in the high 90–100% range
has tempered enthusiasm for OP-1. Furthermore, this study examined the more lim-
ited role of OP-1 as an autograft enhancer rather than as a substitute. 

In a separate pilot study, OP-1 has been examined as a bone graft substitute in
posterolateral lumbar fusions. Thirty-six patients with lumbar spinal stenosis and
degenerative spondylolisthesis were treated with decompression and uninstrumented
fusion with either OP-1 or iliac autograft bone.37 Clinical success, defined as a 20%
reduction in Oswestry score and a solid fusion, was 32% higher in the OP-1 group
compared to the autograft control at 6 months. However, this difference did not
achieve statistical significance.

Bovine BMP Extract (bBMPx; NeOsteo)

Bovine BMP extract (NeOsteo; Centerpulse Biologics, Austin, TX) contains a mix-
ture of BMPs and other factors extracted from bovine cortical bone through a chem-
ical purification process. The exact composition of the finished product depends on
that of the original raw materials used, and thus may vary somewhat. A
dose–response effect of bBMPx has been shown in a preclinical nonhuman primate
model of posterior intertransverse fusion.38 Animals received either monkey DBM
plus iliac autograft or DBM plus varying concentrations of bBMPx. At 18–24
weeks postoperatively in this challenging fusion model, 54% of animals receiving
the highest dose of bBMPx achieved fusion compared to 21% of those receiving
autograft. A threshold dose of bBMPx between 1.5 and 3.0 mg per side was
required to obtain fusion in any animals, and a dose of 25 mg per side was required
for 100% successful fusions. A human posterolateral lumbar fusion pilot trial has
been performed in Europe and demonstrated successful fusions at the 25mg per
side dose.38

SAFETY OF BMP

A number of theoretical safety issues arise with the use of BMP in spinal fusion.
These include uncontrolled bone formation, causing neural impingement or
unwanted ossification of surrounding tissues or adjacent segments, carcinogenicity,
systemic toxicity, and immune responses. Animal studies, including those in nonhu-
man primates, have failed to demonstrate recurrent stenosis secondary to bony
regrowth over laminectomy sites when BMP is used to achieve concomitant pos-
terolateral arthrodesis.19,39,40 The safety of using BMP in the presence of a dural tear
is unclear, but may depend on the nature of the durotomy or the type of BMP that is
used. In a canine model, the direct application of rhBMP-2 with a collagen sponge
to a pinhole durotomy did not cause intradural bone formation or neurologic com-
promise.41 In a more extreme experimental situation, however, OP-1 with a type I
collagen carrier did cause intradural ossification when implanted into the subdural
space with subsequent closure of the durotomy over the implanted OP-1.42 Local
adverse effects on surrounding tissues have not been noted in human trials using
either rhBMP-2 or OP-1.
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BMPs are known to be expressed in certain tumors, such as malignant bone
tumors,43 pancreatic cancer cells,44 gastric cancer cell lines,45 and prostate cancer
cells.46 However, there is no evidence to suggest that BMPs are carcinogenic. As
mentioned previously, BMPs are differentiation factors rather than mitogens. In
addition, human and animal studies have not demonstrated any systemic toxicity,
such as disseminated bone formation.  BMP-2 has no known systemic effects.
BMP-7 (OP-1) does have systemic effects, including a possible therapeutic role in
the treatment of acute renal failure.47 In the case of rhBMP-2, the lack of carcino-
genic effect and systemic toxicity may be due to its rapid systemic clearance.48

Immune responses have not been problematic in human trials thus far. In a random-
ized clinical trial of anterior lumbar interbody fusion, 0.7% of the patients receiving
rhBMP-2 demonstrated anti-rhBMP-2 antibodies at 3 months postoperatively, com-
pared to 0.8% of those receiving autologous iliac crest bone.4 Overall, the rate of
transient antibody response is about 5%, but has not affected bone induction results.

It appears, therefore, that although the potential for iatrogenic complications
exists with the use of BMP, these have not been clinically evident so far.
Nevertheless, because long-term (5 years or greater) follow-up is not available in
human trials, the specter of safety issues must be kept in mind and respected. Care
must be taken to ensure that BMP is placed accurately and contained in the area of
fusion. Also, the surgeon should be aware that using BMP in the face of a durotomy
may have deleterious consequences. Finally, a safety profile must be established for
each BMP/carrier configuration prior to clinical use.

GENE THERAPY

An alternative strategy for delivering osteogenic proteins to a fusion mass involves
the use of local gene therapy. Rather than directly placing the osteogenic protein into
the fusion bed, local gene therapy involves delivery of the gene to the osteogenic
protein. This is achieved by inserting the gene of interest (i.e., the transgene) into a
capable cell, which then transcribes and translates the transgene, and secretes its
product into the local environment to promote bone formation. Currently, work on
gene therapy for spinal fusion remains preliminary. Preclinical animal studies have
provided inconsistent results.49,50 Host immune responses associated with adenovi-
ral vector usage remain one major limiting factor. Nevertheless, gene therapy
approaches remain theoretically attractive and may become successful in the future
with further advances in bone tissue engineering.

The main advantage over direct protein delivery is that gene therapy can allow
for a more sustained, high-level expression of the osteogenic protein in the fusion
bed. With the direct application approach, the carrier must be relied upon to provide
controlled retention and release of the factor. The factor must also be placed in large
amounts so that concentrations sufficient for inducing osteogenesis are present,
despite diffusion away from the fusion bed or local breakdown of the factor.
However, with gene therapy, cells containing the gene of interest can provide sus-
tained local expression. In addition, the level and timing of transgene expression can
potentially be manipulated through the use of inducible vectors. As more is learned
about the biology of spinal fusion, the ability to time the delivery of osteogenic 
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factors like BMPs to match a critical state of readiness among the cells in the fusion
bed may lead to higher, faster fusion rates and provide a more elegant alternative to
the current approach of simply overloading the area with BMP.

VIRAL VS. NONVIRAL VECTORS

The transgene can be delivered to target cells by either viral or nonviral vectors
(Table 13.2). Viral vectors can be highly efficient in their ability to transduce, or
deliver the transgene, to the target cell. They are also advantageous as vectors for
genes requiring a fairly high level of expression for a prolonged timeframe. Viral vec-
tors include adenoviruses, retroviruses, adeno-associated viruses, and herpes viruses.
In order to prevent uncontrolled infection by the virus, the vector is usually rendered
replication deficient by removing specific viral genes necessary for replication. 

Each type of viral vector possesses advantages and disadvantages. Adenoviruses
are double-stranded DNA viruses that bind to cell surface receptors, are endocytosed
into the cell, then release their DNA into the cytoplasm. Adenoviruses have an extra-
chromosomal life cycle, meaning that they do not incorporate their genes into the
genome of the transfected cell. As a result, insertional mutagenesis of the transfected
cell is unlikely. However, the overall transgene expression may be diminished
because of the immune response directed against the transfected cell due to the
immunogenicity associated with the expression of viral genes.49 Furthermore,
because they do not integrate into the cellular genome, the duration of gene expres-
sion is shorter than with the use of retroviruses and occurs only for the life cycle of
the transfected cell, as their DNA is not passed on to the progeny cells.

In contrast to adenoviruses, integrating viruses include retroviruses, which are
single-stranded RNA viruses. After being taken up by the target cell, retroviral
reverse transcriptase produces a double-stranded DNA copy, which then integrates
into the target cellular genome during cell division. The risk of insertional mutage-
nesis in the target cell is higher than with the use of nonintegrating vectors. Because
of its life cycle, retroviruses must be transduced into dividing cells in order to
express the desired transgene. Adeno-associated viruses are another example of inte-
grating viruses. Unlike other conditions for which gene therapy is being investi-
gated—such as muscular dystrophy or cystic fibrosis—where the transgene must be
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Table 13.2
Vectors Used for Gene Therapy

Type DNA vs. RNA Pros Cons

Extrachromosomal viral DNA Minimal risk of Host immune response
(e.g., adenovirus) insertional mutagenesis Shorter expression times

Integrating viral RNA Longer expression times Risk of insertional
(e.g., retrovirus) mutagenesis

Must be transduced into
dividing cells

Plasmids DNA Safe, nonviral Less efficient transduction
Shorter expression times
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expressed in all of the affected cells for the lifetime of the patient, requirements for
BMP expression during spinal fusion are temporary. Therefore, the risk associated
with the use of integrating viruses as vectors may outweigh the benefits for spinal
fusion applications.

Transgenes can also be inserted into target cells through nonviral means.
Plasmids containing the transgene can be transduced into target cells, but the
efficiency of transduction is less than with viral vectors and expression times are
shorter than with integrating viral vectors. A major advantage of nonviral vectors is
their safety. If the transgene encodes an intranuclear factor such as LIM mineral-
ization protein-1 (LMP-1),51 plasmid vectors may be sufficient.  LMP-1 is an intra-
cellular protein that acts via secretion of soluble osteoinductive factors, which
subsequently induce BMPs and BMP receptor expression. Thus, LMP-1 requires a
relatively short expression time because it possesses an amplifying effect, in that its
primary function is to start a cascade of bone forming events in other cells rather
than directly inducing osteoblast differentiation itself. This mechanism is in con-
trast to that of BMP, which needs to be expressed when cells capable of responding
are present. A protocol using low-dose adenovirus to deliver the LMP-1 ex vivo to
autologous leukocytes was successful for spine fusion in immune competent adult
rabbits.52 The desired gene can be transfected directly in vivo or ex vivo. With ex
vivo techniques, the transgene is transduced into cells while outside the body, which
are subsequently implanted into the host. Both approaches have been attempted in
preclinical studies. Direct (in vivo) gene therapy with injection of Ad-BMP-2 into
mouse triceps muscle has been shown to induce osteogenesis.53 In nude mice, the
same approach also induced bone formation but failed to achieve spinal fusion
when injected into paraspinal musculature.54 Ex vivo attempts using marrow-
derived stem cells in rabbits transfected with Ad-BMP-2 demonstrated bone for-
mation, but this occurred in only one out of five animals, and no animal
successfully fused.50 These and other studies have demonstrated the proof of con-
cept that local gene therapy with BMP is capable of inducing osteogenesis.
However, they have yet to demonstrate the feasibility of consistently achieving
spinal fusion with gene therapy.

CONCLUSIONS

Spinal fusion is a complex biomechanical and biological process that remains chal-
lenging to consistently achieve. Despite significant advances in surgical technique
and spinal instrumentation, nonunions still occur. Furthermore, donor site morbidity
associated with the procurement of autograft remains problematic. Bone tissue engi-
neering advances have led to the successful clinical use of BMPs. However, many
questions and problems remain even with the advent of BMP, such as the need for
large concentrations, the search for the ideal carrier, and the appropriate use of BMP
in the challenging healing environment of the posterolateral spine. Gene therapy
approaches may be beneficial in the future in addressing some of these issues, but
this technology currently remains to be perfected. Much work in the field of bone
tissue engineering needs to be done before the ultimate goals of spinal fusion—that
is, achieving 100% fusion rates with no donor site morbidity—are reached.
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