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Preface

This book is devoted to ion-selective electrodes (ISEs)—potentiometric chemical
sensors comprising widely used tools for sensing ions in various real samples of
clinical, environmental, industrial, and laboratory research relevance. ISEs on the
one hand belong to well-established and thoroughly studied analytical devices, and
on the other hand still experience significant progress in understanding the basics
of the sensor response and in the development of more efficient application
techniques.

For decades I was involved in research and development works in the area of
ISEs, and started giving courses in ISEs to students in St. Petersburg State
University in 2005. These courses differ in their depth, dependent on the audience,
on what exactly these particular students need to know for their projects, and for
their future scientific and technical career (although it is not possible to foresee
ones future needs for sure).

In spite of this experience, when Prof. Yury Zolotov proposed me to contact
Prof. Rainer Salzer and Dr. Steffen Pauly, and discuss a possibility of preparing
this book for Springer, I rather squirmed at first. Indeed, so many excellent books
(I try to refer to these books in Chap. 1) have already been published by world-
class specialists. However, after some hesitation I realized that most of these
monographs do not cover the latest achievements in ISEs research and application.
Therefore, it is time to try to describe the current state of the art in ISEs in a
systematic, and, in the same time—in a comprehensible way, addressing the
basics, the commonly recognized concepts, and also the most recent, sometimes
questionable issues. The author hopes that this book to some extent meets this
challenging task, and will be of interest to students, academic scholars, and
practical people who decide to work on ISEs or to use these kinds of chemical
sensors.

I am grateful to my wife Tamara for her understanding and patience and to my
colleagues in my lab for their kind advices.

My special thanks go to my young American friends Kristin Maria Alexy and
Robin Michelle Winz for their priceless help in improving my English.

Financial support from St. Petersburg State University, grants 12.0.16.2010 and
12.38.17.2011, is greatly acknowledged.
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Chapter 1
Introductory Issues

1.1 Ion-Selective Electrodes: What are These?

When I give a course in ion-selective electrodes, I normally ask my students in the
very beginning of the first lecture: did you ever measure pH? Almost always, even
if these are young first-year students, their answer is ‘‘yes.’’ Indeed, the most
common and most frequently used ISE, the glass pH electrode, is familiar to nearly
everybody who is doing chemistry, biology, in many branches of technology in
industry, in agriculture, in environmental monitoring, and in various other activ-
ities. Thus, most of us know at least a little bit about ISEs and, more generally,
about chemical and also physical sensors.

In this book, we will try to look at ISEs and related devices in a systematic way.
Ion-selective electrodes became routinely used analytical tool, and sometimes

we even miss to realize the relation between ISEs and other kind of sensors. It may
be therefore useful to outline briefly what is sensor and what kinds of sensors we
currently know.

Normally, we call such measuring devices which transform the measured
property into another kind of signal, mostly, an electrical signal which can be
transmitted and registered by some instrument, as sensors. From this point of view,
a traditional thermometer is not a sensor because we check the temperature by our
own eyes, looking at the height of the mercury bar. However, a thermometer based
on a thermocouple can be considered sensor. Sensor is a device which somehow
gives a signal of the current state of the ambient, and if this state changes, the
signal also changes. This happens due to some changes in the sensor caused by the
changes in the environment. This we call ‘‘sensor response.’’

Thus, for a sensor, we always have an input signal, a property which we wish to
quantify, and an output signal which we can somehow register, see Fig. 1.1.

The input signal can be, for example, mass, pressure, temperature, humidity. The
respective sensors are called ‘‘physical sensors.’’ Relatively modern kind of
physical sensors comprise accelerometers used in automotive industry. For
chemical sensors, the input signal is the chemical composition of the media with
which the sensor is in contact. These can be liquid or gaseous samples, and also
some semi-solid samples like soils. The output signal can be of the electrical nature:
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voltage, current, capacitance—and then, we denote the respective devices as
electrochemical sensors. The output signal can be also the optical density, in optical
sensors (optodes), or oscillation frequency, in sensors based on quartz crystal
microbalances, or in acoustic sensors (surface wave or bulk wave acoustic sensors).

In this book, we will deal with ion-selective electrodes which comprise an
important class of electrochemical sensors, giving potentiometric signal. Ideally,
the potential of an electrode obeys equation below, known as the Nernst equation:

u ¼ u0 þ RT

zIF
ln aI ð1:1Þ

In the Nernst equation, u is the electrode potential, u0 is the so-called standard
value of the potential, aI is the activity and zI is the charge number of the target
analyte, R is the gas constant, T is the absolute temperature, and F is the Faraday
constant. The electrode gains its standard potential value when aI = 1.

One cannot measure a potential of an individual electrode, the measurable quantity
is always the electromotive force (EMF), the difference between the potentials of two
electrodes immersed into a solution, see Fig. 1.2, left side. A pair of electrodes
immersed into a solution makes the so-called galvanic cell (galvanic element).

If one of the electrodes (the so-called indicator electrode) in the galvanic cell
obeys the Nernst equation, while the potential of the other electrode (reference
electrode) is constant (see Sect. 2.4), the EMF follows the equation below:

E ¼ E0 þ S log aI : ð1:2Þ

Here, E is the measured EMF, E0 is the standard EMF value at aI ¼ 1, and S is
the response slope. Ideally, the slope is S ¼ dE=d log aI ¼ 2:3026 RT=F.1 At
25 �C, the ideal value of the slope is S25 ¼ 59:18=zI mV. Equation (1.2) represents

Input signal

Sensor

Output signal

Fig. 1.1 Basic principle of
sensing: sensor accepts an
input signal and transforms it
into an output signal

1 Coefficient 2.3026 appears because in practical use of ISEs we always plot EMF against
decimal logs instead of natural logs, and ln 10 ¼ 2:3026.
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the practical form of the Nernst equation providing for some possible non-ideality
of the response of the indicator electrode as well as that of the reference electrode.
This is why instead of the ideal value RT=zIF, the practical experimental slope
S ¼ dE=d log aI appears in Eq. (1.2).

The values of E0 the standard potential and S the slope are not a priory known.
Therefore, one has to relate the measured signal (EMF) to the concentration
(strictly activity) of the target analyte. This is made by performing calibration of
the electrode, in fact, of the whole galvanic cell, using a series of standard solu-
tions with known composition. Figure 1.2 (right side) illustrates a 3-point cali-
bration procedure followed by the measurement of the activity of the analyte in the
sample. First, the electrodes are immersed in several standard solutions (three in
this example). The EMF values are measured, and in the respective 2D plot a line
is obtained by linear regression. Ideally, it should be a straight line; therefore, it is
recommended to use at least 3 standards to see whether it is true. The slope must
be close to RT=zIF although it often deviates from this number in about 0.2–2 mV.

Once the calibration curve is obtained, and the calibration parameters: E0 the
standard EMF value and S the slope are known, one can use the electrode as
measuring tool. The electrodes are now immersed into sample solution, and the
measured EMF value delivers the value of the activity of the target analyte:

aI ¼ 10
E�E0

S : ð1:3Þ

One can see that the values of interest: the activity and therefore also the
concentration of the analyte are exponentially dependent on E the EMF measured
in the sample, E0 the standard EMF value and S the slope. Thus, the stability of the
calibration curve of the electrode is of crucial importance. Normally, the slope is
much better stable and reproducible than the individual EMF value. Bearing this in
mind, we obtain from Eq. (1.2) the relative error of the analyte activity value:

EMF

log(aI)

Std3

Std2

Std1

E

Sample 0

E0

Fig. 1.2 Galvanic cell with two electrodes immersed into solution (left) and electrode calibration
(right)
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daI

aI
� SdE: ð1:4Þ

The commonly used unit for the EMF measurements with ISEs is mV. An
error of 1 mV in the EMF measurement translates into 4 % relative error in the
concentration of a univalent analyte and into 8 % relative error for a divalent
analyte. Normally, EMF values are registered with error significantly lower than
1 mV. Anyhow, the accuracy of the direct measurements with ISEs is relatively
low. For better accuracy of analysis, the EMF values must be registered with
precision of 0.1 and even 0.01 mV. On the other hand, Eq. (1.4) shows that the
relative error of the analysis with ISEs remains constant within the whole linear
range of the response, covering also diluted samples. This is a big and nearly
unique advantage of the potentiometric analysis because in most of other ana-
lytical techniques, the relative error gets significantly increased along dilution of
the sample.

The term ‘‘Ion-selective electrodes’’ reflects the capability of ISEs to dis-
criminate between ions. Ideally, an ISE responds to only one kind of species in a
mixed sample. Of course, the real-world electrodes show only limited selectivity.
For decades, the glass pH electrode appeared the most selective. Some of glass
electrodes work at pH 12 or even 14, that is, sustain huge excess of sodium and
other electrolytes: up to 1012 or 1014 times. More recently, it was shown that some
ionophore-based and solid state ISEs show even higher selectivity if the mea-
surements are performed under certain protocols (see Chap. 3 for details). The
selectivity of an ISE to, for example, Iþ ions in the presence of Jþ ions is
quantified with the so-called selectivity coefficient: the parameter KIJ in the Ni-
kolsky equation [1]:

E ¼ E0 þ S logðaI þ KIJaJÞ: ð1:5Þ

Here, Iþ ions are the target analyte, the so-called ‘‘primary’’ or ‘‘main’’ ions,
while Jþ ions are normally called ‘‘interfering’’ ions. Obviously, the smaller KIJ

value the smaller is the whole interference effect caused by Jþ ions, and the ISE
is closer to the ideal case: primary ions only give impact on the electrode
response. The term ‘‘selectivity coefficient’’ is therefore a bit confusing: high
selectivity of the response requires low selectivity coefficient. However, every-
body who works with ISEs are used with this terminology and suggestions to
rename the selectivity coefficient into ‘‘interference coefficient’’ did not get
support.

The physical nature of the selectivity coefficient, how exactly it depends on
the ISE membrane composition and the nature of the competing ions, is very
different for different kinds of membranes. More sophisticated equations have
been suggested for more accurate description of the ISE response in mixed
solutions. However, Eq. (1.5) remains the most widely used, partly due to its
simplicity.
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1.2 Brief Survey of the ISE Applications

Normally, analysis with ISEs does not require pretreatment of the sample, more of
this, in line and in vivo measurements are possible offering great opportunities for
continuous monitoring in clinical, industrial, and environmental applications.
Unlike other analytical techniques, measurements with ISEs provide with data on
the activity of the analyte. In many cases, this is a critical advantage because the
Gibbs free energy (and other thermodynamic potentials) is characterized by
activity rather than by concentration. Therefore, the activity of the analyte pro-
vides with the data whether the respective chemical process will or will not occur
spontaneously. This knowledge is especially useful in industry. Both ISEs them-
selves and the instrumentation for measuring the potentiometric signal are inex-
pensive and easy in use, not requiring high-skilled operator. The power
consumption for the measurements is low. This is why ISEs became so widely
used in practice. Table 1.1 presents some examples of the applications of ISEs.

Examples presented in Table 1.1 illustrate the variety of the ISEs applications.
Clinical analysis with ISEs appears the most important. A number of companies
produce automatic clinical analyzers which measure dozens of parameters, blood
electrolytes among them. Human homeostasis requires a very narrow window for
the pH: approx. 7.44 ± 0.05. The normal level of the potassium ions concentration
is 4.5 mM, it may be about 1 mM higher or lower, and these deviations indicate
several various disorders including those related to cardiovascular system. Sodium

Table 1.1 Some applications of ion-selective electrodes

Branch of activity Typical samples Typical analytes

Clinical analysis Blood serum, plasma, whole blood, saliva,
urine, lymph

pH, K+, Na+, Ca2+, Li+,
Cl-, Mg2+, HCO3

-

Agricultural
industry

Soil, vegetables, fruits, milk, meat pH, NO3
-, K+, NH4

+, Ca2+,
Cl-, Na+

Industrial
manufacturing

Metal plating solutions, paper bleaching
solutions, fertilizers

pH, Cu2+, Ag, Au, NO3
-,

Ca2+, K+, Na+ NH4
+

Environmental
monitoring

Natural, industrial, waste waters, soil, plants,
human and animal tissues

pH, Pb2+, Hg2+, Cu2+,
NO3

-, ionic and
nonionic surfactants

Pharmaceutical
industry

Medical drugs, liniments, mixtures Biologically active amines,
alkaloids, acids

Food industry Juices, beverages, dough, pastry, wine pH, Ca2+, NO3
-,

CH3COO-

Power stations Cooling water pH, Na+

Control of gases
in air

Air in chemical factories NH3, NO2, ‘‘acidic’’ gases

Control of
enzymatic
activity

Medical and biological liquids and tissues,
pesticide polluted soils and plants

Enzymes, substrates,
enzyme inhibitors
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comprises the main cationic electrolyte in blood; its normal concentration value is
about 140 mM/l. The control of lithium is especially important for patients suf-
fering from manic-depressive psychosis. In the cases of calcium and magnesium,
ISEs provide unique information because the clinically-relevant information can
be extracted from the concentration of the free (not complexed) Ca2+ and Mg2+

ions. Other techniques like atomic absorption show only total content of these ions
which is about 2 times higher than the free ion concentration. Less frequently
performed but also important is analysis of electrolytes in saliva, urine, and lymph.

Acidity and salinity of soils, suitable concentrations of nitric, amino, and
potassium fertilizers are quantified with the respective ISEs. These electrolytes
often have to be controlled also in various agricultural products. Many ions must
be monitored in industrial manufacturing. Among these are gold and silver which
are present in industrial solutions mostly as anionic complexes, and therefore
present in Table 1.1 without charge. Toxic heavy metals, pH, nitrate, surfactants
are of interest for the environmental control. Dozens of ionic drugs of pharma-
ceutical relevance are measured with the respective ISEs. Food industry also needs
tools for ions control, while pipelines in cooling systems of power stations are
sensitive to the pH and to minute quantities of salt. One can see that the pH is
always present among other electrolytes to measure, and therefore, the glass pH
electrode, the oldest among all chemical sensors, remains, probably, the most
important and most demanded.

Although ISEs are, rigorously speaking, ion sensors, one can use them in
special devices: gas and biosensors. Earlier, these devices constituted a large
branch of the ISE application. Currently, ammonia gas sensors based on the
Severinghaus principle2 and enzyme-based urea ISEs are still in use. However,
other analytes used to be measured by gas and biosensors based on ISEs are
measured by sensors with other work principles. Therefore, this application of
ISEs is not discussed in this book.

1.3 ISEs Classification by the Membrane Type: Glass,
Crystalline, Polymeric Membrane ISEs

ISEs are normally classified by the membrane material, although one can group
them according to construction or other feature. The oldest group of ISEs is those
with glass membranes. These are mostly silicate glasses and electrodes for the pH
measurements. However, sometimes also boric and phosphorous glasses also are in
use. On the other hand, there are glass membranes for Na+, K+, Li+, and Ag+ assay.
Among these, only Na+ glass electrodes are really practical. Glass electrodes are
described in Chap. 5.

2 Change of the analyte gas concentration causes change of pH in a thin aqueous film on a
surface of a glass pH electrode, and in this way the analyte concentration is measured.
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Crystalline electrodes can be subdivided into those with polycrystalline and with
monocrystalline membranes. The latter kind is represented by F-—selective
electrode with membrane made of LaF3 monocrystal doped with EuF2. Other
crystalline electrodes have polycrystalline membranes containing mixtures of low-
soluble silver salts like Ag2S ? AgX (X- = Cl-, Br-, I-, SCN-, CN-). These
ISEs are suitable for assay of the respective X- ions and also S2-. Other group of
polycrystalline membranes contains mixtures of Ag2S with low-soluble metal
sulfides: Ag2S ? MeS (Me2+ = Pb2+, Cd2+, Cu2+, and Hg2+). Similar compositions
doped with B, Al, Ga, Ge, Sn, As, Sb, Bi compounds allow obtaining amorphous
chalcogenide glass membranes. Crystalline and chalcogenide glass ISEs are
described in Chap. 6.

ISEs with polymeric membranes containing ionophores comprise the most
numerous group of electrodes. Ionophores are neutral or charged species selec-
tively binding ions. This selectivity of association or complexation makes the basis
for the potentiometric selectivity of the respective ISEs. The large variety of
selective ionophores makes the main basis for the variety of selectively assayed
analytes. Among these are various inorganic and organic cations and anions, ionic
surfactants, it is possible to make ionophore-based ISEs sensitive to nonionic
species like nonionic surfactants and some phenols.

Among the polymers used in ionophore-based membranes, polyvinylchloride is
the most widely used although some other polymers became more and more
popular. ISEs with polymeric membranes containing ionophores are described in
Chap. 4.

The materials for the ISE membranes change over time. For years heteroge-
neous membranes were in use, containing low-soluble salts dispersed in poly-
ethylene or other inert polymers, or membranes made of ion-exchange resins. Now
these ISEs belong to the past. On the other hand, it was very recently suggested to
modify gold nano-filters with adsorbed ionophores and make ISEs in this very
novel way [2].

1.4 Brief History of ISEs

The history of ISEs started in the beginning of the XX century (1906) when
Cremer [3] noticed that the potential of a glass membrane depends on the pH of the
solution. On the basis of this observation, Haber and Klemensienwicz invented
glass pH electrode in 1909 [4]. However, these electrodes only got wide use much
later when Beckman in 1936 started commercial production of glass pH electrodes
and pH meters. At about the same time, Nikolsky published his article devoted to
the theory of the glass electrode response [1] with the derivation of the Nikolsky
equation and coined the term ‘‘selectivity constant.’’ Nikolsky considered the ion
exchange between the glass phase and the aqueous phase, this was his crucial idea.
Later on, this particular version of the Nikolsky theory was called ‘‘the simple
theory of the glass electrode.’’ This simple theory considered all ion-exchange

1.3 ISEs Classification by the Membrane Type 7
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sites in glass equal to one another with respect of the ability to dissociate and
neglected the diffusion potential within the glass membrane phase. In 1950s, Ni-
kolsky and Shultz published a series of papers inventing what they called ‘‘the
generalized theory of the glass electrode’’ [5, 6]. The generalization was done in
two distinctively different respects. One was rather formal introducing ‘‘partial’’
activity coefficients for species in the membrane. The other one accounted for
different dissociation degree for different ionogenic groups in glass. In early 1960s,
Shultz and Stefanova for the first time considered the glass electrode potential as
‘‘membrane potential,’’ that is, containing not only boundary potential drops but
also the diffusion potential within the membrane [7]. Eisenman (who himself made
enormous contribution to the theory and practice of ISEs) edited an excellent book
devoted to the then state of the art in glass electrodes for the pH and alkali metal
sensing [8].

By early 1960s, the progress in ISEs was almost exclusively connected to glass
electrodes. In 1961, Pungor invented ISEs with heterogeneous membranes: low-
soluble salts dispersed in a polymer (polyethylene) matrix [9]. The second half of
the 1960s was the time of several breakthrough inventions. Frant and Ross in 1966
proposed fluoride electrode with membrane of monocrystalline LaF3 doped with
EuF2 [10]. In the same year, Simon invented first ISE with liquid membrane
containing a neutral ionophore (at that time called carrier or ligand) [11]. This was
potassium-selective electrode with nonactin as the ionophore. Later on, it turned
out that nactins are more selective to ammonium cations, while valinomycin is
much more suitable for K+-ISEs. Eisenman published a book devoted to various
aspects of natural cell membranes and their artificial models [12]. In 1967, Ross
proposed first Ca2+-ISE with liquid membrane containing organophosphorous
charged ionophore [13]. Also in 1967, Bloch, Shatkay and Saroff published their
pioneering work devoted to ISEs with plasticized polyvinylchloride membranes
[14]. The plasticizer imparts to the elasticity of the membrane and, in the same
time, acts as solvent for ionophores. Moody and Thomas [15] also contributed very
much to this basic principle of the ionophore-based ISEs, which until now remains
highly relevant. Durst published a book summarizing the achievements in the
theory and practice of ISEs made by the early 1970s [16]. The book consists of
chapters written by the world-leading scientists in the field.

Bergveld in 1970 invented ion-selective field effect transistors [17]. These
devices effectively combine ion-selective membrane with semiconductor unit
enhancing the signal. Rapid evolution in the field of ISEs lasted until the late
1970s. At that time, a number of excellent books [18–22] have been published
devoted to the theory, development and applications of ISEs. By early 1980s, ISEs
became mature. At that time, Morf published his fundamental book on the prin-
ciples of the ISEs [23] which for years became a kind of handbook for those who
were involved in this branch of science and technology.

New impetus for the ISEs studies, in particular for those based on ionophores,
was given by Bakker in mid-1990s when apparently well-established concepts
were re-examined, and many turned out being inaccurate or even incorrect. The
results of this re-addressing were summarized in two excellent reviews published
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by Pretsch, Bakker and B}uhlmann in late 1990s [24, 25]. Review [24] is primarily
devoted to the theory of ionophore-based sensors: ISEs and optodes, and review
[25] summarizes known ionophores in the course of their selectivity to a given
analyte. In analogy with the so-called electronic nose based on array of gas sen-
sors, Vlasov invented ‘‘electronic tongue’’: an array of ISEs with limited selec-
tivity in combination with sophisticated software [26]. This system is capable of
providing with qualitative and quantitative information of the composition of
various kinds of rather complicated real samples.

Another breakthrough achieved in the late 1990s was made by Sokalski and
referred to the sensitivity of ISEs in strongly diluted solutions [27]. Efforts aimed
at measurements with electrodes in nano- and sub-nanomolar concentration range
became the mainstream in the ISE research and application in the beginning of the
XXI century. At that time, it also became clear that ISEs are not necessarily pure
potentiometric sensors, that is, applied only under zero current conditions. More of
this, polarized electrodes showed certain advantages over classical ISEs for a
number of practical tasks [28–30]. A large success in theoretical description of ISE
potential in real time and space was achieved in early 2000s [31–34] in Lewenstam
group. Recently, the fundamentals of ISEs, together with that of other kind of
sensors, were described by Janata [35].

In this book, I tried to describe the basics of the measuring with ISEs, the state
of the art in ISEs with different types of membranes (with special emphasis on the
ionophore-based ISEs), and some modern trends in the ISE research and appli-
cation. Ion-selective field effect transistors (ISFETs) are not discussed here.
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Chapter 2
The Basics of the ISEs

In this chapter, we will discuss the formalism of the practically relevant repre-
sentation of the signals obtained from an ‘‘ideal’’ electrode. We will do this using a
macroscopic, thermodynamic approach. We will not go into the microscopic
details on why and when the electrodes respond in this particular way, leaving this
discussion, and also the discussion of the ‘‘real-world electrodes’’, which are not
that ideal, for subsequent chapters.

The consideration of the mechanism of ISE response relies on two types of
electric potentials: boundary potential and diffusion potential. We will start the
discussion of these two potentials with the description of their physical origin and
then turn to the respective thermodynamical formalism.

2.1 The Membrane Model

Basically, a membrane is a phase which separates two other phases. In this way,
ion-selective electrode membranes are true membranes. These separate the sample
(or the calibrator) solution from either the internal solution of the electrode, or the
internal solid contact. The model to be considered is based on several assumptions:

1. The membrane comprises a flat parallel ionically conducting piece of matter
placed in between two aqueous electrolyte solutions. Although the system is
three-dimensional, any changes may happen only along one axis: the x-axis
which is perpendicular to the membrane plane. Therefore, the system is
effectively one-dimensional.

2. There are no gradients of temperature and pressure within the system.
3. The interfaces between the membrane and solutions are at electrochemical

equilibrium, while the system as a whole is in a steady state.

K. N. Mikhelson, Ion-Selective Electrodes, Lecture Notes in Chemistry 81,
DOI: 10.1007/978-3-642-36886-8_2, � Springer-Verlag Berlin Heidelberg 2013
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2.2 Boundary (Interfacial) Potential, the Nernst Equation

2.2.1 The Physical Nature of the Boundary Potential

Electric potentials at the interface between two phases may arise due to (1) par-
titioning of electrolytes, or due to (2) adsorption of charged species, or (3) even in
the total absence of individual charged species (ions)—just due to some regular
orientation of dipole molecules at the interface. Potentials caused by effects (2) and
(3) are only stable in electrolyte-free systems. Otherwise, only in the case (1) are
the potentials stable and reproducible. Therefore, since in this book we discuss
practically relevant issues, we will focus on the interfacial potential formed due to
partitioning of electrolytes between the phases in contact. As example, we consider
here two liquid phases.

First, we will consider a very simple and highly idealized situation: how an
electric potential arises at the interface between two initially neutral (non-charged)
phases. We will start with a single phase comprising, for example, an aqueous
electrolyte solution with uniform distribution of ions within the whole volume of
the phase (no concentration gradient). Ions bear electric charge, and therefore,
there is some microscopic electric field within the vicinity of any ion in the
solution. However, the microscopic fields produced by individual ions compensate
each other, and the resulting macroscopic field over the whole phase is zero.

Let us see what will happen if we join this aqueous electrolyte solution with, for
example, an organic phase consisting of a pure organic solvent immiscible with
water. When the phases are in contact, the electrolyte distributes between the
aqueous phase and the organic phase. Basically, cations and anions of the elec-
trolyte distribute between the two phases in equivalent quantities. However, this
equivalence is not exact, especially in the beginning of the distribution process,
producing small deviations from the electroneutrality of the two phases. Generally
speaking, the main role in the preferential uptake of ions with a particular charge
sign is played by DGI aq

org : the Gibbs free energy of the ion transfers from one
phase to another. This value depends on the Gibbs free energy of the ion hydration
in the aqueous phase DGI

hydr and that of the ion solvation in the organic phase
DGI

solv as follows: DGI
org
aq ¼ DGI

solv�DGI
hydr : If the hydration of cations and

anions is about the same, while, for whatever reason, the affinity of cations to the
organic phase is higher than that of anions, the number of cations crossing the
interface and getting into the organic phase will slightly exceed the number of
anions. This may happen if the organic solvent is a Lewis base, and therefore,
cations (which, obviously, are Lewis acids) are more strongly solvated in this
solvent than anions. On the contrary, if the solvent comprises a Lewis acid, its
affinity to anions is stronger than its affinity to cations. It may also happen that the
inequality of the ion distribution is mainly due to difference in hydration. A pref-
erential distribution of the cation of an electrolyte to the organic phase is due to,
respectively, strong hydration of the anion, or vice versa. Thus, the difference in
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the affinities of ions to water and to the organic solvent is the driving force of the
initial slightly unequal ion distribution.

Thus, after a very short time of the contact, the organic solvent contains some
small excess of cations over anions, while the aqueous phase contains an equal
excess of anions, so both phases acquire some electric charge, as shown in
Fig. 2.1. It is very important that the number of these non-compensated charges is
much smaller than the total number of ions in any of the phases. It is also
important that the non-compensated (excessive) ions are localized in the imme-
diate vicinity of the interface, forming the so-called electrical double layer. In the
bulk of any phase, the electric fields produced by individual randomly distributed
and chaotically moving ions compensate each other.1 Unlike this situation, ions
within the double layer are arranged relatively regularly, and the superposition of
the respective fields is not zero. Therefore, as soon as this double layer is formed,
the respective Coulombic forces between the ions result in attraction of anions to
positively charged organic phase, and rejection of cations. Thus, ‘‘chemical’’
driving force (the non-equal affinity of ions to the solvent) which causes the non-
equal ion distribution gets counterbalanced with the electric driving force: the
electric field created by ions regularly arranged within the double layer. Once both
driving forces become equal, a stable electric potential is established at the
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Fig. 2.1 Schematic representation of the formation of the electrical double layer. Top: two
phases separately, left phase with randomly distributed ions, right phase—without ions. Bottom:
two phases joined, electrolyte partitioned between the phases, most ions distribute randomly, but
some—regularly at the interface

1 Except of a phase with a gradient of an electrolyte, see Sect. 2.3.
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interface between the two phases. As soon as this is happen, the ions of the
electrolyte distribute between the two phases in exactly equal quantities, so that the
phases will not take more and more charge. The potential in question is called
interfacial or boundary potential, and the condition of the two-phase system under
consideration is called ‘‘electrochemical equilibrium.’’ The most crucial difference
between this two-phase system and the single phase we considered before is a
regular charge separation established at the interface. Without regular charge
separation, no electric field exists. The model discussed is, obviously, oversim-
plified and relates to the so-called dense part of the electrical double layer. The
diffuse parts of the double layers may penetrate deep into the phases, up to hun-
dreds of nm (in the case of solvent-polymeric membranes [1]).

Boundary potentials cannot be measured experimentally, because one cannot
separate the ‘‘pure chemical’’ and ‘‘pure electrical’’ contributions to the whole free
energy of the interfacial ion transfer from one another. However, boundary potentials
can be estimated theoretically using some model calculations. According to the
theoretical estimations, these potentials can reach up to several hundred mVs [2–7].

In reality, the mechanism of the boundary potential formation is more com-
plicated. In the first place, no real-world objects are ideally neutral: they always
bear some small electric charge. For instance, even if you have an ideally neutral
solution in an ideally neutral bottle, and you pour this solution into an ideally
neutral beaker, all these phases will acquire some electric charge. This happens
due to the wall friction of solution in the bottle and in the beaker while pouring.
Thus, the aqueous phase and the organic phase in our aforementioned example
must bear some accidental, fortuitous charges already before contact. Furthermore,
both phases (not only the aqueous solution) may contain electrolytes before fusion.
However, this does not change the final result. The only difference is that if the
organic phase is initially charged, for example, more positively than the aqueous
phase, the number of the excessive cations in the organic phase will be smaller
than in the ‘‘ideal’’ case, and the ‘‘gap’’ will be filled with the accidental charges
acquired due to friction or to some other force. The distribution of the electrolytes
between the two phases will not be affected by the accidental charges, because the
number of the latter is negligible when compared with the total number of parti-
tioning ions. As for the interfacial potential, its value is the same as in the ‘‘ideal’’
case, although some of the ions forming the electrical double layer belong to the
partitioning electrolyte while the rest are of ‘‘accidental’’ origin. In the opposite
case, when the organic phase is initially negatively charged, it will gain a few more
excessive cations than in the ‘‘ideal’’ case. The only issue of importance is the
equality of the two driving forces: chemical and electric.

Although we have discussed the origin of the boundary potentials considering the
interface between aqueous and organic phases, the same physics underlies boundary
potentials between various materials. This includes interfaces between aqueous
solutions and ionically conducting inorganic phases like crystals and glasses, which
are used as ion-selective membrane materials, along with organic liquids and
polymers. The processes underlying potentials between an ionically conducting
phase and an electronic conductor (metal) are slightly different, see Sect. 8.2.
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2.2.2 Formal Thermodynamical Description of Boundary
Potential

Now, having the physical idea about the origin of boundary potentials between
aqueous solution and some other phase (which we will call ‘‘electrode’’), we will
discuss this kind of potentials using a strict thermodynamic approach.

If an electrode is immersed into a solution, and the interface between the
solution and the electrode is at electrochemical equilibrium in relation to species
IzI (zI stands for the charge number2 of the species), the value of the electro-
chemical potential ~l of this species is the same in the solution phase and in the
electrode phase:

~lI
solution ¼ ~lI

electrode ð2:1Þ

In turn, the electrochemical potential of a species located in a certain part within
the phase relates to lI the chemical potential of this species and / the electrical
potential in this part of the phase:

~lI ¼ lI þ zIF/ ð2:2Þ

Here, F is the Faraday constant. The sensitivity of a species to the electric
potential is proportional to the species charge, and this is why zI appears in Eq. (2.2).

Note, in contrast with the chemical potential lI and the charge zI ; the electric
potential term / does not contain index I. This is because the former parameters
refer to the particular species IzI and their values are different for different species,
while the electric field—and therefore also the electric potential—is the same in
the particular part of the space, resulting from all the species involved, and also
affecting all the species involved.

Combining Eqs. (2.1) and (2.2), we obtain for boundary potential at
equilibrium:

ub ¼ /electrode � /solution ¼ � lI
electrode� lI

solution

zIF
ð2:3Þ

Equation (2.3) represents the intuitive physical description of the electro-
chemical equilibrium in strict terms. Indeed, at equilibrium, the electric potential
difference compensates for the difference between the chemical potentials of the

2 Charge number (valency) is an integer indicating the number of elementary charges carried by
the species. One elementary charge equals 1.60 9 10-19 C. For instance, an electron carries an
electric charge of -1.60 9 10-19 C, and a calcium cation carries an electric charge of
+3.20 9 10-19 C, so the respective charge numbers are -1 and +2. Rigorously speaking, we
must use term ‘‘charge number’’ to characterize the electric charge of the species. In practice,
however, we never do so, and instead of ‘‘charge number’’, we just say ‘‘charge,’’ like charge of
electron is -1 and charge of calcium cation is +2. Therefore, throughout the text, the term
‘‘charge’’ will be used for ‘‘charge number.’’
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species in the two phases, which refer to the affinity of the species to the respective
phases.

The chemical potential of the species within a system is defined as partial Gibbs
free energy of the system (in the case of a charged species—except of the electric
part of the free energy) related to this particular kind of species:

lI ¼
dG

dnI

� �
p;T ;nJ 6¼I

ð2:4Þ

Here, G, p, and T stand for the Gibbs free energy of the phase, the pressure, and
the absolute temperature. Thus, the chemical potential of species IzI is a partial
derivative of the Gibbs free energy over the number of moles of species IzI at a
constant pressure, temperature, and the numbers of moles of all other kinds of
species present in the system. The value of G, as that of any energy quantity,
cannot be determined to an absolute value. It is only determined in relation to
some standard state, and one can only measure DG the difference in G between the
current state of the system and the standard state. Thus, G ¼ G0 þ DG: One could
think that differentiation eliminates G0 and therefore we may have the absolute
value of lI : This, however, is not true, because G ¼ U � TS (U stands for the
internal energy and S for the entropy of the system), and G0 ¼ U0 � TS0; while U0

and S0 are extensive values which are proportional to the mass of the system.
Therefore, dG0

�
dnI

� �
p;T ;nJ 6¼I

6¼ 0 and chemical potential can only be determined in

relation to some standard state (some reference point):

lI ¼ lI
0þRT ln aI ð2:5Þ

Here, lI
0 is the standard value of the chemical potential, that is, the chemical

potential of species IzI in the standard state, R is the gas constant, and aI is the
activity of species IzI in the phase. The standard state can be chosen at our own
will; however, some choices may be more convenient than others.

Very often, it is said that activity is a kind of ‘‘active concentration,’’ that is, CI

concentration value is ‘‘corrected’’ to comply with strict thermodynamic relations.
The correction is represented by cI activity coefficient, so that

aI ¼ cICI ð2:6Þ

Sometimes one claims that Eq. (2.6) defines activity as ‘‘concentration multi-
plied by activity coefficient.’’ In fact, the reverse is true: Eq. (2.6) defines activity
coefficient, while activity is defined as a function which satisfies the following
equation:

aI ¼ expððlI � lI
0Þ
�

RTÞ ð2:7Þ

Obviously, Eq. (2.7), which defines activity, is just a rewritten Eq. (2.5).
Combining Eqs. (2.3) and (2.5), we obtain for the electric potential difference

between the electrode and solution (the boundary potential):
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ub ¼ /electrode � /solution ¼ � lI
0;electrode� lI

0;solution

zIF
� RT

zIF
ln

aI
electrode

aI
solution

ð2:8Þ

Equation (2.8) is known as Nernst equation. If for whatever reason (to be discussed
in later chapters) the activity of IzI in the electrode phase is constant, the interfacial
potential follows a very simple formula:

u ¼ u0 þ RT
zIF

ln aI
solution ð2:9Þ

Term u0 includes the constant terms � lI
0; electrode � lI

0; solution
�

zIF
� �

and
� RT=zIFð Þ ln aI

electrode: The potential difference u is called electrode potential.
Thus, the electrode potential is regularly dependent on the activity of ion IzI ; and
this makes the prerequisite for use of the electrode as a sensor of species IzI :

2.3 Diffusion Potential

2.3.1 The Physical Nature of the Diffusion Potential

Unlike boundary potentials arising at interfaces between contacting phases, dif-
fusion potentials arise within homogeneous phases with non-uniform distribution
of electrolytes. If an electrolyte is non-uniformly distributed within a solution, the
electrolyte diffuses from layers with higher value of the chemical potential of the
electrolyte to layers with lower chemical potential, very often, just from layers
with higher concentration to layers with lower concentration of the electrolyte. In
general, I+ and X- ions forming the electrolyte have different diffusion coefficients
DI, DX and, respectively, also different mobilities uI, uX, see Eq. (2.10):

un ¼ Dn=RT ð2:10Þ

This difference results in small, but regular charge separation, and therefore in a
potential difference called diffusion potential—because it originates, ultimately,
due to diffusion.

Let us try to understand the origin of the diffusion potential using a very simple
model presented in Fig. 2.2. A 1:1 electrolyte producing I+ cations and X- anions
with diffusion coefficients DI and DX is non-uniformly distributed within the
volume of the phase. The electrolyte concentration along the x-axis decreases as
shown in Fig. 2.2.

Now assume that at time t = 0, the phase is ‘‘frozen,’’ that is, ions are not
allowed to move. We can (in one’s mind) slice the phase into thin layers with
uniform distribution of the electrolyte within each layer, thus representing the
continuous profile of the electrolyte concentration with a stepped line. Let us
assume there is no regular charge separation: neither within each of the slices, nor
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within the whole phase.3 If we allow ions to move, they will diffuse along the x-
axis from left to right. Let us assume DI [ DX: In such a case, in the beginning of
the diffusion process, cations within each slice will slightly pass the anions. This
will produce some regular charge separation along the x-axis within each of the
slices. The resulting regular Coulombic forces will speed up the anions and slow
down the cations within each slice, preventing further charge separation. Thus
established, regular charge separation produces a minute potential difference
within each slice, which taken over the whole phase may reach up to several
dozens of mVs, according to model calculations [2–8]. This is how diffusion
potential arises.

There is a fundamental difference between interfacial and diffusion potentials.
Interfacial potentials (when established) refer to equilibrium states and result from
differences in equilibrium values: the chemical potentials of charged species in the
contacting phases. Stable values of interfacial potentials, in principle, can last
forever. Diffusion potentials refer to non-equilibrium states and result from dif-
ferences in non-equilibrium values: mobilities of ions. Steady values of diffusion
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Fig. 2.2 Origin of the diffusion potential. Left: ‘‘frozen’’ phase, in one’s mind divided into thin
layers. The concentration decreases from the left layer to the right layer; each layer is electrically
neutral; ions are randomly distributed. Right: ions allowed to diffuse from left to right. Each layer
remains electrically neutral, but cations are slightly shifted to the right relative to anions

3 Due to thermal movement, some random, chaotic charge separation always exists on short
distances. However, being averaged over space and time, it produces zero effect.
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potentials refer to steady states. Let us take a look at these states. Under equi-
librium state, there are no fluxes of matter or energy within the system.4 If the
system is not at equilibrium, there are fluxes of matter driven by gradients of
chemical potentials of the species. Now, if the flux is constant over space (e.g.,
diffusion flux over the x-axis) while the profile of the driving force is constant over
time, we have the so-called steady state.

There is a very simple example of steady state, see Fig. 2.3. Let us assume, you
pour a liquid from one large glass to another one. To avoid spilling, you use a
funnel. It is easy to ensure a constant level of liquid in the funnel: when the flux of
liquid coming from the source glass to funnel equals that from the funnel to the
drain glass. You have established a constant level of the liquid in the funnel and
constant flux along the whole system, from source to drain. Note: you will need
some time to adjust the stream before the steady state is established, and you
cannot maintain it forever: either the source empties, or the drain overfills. In
general, a long-lasting steady state requires either a large source and a large drain,
or a very small flux.

2.3.2 The Mathematical Description of the Diffusion
Potential

There are different approaches aimed at mathematical description of the diffusion
potential. We will discuss here the simplest case, which is when diffusion takes
place along only one direction—along x-axis. This simplest case is the most

Drain

Source

Steady level of liquid

Fig. 2.3 Simple example of
a steady state: using a funnel
when filling a glass

4 Some local fluctuations and local fluxes always exist except at absolute zero; however, they do
not produce any macroscopic effect due to averaging over space and time.
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relevant for all further discussions. We will use the Nernst–Planck equation for the
flux of the IzI charged species along the x-axis:

JI ¼ �uICI
d~lI

dx
¼ �uICI RT

d ln aI

dx
� zIF

d/
dx

� �
ð2:11Þ

Although we omit its derivation, the equation’s meaning is very clear: the flux
depends on how fast the species moves uIð Þ; on the concentration of the species
CIð Þ; and on the driving force of the flux: the gradient of ~lI the electrochemical

potential along x coordinate. The negative sign before the right-hand part in Eq.
(2.11) appears because the species moves from high to low values of ~lI :

We discuss potentiometric sensors, so the measurements are performed under
zero-current conditions: I = 0. On the other hand, in a system containing k sorts of
charged species, the current density relates to the respective fluxes in a very simple
way:

I ¼ F
Xk

n¼1

znJn ð2:12Þ

Thus,

Xk

n¼1

znunCn RT
d ln an

dx
þ znF

d/
dx

� �� �
¼ 0 ð2:13Þ

By rearranging Eq. (2.13), we obtain for the differential of the diffusion
potential:

d/ ¼ �RT
F

Pk
n¼1

d znunCn ln anð Þ

Pk
n¼1

z2
nunCn

� � ð2:14Þ

The value of the diffusion potential is given by

ud ¼ �
RT
F

Zright

left

Pk
n¼1

znunCnd ln anð Þ

Pk
n¼1

z2
nunCn

� � ð2:15Þ

Integration requires knowledge on the profiles of activities and concentrations
along the x-axis for all charged species present in the system. Generally speaking,
this is not possible. Recently, advanced models have been developed which allow
for numerical simulations of species concentration profiles and the electric
potentials in real time and space, under certain assumptions [4–7, 9–11]. However,
there are situations for which Eq. (2.15) can be simplified and easily solved for the
respective special cases.
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It is of importance to understand that diffusion potentials, as well as interfacial
potentials cannot be rigorously measured and we can only approximate their
values.

2.3.3 The Segmented Model of the Overall Membrane
Potential

The overall membrane potential is the potential difference generated on a mem-
brane dividing two solutions. This difference is zero in symmetric systems when a
uniform membrane divides two identical solutions. A non-zero membrane
potential arises in two cases: (1) solutions are non-identical, and (2) the membrane
is non-uniform. It is convenient to split the overall membrane potential in three
components: two boundary potentials at the membrane/solution interfaces and
diffusion potential within the membrane, as shown in Fig. 2.4.

The solid horizontal lines show the potentials in the solutions far from the
membrane. Within the space-charge regions 1 and 2—on both sides of the
membrane, there are steep drops of the potential. These are boundary potentials
ub

1; ub
2: The thickness of the space-charge regions is very much exaggerated in

the figure. In fact, these are a few nm on the aqueous side, and up to 100–300 nm
on the membrane side (for polymeric membranes with ionophores). This is why
vertical dotted lines which show the physical borders of the membrane are shifted
from the center of the space regions. Gently sloped solid line within the membrane
bulk shows ud—the diffusion potential. The boundary potentials, typically, have
opposite signs and partly eliminate each other. Therefore, um—the overall
membrane potential—is much smaller than any of the boundary potential drops.

x

φm

b
1

b
2

d

φ

1 2

MembraneSolution 1
Solution 2

Fig. 2.4 The segmented model of the overall membrane potential
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2.4 Galvanic Cells without Liquid Junction
and with Liquid Junction, Advantages
and Disadvantages Thereof

As mentioned in Chap. 1, potential of an individual electrode cannot be measured.
One can only measure the difference of the potentials of two electrodes contacting
via solution, as shown in Fig. 1.2. This construct containing the sensor electrode
(also known as the indicator electrode [ISE]), the other (reference) electrode, and
solution is called galvanic cell. Systems containing only one electrode in contact
with the respective solution are often called half-cells.

The potential difference between the sensor electrode and the reference elec-
trode (RE) is called electromotive force (EMF) of the cell:

E ¼ u� uRE ð2:16Þ

2.4.1 Cells without Liquid Junction

Let us imagine, we have two ideally working electrodes (i.e., both electrodes obey
the Nernst equation). One electrode is cation-responding, and the other one is
anion-responding. For further clarity, let these electrodes respond, for example, to
potassium cation and to chloride anion:

uK ¼ uK
0 þ RT

zKF
ln aK ð2:17Þ

uCl ¼ uCl
0 þ RT

zClF
ln aCl ð2:18Þ

If we immerse these two electrodes into a pure KCl solution, that is, solution
containing only KCl and water, and connect the electrodes to a measuring device
(as shown in Fig. 2.5, left), we will measure the EMF:

E ¼ uK
0 þ RT

zKF
ln aK � uCl

0 � RT
zClF

ln aCl ð2:19Þ

Since zK ¼ 1; zCl ¼ �1; Eq. (2.19) transforms into

E ¼ uK
0 � uCl

0 þ RT
F

ln aK þ
RT
F

ln aCl ¼ E0 þ RT
F

ln aKaClð Þ ¼ E0 þ 2RT
F

ln a�KCl

ð2:20Þ

Here, E0 ¼ uK � uCl is the so-called standard EMF value, and a�KCl ¼
ffiffiffiffiffiffiffiffiffiffiffi
aKaCl
p

is the so-called mean activity of KCl. The mean activity of an electrolyte is a
thermodynamically determined quantity. It can be experimentally measured by
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various independent techniques, such as isopiestic measurements, cryoscopy,
ebullioscopy, extraction measurements, etc.

If we have two electrodes both responding to ions of the same charge, for
example, two anions like chloride and nitrate, immersed in a mixed solution
containing NaCl and NaNO3, the respective EMF obeys the following expression:

E ¼ uCl � uNO3
¼ uCl

0 � RT
F

ln aCl

� �
� uNO3

0 � RT
F

ln aNO3

� �

¼ uCl
0 � uNO3

0 � RT
F

ln
aCl

aNO3

ð2:21Þ

We can multiply the numerator and the denominator in the last term in
Eq. (2.21) by the same quantity, for example, by aNa and then the EMF is

E ¼ uCl
0 � uNO3

0 � RT
F

ln
aClaNa

aNO3
aNa

¼ uCl
0 � uNO3

0 � 2RT
F

ln
a�NaCl

a�NaNO3

ð2:22Þ

Thus, again we obtain an expression containing only thermodynamically
defined quantities.

Galvanic cells shown in Fig. 2.5 left—when both electrodes are immersed into
the same solution—are called cells without liquid junction. The whole system,
comprised of both electrodes and solution, is at equilibrium. Therefore, the EMF
of a galvanic cell without liquid junction is thermodynamically well defined. This
is a significant advantage of this kind of cell, and therefore, measurements with
cells without liquid junction are routinely used in thermodynamic studies.

However, the vast majority of measurements with ISEs are made for analytical
rather than for thermodynamic objectives, and for analytical goals, this kind of cell
is not suitable. Let us discuss this issue using the same pair of electrodes—those
responding to K+ and to Cl-. Furthermore, let us assume we wish to know the

RERE ISEISE

Salt bridgeSalt bridge

Fig. 2.5 Left—cell without liquid junction, right—cell with liquid junction
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potassium ion concentration: CK : In a pure KCl solution, CK ¼ CCl ¼ CKCl ¼
a�KCl=c�KCl: Having a�KCl from the EMF measurements (see Eq. 2.20), and an
independently known value of c�KCl; one can obtain the target quantity CK :
However, in mixed aqueous solutions, leaving alone real-world samples of various
origins, measurements with cells without liquid junction are not practical. Let us
assume we now have a mixed solution of KCl and NaCl. In this solution, the
activity and concentration of our target ion (K+) relate to one another as aK ¼
CKcK ¼ CKClcK : Thus, only KCl directly contributes to K+-ion activity, in full
analogy with pure KCl solution (although the presence of NaCl also indirectly
affects aK because cK the potassium-ion activity coefficients in pure and mixed
solutions with the same CK are not the same). The respective relation for Cl- is
very different from that in a single salt solution aCl ¼ CClcCl ¼ CKCl þ CNaClð ÞcCl;
thus, Cl--ion activity is directly affected by both salts: KCl and NaCl. The mean
activity of KCl in mixed KCl ? NaCl solution relates to the concentrations of the
respective electrolytes as follows:

a�KCl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CKClcK CKCl þ CNaClð ÞcCl

p
ð2:24Þ

One can see that a�KCl—the value obtained from measurements using cell
without liquid junction—is not unambiguously related to K+ ion concentration if
some other electrolyte is also present in the sample.

Below, an example is given on how large the error caused by use of cell without
junction may be for analysis of a mixed solution. Once again, let us consider
galvanic cell consisting of K+ and Cl- electrodes, both responding to the
respective ions, and assume that the standard EMF value of the cell is 200.0 mV,
and the slope is 118.0 mV/ log a�KCl: If the electrodes are immersed into pure
0.01 M KCl solution with c�KCl ¼ 0:91; the measured EMF is as follows:

E ¼ 200:0þ 118:0 � logð0:01 � 0:91Þ ¼ �40:8 mV

If the same electrodes are immersed into mixed solution containing the same
0.01 M KCl, and also 0.1 M NaCl, with c�KCl ¼ 0:79 (this value is calculated by
Debye-H}uckel theory, see Sect. 2.5.), the measured EMF is as follows:

E ¼ 200:0þ 118:0 � log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01 0:01þ 0:1ð Þ

p
� 0:79

� 	
¼ 13:0 mV

The difference between the values is 53.8 mV, and K+ ion concentration in the
latter case (mixed solution) is 2.9 times overestimated.

Obviously, for measurements of a target analyte in a mixed sample, we must
have another kind of galvanic cell. This other kind of cell is called cells with liquid
junction and is described below.
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2.4.2 Cells with Liquid Junction

Obviously, if we wish to measure an individual species concentration via the
potential of respective electrode, the potential of the other electrode must be
constant. In our previous example, this means that Cl--responding electrode has to
have a constant potential. If this is achieved, the EMF varies exclusively due to the
variation of K+-responding electrode potential, and it delivers information on the
K+ ion concentration in the sample. The other electrode (Cl- electrode in our
example) is then called reference electrode (RE). Attempts to make electrodes with
constant potentials whatever the sample composition are well known, and there is
some progress in solving this problem [12]. The reliability of these REs so far
remains insufficient. The commonly used approach is, therefore, different. The
electrode to be used as the RE is placed in a separate vessel, and in this way, the
constancy of its potential is guaranteed. The two half-cells—the sample vessel
with the ISE and the reference vessel with the RE—are connected with one
another via the so-called salt bridge, as shown schematically in Fig. 2.5, right.

Earlier, the common RE used to be the so-called saturated calomel electrode:
Hg/Hg2Cl2 in saturated KCl. Because of the toxicity of mercury metal and of
mercury salts, this electrode was replaced by silver chloride electrode, and now-
adays, Ag/AgCl electrode immersed in 3 M KCl or in saturated KCl has become
the most common RE. The concentration of a saturated solution is constant even if
the vessel is not hermetically closed. This advantage, however, is largely depre-
ciated by the temperature dependence of the solubility. Therefore, 3 M KCl is
predominating as the RE solution.

It is more practical to immerse RE directly into sample or calibrator solutions,
rather than use the setup shown in Fig. 2.5. The respective constructs, the so-called
single-junction RE and double-junction RE, are discussed in more detail in Sect.
9.1.

The region of the contact of the salt bridge with the sample solution is called
liquid junction. This term reflects the lack of a phase boundary between the sample
solution and the bridge solution. The compositions of the salt bridge electrolyte
and the sample are, generally speaking, different. Therefore, the respective elec-
trolytes diffuse from the bridge to the sample and vice versa, driven by the gra-
dients of their chemical potentials. Thus, in between the bulk of the sample
solution and the bulk of the bridge solution, a layer arises with composition, which
gradually varies from the composition of the sample to the composition of the
bridge solution. This layer is called diffusion layer, because all of the electrolytes
present in the system diffuse across this layer according to the respective gradients
of chemical potentials.

Over time of the contact, the diffusion layer expands, and the sample gets
contaminated by the species from the salt bridge solution, while the latter gets
contaminated by the species from the sample. Therefore, normally the salt bridge
is relatively thin tubing, and various measures can be taken to minimize the
aforementioned mutual contamination.
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Electrolytes diffuse from the RE to sample and vice versa. However, mobilities
of ions differ; some ions move faster than the other. Because of this, a potential
difference arises over the diffusion layer. This potential is called liquid junction
potential, and it is of diffusion nature (see also Sect. 2.3.). Thus, the EMF of a cell
with liquid junction combines not only the potentials of the ISE and the RE, but
also the liquid junction (diffusion) potential:

E ¼ uISE � uRE þ ud ð2:25Þ

The very idea of the cell is therefore somewhat compromised: we want to
measure the variation of the ISE potential against a constant RE potential, but we
actually have an additional term which also contributes to the measured signal.
Obviously, to achieve our goal, we must make the liquid junction potential con-
stant or simply minimize its value, which is given by [13]:

ud ¼ �
RT
F

Xk

n¼1

Zbridge

sample

tn
zn

d ln an ð2:26Þ

Thus, the liquid junction potential can be presented as a sum of integrals for
each kind of the charged species (from 1 to k) present in the diffusion layer. The
limits of integration are obviously the bulk of the sample and the bulk of the
bridge—the domains with constant compositions not affected by diffusion.

The values of an—the activities of the species—vary from the respective values
in the sample to those in the bridge. Term tn is called transference number, and it is
defined as the part of qn the electric charge transferred by the nth sort of species to
the total charge transferred across the diffusional layer by all the species present:

tn ¼
qnj jPk

n¼1
qnj j

ð2:27Þ

According to this definition,
Pk
n¼1

tn ¼ 1: The electric charge transferred by a

species equals Jn the flux of the species multiplied by zn : qn ¼ znFJn ¼ z2
nFunCn:

5

Thus, tn transference number of species n can be calculated as

tn ¼
zn

2unCnPk
n¼1

zn
2unCn

ð2:28Þ

5 This equation appears very different from Eq. 2.11. The difference comes from the procedure
of the measurements of the transference numbers. These are performed in a uniform solution (no
activity gradients, so d ln aI=dx ¼ 0), and the results are normalized to 1 unit of the electric
field: du=dx ¼ 1; for example, 1 V/m, or 1 V/cm, or whatever. In fact, this normalization does
not really matter because in Eq. 2.28, the respective terms eliminate anyway.
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Bearing in mind Eq. (2.28), one can easily see that Eq. (2.26) is equivalent to
Eq. (2.15).

Let us assume that we have only one uni-univalent electrolyte IX in the dif-
fusion layer, so that the diffusing species are I+ and X-. Then the liquid junction
potential is

ud ¼ �
RT
F

Zbridge

sample

uICI

uICI þ uXCXð Þd ln CIcIð Þ þ RT
F

Zbridge

sample

uXCX

uICI þ uXCXð Þd ln CXcXð Þ

ð2:29Þ

Due to the macroscopic electroneutrality, CI ¼ CX everywhere over the diffu-
sion layer. Thus, if the mobilities of I+ and X- are equal, uI ¼ uX; the liquid
junction potential is almost eliminated because the two integrals in Eq. (2.29)
differ only inasmuch as activity coefficients differ.

Filling the salt bridge with electrolyte consisting of ions with nearly equal
mobilities is the most common approach aimed at minimization of the liquid
junction potential. Such electrolytes are called equitransferring electrolytes.
Among electrolytes with nearly equal mobilities of the cation and the anion are
KCl, LiCH3COO, NH4NO3. The most commonly used electrolyte for salt bridges
is 3 M KCl. If ions with equal mobilities predominate over other species in the
diffusion layer, the respective transference numbers approach 0.5, while trans-
ference numbers of all other species approach zero. This is the reason to use high
concentration of equitransferring electrolytes in salt bridges. Furthermore, if only
two sorts of species (K+ and Cl-) predominate in diffusion, the liquid junction
potential remains constant as long as the system is in steady state, even though the
diffusion layer widens over time.

Minimization of the liquid junction potential makes cells with liquid junction
practical, and the activity of the target analyte can be calculated from the measured
EMF by equation

E ¼ E0 þ 2:3026
RT
zIF

log aI þ uLJ ð2:30Þ

where the last term is either neglected or calculated according to Henderson for-
malism. The real-world electrodes never obey Eq. (2.30) exactly: the slope S ¼
dE=dlog aI differs from the theoretical value 2:3026 RT=zIF which, at 25 �C,
equals 59:2=zI mV=log aI : Normally, the experimental slope values are slightly
below this number.

More important, however, is another issue. Unlike a�IX—the mean activity of
electrolyte, activity of IzI single ion cannot be measured independently (the
problem of single-ion activity is discussed in Sect. 2.5.) One may think that the use
of thermodynamically undetermined values—single-ion activities and diffusion
potentials—makes cells with liquid junction somewhat ‘‘fishy.’’ Below we will try
to see whether this is true, using as example the same pair of electrodes,
responding to K+ and to Cl- ions.
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Let us imagine a cell with liquid junction, such as that shown in Fig. 2.5, right:
the K+—responding electrode (ISE) is placed into right part of the system, with
low concentration of KCl; and the Cl-—responding electrode (RE) is placed into
left part, with high concentration of KCl. Both electrodes obey the Nernst equa-
tion, so that the EMF of the cell is

E ¼ uK � uCl þ ud ¼ uK
0 � uCl

0 þ RT
F

ln aK
right þ RT

F
ln aCl

left þ ud ð2:31Þ

For the liquid junction potential, using Eq. (2.26), we can write

ud ¼ �
RT
F

Zright

left

tK
zK

d ln aK þ
tCl

zCl

d ln aCl

� �
; ð2:32Þ

and eliminating tCl as tCl ¼ 1� tK we rearrange it as follows:

ud ¼ �
RT
F

Zright

left

tKd ln aK þ
RT
F

Zright

left

d ln aCl �
RT
F

Zright

left

tKd ln aCl

¼ �RT
F

Zright

left

tKd ln aKaClð Þ þ RT
F

ln
aCl

right

aCl
left

ð2:33Þ

By combining Eqs. (2.31) and (2.33), we obtain for the EMF of the cell:

E ¼ uK
0 � uCl

0 þ RT
F

ln aK
rightaCl

right
� �

� RT
F

Zright

left

tKd ln aKaClð Þ; ð2:34Þ

which finally gives

E ¼ uK
0 � uCl

0 þ 2RT
F

ln a�KCl
right

� �
� 2RT

F

Zright

left

tKd ln a�KClð Þ ð2:35Þ

Equation (2.35) contains parameters which can be independently measured:
mean activities of electrolyte (KCl in our example) and transference number of K+.
If we eliminate tK as tK ¼ 1� tCl; we would get a similar expression containing tCl

Nobody claims it is easy to measure transference numbers along the whole dif-
fusion layer. The point is, however, that these values, in principle, can be mea-
sured. Thus, when the EMF of a cell with liquid junction is considered as a whole,
it is in no way ‘‘thermodynamically worse’’ than that of a cell without liquid
junction. Uncertainties and problems with thermodynamics arise from our methods
of interpreting the EMF. Once we wish to split the whole EMF into separate
electrode potentials, we immediately encounter problems of the single-ion activity
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and the diffusion potential. However, our practical analytical goals force us to do
so, and this is why we must somehow deal with these problems.

2.5 The Mean Electrolyte Activity and the Single-Ion
Activity. The Elements of the Debye–Hückel Theory

For a solution containing two components, solvent and ImþXm� electrolyte, using
the Gibbs–Duhem equation, one can obtain for the activities at equilibrium:

aI
mþaX

m�

aIX

¼ K; ð2:36Þ

K is constant, and its value depends on the standard state chosen for the electrolyte.
Since the standard state can be chosen at will, we chose the standard states for ions as

lim aI
CIX!0

¼CI ¼ mþCIX

lim aX
CIX!0

¼CX ¼ m�CIX

9>=
>; ð2:37Þ

According to this choice, the ion activity approaches the ion concentration
along with dilution of the solution. This choice is the most convenient from the
practical point of view. For the electrolyte, the standard state is chosen in such a
way that K = 1, so that single-ion activities and the so-called full electrolyte
activity relate to each other according to

aI
mþaX

m� ¼ aIX ð2:38Þ

As to mean activity of the electrolyte and mean activity coefficient, these are
defined as

a�IX ¼aIX
1=m ¼ aI

mþaX
m�ð Þ1=m

c�IX ¼ciX
1=m ¼ cI

mþcX
m�ð Þ1=m

)
; ð2:39Þ

with m ¼ mþ þ m�:
As already mentioned above, full and mean electrolyte activities are thermo-

dynamically well-defined quantities, and their values can be experimentally
measured by various independent techniques. On the contrary, the single-ion
activity cannot be measured, and only combinations of single-ion activities like
multiples of cation and anion activities, or ratios of two cations or two anions
activities are accessible: aIaX ¼ aIX; aI=aJ ¼aIX=aJX; aX=aY ¼aIX=aIY:

To access single-ion activities, one has to introduce some extra-thermodynamic
assumptions. These are either arbitrarily chosen rules for the fragmentation of full
electrolyte activities into single-ion activities, or theoretical calculations based on
some models aimed at consideration of the non-ideality of real systems.
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The most common fragmentation rule for aqueous solutions is the so-called
McInnes assumption—ion activity of K+ cation and that of Cl- anion in KCl
solutions are equal to one another and therefore equal also to the mean activity of
KCl:

aK ¼ aCl ¼
ffiffiffiffiffiffiffiffiffiffiffi
aKaCl

p ¼ a�KCl ð2:40Þ

This assumption can be utilized for calculation of other single-ion activities. Let
us illustrate this using the calculation of Na+ cation activity in NaCl solution.
Indeed, according to Eq. (2.38),

aNa
NaCl ¼

a�NaCl
NaCl

� �2

aCl
NaCl

Next, we replace the Cl- anion activity in NaCl solution with that in the KCl
solution of the same concentration, and using the McInnes assumption, we finally
get

aNa
NaCl ¼

a�NaCl
NaCl

� �2

a�KCl
KCl

In the same way, one can use the McInnes assumption for calculation of
activities of various cations and anions. Less common is the so-called Guggenheim

assumption: aCa ¼ aCl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aCaaCl

23
p

¼ a�CaCl2
One can use it in the same way as

the McInnes assumption to calculate ion activities in different solutions.
Fragmentation rules do not help in the most typical cases: mixed solutions

containing several electrolytes. The single-ion activity values for these systems
can be calculated using the Debye-Hückel theory. This theory accounts to elec-
trostatic interactions only. Under the first approximation of the theory, ions are
considered infinitely small. According to this approximation, the IzI ion activity
coefficient is determined by J—the so-called ionic strength of the solution:

log cI ¼ �AzI
2
ffiffiffi
J
p

ð2:41Þ

For a solution containing n sorts of ions, the ionic strength is dependent on the
concentrations and charges of all sorts of ions present in the solution:

J ¼ 1
2

Xn

k¼1

Ckzk
2 ð2:42Þ

For instance, the ionic strength of 0.01 M KCl equals 0.01 M, for 0.01 M CaCl2
J = 0.03 M, and for mixed solution of 0.1 NaCl ? 0.01 K2SO4 J = 0.13 M. The
A constant in Eq. (2.41) is dependent on e—the elementary charge value, NA—the
Avogadro number, e0—the vacuum dielectric permittivity, e—the relative
dielectric permittivity of the solution, k—the Boltzmann constant, and T—the
absolute temperature:
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A ¼ e3
ffiffiffiffiffiffi
NA
p

2:3026p4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 e0ekTð Þ3=2

q

For aqueous solutions at 25 �C, A � 0:512: The first approximation of the
Debye–Hückel theory can be used only for 1:1 electrolytes and only up to
J = 0.001 M. The second approximation of the theory considers the sizes of the
ions. This improvement yields for the single-ion activity coefficient:

log cI ¼ �
AzI

2
ffiffiffi
J
p

1þ aKjelB
ffiffiffi
J
p ð2:43Þ

Here, aKjel is the Kjelland parameter which is roughly equal to the hydrated (or
solvated) ion radius. Values of aKjel for a number of ions are summarized in [14],
see also Table 9.1 in Sect. 9.3. The B constant is as follows:

B ¼ 2e2NA

�
eoekT

� �1=2

For aqueous solutions at 25 �C, B � 0:328: Equation (2.43) can be used for
monovalent ions up to J = 0.1 M and for divalent to J = 0.01 M.

The dielectric permittivity in the vicinity of an ion is different from the average
value of the whole solution. This effect was considered in the third approximation
of the Debye–Hückel theory which yields

log cI ¼ �
AzI

2
ffiffiffi
J
p

1þ aKjelB
ffiffiffi
J
p þ 0:1zIJ ð2:44Þ

Equation (2.44) is suitable even for divalent ions at ionic strength up to 0.1 M.
More advanced theories have been invented by Pitzer and by Robinson and Stokes.
However, at ionic strengths below 0.3 M, these more complicated theories yield
data close to those of the Debye–Hückel theory and therefore hardly needed for the
ISE practice.

It appears a paradox: single-ion activity cannot be measured, but comments are
available on whether a theory, that is, the Debye–Hückel theory can or cannot be
used for a particular situation. The point is that the theory allows for calculation of
a cation and also of an anion activity, and then the multiple can be compared with
the thermodynamically rigorous full electrolyte activity value. This is how the
reliability of such theories is evaluated.
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Chapter 3
Ion-Selective Electrode Characteristics

This chapter is devoted to practically relevant characteristics of ISEs and to the
methods of the experimental assay of these characteristics. For the practical use of
ISEs, we have to know the working range and the response slope of the sensor, its’
selectivity, response time, and the stability of these characteristics over time and
their reproducibility from one replica electrode to another one.

The methods of the experimental assay of these characteristics are the same
whatever is the ISE, whether it is with a polymeric, or a glass, or a crystalline
membrane. Therefore, these methods are discussed in this chapter, which precedes
chapters devoted to certain types of ISEs.

3.1 Ion-Selective Electrode Working Range and Response
Slope

Basically, the ISE working range and response slope are determined directly from
the calibration curve. The working range is characterized by the lower and the
upper detection limits of the ISE. Traditionally, these limits were defined by IUPAC
[1] and Buck and Lindner [2] as the values of the concentrations (activities) of the
target analyte where the error of the analysis equals 100 %. This definition implies
that the measured concentration (activity) is twice larger or twice lower than the
target value. Bearing in mind the Nernst equation and the IUPAC definition of
the detection limit, one can see that DE deviation of the measured EMF from the
straight line in the detection limit is:

DE ¼ � RT
zIF

ln
ameasured

atarget
¼ � RT

zIF
ln 2 ð3:1Þ

The ‘‘+’’ sign refers to the lower and the ‘‘-’’ sign to the upper detection limit.
Thus, at room temperature, for an electrode selective to a univalent ion, the lower
detection limit refers to the deviation of approx. +18 mV, and in the case of a
divalent ion—to approx. +9 mV. These deviations are significantly higher than the
typical value of the experimental error. Therefore, the advantage of in this way
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defined detection limits is low sensitivity to the inevitable random errors of the
EMF measurements, see Fig. 3.1.

The linear range can be considered as the linear part of the calibration curve,
that is, the part where the deviations from the linearity do not exceed the mea-
surement error. Therefore, in contrast to the working range, the linear range is very
sensitive to the value of the measurement error, and it is always narrower than the
working range.

The working (and also the linear range) of an ISE may depend on the particular
electrolyte, that is, on the nature of the anion for a cation-selective electrode and
the nature of the cation for an anion-selective electrode. This is especially
important for ISEs with ionophore-based membranes. In electrolyte solutions with
lipophilic anions, the upper detection limit of cationic electrodes shifts to lower
concentrations when compared with electrolytes containing only hydrophilic
anions, for details see Sect. 4.4.4.

Recently, the traditional IUPAC definition of the detection limit was put under
question. This happened for two reasons. One reason is connected to the progress
in the improvement of the lower detection limit [3, 4]. Various approaches allow
for the drastic expansion of the working range, see Sect. 7.2. However, the ISE
response within this expanded range, typically, is not linear, and the calibration
curve contains a super-Nernstian part (see Fig. 3.2). The traditional definition of
the detection limit is not consistent with the super-Nernstian response curve.
Indeed, the ISE presented in Fig. 3.2 is responding down to 10-10 M, and the
readings deviate from the ideal Nernstian line to the negative direction which is in
contrast to the calibration curve with an ordinary detection limit.
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Fig. 3.1 Example of the ISE response span and slope. The ideal Nernstian straight line is plotted
with the slope S ¼ dE=d log aI ¼ 59:2 mV. The real calibration curve has the slope S ¼ 57:2 mV
within the linear range from log aI ¼ �6:2 (lower linear range limit—LLRL) to log aI ¼ �2:0
(upper linear range limit—ULRL). The lower detection limit (LDL) is log aI ¼ �6:8, and the
upper detection limit (UDL) is log aI ¼ �1:2
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The other reason is that the IUPAC definition of the detection limit is not
consistent with the respective definitions used in other branches of science, where
the detection limit is affixed to a certain ratio of the reading value over the standard
measurement error. Nevertheless, the traditional definition remains widely rec-
ognized and used.

3.2 Potentiometric Selectivity Coefficient

The potentiometric selectivity of an electrode is its ability to respond only to the
target analyte ion in the presence of other ions. In other words, if the activity of the
target ion is the same, the electrode potential and the measured EMF (ideally) are
also the same whatever is the composition of the sample. Importantly, the potential
of an ideally selective electrode is constant at a constant activity of the analyte, but
not necessarily at a constant concentration. If the concentration of the target
analyte ion is the same, but concentrations of other ions vary from sample to
sample, the activity coefficients of all the ions also vary. Therefore, the activity of
the analyte ion, and the respective electrode potential, also varies even in the
hypothetical case of the ideal selectivity. The practical approaches to overcome
this problem are discussed in Sect. 9.1.

The selectivity of the real-world electrodes is far from being ideal. The glass pH
electrode and, to lesser extent, the fluoride-selective electrode with membrane
made of mono-crystalline LaF3 doped with EuF2 can be considered as exceptions.
The selectivity of these electrodes to the pH and to F- ions is extremely high. The
selectivity of other electrodes is limited. Normally, the selectivity of an electrode
is quantified on the basis of the Nikolsky equation. This equation already appeared
in Eq. (1.5) and is presented here for the readers’ convenience:
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Fig. 3.2 Schematic plot of
the ideal Nernstian response,
a calibration curve with the
ordinary lower detection
limit, and a calibration curve
with a super-Nernstian part
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E ¼ E0 þ S log ðaI þ KIJaJÞ ð3:2Þ

The quantitative measure of the selectivity is the selectivity coefficient: the
parameter KIJ in the Eq. (3.2). In fact, this equation can only be applied if both IzI ,
the primary (target analyte) ion, and JzJ , the interfering ion have equal charges. The
role of the selectivity coefficient is illustrated by Fig. 3.3. One can see how the
selectivity affects the ISE response range in mixed solutions. Even in the case of
relatively high selectivity, KIJ ¼ 10�3, the linear range of the ISE in mixed solution
with 0.1 M interfering ions is drastically narrower than in pure IX solutions.

Quantification of the selectivity to differently charged ions relies on different
equations. Historically, the selectivity to I2+ divalent cations (or anions) in the
presence of J+ monovalent cations (anions) has been described by equation rec-
ommended in 1975 by IUPAC [1]:

E ¼ E0 � RT
2F

ln aI þ KIJ
IUPACaJ

2
� �

ð3:3Þ

Another equation to describe the same case was proposed by Buck and Stover [5]:

E ¼ E0 � RT
F

ln a1=2
I þ KIJ

BuckaJ

� �
ð3:4Þ

Sign þ refers to cation-responding ISEs, and sign � to anion responding. These
equations neither have clear theoretical background, nor fit experimental data,
although are often called ‘‘semi-empirical.’’ Both Eqs. (3.3) and (3.4) look similar
to the Nikolsky equation and transform into the Nernst equation if either aI or aJ is
zero, that is, in pure solutions of IX2 or JX electrolytes. Unlike the Nikolsky
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Fig. 3.3 The ISE response in mixed solutions IX ? JX electrolytes with constant activity of J+

interfering ions: aJ ¼ 0:1. The ISE obeys the Nikolsky Eq. (3.2) with the following parameters:
E0 ¼ 200 mV; S ¼ 57:5 mV= log aI . Curve 1 refers to pure IX solutions, curves 2–3 to solutions
with aJ ¼ 0:1 M. Selectivity coefficients are 10-5 (curve 2), 10-4 (curve 3), 10-3 (curve 4)

36 3 Ion-Selective Electrode Characteristics



equation, Eqs. (3.3) and (3.4) are sensitive to whether I2+ divalent ion is the target
and J+ monovalent ion is the interference, or vice versa [6], see Fig. 3.4.

One can see that the respective curves calculated for mixed solutions do not
coincide, except of the domains of full I2+ or full J+ response.

First Morf [7] and later (in a different way) Bakker et al. [6] derived another
equation to describe the potentiometric selectivity toward divalent primary ions in
the presence of monovalent interference:

E ¼ E0 þ RT
F

ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aI þ

1
4

KIJ
M�BaJ

2

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4

KIJ
M�BaJ

2

r !
ð3:5Þ

The selectivity coefficient here ðKIJ
M�BÞ is denoted here with upper index

M � B, after Morf and Bakker, in order to distinguish between selectivity coeffi-
cients which appear in Eqs. (3.3) and (3.4).

The equation for the response to a monovalent primary ion in the presence of a
divalent interference also was derived by Bakker et al. [6]:

E ¼ E0 þ RT
F

ln
aI

2
þ 1

2
aI

2 þ 4KIJ
BaJ

� �1=2
� �

ð3:6Þ

Equations (3.5) and (3.6) are symmetric and are not sensitive to which ion is
considered target and which one is interference. Unfortunately, the theoretical
derivation of Eqs. (3.5) and (3.6) relied on the complete dissociation of the
electrolytes in the membrane phase. This assumption is hardly true for real ISE
membranes, especially for divalent ions. However, these equations are suitable for
the practical use.
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3.3 Measurements of the Selectivity Coefficients

Describing the principles of the experimental estimation of the selectivity coeffi-
cients, we will rely on the Nikolsky equation. The measurements of the selectivity
coefficients for ions of non-equal charges are performed in analogous ways. For
more detailed discussion on various methods of the selectivity coefficients mea-
surements, see [8, 9].

3.3.1 Separate Solutions Method

Currently, the separate solutions method (sometimes called the bi-ionic potentials
method) is predominating among other experimental techniques aimed at the assay
of the selectivity coefficients. The basic idea of the method is very simple. If we
measure the ISE potentials in a series of pure IX electrolyte solutions (I+ is the
target ion), and the electrode obeys the Nikolsky equation, the EMF follows the
equation below:

EI ¼ E0 þ S log aI ð3:7Þ

The EMF measured for pure JX, the electrolyte containing J+ interfering ions,
according to the Nikolsky equation is as follows:

EJ ¼ E0 þ S log ðKIJaJÞ ð3:8Þ

For the EMF values registered separately in pure IX and JX solutions with equal
values of the primary and interfering ion activities (aI ¼ aJ), we have:

log KIJ ¼
ðEJ � EIÞ

S
ð3:9Þ

Thus, calibrating the ISE in two pure electrolyte solutions: IX and JX, one can
obtain both the calibration parameters of the electrode (E0; S) and also the
selectivity coefficient. The method is illustrated by Fig. 3.5.

The problem is that the real-world ISEs do not obey the Nikolsky equation
quantitatively. That is, the respective calibration curves are not parallel, see
Fig. 3.5, and the values of the selectivity coefficients depend on the particular
values of aI ¼ aJ chosen for the calculations. Normally, the calibration curve
obtained in pure IX (target ion) electrolyte is linear, and the slope is close to the
theoretical Nernstian value: S � 2:303 RT=zIF. Special protocols of the ISE
conditioning and of measurements allow for nearly Nernstian slope also in the JX
(interfering ion) electrolyte, see Sect. 3.3.4. Otherwise, the calibration curve
measured in JX electrolyte is nonlinear, and if it contains a linear part, the slope is
rather sub-Nernstian. The curves converge in the diluted solutions, like shown in
Fig. 3.5. Therefore, the values of the selectivity coefficients measured using the
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respective deltas of the EMFs are strongly dependent on the concentrations of the
electrolytes. More of this, it becomes unclear which value of S must be set into Eq.
(3.9): the slope obtained in pure IX or that obtained in pure JX. Normally, the
slope measured in IX is set in calculations. The values of the selectivity coeffi-
cients measured at higher concentrations are more ‘‘optimistic,’’ while measure-
ments at lower concentrations show worse selectivity of the ISE. Typically, the
selectivity coefficients are roughly independent on the ions concentrations in the
cases of moderate selectivity, when log KIJ [ -2. The origin of the variability of
the KIJ values and the way of how to obtain the so-called unbiased selectivity
coefficients is discussed below.

The practical solution of the problem of the non-constancy of the KIJ values is
quite obvious. If a study is undertaken for a certain kind of samples (e.g., tech-
nological fluids in a certain industrial process, or soils originating from the same
region, or waste waters from the same factory), the compositions of the samples
vary in a relatively narrow range. One therefore has to measure the selectivity
under the particular conditions typical for this kind of samples. In this way,
obtained selectivity coefficients can be used to see whether the ISE will provide
with reliable data. In some cases, when the activity of the interfering ion is known,
it is possible to introduce the correction for the interference using the value of the
selectivity coefficient.

3.3.2 Fixed Interference Method

The separate solutions method relies on measurements in pure solutions. There-
fore, it is often criticized as being non-adequate since the selectivity is the ability
of an ISE to distinguish between ions in mixtures. Measurements in mixed solu-
tions are performed with either (1) variable concentration of the target analyte ions
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and a constant concentration of the interference, the so-called fixed interference
method (FIM), or (2) in another way round: with variable concentration of the
interference at a constant level of the primary ion. The first option is represented in
Fig. 3.6.

As shown in the figure, the linear range of the ISE response in pure solutions of
IX (primary ion electrolyte) is wider than that in mixed solutions containing also
JX interfering ion electrolyte. With dilution in IX, the curve measured in mixed
solutions deviates more and more from the Nernstian line and finally gets flat at
low concentrations of IX. The calibration plot contains two straight lines: the
Nernstian (or near-Nernstian) response to the target ion and the horizontal line
when the ISE potential is determined by the interfering ion. The intercept point of
these two lines refers to equal values of the EMF obtained for pure IX solution and
for mixed solution with aI � KIJaJ . Thus, for the EMF in this point (the equi-
potential point—EPP), the Nikolsky equation gives:

E ¼ E0 þ S log aI
epp ð3:10Þ

and also

E ¼ E0 þ S log ðKIJaJÞ ð3:11Þ

The selectivity coefficient equals the ratio of the respective ion activities:

KIJ ¼
aI

epp

aJ
ð3:12Þ

One can also solve the Nikolsky equation for the selectivity coefficient in all the
points where the deviations from the linear response significantly exceed the
experimental error. Then, the selectivity coefficient can be calculated according to
the following equation:
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KIJ ¼
10

E�E0
S � aI

aJ
ð3:13Þ

Here, E stands for the EMF value measured for the particular values of aI ; aJ in
mixed solution.

Although the mixed solutions method is often considered as more reliable than
the separate solutions method, obtaining constant values of the selectivity coeffi-
cients requires special measures described in Sect. 3.3.4. Otherwise, the FIM
method suffers the same problem as the SSM method: the selectivity coefficients
depend on the measurements conditions. Calculations using Eq. (3.13) show more
‘‘optimistic’’ values of the selectivity coefficients for lower concentrations of the
primary ion in mixed solution. It may seem this trend is in contrast to that typical
for the separate solutions method. In fact, the numerical values of KIJ obtained by
FIM using a certain aJ value approach those obtained by SSM with the same
activity of the interfering ion. If measurements are made in several series of mixed
solutions which differ in the value of the fixed concentration of the interference,
the results are completely consistent with those obtained by the separate solutions
method. Like in the case of SSM, the results obtained for higher values of the
interfering ion concentration yield better selectivity coefficients. The fixed inter-
ference method consumes more time and labor and therefore is less in use than the
separate solutions method.

Practical recommendations to circumvent the problem of the variability of the
selectivity coefficients are the same as in the case of the separate solutions method.
The particular value of the fixed concentration of the interference in mixtures
should not be chosen arbitrarily, but should be typical for the particular kind of
samples to be analyzed.

The other option of the mixed solution method: when the primary ion con-
centration is fixed, and the interfering ion concentration is varied, nowadays is
used almost exclusively to characterize the working pH range of an ISE. In this
case, the selectivity coefficient is only rarely calculated, rather the range of the pH
when the ISE potential remains unaltered is reported. For instance, the data pre-
sented in Fig. 3.7 suggest the working pH range of the ISE is 2–9.

The lower pH limit strongly depends on the nature and the composition of the
ISE membrane. In many cases, it is determined by the interference from hydrogen
ions with the ISE response. However, the upper pH limit for most of ISEs (except
of the pH electrodes) is roughly the same: pH 9–10. In the case of crystalline
electrodes selective to heavy metal cations, this is, at least partly, due to the
solution chemistry: ions produce hydroxides and therefore concentrations of free
ions decrease. In the case of ISEs with solvent-polymeric membranes selective to
alkaline and alkaline-earth cations, and to various anions, the upper pH limit may
be due to saponification of the membrane plasticizers and therefore is virtually
independent on the nature of the ionophore.
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3.3.3 Matched Potentials Method

The matched potential method (MPM) does not rely on any theory and does not
assume a certain equation describing the ISE response in a mixed solution. The
method is based on a procedure of measurements of the potential differences
caused by increase in the target analyte activity in solution and that due to increase
in the interfering ion activity. The MPM measurements procedure is as follows:
First, a suitable starting solution is chosen. Often, this solution is close to the lower
detection limit. Then, the potential change is measured caused by increase in the
target ion activity by an increment DaI . Next, the ISE is placed back into an
identical starting solution, and interfering ions are added until the same potential
change is registered. The selectivity coefficient is then calculated as the ratio of the
respective activity increments resulting in the same potential change:

KIJ ¼
DaI

DaJ
ð3:14Þ

On the one hand, the MPM allows for artificial circumventing non-Nernstian
slopes and the differences between the charges of the ions in question. On the other
hand, lacking theoretical background, the KIJ value obtained by the MPM also
lacks predictive ability about the EMF measured with solutions other than those
for which it was determined [8–10]. Therefore, the MPM method is practically not
in use anymore.

3.3.4 Unbiased Selectivity and the Bakker Protocol

The selectivity coefficients of ISEs with various types of membranes (glass,
crystalline, or polymeric) depend on the measurement conditions, in the first place,
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on the concentrations of the ions in solutions. Different hypothesis have been
proposed to explain this non-constancy [11]. A fundamental reason can be a non-
adequacy of simple equations, like the Nikolsky equation, for the description of the
electrode potentials in mixed solutions. Indeed, the simplifications used in the
derivations of these equations may depreciate the final mathematical forms [12,
13]. There are also experimental sources for the variation of the selectivity
coefficients. The point is that the ion exchange at the membrane/solution interface
causes small deviations of the composition of the solution in the vicinity of the
membrane when compared with the composition of the solution in the bulk [11].
Let us consider first the measurements of the selectivity coefficients by the separate
solutions method. The method suggests that the ISE selective to IzI ions is
immersed into a pure solution containing JzJ ions. In reality, the latter solution is a
pure electrolyte only in the bulk, while in the vicinity of the ISE membrane, the
solution is slightly depleted in JzJ ions and slightly enriched in IzI ions, because of
the ion-exchange process at the membrane/solution interface. Thus, the membrane
is effectively in contact with a mixed solution. The more selective is the ISE to the
respective IzI primary ions, the bigger is the impact from these ‘‘extra’’ ions to the
membrane potential. This is why the variability of the selectivity coefficients is
more pronounced when JzJ interfering ions are highly discriminated by the
membrane, while in the case of only moderate selectivity, the KIJ values may be
roughly constant.

If the selectivity is quantified by means of the mixed solution method, the
whole pattern is pretty much the same. The IzI primary ions coming from the
membrane to the solution slightly increase the values of asurf

I —the primary ions
activity in the vicinity of the membrane surface, when compared with aI—the
respective bulk values. The effect intensifies in solutions diluted with respect to the
IzI primary ions.

For ISEs with solvent-polymeric membranes, there is an additional reason for
the variability of the selectivity coefficients. Such membranes produce IzI primary
ions and thus contaminate the solutions not only due to the ion-exchange pro-
cesses, but also due to the trans-membrane flux of ions from the internal solution
of the ISE to the sample or calibrator. This effect was proved to determine also the
lower detection limit of ISEs in pure solutions [3, 14, 15], see Sect. 7.2.

Thus, the classical methods of the measurements of the selectivity coefficients
deliver values biased by the consequences of the ion-exchange processes at the
membrane/solution interface and of trans-membrane fluxes of ions. On the basis of
this conclusion, Bakker proposed a method of measurements of the so-called
unbiased selectivity coefficients, also called the Bakker protocol [16, 17]. The
method suggests using membranes not containing the primary ions. For instance,
for K+ electrodes instead of using the most common cation-exchanger potassium
tetrakis(p-Cl-phenyl)borate, one has to use the respective sodium or lithium salt.
The measurements must be done in two stages, utilizing two sets of the respective
replica electrodes with the membranes of the same composition. The procedure is
illustrated by Fig. 3.8.
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The left plot in the figure represents the first stage of the Bakker protocol: the
traditional SSM measurements of the selectivity. This stage provides with the order
of ions arranged according to their interference with the response to the primary
target analyte—from strongly interfering to highly discriminated ions. As one can
see, even in JX solutions, in those containing J+ ion, which shows relatively strong
interference: KIJ ¼ 10�3, the response is strongly nonlinear, and there is practically
no response to more discriminated ions: K+ and L+. However, one can clearly see
the selectivity sequence:

Iþ[ Jþ[ Kþ[ Lþ

Thus, on the second stage, replica electrodes with the same kind of membranes,
not being in contact with the primary ions, are filled with LX solution containing
L+—the most discriminated ion. Next, calibrations are performed in other elec-
trolytes from most discriminated to most interfering and, finally, in solutions
containing the primary ions. Under this protocol, neither the trans-membrane flux,
nor the ion exchange at the membrane/solution interface distort the ISE potential,
and one can obtain calibration curves shown in Fig. 3.8, right plot. The curves
show Nernstian slopes and the selectivity coefficient values not dependent on the
ions concentrations. Furthermore, the selectivity coefficients obtained in accor-
dance with the Bakker protocol are consistent with the respective thermodynamic
parameters characterizing the affinity of the competing ions to the aqueous phase
and to the membrane phase: the ionic distribution coefficients, the ion-to-iono-
phore complex formation constants, etc. [17].
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3.4 Response Time

The practical response time of an ISE shows how fast the steady value of the EMF
is established when the previous sample or calibrator is replaced with the next one.
This characteristic is of great importance since it determines the throughput of a
measuring device having an ISE as sensor. Therefore, the response time of a novel
ISE is normally specified by the inventor. In early days of the ISE research, a lot of
work has been done to study the regularities of the response time [7, 18–21]. Also,
the term was defined more exactly, for instance, s90; s95, the times sufficient for,
respectively, 90 or 95 % of the full potential change. Without these specifications,
the random noise of the potential hinders the measurements of the response time,
since, due to the noise, the readings are never ideally steady. This idea is illustrated
by Fig. 3.9.

The curve refers to a flow through K+ ISE with valinomycin in the membrane,
filled with 0.01 M KCl, with Ag/AgCl internal electrode. The EMF is measured
against Ag/AgCl electrode in 3 M KCl. The initial solution was 0.1 M KCl. At
time 220 s, the flow cell was emptied with an air bubble passed using a syringe and
then filled with 0.01 M KCl, also using a syringe. These manipulations took 10 s
and caused overshot in the response curve. The ISE potential reached 95 % of the
signal change at time 305 s, and the full change was reached at about 350 s. Thus,
in this example, s95 � 45 s, the ‘‘total’’ response time was even longer: about 90 s.
Similar times refer to the back process: from 0.01 to 0.1 M KCl. However, large
impact to these times comes from the procedure of replacement of the solution, use
of faster diluting/concentrating devices results in s95� 5 s. Furthermore, already in
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Fig. 3.9 Response curve of a K+-ISE when 0.1 M KCl is replaced with 0.01 M KCl, and then
back with 0.1 M KCl
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late 1980s, it was shown that using special devices for very fast sample change
allows obtaining the ISE response time in millisecond range [21].

Theories developed in [7, 18–21] considered various processes determining the
response time: (1) electrochemical reaction at the membrane/solution interface, (2)
diffusion within the membrane phase, and (3) diffusion of the electrolytes across
the so-called stagnant layer in the aqueous phase in the vicinity of the membrane.

The practical response time therefore does not tell how fast the interfacial
equilibrium is established. The latter process depends on the exchange current
densities at the membrane/solution interface and the double-layer capacitance.
Electrochemical impedance studies of glass and crystalline membranes showed
very fast charge transfer processes [22]. For ionophore-based membranes, the
exchange current densities are 10-5 A/cm2 and higher, while the double-layer
capacitance is about 10-7 F/cm2, thus giving sRC—the time constant not more than
0.01 s [23, 24]. The full establishing of the electrochemical equilibrium at the
membrane/solution interface takes therefore teqilibr ¼ 5sRC� 0:05 s. Of course, for
a ‘‘bad’’ electrode, it may take much more time to reach the interfacial equilibrium.

Diffusion of ions within the membrane phase takes place within the transient
part of the response—when the ISE loses the response to its primary ion in favor of
the interference. Therefore, within the linear part of the response, the diffusion of
the electrolytes across the ‘‘stagnant’’ layer is the major factor of the response
time. Thus, generally speaking, the practical response time of a ‘‘good’’ electrode
is determined by the hydrodynamic conditions in the cell when one solution is
replaced with another one. Stirring helps obtaining shorter response times.

Long-term kinetics like that studied by Belyustin for glass electrodes does rely
on the processes deep in the glass membrane phase [25, 26]. However, this long-
term kinetics happens within days and weeks and does not alter practical response
time of ISEs.

3.5 Stability and Piece-to-Piece Reproducibility of the ISE
Response

Measurements with ISEs rely on calibration. Drift of an ISE readings immersed in
the same sample over time suggests that either the standard potential (E0) or the
slope (S) obtained during the calibration cannot be used for the converting of the
measured EMF into the analyte activity (or concentration). Thus, insufficient
stability of the ISE response puts its practical usefulness under question.

Normally, the slope is much more stable over time than the standard potential.
The change of the slope is mostly regular: slow decrease over the ISE lifetime,
because of slow leaching of ionophores from membrane to aqueous solutions [27,
28].

For the ISEs with solvent-polymeric ionophore-based membranes, the slope,
normally, changes gradually from its initial near-Nernstian value of ±(57–58) or
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±(26–27) mV/log aI (for monovalent or divalent ions, respectively, ‘‘+’’ for cat-
ions and ‘‘-’’ for anions), down to ±(50–52) or ±(22–24) mV/log aI during
several months, up to one year, thus determining the ISE lifetime. However, there
are examples of ionophore-based membranes with lifetime of several years [29].
The lifetime of crystalline and glass electrodes, if properly handled, is practically
non-limited, and the slope does not change over time.

The membrane potential is non-zero only if there is some asymmetry in the
system: either the solutions on the two sides of the membrane are not the same or
the membrane itself is non-uniform. Good, commercially available electrodes have
no ‘‘frozen’’ gradients across membranes and show only negligible asymmetry
potential. Therefore, the potential of such a conventional ISE immersed into a
solution of composition same as that of the internal filling equals the potential of
the internal electrode versus the reference electrode used for the measurements.
For instance, an ISE filled with 0.01 M KCl and equipped with Ag/AgCl internal
electrode, when immersed into 0.01 M KCl shows about 135–138 mV versus Ag/
AgCl reference electrode in 3 M KCl. This value is simply the EMF of a cell
comprising Ag/AgCl electrode in 0.01 M KCl versus the same reference electrode.
Therefore, ISE membranes themselves impact to the E0 drifts only if become non-
uniform during use. This may happen because of sorption of some undesirable
species by the membrane surface or deeper—into the outer layers of membrane.
Otherwise, the stability of the E0 of the conventional ISEs with an internal filling
solution (most often, a suitable chloride salt, for example, KCl in K+-ISEs and
NaCl in Na+-ISEs) and an internal electrode (most often—Ag/AgCl) depends
primarily on the constancy of the internal filling composition. Therefore, large
ISEs with the internal filling volume of 1–3 ml are typically more stable over time
than small ones with only 0.1–0.2 ml of the internal solution. Water mostly leaves
the internal solution due to evaporation if the ISE is not hermetically closed. In the
case of solvent-polymeric membranes, also a trans-membrane diffusion of water is
possible, either from the internal solution to sample or vice versa—dependent on
the difference in water activities in the respective solutions. Although this effect is
small, it sometimes may impact to the instability of the standard potential. Some
impurities present in samples may diffuse across the membrane from sample to the
internal solution and accumulate there, causing significant drifts of the E0. For
instance, even small flux of Br- or I- ions across an ISE membrane (so small that
it does not deteriorate the ISE slope) may cause a significant change of the E0 due
to the change of the internal Ag/AgCl electrode potential in the presence of these
ions. Obviously, these diffusion-induced effects happen only with ISEs with sol-
vent-polymeric membranes and do not happen with crystalline and glass ISEs. On
the other hand, the latter two types of ISEs are more sensitive to the adsorption on
the membrane surface and formation of surface oxide layers. Therefore, glass and
crystalline ISEs require refreshment of the membrane surface, by etching or pol-
ishing, respectively.

From the practical point of view, it is advisable to replace the internal solution
with a fresh portion every two weeks or more often dependent on the volume of
the internal solution and on how tight the electrode is closed up. Then, the E0 value
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or, rather, the potential in a certain ‘‘control’’ solution remains virtually the same
(±0.5 mV) during the whole lifetime of the ISE.

In various special devices, like in clinical analyzers, the changes of the E0 are
compensated by the measurements procedure. The reliability of the data is guar-
anteed by measuring the potential in a certain control solution after every three
samples, or even after each sample—if this is required. For more details about
ISEs in clinical analyzers, see Sect. 8.4.

The solid-contact electrodes, those without internal filling, intrinsically, are
better suited for high stability of the standard potential over time. Indeed, the solid-
contact ISEs with glass and crystalline membranes show excellent stability over
time [30, 31]. However, for ISEs with ionophore-based membranes, securing a good
stability of the E0 remains a challenging task [32, 33]. For more details, see Sect. 8.2.

The piece-to-piece reproducibility of the ISE potentials is not an issue for a user
having only one electrode. However, for a scientists or a manufacturer, a poor piece-
to-piece reproducibility indicates some problem with electrodes. Piece-to-piece
reproducibility is also important when ISEs are used for in-line monitoring of an
industrial process. Then, it may be critical to replace a malfunctioning sensor with a
new one without wasting time for calibration. For this task, it is critical to have the
same values of the ISE calibration parameters: the standard potential and slope.

Conventional ISEs with internal filling solution and internal electrode show
piece-to-piece reproducibility of the standard potential of about ±1 mV and better,
the piece-to-piece reproducibility of the slope is about ±0.2 mV. Solid-contact ISEs
with glass and crystalline membranes also show excellent piece-to-piece repro-
ducibility. For solid-contact glass electrodes with Li-Sn alloy as the internal system,
it is even possible to use ‘‘factory calibration’’ which remains stable for several
years [30]. Unfortunately, the piece-to-piece reproducibility of solid-contact ISEs
with polymeric membranes with ionophores, so far, does not allow replacing one
electrode with a replica one without calibration. Although slope values within a
batch of ISEs normally vary within the same narrow range of ±0.2 mV, the stan-
dard potentials may deviate from one another in ±15 mV or even more.
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Chapter 4
Ionophore-Based ISEs

This chapter describes ISEs with membranes based on ionophores. Ionophores are
organic lipophilic substances which selectively bind ions. The nature of these
interactions makes the basis of the potentiometric selectivity of ISEs with mem-
branes containing ionophores. A large variety of ionophores enables selective
sensing of various analytes, mostly ions but sometimes also neutral species. The
fundamentals of the ionophore-based potentiometric and optical sensors, as well as
brief characterization of a large number of ionophores, are presented in review
papers [1, 2]. Although published more than a decade ago, these reviews remain
highly relevant. Currently, most of the progress in ISEs theory and its applications
is related to ionophore-based membranes. This makes these membranes, probably,
the most important kind, and therefore, we start our in-depth discussion of ISEs
with this particular kind of sensor membranes: ionophore-based electrodes.

Originally, ionophore-based membranes were comprised of liquids, namely
solutions of ionophores in suitable organic solvents. However, already for several
decades, solvent-polymeric membranes with polymeric matrixes normally con-
taining plasticizers, and doped with ionophores and ion exchangers, strongly
predominate over liquid membranes in most applications. The chapter starts with
description of the membrane materials, followed by a brief description of the
theory of the response and the selectivity of this kind of ISEs.

4.1 Ion Exchangers and Charged Ionophores

The type of the electrode response (cationic or anionic) and the selectivity of the
electrode are determined by ionophores and ion exchangers contained by the
electrode membrane. Among the first ion exchangers were potassium salts of
the tetraphenylboric acid derivatives (lipophilic anions) [3] and also salts of tetra-
alkylammonium, tetraalkylphosphonium, and tetraalkylarsonium (lipophilic cat-
ions) [4], see Fig. 4.1.

Generally speaking, ion exchangers are lipophilic salts (sometimes acids or bases)
which, at least to some extent, dissociate in the membrane phase. The products of the
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dissociation are RzR : a lipophilic organic cation or anion and IzI : a hydrophilic ion.
The lipophilicity is a measure of the affinity of the species to organic phases.
Quantitatively, the lipophilicity is defined as decimal log of the partition coefficient
of the species between water and normal octanol [5]. Partition coefficients of indi-
vidual ions (see below) cannot be measured. However, partition coefficients of salts
formed by a lipophilic RzR anion or cation and a water-soluble cation or anion are
determined primarily by the lipophilicity of RzR . The latter must be enough to prevent
significant leak of the salt from the membrane phase to the aqueous phase. Ion
exchangers and neutral ionophores suitable for the analysis of ordinary aqueous
solutions must have the lipophilicity of 7.4 or more, and those for measurements in
blood must show the lipophilicity of at least 11 [6]. Thus, the affinity of RzR lipophilic
ions to organic phases is very strong. Therefore, these ions are confined to the
membrane phase and (ideally) do not participate in the charge transfer across the
membrane/solution interface. The other product of the dissociation, IzI hydrophilic
ion, can be either of inorganic or of organic nature: its hydrophilicity can vary within
a broad range, but anyway, IzI ion is capable of crossing the interface and distribute
reversibly between the two phases: membrane and solution.

Very often the term ‘‘ion exchanger’’ is used for RzR ion—the lipophilic product
of the dissociation. For instance, potassium tetrakis(p-Cl-phenyl)borate is a typical
cation exchanger in the strict sense of the term. However, tetrakis(p-Cl-phe-
nyl)borate anion is also often called ion exchanger. The lipophilic ions form the
so-called ion-exchange sites in membranes. Dependent on whether these ions are
covalently bonded to the polymeric matrix of the membrane, or can diffuse freely,
the respective membranes are called membranes with fixed or with mobile ion-
exchanger sites. Due to the macroscopic electroneutrality, the total number of
hydrophilic ions in a membrane is equivalent to the total number of sites,
regardless of the dissociation degree.

Historically, IzI hydrophilic ions (e.g., cations) which counterbalance the charge
of (e.g., anionic) RzR sites were called counter-ions, while ions of the same charge
as RzR sites (anions in this case), which may co-extract by membrane together with
IzI cations, were called co-ions [7]. Nowadays, the term counter-ion often refers to
ions of the same charge as the analyte, which interfere with the electrode response
to IzI . Ideally, the presence of ion-exchanger sites in a membrane prevents from
co-extraction of aqueous electrolyte, in other words, from co-ions penetration.

+
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Cl Cl
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Fig. 4.1 Typical ion
exchangers: potassium
tetrakis(p-Cl-phenyl)borate
(left) and
tetradecylammonium
bromide (right)
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The ability of ion exchangers to prevent from co-extraction is also called Donnan
exclusion [8]. When the Donnan exclusion holds, the charge transfer across the
membrane/solution interface is due to the ion-exchange process, while interfacial
partition of the electrolyte as a whole plays only a minor role and often can be
neglected. In the latter ideal case, pure ion-exchange is the sole electrochemical
process at the membrane/solution interface, and one can expect full Nernstian
potentiometric response of the respective electrode. The origin of the response will
be discussed in detail below, see Sect. 4.4.

Let us look in more detail on how the Donnan exclusion works. For simplicity,
we consider interfacial distribution of an IX 1:1 salt which can dissociate pro-
ducing I+ cation and X- anion. At equilibrium, the activity of IX in the membrane
phase is proportional to that in the aqueous phase and to kIX the partition
coefficient:

aI
mem aX

mem ¼ kIXaaq
I aaq

X ð4:1Þ

For simplicity, we now replace the activities of the species in the membrane
phase with the respective concentrations (upper indexes denoting the membrane
phase now omitted):

CICX ¼ kIX aI
aq aX

aq ð4:2Þ

On the other hand, if the membrane contains IR salt with R- lipophilic anion, the
macroscopic electroneutrality requires the following:

CI ¼ CR þ CX ð4:3Þ

The combination of these equations allows obtaining for the concentration of
X- in the membrane phase:

CX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

R þ 4kIX aI
aq aX

aq

q
� CR

� ��
2 ð4:4Þ

Thus, the concentration of co-extracted X- ions in the membrane phase
depends on the R- concentration in the membrane, on the activity of IX electrolyte
in the aqueous phase, and on the value of the partition coefficient. One can see that
as long as CR

2 � 4kIX aI
aq aX

aq the concentration of X- ions in the membrane is
negligible, CX � CR and effectively only I+ cations cross the interface. This is the
Donnan exclusion.

Donnan exclusion fails in the following cases: (1) too low ion-exchange
capacity (too low R- concentration), (2) too high concentration of IX electrolyte in
the aqueous phase, or (3) too high partition coefficient value. Then, it may happen
that CX ffi CR and even CX � CR. These regularities are presented in Fig. 4.2. For
most applications, the R- sites concentration of 0.01 or even 0.001 M is enough.

The selectivity of ISEs with membranes based on ion exchangers is normally
low and obeys the so-called Hofmeister series. That is, ISEs are more selective to
hydrophobic ions and less selective to hydrophilic ions. Basically, this is because
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ion exchangers interact with ions only electrostatically, and the interaction is
relatively weak. The detailed explanation of the origin of the Hofmeister series for
ISE selectivity is given in Sect. 4.4.2.

Let us turn now to ionophores. Ionophores which are in use for solvent-poly-
meric membranes are divided into two groups: neutral ionophores (neutral carriers,
neutral ligands) and charged ionophores (charged carriers, charged ligands) [1, 2,
9]. We will start the discussion with charged ionophores. Being charged, these
ionophores impart some ion-exchange capacity to membranes and therefore pre-
vent from co-extraction of electrolyte and ensure ion-exchange equilibrium at the
membrane/solution interface. The first charged ionophore was calcium didecyl-
phosphate used in Ca2+- ISEs [10]. Since then, more charged ionophores have been
invented, for example, bis[4-(1,1,3,3-tetramethylbutyl)phenyl]phosphate, also
selective to Ca2+ ions [11], a number of metal porphyrine complexes [12–16] and
guanidinium bases [17] for various non-Hofmeister anionic electrodes, see
Fig. 4.3. It must be noted that metal porphyrines may also be neutral and, in this
case, act as neutral ionophores [18].

The interaction of charged ionophores with ions in membranes is not of the pure
electrostatic nature. Therefore, this interaction is much stronger and more selective
than in the case of ion exchangers. From the formal point of view, these differ-
ences are quantified by the respective ion-to-ionophore association constants. It is
not possible to define a threshold value of the association constant in such a way
that lipophilic species with association constants below the threshold value are ion
exchangers and those above the threshold are charged ionophores. In this sense,
there is no way to set a formal difference between ion exchangers and charged
ionophores. However, this does not cause a problem. Although only little data are
available on the respective association constants [19–21], the data on the ISE
selectivity allow for conclusion that the difference in association constants
between ion exchangers and charged ionophores is about several orders of mag-
nitude. Thus, the two groups are far from one another in terms of the association
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constants values, and the question of where exactly the ‘‘threshold’’ must be laid is
irrelevant. From the practical point of view, it is widely recognized that a charged
ionophore is a species which allows for obtaining non-Hofmeister selectivity, so
that the selectivity to the respective ion is in contrast to its position in the Hof-
meister series.

4.2 Neutral Ionophores

Neutral ionophores are non-electrolytes, these are nonionic species which are
neither intrinsically charged nor dissociate producing charged species. Neutral
ionophores are highly lipophilic molecules capable of selective binding of ions
with formation of ion-to-ionophore complexes. Among the first and still widely
used neutral ionophores were valinomycin for potassium-selective ISEs [22] and
nactines for ammonium electrodes [23]. These two, together with crown and bis-
crown ethers, belong to ionophores of macrocyclic structure. Later on, a number of
synthetic neutral ionophores were invented. These were macrocyclic compounds:
crown and bis-crown ethers, acyclic lipophilic diamides (podands), various
calixarenes as neutral ionophores for cations. A large number of acyclic iono-
phores (podands) have been invented by Simon group in ETH Zürich: these
ionophores are normally called by their respective ETH numbers.1 All these
ionophores selectively bind cations and are used in membranes for cation-selective
electrodes.

Neutral ionophores binding anions are less numerous. These are lipophilic
fluoro ketones like trifluoroacetyl-p-heptylbenzene selective to CO3

2- [24–29] for
carbonate, phosphate, and sulfate electrodes, salofenes [30, 31], thiourea deriva-
tives selective to Cl- [32, 33], mercurocarborands [34]. Examples of the neutral
ionophore structures are presented in Fig. 4.4.
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Fig. 4.3 Structures of some
complexes of ions with
charged ionophores. Target
ions given in parenthesis.
Calcium bis[4-(1,1,3,3-
tetramethyl
butyl)phenyl]phosphate
(Ca2+), top; InIII

teraphenylporphyrine
chloride (NO2

-), bottom

1 ETH comes from Swiss-German name for the Swiss Federal Institute of Technology, Zurich.
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Unlike ion exchangers and charged ionophores, neutral ionophores impart no
ion-exchange capacity to membranes. Therefore, to exclude co-extraction of
aqueous electrolytes, electrode membranes based on neutral ionophores must be
doped with ion exchangers. However, in the early years of ISEs with neutral
ionophore membranes, these membranes did not contain intentionally added ion
exchangers. Surprisingly, the electrodes responded with almost full Nernstian
slope [35]. The slope clearly indicated unipolar conductivity of membranes: only
cations were permeable across them.2 A number of theories were proposed to
explain this fact. One explanation was rather straightforward. It was assumed that
the whole membrane comprises the space-charge region, that is, macroscopic
electroneutrality fails, and the membranes are positively charged [36]. This
assumption means that the two electrical double layers, on the both sides of the
membrane, overlap. According to the Gouy–Chapmen theory, one can relate l, the
effective thickness of the space-charge layer (the diffuse part of the electric double
layer), to the concentration of ions in the respective phase and the dielectric
permittivity of the phase:
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Fig. 4.4 Structures of some neutral ionophores. Target ions given in parenthesis. a valinomycin
(K+), b tetranactin (NH4

+), c ETH 1001 (Ca2+), d ETH 231 (Ba2+), e Tris(2-octyl-oxy-
ethyl)amine (H+), f tert(4)butylcalixarene (Na+), g p-hexyltrifluoroacetylbenzoate (CO3

2-),
h bis(thiourea)derivative (Cl-), i organomercury compound (Cl-)

2 At that times only cation-binding neutral ionophores were known.
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l ¼ 1
F

ffiffiffiffiffiffiffiffiffiffiffiffi
RTe0e

2C

r
ð4:5Þ

Here, l stands for the effective thickness of the space-charge region (meters), C is
the dissociated electrolyte concentration (mol/m3), e is the relative dielectric per-
mittivity of the phase, and e0 ¼ 8:85� 10�12 F/m (Farad per meter) is the vacuum
dielectric constant. R; T ; F are gas constant, absolute temperature, and Faraday
constant. For a membrane with the thickness 0.4 mm (meaning l ¼ 0:2 mm),
Eq. (4.7) suggests C ¼ 1� 10�12 mol/m3 or 10-15 M. Assuming the diffusion
coefficients of about 10-8 cm2/s [1], the resistivity of such a phase would be in three
or more orders of magnitude higher than the experimental value for a site-free
membrane. Thus, the space-charge theory is not supported by the experimental data.

A rather elegant theory was proposed by Simon group in ETH Zürich [37] and
by Stefanova group at St. Petersburg University [38]. It was suggested that anions
are co-extracted by neutral ionophore membranes in quantities equivalent to that
of cations. However, the anion mobility in membranes is much lower than that of
complexed cations because anions are immobilized in water droplets (inverted
micelles) in the membrane phase. Indeed, when being in contact with aqueous
solutions, membranes sorb water and become cloudy. This is because of Rayleigh
scattering of light by the droplets. Since the scattering refers to the visible range,
one can conclude that at least some of the droplets are rather large having diameter
commensurable with the wavelength of visible light, that is, about 400–700 nm.
The mobility of anions entrapped by water droplets is limited by the mobility of
the droplets, and the latter move very slow due to their large size. Cations form
lipophilic complexes with neutral ionophores. Therefore, cations are located in the
organic phase and can diffuse within membranes relatively freely. In this way, the
membrane as a whole is neutral, containing cations and anions in equivalent
quantities, but cations move across the membrane much faster than anions. This is
how the authors of [37, 38] explained the cationic response of membranes based
on neutral ionophores containing no intentionally added ion-exchanger sites.

It was also suggested that the cationic response of these membranes is due to
inevitably present lipophilic ionic impurities [39]. These are impurities present in
polymers or those originating from plasticizers. The latter are often esters and, due
to hydrolysis, produce organic acids and alcohols. Acids at least to some extent
dissociate producing lipophilic anions (cation-exchanger sites) and hydrogen ions
which are replaced by cations selectively interacting with the ionophore. This
opinion got broad experimental support [40–42] and nowadays is generally
accepted. Obviously, the content of the intrinsic impurities is difficult to stan-
dardize in the ISE manufacturing process. Also, the resistivity of such membranes
is often too high, making the signal noisy and sensitive to external electrostatic
field, so that screening the cell by use of a Faraday cage is needed for measure-
ments. Therefore, modern ISE membranes based on neutral ionophores are always
doped with deliberately added ion exchangers. This not only makes the response
more stable and reproducible, but also allows for the optimization of the selectivity
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[43–47], see Sect. 4.5.2. Addition of ion exchangers permits significant lowering
of the resistance of membranes, facilitating the practical measurements with ISEs.

Some ionophores show a dualistic behavior working either as neutral or as
charged ionophores dependent on external conditions. It was shown that some
weak lipophilic acids, like monensin, as well as alkylphosphoric acids may act as
charged or as neutral ionophores dependent on the pH of the solution [47].

A large number of charged and neutral ionophores are listed and briefly char-
acterized in a review paper [2]. Although this review has been published more than
a decade ago, it remains a very useful source of information when a suitable
ionophore must be chosen for a certain application.

4.3 Polymers and Plasticizers in ISE Membranes

4.3.1 Poly(vinylchloride) Plasticized Membranes

The ionophore(s) content in ISE membranes is normally only 0.5–2 % of the
whole membrane mass, while most of the membrane mass is made of polymer and
(normally) also plasticizer. Polymers suitable for ISE membranes must meet a
number of requirements. These polymers must be mechanically robust and in the
same time elastic—either due to intrinsically low glass transition temperature (Tg)
or due to a plasticizer added. Polymers must be processable, stable within a
reasonable temperature range, for example, between 0 and 50 �C, must be
chemically inert, must not lose their molecular mass spontaneously, must be non-
soluble in water, and stable against hydrolysis, at least up to pH 8–9.

In many cases, particularly for poly(vinylchloride) (PVC) membranes, some of
the requirements are fulfilled by adding plasticizers. The latter play a dualistic
role: plasticizers allow for elasticity of membranes (and for sufficient mobility of
ionophores and ions within the membrane phase) at temperatures below Tg, and on
the other hand, plasticizers act as solvents for ionophores.

PVC remains the most popular polymer in ISE membranes, wherefore we will
discuss this kind of membranes in utmost detail. PVC-based membranes always
require a suitable plasticizer because the glass transition temperature of PVC is
much higher than the temperature in ISE applications. Different kinds of PVC
show Tg from 85 to 102 �C [48, 49]. The mobility of ions and ionophores in
polymers at temperatures below Tg is extremely low hindering measurements with
such membranes. Also, pure PVC cracks spontaneously. For suitable elasticity, it
is enough to add 0.5 mass units of a plasticizer to 1 mass unit of PVC. Obviously,
one can dissolve ionophore(s) in this amount of the plasticizer and thus dope the
membrane with ionophores. However, even at the 1:1 mass ratio of the plasticizer
to the polymer, the electrical resistivity of the membranes is too high, and
therefore, the measured signals are noisy. On the other hand, the membrane with
the ratio 5:1 is sticky and jelly-like, mechanically non-robust and hardly suitable
for real-world sensors. In the pioneering works [50, 51], the plasticizer to PVC
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ratio was 3:1 and 2:1, respectively. For decades, the choice of this ratio was rather
traditional than scientifically sounded. Only a handful of examples are known
when the optimization of the plasticizer to PVC ratio indeed allowed for signifi-
cant improvement of the ISE performance. These reports highlight the improve-
ment of the lower detection limit of the ISEs by the optimization of this ratio [52].
However, the large majority of PVC-based ISE membranes contain 30–33 % of
PVC and 60–66 % of a plasticizer, thus the membranes with the 2:1 ratio
predominate.

Plasticizers used in PVC membranes are non-volatile organic liquids compat-
ible with PVC. These are mostly esters, like carboxylic acid esters or phosphorous
and phosphonic acid esters, and also some ethers, in first place, 2-nitrophenyloctyl
ether. Structures of the most popular plasticizers used in PVC membranes are
presented in Fig. 4.5.

The number of plasticizers suitable for PVC membranes is obviously much
smaller than that of solvents for liquid membranes. There were suggestions that
solvation of ions by plasticizers may significantly modify the selectivity of ISEs
[53, 54]. Attempts were made to develop special plasticizers for almost any
analyte ion [55]. Indeed, trialkylphosphates or dioctylphenylphosphonate as
plasticizers are advantageous for calcium electrodes [56, 57]. A very characteristic
example is the water hardness sensor. Membrane containing didecylphosphoric
acid in trihexylphosphate provides high selectivity to Ca2+ ions in the presence of
Mg2+ and other alkali-earth cations, while the replacement of trihexylphosphate
with n-decanol levels the selectivity between Ca2+ and Mg2+ ions, and the
respective electrode is used as a water hardness sensor [10, 58]. However, all other
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Fig. 4.5 Structures of some plasticizers used in PVC membranes. a bis(butylpentyl)adipate,
b bis(2-ethylhexyl)sebacate, c 2-nitrophenyloctyl ether, d dioctylphthalate, e tri(2-ethylhexyl)
phosphate
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known PVC membranes can be made with one of the following plasticizers:
bis(butylpentyl)adipate (BBPA), bis(2-ethylhexyl)sebacate (DOS), or 2-nitrophe-
nyloctyl ether (oNPOE). The first two are used for ISEs selective for monovalent
ions, and oNPOE is more suitable for divalent ion sensors [1, 2].

The point is that the potentiometric selectivity can be achieved if the target
analyte is more eager to transfer from the aqueous solution phase to the membrane
phase than other ions present in the sample. In principle, in terms of energy, a
transfer from a polar phase (aqueous solution) to a low-polar membrane phase is
unfavorable for any charged species. However, the energy loss is especially large
for a divalent ion. Morf and Simon considered this issue using the Born equation
for energy of the transfer of a charged species from vacuum to a phase with a
dielectric constant e [59]. Assuming Iz+ ions form (in aqueous solution) [IL]z+

complexes with L neutral ionophore, and then distribute between the two phases,
they obtained for the distribution coefficient

lg kIL�
zIL

2

rIL

1
78:5
� 1

e

� �
: ð4:6Þ

Here, zIL is the charge of the ion–ionophore complex, and rIL stands for the
complex effective radius, 78.5 is the dielectric constant of water. Equation (4.6)
shows that the decrease in e always causes a decrease in the affinity of the species
to the membrane phase. Since the charge appears in Eq. (4.6) in the second power,
the effect is more pronounced for divalent ions. Thus, low-polar plasticizers are
especially unfavorable for divalent ions and therefore are more suitable for
monovalent ions, while ISEs for divalent ions require membranes with polar
plasticizers.

All in all, this concept proved to be fruitful, especially for sodium and calcium
ISEs [60–62]. However, not all the ISEs follow this simple rule. For instance, the
replacement of low-polar bis(hexyl)adipate in Na+ ISEs with more polar 2-nitro-p-
cumol does lead to the increase in the interference from Ca2+ ions. However, it
does not alter the influence from Mg2+, and the interference from Ba2+ is even
decreased [63]. Apparently, this is due to different stoichiometry of the complexes
of different ions with the same ionophore, so the effective radii of the respective
complexes are also different.

Membranes plasticized with polar plasticizer oNPOE show dielectric constant
e ¼ 14 which lies in between e ¼ 2 for pure PVC and e ¼ 24 for pure oNPOE.
However, the relation between the dielectric constant of plasticized PVC mem-
branes and that of the respective pure plasticizer is not always so trivial. The
dielectric constant of pure DOS is e ¼ 4, but a PVC membrane plasticized with
DOS has e ¼ 6, thus exceeds that of any of the components [64]. This fact can be
explained as follows [65]. In pure PVC, the rotation of C–Cl bond around the C–C
bond of the polymer backbone is ‘‘frozen,’’ but in plasticized PVC it becomes
possible. Therefore, in plasticized PVC, the polar C–Cl bonds orientate in an
electric field and decrease its intensity, which on the macroscopic level manifests
in higher dielectric permittivity. This is why the dielectric constant of a membrane
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containing low-polar plasticizer may exceed e of the pure components. It was
shown that the dielectric constants of plasticized PVC membranes lie within the
range from 4 to 14 [64].

Plasticized PVC membranes are cast from the so-called membrane cocktails.
These are solutions of PVC, plasticizer and ionophores in a volatile organic sol-
vent. Most frequently the latter is tetrahydrofuran (THF), sometimes (seldom)
cyclohexanone is used. The amount of THF in the cocktail is normally about 85 %,
the rest, the so-called dry mass, is made of PVC, plasticizer and ionophores and
ion exchangers (ionic additives). The cocktail can be cast onto a Petri dish, and in
this way, a large ‘‘master’’ membrane with a diameter of 3–10 cm can be obtained
after the evaporation of THF. The thickness of the membrane, obviously, depends
on the dry mass of the cocktail and normally varies from 0.3 to 0.6 mm. Next,
smaller discs with diameters of 5–10 mm can be cut from this master membrane
with a suitable cork bore. The discs can be fixed in electrode body in different
ways. The so-called Philips electrode body is the most popular, see Fig. 4.6.
Membrane disc is fixed and sealed with a silicon O-ring in screw cup connected to
the body. The latter contains internal reference electrode. In Fig. 4.6, the mem-
brane is shown black to be seen clearly. The Philips body set also includes a
special tool (similar to a cork bore) to cut membrane discs from master membrane.

Membrane discs can be glued to PVC bodies with a PVC-cyclohexanone slurry.
In the case of solid-contact electrodes, no master membrane is prepared. Instead,
portions of membrane cocktails can be drop-cast directly on the respective sub-
strate. The area of the membrane formed after evaporation of THF must be slightly
larger than that of the substrate, so that the membrane surely covers all the sub-
strate and some part of the body as well. No glue is used in this case; however,
poor adhesion of the membrane to the substrate and/or to the body may cause a

screw cap

membrane

body

tool to cut membrane discs

Fig. 4.6 Philips electrode body
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shortened lifetime of the electrode. Sometimes membranes can even detach from
the substrate.

Plasticized PVC membranes appear macroscopically uniform. However, studies
of the component distribution over the membrane volume showed differently. By
means of X-ray photoelectron spectroscopy and secondary ion mass spectroscopy
[66], as well as by atomic force microscopy [67], it was shown that the layers in
the outmost vicinity of the membrane surface are enriched by the plasticizer in
comparison with its average content over the whole membrane. Experiments with
small-angle neutron scattering revealed tiny PVC clusters the size of about 6 nm
which do not dissolve in THF even after lengthy and vigorous mixing of the
membrane cocktail [68]. Thus, plasticized PVC membranes are to some extent
intrinsically non-homogeneous.

When solvent-polymeric membranes are in contact with aqueous solutions,
another kind of non-homogeneity arises. It originates from water sorption by the
membranes. Plasticized PVC membranes sorb water in relatively large quantities:
from 0.5 to 2 % of the total mass of the membrane [69, 70]. Water in membranes
aggregates into large clusters (inverted micelles) which cause scattering of the
transmitting light. Because of this, membranes in contact with solutions become
dim, sometimes even milk white. When taken out from solutions, membranes lose
absorbed water. It evaporates from membranes within several minutes, up to about
1 h depending on the membrane composition and geometry and on the ambient
temperature. After that, the membranes became fully transparent again. Water
sorption strongly depends on the nature of the plasticizer, membranes plasticized
with phosphates and phosphonates sorb water in larger quantities than other kinds
of membranes [70].

Water uptake was studied by spectrophotometry and NMR [69, 71–74]. It was
shown that water is non-uniformly distributed within the membrane. Membrane
layers in the vicinity of the surface are enriched with water when compared with
the membrane bulk [69]. The typical size of water clusters is about 16 nm, and the
freezing point of water in the clusters may be below zero, within the range from 0
to -15 �C [72]. Water uptake takes place in two stages. During the first hour of
contact, membrane sorbs water from solution and forms mobile particles with
diffusion coefficients of about D & 10-6 cm2/s. After that, light-scattering clus-
ters (water droplets) form with a much lower mobility: D & 10-9 cm2/s. The non-
uniformity of the water distribution in the membrane is most pronounced during
the first few hours of contact with the solution. However, even after 5 days of
contact, the content of water in the layers of about 25 lm from the membrane/
solution interface is about 20 % higher than the average value over the whole
membrane [73, 74]. Analogous non-uniformity was also found for the distribution
of ionophores [75].

Further studies of the water uptake were carried out for solid-contact ISEs with
conducting polymers in the transducer layer in between ionically conducting PVC
membranes and electronically conducting substrates (glassy carbon, graphite).
These studies also revealed several kinds of water clusters with diffusion coeffi-
cients D1 = 4.7 9 10-10, D2 = 5.1 9 10-11, and D3 = 4.7 9 10-12 cm2/s in the
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poly(trioctylthiophene) layer, that is, in several orders of magnitude lower than in
PVC [76, 77]. The absorbed water does not only make a dispersed phase within
the membrane, but also form a continuous layer even on hydrophobic substrates
like conducting polymers and graphite [76–79]. By the neutron reflectometry
and the IR–ATR methods, it was shown that the water layer thickness is about
10 nm [76, 79].

These peculiarities hinder correct theoretical description of the electrochemistry
of solvent-polymeric membranes. Most often, however, these peculiarities are
neglected in theoretical considerations, and solvent-polymeric membranes are
normally treated as liquid phases. The presence of the polymer matrix is only
indirectly accounted for. For instance, in considerations of the ion transfer across
the ISE membranes, the typical values of the ion diffusion coefficients are
10-8 cm2/s, while those in liquid membranes are in 1.5–2 orders of magnitude
higher. The polymer therefore is considered as an inert network which impedes the
movement of the species within the membrane, but otherwise does not participate
in any chemical interactions.

4.3.2 Non-PVC Polymeric Membranes, ISEs with Ion-
Exchanger Sites and Ionophores Covalently Bound
to Polymer Backbone

One of the disadvantages of plasticized polymeric membranes, in particular,
plasticized PVC membranes, is their sensitivity to elevated temperatures and
organic solvents. Indeed, plasticizers simply dissolve in organic solvents, while at
elevated temperatures, membranes get depleted in plasticizers and ionophores
even in aqueous solutions. Under normal conditions: room temperature and only
aqueous samples, the lifetime of ISEs with plasticized PVC membranes is about
1 year, although the shelf time may be up to 10 years [80]. Therefore, for many
years, efforts were made and still are made aimed to replace PVC as the membrane
matrix polymer with other polymers. The final goal would be a polymer with a low
glass transition temperature and with covalently bonded ionophores. Such a
membrane may be stable at elevated temperatures as well as in mixed aqueous-
organic solutions.

Among polymers, apparently suitable as substitutes of PVC, are silicon rubbers,
acrylic polymers, acrylsiloxanes, and urethanes. Low glass transition temperature
allows, in principle, use of these polymers without plasticizers. Anyway, these
membranes are normally doped with plasticizers which in these cases are mostly
needed as solvents for ionophores [81]. Much less is published about ISEs with
plasticizer-free membranes containing only a polymer and an ionophore. The latter
can be distributed within the polymer bulk as individual molecules, or covalently
bonded to the polymer backbone [82].
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Historically, first attempts of substitution of PVC were focused on silicon
rubbers [35]. Silicon rubbers adhere to various substrates much stronger than PVC,
which is an important advantage, especially in production of solid-contact elec-
trodes or ion-selective field effect transistors. Plasticizers must be added to these
membranes to increase the solubility of ionophores, to ensure Nernstian response
slope, and to reduce Ohmic resistance of the membranes. These goals can be
achieved without a decrease in the adhesion of membranes to substrates [83, 84].

Later, photocured polymers, mostly of acrylic or urethane nature, and acrylic-
siloxane polymers had became more popular as substitutes of PVC. In addition to
good adhesion properties, these polymers allow for photolithographic technology
of the sensor manufacturing. This, in turn, strongly facilitates mass production of
small-sized sensors with good piece-to-piece reproducibility and low rejection.
Calcium electrodes with acrylic membranes are capable of working in the presence
of high contents of perchlorate [85]. Methacrylic membranes for ISEs selective to
K+ and to various inorganic anions have been described in [86]. Polyurethane and
urethane–acrylic membranes were described in [81, 87–89], among them for car-
bonate ions [88] and for K+, NH4

+, Ca2+ [81, 89]. Self-plasticizing membranes with
methacryl–acryl copolymer matrixes having glass transition temperatures from -

20 to -44 �C can be used for K+, Na+, Ca2+ and also for pH ISEs [49, 90–93].
A method was developed to obtain acrylic membranes for K+ and Ca2+ ISEs with a
given ratio of the concentrations of the target analyte ion and interfering ion, to
preset the dynamic range of the ISEs [94]. Ion diffusion coefficients and therefore
also trans-membrane fluxes of electrolytes in acrylic polymers are much lower than
those in plasticized PVC. This makes ISEs with acrylic membranes promising for
measurements in strongly diluted samples [95]. It was also reported about a suc-
cessful use of ionic liquids as plasticizers in ISEs with acrylic membranes [96–98].

Durability of ISE membranes can be improved by covalent binding of iono-
phores and/or ion-exchanger sites to polymeric backbone (PVC or other poly-
mers). Poly-crown ethers were used as oligomeric ionophores in plasticized PVC
membranes since late 1970s [99]. It was reported on ISEs with crown ethers and
calixarenes covalently bonded to silicone rubbers [100–102] or to carboxylated
PVC [103]. More recently, membranes with neutral ionophores bound to acrylic
polymer backbone were obtained for Ca2+ [82] and Pb2+ [104] ISEs. Calcium ISEs
with alkylphosphoric groups (charged ionophores) were immobilized on polysty-
renbutadiene [105, 106] and on vinylchloride–vinylacetate copolymer [107]. Do-
decacarboran lipophilic anion known as a promising analog of tetraphenylborates
(widely used cation exchangers) [108, 109] can also be covalently bound to acrylic
backbone. In this way, a novel Ca2+ electrode was made with a polymeric cation
exchanger [110]. Polyetherketon functionalized with sulfonated groups was suc-
cessfully used in NH4

+ ISEs with nonactin as neutral ionophore [111]. Also,
acrylic polymers are sometimes used in solid-state reference electrodes [112, 113].

Fluorous polymers, plasticizers, and ionophores have been reported by Bühl-
mann [114–117]. The selectivities of ISEs with fluorous membranes significantly
exceed those of their PVC analogs. The membranes consisting of these extremely
hydrophobic compounds are especially promising for clinical and biological
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applications since the ISEs with these membranes do not suffer from bio fouling.
The respective sensors are also suitable for measurements at trace levels of ana-
lytes, for example, down to 4.1 ppt Ag+ [117]. Originally, fluorous membranes
were of liquid type, more recently it was reported on polymeric fluorous mem-
branes with Teflon AF2400: poly[4,5-difluoro-2,2-bis(trifluoromethyl)-1,3-diox-
ole]-co-poly(tetrafluoroethylene) as polymer matrix [116].

A totally novel approach was proposed by Gyurcsanyi [118]. Ionophores are
immobilized on the surface of gold nanopores. First promising results are obtained
with Ag+—selective sensors with thiacalixarene derivative as neutral ionophore.

4.4 The Theory of the Ionophore-Based Membranes
Response and Selectivity

4.4.1 Response and Selectivity of ISEs with Membranes
Containing Ion Exchangers and Charged Ionophores

Discussion of the selectivity of ISEs with membranes containing ion exchangers
and charged ionophores requires some mathematical apparatus; namely, we will
consider the boundary potentials on the two sides of the membrane: the external
(sample) side and the internal side, as well as the diffusion potential within the
membrane. In this way, we will obtain an equation for the overall membrane
potential (the electric potential difference across the whole membrane). To do this,
we will use ideas and equations discussed in Chap. 2.

If the membrane/solution interface is at electrochemical equilibrium with
regard to IzI species, the interfacial (boundary) potential:

ub ¼ uðmemÞ � uðaqÞ ¼ �
lI

0ðmemÞ � lI
0ðaqÞ� �

zIF
� RT

zIF
ln

aI
ðmemÞ

aI
ðaqÞ ð4:7Þ

This equation, the same as Eq. (2.8), is presented here for the readers’ con-
venience. In most cases, the activities of all the species in the membrane phase are
replaced with the concentrations of the respective free (non-complexed, non-
associated) ions. Under this assumption, we can rewrite Eq. (4.7) in the following
form:

ub ¼ uðmemÞ � uðaqÞ ¼ �
lI

0ðmemÞ � lI
0ðaqÞ� �

zIF
� RT

zIF
ln

CI
ðmemÞ

aI
ðaqÞ ð4:8Þ

Since the membrane, generally speaking, separates solutions with different
compositions, the values of the species concentrations within the membrane phase
may vary across the membrane. The membrane (or its part with non-uniform
distribution of ions) constitutes therefore a diffusion layer. The diffusion of the
species across this layer results in additional contribution to the membrane
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potential: the diffusion potential. Although this phenomenon is discussed in
Sect. 2.3.2, here we address this issue again, adopting our consideration closer to
ionophore-based membranes.

The flux of IzI charged species caused by the gradient of the respective elec-
trochemical potential across the membrane obeys the Nernst–Planck equation:

JI ¼ �uICI
d

dx
lI þ zIF/ð Þ ¼ �uICI

d

dx
RT ln aI þ zIF/ð Þ

¼ uICI
d

dx
RT ln CI þ zIF/ð Þ ð4:9Þ

The electric current density (i) produced by the fluxes of charged species equals
the sum of the respective fluxes multiplied by the respective charge numbers, and
the whole sum is multiplied by the Faraday constant. Under the potentiometric
conditions, the electric current density is zero, so

i ¼ F
X

I

zIJI ¼ 0 ð4:10Þ

Let us consider the case when the membrane containing R� lipophilic sites is in
contact with mixed solutions of IX; JX mono-monovalent hydrophilic electrolytes.
We will also assume that the Donnan exclusion holds, and that the electrolytes in
the membrane are present as ions R�, Iþ, and Jþ, and ion-pairs IR; JR. This means
that R�, Iþ, and Jþ are the only charged species present in the membrane. Using
Eq. (4.9), we obtain for this simple case:

�uICI
d
dx

RTlnCIþF/ð Þ�uJCJ
d
dx

RTlnCJþF/ð ÞþuRCR
d
dx

RTlnCR�F/ð Þ¼ 0

ð4:11Þ

After combining all the terms containing the potential in the left-hand part and
all other terms in the right-hand part, we get

F
d/
dx

uICI þ uJCJ þ uRCRð Þ ¼ �RT uI
dCI

dx
þ uJ

dCJ

dx
� uR

dCR

dx

� �
; ð4:12Þ

which immediately gives the differential form of the diffusion potential within the
membrane:

d/
dx
¼ �RT

F

d uICIð Þ þ d uJCJð Þ � d uRCRð Þ
uICI þ uJCJ þ uRCRð Þ ð4:13Þ

The macroscopic electroneutrality holds, so that CI þ CJ ¼ CR in any layer within
the membrane. The interaction between Iþ and R� versus the interaction between Jþ

and R� is generally speaking different. Therefore, profiles of Iþ and Jþ species across
the membrane caused by the difference of the solution compositions may also cause a
profile of R� distribution as well. Because of this, Eq. (4.13), although it looks
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very simple, for integration thereof requires either the knowledge of the profiles of
the species distribution across the membrane or some further simplifications.

One of these simplifications can be the assumption of the complete dissociation
of the membrane electrolytes, so that only R�, Iþ, and Jþ, that is, only charged
species are present in the membrane, and no ion-pairs exist. In such a case, the
replacement of Iþ with Jþ counter-ion or vice versa does not produce any driving
force for R� flux: the competing ions are identical for the sites. Then, at least in the
steady state, the sites are distributed uniformly, there is no flux of R�, and the
concentration of sites everywhere within the membrane equals their total con-
centration: CR ¼ CR

tot ¼ Const. Thus, under the assumption of the complete
dissociation of the electrolytes in the membrane, CI þ CJ ¼ CR ¼ CR

tot ¼ Const.
This allows for the integration of Eq. (4.13) which results in the equation for the
diffusion potential within the membrane:

ud ¼ �
RT

F
ln

uICI þ uJCJð ÞðrÞ

uICI þ uJCJð ÞðlÞ
ð4:14Þ

Upper indices (l) and (r) denote the external and the internal sides of the
membrane. The same result can be obtained in the case when Iþ and Jþ ions do
form ion-pairs with R� sites, but the respective association constants are the same.
Here, once again, the competing ions are identical for the sites.

Using the so-called ionic distribution coefficients introduced by Eisenman [119]
as kI ¼ exp � lI

0ðmemÞ � lI
0ðaqÞ� ��

RT
� �

,3 one can express the concentration of Jþ

ions in the membrane as a function of the Iþ and Jþ activities in the aqueous
solution and of the concentration of Iþ ions in the membrane:

CJ ¼ CI
aJkJ

aIkI
ð4:15Þ

By combining Eq. (4.8) written for the both sides of the membrane, with Eqs.
(4.14) and (4.15), we obtain for the overall membrane potential:

umem ¼ ub
ðlÞ þub

ðrÞ þud

¼ � RT

zIF
ln

CI
ðlÞ

aI
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 ð4:16Þ

3 Note, in contrast to the electrolyte distribution coefficient, the ionic distribution coefficient does
not show the ratio of the activities of the species within the two contacting phases. This ratio for
any charged species is also dependent on the value of the interfacial electrical potential. Only
combinations of the ionic distribution coefficients like multiples of those for a cation and an
anion, or ratios of these values for ions of the same charge are potential independent. These
multiples and ratios are equivalent to the ordinary electrolyte distribution coefficients or to the
ratios of the latter, respectively. Nevertheless, ionic distribution coefficients are useful, especially
for the theoretical descriptions of the boundary and membrane potentials.
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Trivial algebra allows obtaining from Eq. (4.16):

umem ¼ �
RT

zIF
ln

aI
ðrÞ þ uJ kJ

uI kI
aJ
ðrÞ

	 


aI
ðlÞ þ uJ kJ

uI kI
aJ
ðlÞ

	 
 ð4:17Þ

Let us now assume that the right-hand side of the membrane is in contact with the
internal solution of the ISE and the composition of this solution is constant, while
the left-hand side solution comprises a sample or a calibrator. Then for the
membrane potential, we get

umem ¼ umem
0þ RT

zIF
ln aI

ðlÞ þ uJkJ

uIkI
aJ
ðlÞ

� �
ð4:18Þ

Thus, in the case of the complete dissociation of electrolytes in the membrane,
as well when the interactions between sites and both kinds of the competing ions
are identical, the membrane potential follows the Nikolsky equation:

umem ¼ umem
0þ RT

zIF
ln aI þ KIJaJð Þ; ð4:19Þ

and the selectivity coefficient to the target (primary) Iþ ions in the presence of the
interfering Jþ ions is

KIJ ¼
uJkJ

uIkI
ð4:20Þ

Thus, the selectivity coefficient depends on the ratios of the ion mobilities and
the ion partition coefficients. The latter may vary in orders of magnitude, while the
former may vary in times, at most. Therefore, the selectivity is normally governed
by the so-called equilibrium factor: kJ=kI . However, there are some examples of
the selectivity determined by the mobilities ratio [120, 121].

Besides the assumption of the identical interactions between Iþ and Jþ ions
with R� sites (or the lack of interaction: the case of the complete dissociation),
some other simplifications allow for the integration of the Eq. (4.13). One can
consider the situation when R- sites are immobilized by covalent binding with the
matrix polymer, or the sites are just low mobile for any other reason, meaning
uR � uI ; uJ . In this case

d/
dx
¼ � RT

zIF

d uICIð Þ þ d uJCJð Þ
uICI þ uJCJð Þ ¼ � RT

zIF
d ln uICI þ uJCJð Þ ð4:21Þ

The obtained form comprises a full differential, and the respective integral is
the same as that given by Eq. (4.11). Consequently, Eqs. (4.13–4.17) are also valid
in this case.

It is also possible that Iþ and Jþ ions have equal mobilities, while the mobility
of R- sites is different: uI ¼ uJ 6¼ uR. If this is true, the differential form of the
diffusion potential (Eq. 4.15) looks as follows:
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d/
dx
¼ �RT

F

d uI CI þ CJð Þð Þ � d uRCRð Þ
uI CI þ CJð Þð Þ þ uRCRð Þ ð4:22Þ

Because of the macroscopic electroneutrality, CI þ CJ ¼ CR, therefore Eq.
(4.22) produces the equation for the diffusion potential within the membrane:

ud ¼ �
RT

F

uI � uR

uI þ uR
ln

CI
ðrÞ þCJ

ðrÞ

CI
ðlÞ þCJ

ðlÞ ð4:23Þ

The combination of Eq. (4.23) for the diffusion potential, with Eq. (4.8) for the
two boundary potentials, gives for the overall membrane potential the following
expression:

umem ¼
uI � uR

uI þ uR

RT

F
ln

aI
ðlÞ þ kJ

kI
aJ
ðlÞ

aI
ðrÞ þ kJ

kI
aJ
ðrÞ þ

2uR

uI þ uR

RT

F
ln

aI
ðlÞ CI

ðlÞ

aI
ðrÞ CI

ðrÞ ð4:24Þ

Here, only the first term in the right-hand side is Nikolsky like, while the second
term contains parameters (free ion concentrations in the membrane) which are
unknown variables. These variables can be calculated numerically if the respective
parameters are known: the ionic distribution coefficients and ion-site association
constants [19, 20, 122–127]. As to the Nikolsky-like term, one can see that the
selectivity here is entirely determined by the ratio of the ionic distribution coef-
ficients, while the mobilities show up only in the pre-logarithmic factors of the two
right-hand terms of Eq. (4.24).

4.4.2 The Hofmeister Series

Whatever the simplifying assumption is which allows for the integration of the
differential presented by Eq. (4.13), one can see that the selectivity is determined
by the ratio of the ionic distribution coefficients and also by the ratio of the
species’ mobilities within the membrane. This consideration is useful for the
understanding of the regulations in the selectivity of the ISE membranes con-
taining ion exchangers and charged ionophores. The selectivity of ISEs with
membranes containing only ion exchangers is relatively low and depends primarily
on the free energy of the ion hydration. Below we will try to explain this. If we
consider only the equilibrium factor of the selectivity (neglecting the mobilities’
ratio), the selectivity is determined by the difference of the free energy of transfer
of the two competing ions. Let them be I+ primary (target) ion and J+ interfering
ion. When distributing from the aqueous solution to the membrane, both ions lose
D GI

h, D GJ
h, the free energies of hydration, and gain D GI

s, D GJ
s, the free

energies of solvation by the membrane components, and also DGIR, DGJR, the free
energies of the association with R- sites. Thus, the difference of the free energies
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of the ion transfer which refers to the ability of J+ interfering ion to replace I+

primary ion in the membrane can be written as follows:

DDGI=J
tr ¼ DGJ

tr�DGI
tr ¼ �DGJ

hþDGI
hþDGJ

s�DGI
sþDGJR � DGIR

ð4:25Þ

In practically relevant membranes, there are no specific interactions between
ions and membrane solvent (plasticizer). Therefore, the values of the free energy
of solvation are low for any ion. The interaction between ion exchangers and ions
is mostly of pure electrostatic nature, and therefore, the ion-site association con-
stants are relatively low [19–21]. Furthermore, these association constants are
virtually independent of the nature of the ion: whichever I+ or J+ in our example.
This is because R- lipophilic sites are large and the distances between the centers
of the ions in the ion-pairs depend primarily on the effective radius of R-.
Therefore, the electrostatic forces in IR and JR ion-pairs are roughly the same. For
instance, ion-site association constant values for K+, Na+, Cs+, and NH4

+ cations
with ClTPB- anion in bis(butylpentyl)adipate are 2.5 9 103, 2.0 9 103, 4.0 9 103,
and 3.2 9 103 M-1, respectively, thus only weakly dependent on the cation nature
[20]. For a typical concentration of ion exchanger in PVC membranes about
0.01 M, these values mean that the fraction of ion-pairs varies from 18 % for
NaClTPB to 27 % for CsClTPB.

The only significant impact to the difference of the free energies of the ion
transfer comes from the difference in the free energies of hydration, while the other
components are of minor importance, so

DDGI=J
tr ¼ DGJ

tr�DGI
tr � �DGJ

hþDGI
h ð4:26Þ

Therefore, the selectivity of ISEs with ion-exchanger–based membranes is
governed primarily by the affinity of ions to the aqueous phase: an ion-exchanger–
based membrane is more selective to the ion which leaves aqueous phase more
easily. In this sense, ions form the so-called Hofmeister series. This series contains
ions arranged in order of their free hydration energy, with low hydration on the
left-hand side and high hydration on the right-hand side. Originally, Hofmeister
revealed these series when studying the influence of inorganic salts on the solu-
bility of proteins in water [128].

Anion-selective electrodes with membranes having only ion exchangers remain
widely used. Therefore, we will first discuss the Hofmeister series for anions. It
looks as follows:

R�[ ClO4
� [ SCN�[ I�[ NO3

� [ Br�[ Cl�

� HCO3
� [ H2PO4

� [ SO4
2� ð4:27Þ

In the series above, R– represents organic anions. Many of them are lipophilic
and prefer an organic phase over an aqueous phase. Therefore, ion-exchanger–
based membranes are more selective to most of organic ions, even in the presence

70 4 Ionophore-Based ISEs



of ClO4
– or SCN–. Inorganic ions, obviously, prefer to stay in a polar—aqueous—

phase, rather than in membrane phase which is significantly less polar [64].
However, the free hydration energy of ions which measures the adherence of ions
to water is dependent primarily on the so-called surface charge density of the ion.
This is the ratio of the ion charge over the surface area of the ion considered a
sphere with the effective radius. Obviously, the surface charge density of a small
divalent or trivalent ion is high, while that of a large monovalent ion is low.
Therefore, there is no surprise that perchlorate, thiocyanate, iodide—–monovalent
ions—which are only weakly hydrated due to relatively large size, belong to the
left-hand side of the series. These ions are more eager to get into membrane phase
than nitrate, bromide, chloride, and bicarbonate. It is therefore easy to ensure
selectivity, for example, to perchlorate over nitrate and chloride, or to nitrate over
sulfate. However, when having only the ion exchanger present in the membrane,
one cannot make an electrode selective to hydrophilic ions like divalent carbonate,
phosphate, or sulfate.

The Hofmeister series for cations is as follows:

Rþ[ Csþ[ Kþ[ Naþ[ Liþ[ Ca2þ[ Mg2þ[ Al3þ ð4:28Þ

R+ represents organic cations. Cation-selective electrodes already in early years of
ISEs with liquid and polymeric membranes have been based on ionophores spe-
cifically interacting with cations. However, when studying novel ionophores, it is
strongly advisable to compare the selectivities of ISEs having ionophores in
membranes with those of ISEs having only ion-exchanger sites. In this sense,
Hofmeister series for cations is useful as reference.

4.4.3 Selectivity of the ISEs Based on Neutral Ionophores

The first theory of the response and the selectivity of ISEs with membranes
containing neutral ionophores selectively binding cations was proposed by Ciani
et al. [129]. Their studies were aimed at modeling living cell membranes, and ISE
membranes served as model systems. The ISE membranes, therefore, have been
assumed very thin, and this assumption allowed neglecting anions in membranes:
membranes with thickness comparable with the respective Debye length may
deviate from the electroneutrality condition. Thus, in [129], they considered a
membrane containing L neutral ionophore and equilibrated with two mixed
aqueous solutions of electrolytes IX and JX. Both I+ and J+ cations form 1:1
complexes with the neutral ionophore: IL+ and JL+. Interestingly, Ciani, Eisenman,
and Szabo assumed that the complexes are formed in the aqueous phase with
KIL; KJL the respective formation constants, and the complexes distribute between
the phases with kIL; kJL the respective ionic distribution coefficients. For this case,
according to [129], the membrane potential can be described as follows:
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um ¼
RT

F
ln

aI
exþ uJLkJLKJL

uILkILKIL
aJ

ex

aI
inþ uJLkJLKJL

uILkILKIL
aJ

in
ð4:29Þ

Here, uIL; uJL stand for the mobilities of the complexes within the membrane
phase. Thus, the membrane potential follows the Nikolsky equation, and the
complex formation constants directly contribute to the selectivity coefficient:

KIJ ¼
uJLkJLKJL

uILkILKIL

ð4:30Þ

If IL+ and JL+ complexes are isosteric, the respective distribution coefficients and
mobilities must be roughly the same for both kinds of the species:
kIL � kJL; uIL � uJL. Then, the selectivity coefficient is determined by the ratio of
the complex formation constants in the aqueous phase:

KIJ ¼ KJL=KIL ð4:31Þ

Macrocyclic neutral ionophores do form isosteric complexes with ions of the
same charge. Acyclic ionophores (podands) in most cases form complexes with
two molecules of the ionophore per one ion. Effectively, these complexes are also
isosteric, while the two molecules of the ionophore in the complex can be (for-
mally) considered as a product of the ionophore dimerization. Thus, according to
the Ciani, Eisenman, and Szabo theory, the selectivity of ISEs with neutral
ionophores in membranes, at least for ions of the same charge and forming
complexes of the same stoichiometry, must be independent of the membrane
solvent. The latter seems, probably, the most striking result of the theory, and this
result often gets experimental support.

Morf considered the formation of ion-to-ionophore complexes in the membrane
phase, while ions distribute between the phases as individual species [130]. His
equation for the membrane potential looks very similar to Eq. (4.29):

um ¼
RT

F
ln

aI
exþ uJLkJ KJL

uILkI KIL
aJ

ex

aI
inþ uJLkJ KJL

uILkI KIL
aJ

in
ð4:32Þ

However, the distribution coefficients in Morf’s Eq. (4.32) refer to ions (not to
complexes), and the complex formation constants refer to the membrane phase.

In principle, if all the necessary equilibria (heterogeneous and homogeneous)
are established, the mechanism of the complex formation and of the ion distri-
bution does not matter. Indeed, the Gibbs free energy of ion transfer according to
the Ciani, Eisenman, and Szabo theory combines the loss of the Gibbs free energy
of the hydration of the free ion, the gain due to the complexation in the aqueous
phase, the loss of the Gibbs hydration free energy of the complex, and the gain of
the Gibbs free energy of the solvation of the complexed ion in the membrane
phase:

D GI
aq!m ¼ �DGI;h þ D GIL

aq�DGIL;h þ DGIL;s ð4:33Þ
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According to the alternative approach (like that considered by Morf),

D GI
aq!m ¼ �DGI;h þ DGI;s þ�DGIL;h þ DGIL;s ð4:34Þ

It was mentioned above that according to the Ciani, Eisenman, and Szabo
theory, the selectivity of the membranes with neutral ionophores does not depend
on the membrane solvent. This conclusion is often but not always supported by
experimental data. The explanation why and when the solvent influences the
selectivity, and when it does not, has been proposed by Mikhelson [131–134].
Basically, if both the target analyte ion and the interfering ion form complexes of
the same stoichiometry (and therefore isosteric), and these complexes predominate
over non-complexed ions in the membrane, the complex solvation free energy
contributions are eliminated. Then, solvent does not influence the selectivity to
ions of the same charge. Obviously, this conclusion is similar to that proposed by
Ciani, Eisenman, and Szabo, however, not limited to thin membranes. If the
stoichiometry of the complexation is different for the primary and the interference
ions, the nature of the solvent affects the selectivity.

4.4.4 Co-Ion Interference with the Response of ISEs Based
on Neutral Ionophores

ISEs with membranes based on neutral ionophores show interesting peculiarity.
The span of the Nernstian response is strongly dependent on the nature of the co-
ion [135]; namely, cation-selective ISEs show interference from anions present in
solution, and anion-selective electrodes show interference from cations. An
example of the anion interference with the potassium response of membranes
based on valinomycin is shown in Fig. 4.7.

With the increase in the concentration of the electrolyte, the response to the
potassium ions deviates more and more from the Nernstian law, and after passing a
maximum turns into anionic response. It was shown that the ability of the anions to
interfere is determined by their position in the Hofmeister series, that is, by their
Gibbs free energy of hydration [130, 134, 136]. Less hydrated anions interfere
even at low concentrations.

For the theory, the two phenomena, the anion interference with the cationic
response and the cation interference with the anionic response, are absolutely
symmetrical. Since most of the respective studies have been performed for cationic
ISEs, the phenomenon is often called ‘‘anion interference with cationic response.’’
The trivial explanation in terms of high mobility of anions within membranes is not
consistent with the data on the ion transference numbers in membranes [137]. Also,
it is hardly possible that the anions in membranes are low mobile when in contact
with diluted solutions, and the mobility is increasing with the solution concentra-
tion. The consistent theory of the co-ion interference was first proposed by Simon’s

4.4 The Theory of the Ionophore-Based Membranes Response and Selectivity 73



group [138]. According to [138], for the full Nernstian response to, for example,
cations, the neutral ionophore must be present in some excess over the complexed
ions. The concentration of the latter is roughly equal to the concentration of R- ion-
exchanger sites in the membrane since the concentration of non-complexed ions is
very small: CIL � CR; CI � CIL. On the other hand, the concentration of the
complexed ions is proportional to that of the free ionophore: CIL ¼ CICLKIL. Thus,

CI ¼ CIL CL
�1

KIL
�1 � CR CL

�1
KIL

�1
. Therefore, as long as the Donnan exclusion

holds, CI � Const and the boundary potential follows the Nernst equation, while
the diffusion potential within the membrane is negligible. With the increase in the
concentration of the solution, the membrane extracts the electrolyte in significant
quantities (the Donnan exclusion failure) and more and more of the ionophore
molecules are consumed by the extracted ions by complexation. Decrease in CL, the
free ionophore concentration, causes increase in CI the free ion concentration in the
membrane. Because of this, the boundary potential deviates from the Nernst
equation, and eventually the response appears to be anionic. The latter limiting
situation is characteristic to membrane with fully complexed ionophore. This
means that the membrane contains a lipophilic cation (the cationic complex) in
excess over R- sites, so, effectively, the membrane works as anion exchanging.

The position of the maximum on the response curve depends on the stoichi-
ometry of the ion-to-ionophore complexation and on the dissociation degree of the
complexed electrolyte in the membrane in a complicated way [138, 139]. In the
simplest case of 1:1 complexation, and low degree of association with anions, the
activity of the target ion in the solution when the response curve reaches maximum
is [139]

aI
max ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
4CL

tot

3Ke

s
ð4:35Þ

Here, CL
tot is the total concentration of the neutral ionophore in the membrane,

and Ke ¼ kIXKIL is the co-extraction constant—the multiple of the electrolyte
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distribution coefficient and the complex formation constant. It was shown that in
the point of the maximum 1/3 of the total ionophore concentration refers to the
complexes, and 2/3 is free [139]. Furthermore, the maxima on the curves belong to
a straight line, parallel to the Nernstian response line, and shifted in DE ¼
2RT=Fð Þ ln

ffiffiffi
3
p
� 27:7 mV to more negative values [139]. The experimental value

for the valinomycin membrane (see Fig. 4.7) is 24.5 mV [136], supporting this
theoretical conclusion. Equation (4.34) shows that the co-ion interference inten-
sifies with the decrease in the hydrophilicity of the electrolyte (therefore, the
anions interfere according to their position in the Hofmeister series) and with the
increase in the complex formation constant.

A detailed comparison of the anion interference on the cationic response of
ISEs with neutral and charged ionophores was performed by Bühlmann [140].

4.5 Generalized Theories of Ionophore-Based
ISE Membranes

Theoretical considerations presented in Sects. 4.4.1–4.4.4 contain too many sim-
plifications: the ion-site interactions are either negligible (complete dissociation),
or the same for any kind of counter-ion, or sites are immobile, or mobilities of
counter-ions are the same. These approaches are very useful giving intuitively
clear simple descriptions of the respective limiting cases. On the other hand, these
simplifications are hardly true for the real-world ISEs. Low polarity of membranes
suggests a rather strong association than complete dissociation of the electrolytes
in membranes, the sites, typically, are mobile. Therefore, attempts were made to
develop a more realistic description of the ISE response and selectivity. Here, we
will briefly outline several generalized approaches to the description of the ISE
membrane response and selectivity. Even more advanced theories providing
the description of the membrane potential in real time and space are discussed in
Sect. 7.1.

4.5.1 The Sandblom–Eisenman–Walker Theory

The Sandblom–Eisenman–Walker theory was proposed already in the mid-1960s
[119]. This theory was developed to access the influence of ion-site association
with ion-exchanger–based membranes. The theory addressed the boundary
potentials as well as the diffusion potential within the membrane. The whole
system—membrane and solutions—was considered being in the steady state, while
the membrane/solution interfaces were supposed to be at electrochemical equi-
librium. Only limiting cases were solved: (1) complete dissociation and (2) strong
association of the electrolytes in the membrane.
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For the first limiting case, the complete dissociation, the description of the
membrane potential in a mixed solution containing I+ primary ions and n sorts of
monovalent interferences, is Nikolsky like

um ¼ um
0þRT

F
ln aI þ

Xn

i¼1

uJi kJi

uIkI
aJ

 !
ð4:36Þ

Furthermore, Eq. (4.36) shows the additivity of the impacts from the interfer-
ences to the membrane potential. Thus, in the case of the complete dissociation,
the selectivity coefficient is dependent on the species mobilities and on their ionic
distribution coefficients.

Since real membranes are low-polar, the second limiting case, the strong
association of the electrolytes in the membrane phase, appears more realistic. For
this more complicated situation (and for only two competing ions: I+ and J+),
Sandblom, Eisenman, and Walker obtained

um ¼ �
RT

F
1� sð Þ ln

aI
inþ uJþuR

uIþuR

kJ
kJ

h i
aJ

in

aI
exþ uJþuR

uIþuR

kJ
kI

h i
aj

ex
þ s ln

aI
inþ uJR

uIR

kJ KJR

kI KIR

h i
aJ

in

aI
exþ uJR

uIR

kJ KJR

kI KIR

h i
aJ

ex

8<
:

9=
; ð4:37Þ

Here, uI ; uJ ; uR; uIR; uJR are mobilities of I+, J+ ions, of R- ion-exchanger sites
and of IR, JR ion-pairs; KIR; KJR stand for the ion-pairs association constants.
Upper indexes in and ex denote the internal and the external solutions.

Equation (4.37) constitutes a sum of two Nikolsky-like logarithmic terms with
weighting factor:

s ¼ uR uJRKJR � uIRKIRð Þ
uI þ uRð ÞuJRKJR � uJ þ uRð ÞuIRKIR

ð4:38Þ

The first logarithmic term in Eq. (4.37) shows, basically, the impact of the ionic
distribution coefficients to the selectivity. The presence of the ion exchanger
manifests in the first term only via uR: the R- mobility value. The second term is
directly related to the association—via KIR; KJR ion-pair association constants and
uIR; uJR mobilities. Thus, Eq. (4.37) is crucially different from the Nikolsky-like
equations with only one parameter. According to the Sandblom, Eisenman, and
Walker theory, the selectivity of an associated membrane is characterized by three
parameters: KIJ

ð1Þ ¼ uJ þ uRð ÞkJ= uI þ uRð ÞkI , KIJ
ð2Þ ¼ uJRkJKJRð Þ= uIRkIKIRð Þ, and

s. This may explain the variability of the selectivity coefficients calculated by the
Nikolsky equation: a one-parameter equation is not suitable for ISEs with strong
association of the electrolytes in membranes.
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4.5.2 Phase-Boundary Potential Approaches, Ionic
Additives, Selectivity Optimization

Large variety of the compositions of the ionophore-based membranes, in combi-
nation with large variety of analytes and interferences, sometimes causes peculiar
dependences of the membrane potential on the activities of ions. Apparently, non-
Nernstian responses with slopes approaching one-half, two-thirds, and other
multiples of RT=zIF are frequently observed, especially for membranes with
charged ionophores [141]. A consistent theoretical explanation of these facts,
taking into account the boundary potentials as well as the diffusion potential within
membrane, may be mathematically too complicated and intuitively not clear. On
the other hand, accounting for only the boundary potentials allows for rationali-
zation of many of these peculiar facts, like the apparently non-Nernstian slopes
[47, 141] and non-monotonous curves for Ca ISEs when the pH is varied [45].
Furthermore, the boundary potential approach allowed inventing the so-called
ionic additives method for the improvement of the selectivity of the ISEs with
membranes containing charged ionophores [43–47]. This fact deserves special
consideration presented below.

The selectivity coefficient of an ISE with a membrane containing a neutral
ionophore is directly proportional to KJL=KIL, the ratio of the complex formation
constants of L, the ionophore with I+ and J+, the primary and the interfering ions,
see Eq. (4.32). However, in the case of an ISE with a membrane containing R-

charged ionophore, the selectivity coefficient is proportional to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KJR=KIR

p
—the

square root of the association constants ratio. Thus, the selectivity of ion com-
plexation by a neutral ionophore fully translates into the potentiometric selectivity,
whereas the selectivity of the association translates into the potentiometric
selectivity only partly. For instance, if KJR=KIR ¼ 10�4, the respective increment
in the selectivity is only 10-2. Let us see why this happens.

The boundary potential between the membrane and IX solution is

ub
IX ¼ umem � uaq ¼ RT

zIF
ln kI þ

RT

zIF
ln

aI

CI
ð4:39Þ

Here, aI is the activity of I+ ion in solution, and its activity in the membrane is
approximated by CI—the free I+ concentration. An analogous equation can be
written for the interfering ion. We now assume that the selectivity is measured by
the SSM method (aI ¼ aJ), so that

ln KIJ ¼
zIF

RT
ub

JX�ub
IX

� �
¼ RT

zIF
ln

kJ

kI
� RT

zIF
ln

CJaI

CIaJ

� �
zIF

RT
¼ ln

kJCI

kICJ
ð4:40Þ

In the membrane equilibrated with IX solution, the concentration of IR ion-
pairs is CIR ¼ CICRKIR. The macroscopic electroneutrality holds, so CI ¼ CR. Due
to the low polarity of membranes, the associates predominate over free ions, so
that the concentration of IR ion-pairs approaches the total concentration of the

4.5 Generalized Theories of Ionophore-Based ISE Membranes 77



charged ionophore: CIR � CR
tot. Thus, CI �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CR

tot=KIR

p
. The same reasoning is

true for J+ ions, so that

KIJ � kJ KJR
1=2
.

kI KIR
1=2 ð4:41Þ

Because of this relation, for a long time, it was assumed that charged iono-
phores are intrinsically inferior to neutral ionophores when it comes to ISEs.

Now, we will turn to membranes also containing S+—a bulky ionic additive
with the charge sign opposite to the sign of the ionophore. The ionic additives are
added in excess over I+ ions, but in such a way that CS

tot \ CR
tot. The electro-

neutrality condition for such a membrane looks like: CI þ CS ¼ CR, and due to the
excess of S+ it turns CS � CX . Since the ionic additives practically do not associate
with R-, CS � CS

tot. Therefore, CIR � CR
tot�CR � CR

tot�Ctot
S , and

CI � CR
tot�CS

totð Þ=CS
tot KIR.

With the same reasoning for J+ ions, we come to

KIJ ¼
kJKJR

kIKIR

ð4:42Þ

This is how ionic additives allow for the full translation of the selectivity of the
association with the potentiometric selectivity. This approach works for various
charged ionophores, in particular for metal porphyrine complexes [12]. It is also
valid for divalent analytes and helps improving the selectivity to Ca2+ ions in more
than two orders of magnitude [44, 46, 142].

Membranes containing neutral ionophores are doped with ionic additives (ion-
exchanger sites) with a charge sign opposite that of the target analyte ion. In early
years of the ionophore-based ISE research, it was assumed that the neutral iono-
phore must be in excess over sites, otherwise the ratio of the neutral ionophore
concentration over the concentration of sites does not play significant role.
However, within the frames of the phase-boundary model, it was shown theoret-
ically, and supported experimentally, that the variation of this ratio may produce
non-monotonous selectivity curves [1, 143–146]. In other words, this ratio is
critical for the optimization of the electrode selectivity. The respective optimal
values of ISEs based on charged and neutral ionophores are summarized in
Table 4.1, in accordance with [146].4

4.5.3 Multispecies Approximation

Detailed description of the membrane potential and selectivity requires detailed
consideration of the species present in ISE membranes. To do so, Mikhelson

4 The table assumes the target and the interfering ions being cations. The situation for anion-
selective ISEs is completely symmetric.
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invented an approach called multispecies approximation [122–127]. To the best of
our knowledge, this approximation is the only one capable of description of the
membrane potential for any dissociation degree of the membrane electrolytes.

The approximation is as follows. For each component present in membranes, as
many as possible, individual forms are taken into consideration. For instance, for a
potassium-selective membrane containing valinomycin (L) and tetrakis(p-Cl-
phenyl)borate (R-), it is assumed that potassium is present as K+-free ions, KL+-
complexed ions, and also KR and KLR neutral associates. In turn, valinomycin is
present as L-free ionophore, KL+ and KLR, while tetrakis(p-Cl-phenyl)borate
exists as R--free anion, and KR and KLR neutral species. Thus, in this case, six
sorts of species are taken into consideration. For higher valencies and for higher
complexation stoichiometries, the number of sorts of species increases sharply.
The general model also includes S+ ionic additives and accounts for the possibility
of the Donnan exclusion break, so that X- ions from solution can penetrate into
membrane. The model is schematically presented in Fig. 4.8.

It is assumed that the total concentrations of the ionophores and additives are
determined by the membrane preparation. This allows using the respective mass
balances:

CL
tot ¼ CL þ

Xk

n¼1

Xz

q¼0

n CILnRq þ CILnXq

� �
þ
X1

q¼0

n CJLnRq þ CJLnXq

� �
þ
X1

q¼0

n CSLnRq þ CSLnXq

� �" #

ð4:43Þ

CR
tot ¼ CR þ

Xk

n¼0

Xz

q¼1

qCILnRq
þ
Xk

n¼0

CJLnR þ
Xk

n¼0

CSLnR ð4:44Þ

CS
tot ¼

Xk

n¼0

X1

q¼0

CSLnRq
ð4:45Þ

Table 4.1 Optimal values of RzR ionic site concentration over LzL the ionophore concentration
ratios for IzI primary and JzJ interfering ions forming, respectively, ILnI and JLnJ complexes with
charged or neutral ionophores, in accordance with [146]

Charge Stoichiometry Ratio sites over ionophore, mole percentage

ZI ZJ nI nJ Charged
ZL = -1

Ionophore Neutral
ZL = 0

Ionophore

ZR CR
tot=CL

tot ZR CR
tot=CL

tot

+2 +2 1 2 -1 41 -1 141
2 3 +1 23 -1 77
3 4 +1 46 -1 54

+2 +1 1 1 -1 62 -1 162
2 2 +1 27 -1 73
3 3 +1 54 -1 46

+1 +1 1 2 +1 29 -1 71
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The macroscopic electroneutrality holds, so that

Xk

n¼0

Xz

q¼0

z� qð ÞCILnRq þ z� qð ÞCILnXq

� �" #
þ CJLn þ CSLn

 !
¼ CR þ CX

ð4:46Þ

The system of Eqs. (4.43–4.46), together with the ion-exchange equation CJ ¼
CI aJkJð Þz=aIkIð Þ1=z and the co-extraction equation CX ¼ aI aXð Þz=kIXCIð Þ1=z, fully
determines the membrane composition. However, this system cannot be solved
analytically and requires computer simulations. The model assumes the so-called
group mobilities, that is, the mobilities of all cationic species are the same: uþ, and
the mobilities of all anionic species are also the same: u�.

For a membrane containing a neutral ionophore and an ion exchanger, when the
Donnan exclusion holds, the model yields for the membrane potential:

um ¼ �
RT

F
1� 2sð Þ ln

aI
inþKIJ

in aJ
in

aI
exþKIJ

ex aJ
ex
þ ln

Pk
n¼0
ðCL

inÞnKILn

Pk
n¼0
ðCL

exÞnKILn

2
6664

3
7775

� 2
RT

F
s ln

aI
in =CI

inþ aJ
in =CJ

in

aI
ex =CI

exþ aJ
ex =CJ

ex

� �
ð4:47Þ

The weighting factor (s) depends on the species mobilities: s ¼ u�= uþ þ u�ð Þ.
Equation (4.47) contains three logarithmic terms, and only the first one is Nikolsky
like with the selectivity coefficient:

KIJ ¼
kJ

kI

Pk
n¼0
ðCLÞnKJLn

Pk
n¼0
ðCLÞmKILn

ð4:48Þ

External (left)
aqueous solution 

Membrane Internal (right)
aqueous solution 

Iz+, J+, XIz+, J+, X

L, R , S+

Iz+, J+, X

ILnRq
(z q)+, ILnXq

(z q)+

JLn
+, JLnR, JLnX

SLn
+, SLnR, SLnX

Fig. 4.8 Schematic
representation of the
multispecies approximation.
The stoichiometry
coefficients are n = 0, 1,…,
k, and q = 0, 1,…, z
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The second term represents the impact to the membrane potential from the non-
uniform distribution of the free neutral ionophore molecules in the membrane.
This non-uniformity arises in an initially uniform membrane due to the difference
in the solution compositions—external and internal. Also, it may be arranged
artificially, and this allows for the studies of the ion-to-ionophore interactions in
ISE membranes, see Sect. 4.6.

Equations (4.47) and (4.48) helped rationalizing various shapes of the depen-
dences of the selectivity coefficient on the concentration of the neutral ionophore,
including those with minima and maxima, see Fig. 4.9.

The multispecies approach was also successfully applied to the membranes with
ionic additives [19, 20, 122–127]. In particular, it was shown that the role of the
ionic additives may be more complicated than in accordance with the phase
boundary potential models, and the mobilities of the species modify the respective
dependences. Curves presented in Fig. 4.10 illustrate this conclusion. One can see
how much the improvement of the selectivity caused by an ionic additive depends
on the s value.
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4.6 Studies of the Species Interactions in Ionophore-Based
Membranes

4.6.1 Complexation of Ions by Neutral Ionophores

Selective complexation of analyte ions by neutral and charged ionophores is
commonly recognized as primarily responsible for the selectivity of sensors. Data
on the interactions of ions and ionophores in membranes are therefore of great
academic and practical interest. In early years of ISEs study, some attempts were
made to measure complex stability constants in model solutions, mostly in water–
ethanol mixtures [147–150]. The data obtained showed only a poor correlation
with the potentiometric selectivity. Later on, a number of methods allowing
measuring of complex stability constants in situ have been invented [151–154].
These methods suffer from two intrinsic drawbacks. First, an additional reference
is required. The reference is either a chromoionophore [151] or a pH ionophore
[152, 153], which supposedly does not interact with the ion of interest, or it is an
ion (e.g., tetrabutylammonium) which supposedly does not interact with the ion-
ophore under study [154]. Since the respective interactions may occur (at least to
some extent), the usage of references may bias the results. Second, the complex
stoichiometry has to be known or postulated beforehand or can be determined only
indirectly by means of an iteration procedure [154].

A different approach to measure complex stability constants in ISEs membranes
containing neutral ionophores relies on recording electrical potential of segmented
sandwich membranes [155]. The sandwich consists of two ordinary membranes
attached to one another (see Fig. 4.11). The only difference between the mem-
branes is the ionophore content. An artificial gradient of a neutral ionophore in the
segmented membrane dividing two identical aqueous solutions with two identical
electrodes immersed (e.g., Ag/AgCl) evokes a nonzero electromotive force in the
galvanic cell. Initially, the effect was studied ‘‘as such’’ [155, 156]. Later, it was
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Lewenstam [126]. Copyright
2000 American Chemical
Society

82 4 Ionophore-Based ISEs



utilized to reveal the free ionophore fraction in membranes [132], and finally to
measure stability constants of ion-to-ionophore complexes [156–164].

In principle, an EMF signal caused by uneven distribution of a mobile iono-
phore species across a sandwich membrane is intrinsically unsteady. Initially, there
are two flat concentration levels of the ionophore in two respective segments of the
sandwich (see Fig. 4.11), horizontal lines 1 and 2. Diffusion of the ionophore from
A, the segment with a higher concentration to B, the segment with a lower con-
centration change the initial step-like profile of the ionophore distribution. The
measured EMF is steady (giving a ‘‘plateau’’) when boundary conditions on both
sides of the sandwich membrane remain unaltered by the diffusion (see Fig. 4.11,
curve 3). When the diffusion front reaches the membrane boundaries (curve 4 in
Fig. 4.11), the EMF starts to decrease. Diffusion of the ionophore eventually levels
its distribution (horizontal line 5 in Fig. 4.11) and reduces the EMF to zero.
A typical example of the respective kinetic curves obtained first by Stefanova and
Suglobova for valinomycin membranes [156] is presented in Fig. 4.12.

As one can see from Fig. 4.12, the plateau time gets increased with a decrease
in the gradient of the ionophore in the membrane (except for curve 1, which refers
to a very low initial concentration of valinomycin). When the segments’ geometry
and contact area are well defined, it is possible to obtain the diffusion coefficients
of the ionophore in the membrane from the kinetic curve. Data obtained for
valinomycin in PVC membranes plasticized with dibutyl phthalate:
D % 10-8 cm2/s [165] agree well with the values obtained by radiotracers [166].
Here, however, we concentrate on the complex formation constants. From now on
(in the text and in the figures), by EMF, we mean only the ‘‘plateau’’ values and
use the Mikhelson’ multispecies approach (see Sect. 4.5.3) and, respectively, Eq.
(4.47) for the interpretation of the data [167].

The second term in the Eq. (4.47) represents the contribution from possible
non-uniform distribution of the neutral ionophore in a segmented sandwich
membrane in contact with two identical pure solutions of electrolyte IX. In the
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5

solution solutionsegment A
(work )
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(reference)

Fig. 4.11 Schematic
representation of a segmented
sandwich membrane
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segments, the total content of L neutral ionophore is different, while the total
content of R- ion-exchanger sites is the same. When only one sort of ILn

+ com-
plexes is predominating, Eq. (4.47) gets very much reduced:

Em ¼ �
RT

F
ln

1þ CL
in

� �n
KILn

1þ CL
exð ÞnKILn

 !
ð4:49Þ

If on one (internal) side, in the reference segment, CL
in;tot ¼ 0; while

CL
exð ÞnKILn � 1, we can obtain from (4.49):

Em ¼ n
RT

F
ln CL

exþRT

F
ln KILn ð4:50Þ

According to Eq. (4.50), the EMF is linearly dependent on the free ionophore
concentration in the external (working) segment of the sandwich. If n stoichiom-
etry coefficient is known, the free ionophore concentration can be calculated as
CL

ex ¼ CL
ex;tot�n CR

tot. In membranes with large excess of neutral ionophore over
sites CL

ex;tot � CR
tot, and therefore concentration of the free ionophore approa-

ches, the total concentration: CL
ex� CL

ex;tot. Thus, a domain of the plot EMF
versus log CL

ex;totCL
ex;tot has to appear, where EMF linearly depends on log CL

ex;tot.
The respective slope nRT/F gives n: the stoichiometry coefficient of the complex.
In this way, variation of the ionophore concentration in a wide range allows to
obtain the stoichiometry of the complex without a priori knowledge. Extrapolation
of the straight line to ln CL

ex;tot ¼ 0 provides information on the complex forma-
tion constant. Examples of the respective experimental curves are given in
Figs. 4.13, 4.14.

Detailed description of the advantages and limitation of the segmented sand-
wich method of the study of the complexation of ions by neutral ionophores is
presented in [167].
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4.6.2 Quantification of Ion-Site Association in Membranes

It appears that, in full analogy with neutral ionophores, arranging of artificial gra-
dient of charge ionophore or ion-exchanger sites in membrane will provide with the
data on ion-site association. However, the potential of such segmented sandwich
membrane does not allow for measurements of ion-site association constants. It is
only possible to distinguish between strong and weak association, and it was shown
that even tetraphenylborate salts are mostly associated with ISE membranes [161].

A modification of segmented sandwich membrane method which, in principle,
may allow for direct measurements of ion-site association constants in real
membranes was briefly discussed for the first time in [19]. The theory of the
modified method relies on computer simulations using the multispecies approach.
The simulations revealed another experimental setup which allows for the quan-
tification of ion-site association with real membranes. The essence of the modified
setup is that the total concentration of sites in the working segment must be
constant and be the same as in the reference segment. However, the working
segment must contain lipophilic ionic additive charged oppositely to the sites, and
the concentration of the additive must be varied.

The results of simulations of segmented sandwich membrane potentials are
presented in Fig. 4.15. Interaction between S+ additive and R– sites was assumed
rather weak: KSR = 1. This assumption may be realistic for bulky S+ additive and
R– sites with low density of charge.

One can see that the variation of the concentration of the ionic additive allows
obtaining EMF response, increasing with the increase in the content of the additive
and also with the increase in the association constant. At relatively high values of
KIR, like 106 M-1, the simulated curves contain linear domain with Nernstian
slope. When the values of association constants are even higher, KIR	 1012M�1,
the simulated curves tend to come close to one another, and the whole response
curve is Nernstian. The overall sandwich membrane potential in the linear domain
obeys simple equation below [19, 20]:
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E ¼ RT

F

1
2

ln KIR þ ln CS
tot� 1

2
ln CR

tot

� �
ð4:51Þ

Thus, the modified setup for the segmented sandwich membrane method allows
for measurement of the ion-site association constants in real membranes. This
simple behavior can be anticipated only for membranes with strong ion-site
association, and weak interaction between the main sites (or charged ionophores)
and lipophilic additive. Otherwise one cannot expect linear domains in the curves
of segmented sandwich membrane potential. Interpretation of experimental results
obtained for membranes with KIR \ 106 M -1, or with commensurable values of
KIR and KSR, may require nonlinear fitting of the data. Simulated EMF curves
presented in Fig. 4.15 tend to coincide at very high association constants, so the
EMF is not more sensitive to the value of KIR. Thus, the method is limited to
membranes with moderate ion-site association.

The method was applied for estimation of the ion-site association constants in
membranes containing tetradecylammonium bromide (TDABr) and tetrakis(p-Cl-
phenyl)borates (ClTPB–) [19, 20]. The results are presented in Figs. 4.16, 4.17.
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According to [20], the estimated values of the association constants of ClTPB–

ion pairs in membranes plasticized with bis(butylpentyl)adipate are as follows:
KKClTPB = 2.5 9 103, KNaClTPB = 2.0 9 103, KCsClTPB = 4.0 9 103,
KNH4ClTPB = 3.2 9 103 M-1, KTDDAClTPB = 2.5 9 102 M-1. For membrane
plasticized with o-nitrophenyl octyl ether, KKClTPB = 1.6 9 103 M-1,
KTDDAClTPB = 10 M-1. The association constant of TDABr in dioctylphthalate
was estimated as KTDABr = 106.5 M-1 [19].

Measuring association by the above described modified segmented sandwich
method is time and labor consuming. However, the data obtained can be used as
reference in the simplified method proposed later by Egorov [21].

4.7 Potentiometric Sensing of Nonionic Species

Ion-selective electrodes are essentially electrochemical sensors, and therefore, it
may appear that ISEs are sensitive only to ions. This, however, is not always true.
Nonionic species present in samples may interfere with the ISE response, and this
makes some problems, especially in clinical applications [168]. On the other hand,
the sensitivity to nonionic species may be used for sensing thereof. The nature of
the effect can be rationalized with the same reasoning as used in Sect. 4.6 con-
cerning segmented sandwich membranes.

If N, a nonionic species is capable of partitioning into the membrane phase, and
bind the potential-determining ion, the result is effectively the same as in the
segmented sandwich membrane, see Fig. 4.18. This type of response is most often
observed for membranes containing Ba2+ ionophores.

In contrast to a segmented sandwich membrane with artificially non-uniform
distribution of the ionophore, here the gradient of N, —nonionic species, arises
naturally: because it is present only in the sample, not in the internal solution, and
therefore penetrates into the membrane only from one side. Due to binding of ions
with N in the membrane, N molecules act as water-soluble ionophore. Because of
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this, a nonzero membrane potential is established, and the respective EMF delivers
information on the concentration of N species.

In this way, a number of environmentally relevant species can be measured, in
the first place—phenol derivatives [169] and a large number of nonionic surfac-
tants [170, 171].

4.8 Studies of the Interfacial Kinetics at the
Membrane/Solution Boundary

The most convenient and most informative method of studying the charge transfer
kinetics at the membrane/solution interface relies on measurements of the elec-
trochemical impedance of membrane/solution systems [172]. The method, in
principle, provides with the information on the processes in the membrane bulk, in
boundary layers, and directly at the interface. The registered impedance spectrum
is interpreted with the help of the respective equivalent circuits.

Among the equivalent circuits proposed for an ion-selective membrane in
contact with aqueous solutions, the most common is circuit A presented in
Fig. 4.19 [173, 174]. In the circuit, Rs

l and Rs
r stand for solution resistance, Rct

l

and Rct
r for charge transfer resistance, Cdl

l and Cdl
r for double-layer capacity, Zw

l

and Zw
r for Warburg impedance, Rb is the membrane bulk resistance, and Cg is the

geometric capacity of the membrane. Superscripts l and r denote left and right
sides of the membrane. It is advisable to make the cell symmetric, that is, the
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Fig. 4.19 Equivalent circuits used to interpret impedance data. a The Randles circuit assumed
for membrane dividing two solutions. b Circuit for fitting EIS with two semicircles. c Circuit for
fitting EIS with one semicircle
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solutions must be identical, and the surface area of both—left and right—sides of
the membrane must be the same.

Depending on their shape, the experimentally recorded spectra can be fitted to
circuits B and C, also presented in Fig. 4.19. The symmetry of the cell suggests
that the respective values for both sides of the membrane are the same. Conse-
quently, the relation between cell parameters (circuit A) and those derivable by
experimental impedance spectra (circuits B and C) is as follows:
RS ¼ R3=2;Rct ¼ R2=2;Cdl ¼ 2C2; Zw ¼ Z=2;Rb ¼ R1; and Cg ¼ C1:

The impedance method was widely used for studies of ionophore-based mem-
branes, but most studies clearly show only one (bulk) semicircle, followed by the
Warburg diffusion wave at lower frequencies [142, 173–177]. Only a few reports
on well-resolved Faradaic impedance semicircles are known [163, 178–180].
In Fig. 4.20, the impedance spectra are presented, obtained for Li+-selective
electrodes with neutral ionophore [163].

In the spectra, one can see a high-frequency and also a low-frequency semi-
circle. The latter is regularly dependent on LiCl, NaCl, and KCl concentrations in
solutions. The regularity suggests the Faradaic nature of the semicircle. The results
allowed estimation of the standard exchange current densities for Li+, Na+, and K+

as 1:7� 10�5; 2:9� 10�7and 1:6� 10�7 A/cm2. The respective capacity C2 lies
in the range 4 9 10-8 – 7 9 10-8 F and in a few cases reaches values up to 1.2 9

10-7 F. These values suggest for the double-layer capacity Cdl, the value of 3 9

10-8 – 6 9 10-8 F/cm2. Using the Gouy–Chapman theory, these values allowed
estimation of the thickness of the double layer at the interface between an aqueous
solution and a polymeric membrane containing ionophores as 100–300 nm. These
results also tell about the transient time of the charge transfer process. This time
lies in the range from 10-5 to 10-3 s, dependent on the nature of the membrane
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Fig. 4.20 The impedance spectra of Li ISEs in LiCl supported with 0.01 M MgCl2. LiCl
concentrations: 10-6 M (1), 3 9 10-6 M (2), 10-5 M (3), 3 9 10-5 M (4), 10-4 M (5). The
ionophore structure shown above the spectrum [163]. Adapted with permission from Mikhelson
et al. [163]. Copyright 2002 American Chemical Society
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and the ion in question. In particular, the interfacial electrochemical equilibrium
establishes in about 10-4 to 10-2 s, which is much less than the practical response
time of ISEs.
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Chapter 5
Glass Electrodes

This chapter is devoted to glass electrodes for the pH and metal ion measurements,
as well as to RedOx-sensitive glass electrodes.

5.1 Materials of the Glass Electrode Membranes

Ion-selective electrodes with glass membranes are the oldest [1–5] (see also
Sects. 1.2–1.4) and until now the most frequently used among other ISEs. This is
because glass electrodes are by far the best sensors of the pH, and the pH is the
most frequently measured parameter of the chemical composition of various types
of samples. Besides measurements of the pH, measurements of activities of several
metal cations (in the first place—Na+) can also be performed with the respective
glass electrodes.

Silicon dioxide (SiO2) is the main component of the electrode glasses. Silicate
glass membranes are very stable against aggressive chemicals like concentrated
acids (except of HF) or organic solvents. Therefore, electrodes with glass mem-
branes can be used under harsh conditions, including those in chemical and bio-
chemical industries. Phosphoric glasses are also known but only seldom in use
because these kinds of glasses are relatively soluble in water and therefore unstable
in most real applications.

Although glasses are amorphous, a short-range ordering exists in glass mem-
branes. In quartz, silicon dioxide forms tetrahedral lattice. A similar although less
regular structure is characteristic also for the electrode glasses. As shown in
Fig. 5.1, oxygen atoms are of two types: bridge and non-bridge atoms. The former
are bound to two silicon atoms, the latter to only one silicon atom, while the other
is a metal atom. The metal atoms in the structure originate from the respective
metal oxides: Li2O, Na2O, and K2O. Electrode glasses are always doped with
some of these metal oxides because pure SiO2 is non-conducting. Metal oxides are
introduced into melted silicon dioxide, and the whole melt has to be cooled fast in
order to maintain in the hard glass the uniform distribution of the components,
which is characteristic of the melted oxide mixture.

K. N. Mikhelson, Ion-Selective Electrodes, Lecture Notes in Chemistry 81,
DOI: 10.1007/978-3-642-36886-8_5, � Springer-Verlag Berlin Heidelberg 2013

97

http://dx.doi.org/10.1007/978-3-642-36886-8_1
http://dx.doi.org/10.1007/978-3-642-36886-8_1


When a glass membrane is in contact with an aqueous solution, water molecules
enter glass and attack Si–O and also O–M bonds in :Si–O–Si: and :Si–O–M
fragments. Hydrogen atoms partly replace silicon and metal atoms, produc-
ing :Si–O–H groups. These groups, in turn, are subjects for the water molecule
attack as well and undergo the hydrolysis process, resulting in :Si–O- groups
and H3O+ ions released into solution, see Fig. 5.2. These both processes are
reversible (this feature is not shown in Fig. 5.2 to avoid overloading) and govern
the glass electrode response to pH and metal cations.

The respective ion-exchange sites in glass are represented by (SiO3/2)O-

groups: the products of the partial dissociation of the :Si–O–H and Si–O–M
groups. The :Si–O–H bond is much more covalent than the :Si–O–M bond.
Therefore, hydrogen atoms are strongly preferred by the glass phase. This is why
electrodes with membranes made of binary glasses containing only SiO2 and Na2O
or Li2O (the typical compositions are 22 mol % Na2O, 78 mol % SiO2 and
27 mol % Li2O, 73 mol % SiO2) show Nernstian response to the pH in an enor-
mously broad range: from pH 1 to pH 9. Some multi-component glasses allow for
pH measurements from pH - 1 to even 14, but in this case, the alkaline pH is
adjusted by means of bases with large organic cations.

Some compositions of the pH-selective glass membranes are presented in
Table 5.1, composed on the basis of a similar table by Belyustin [6]. As one can
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Fig. 5.1 Silicon dioxide
tetrahedral lattice in glass.
Most of oxygen atoms are
bound to silicon atoms
(bridge oxygen atoms), but
some of oxygens are bound to
a silicon atom and to a metal
atom
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see, a large variety of the pH glass membrane compositions have been invented
already by 1950s. Besides SiO2 and Na2O (Li2O), glass membranes contain also
alkaline earth metal oxides. More recent progress has been motivated by the
success of the Perley’s glass and relies on doping glass membranes with rare earth
metal oxides.

Addition of Al2O3 or B2O3 to an electrode glass composition causes significant
changes in the electrode selectivity. Qualitatively, the same kind of processes like
those taking place with the :Si–O–H and Si–O–M groups also takes place
with =Si–O–Al–H, =Si–O–B–H, and =Si–O–AlM, =Si–O–B–M groups: ion
exchange and hydrolysis. However, quantitatively the situation is very different.
Aluminum and boric hydroxides (when tetra-coordinated) are relatively strong
acids, and glasses containing these dopants show dramatically lower selectivity to
hydrogen ions than glasses for the pH control. This makes possible using the
respective electrodes for measuring metal ion activities in solutions. However,
the excess of the metal ions over hydrogen must be about 1,000; otherwise, the
electrode responds to pH. Examples of the compositions for some metal cation
sensing glass membranes are given in Table 5.2, composed on the basis of [6].

Kiprianov added halogen (fluoride) as LiF (up to 3.5 %) to the glass compo-
sitions [7, 8]. The resulting melts are less viscose, which is technologically
advantageous. The selectivity to K+ ions and the chemical robustness of the
electrodes are improved as compared to the ISEs without fluoride in membranes.

Not only the surface of the glass undergoes hydration process. In fact, hydration
spreads into the glass phase forming the so-called hydrated surface layers. There
are two main types of surface layers: (1) a layer with smooth profile with a steep
gradient of the metal (e.g., Na) concentration starting from the very glass/solution

Table 5.1 Compositions of glasses for the pH electrodes

Marking Composition Author, year,
reference

Sodium silicate glasses (wt. %)
‘‘Hughes’s glass’’ 20 Na2O–8 CaO–72 SiO2 Hughes 1928 [37]
McInnes and Dole

glass, Corning 015
22 Na2O–6 CaO–72 SiO2 MacInnes, Dole

1929, 1930 [38,
39]

Lithium silicate glasses (mol %)
LiCa 18.1 Li2O–9.6 CaO–72.3 SiO2 Sokolov, Passinskii

1932 [40]
LiBa 26 Li2O–3.6 BaO–70.4 SiO2 Avseevich

1938–1948 [41,
42]

LiMg 26.5 Li2O–12.3 MgO–61.2 SiO2

LiCa 25 Li2O–7 CaO–68 SiO2 Cary, Baxter 1949
[43]

Li2O–Cs2O–La2O3–SiO2 Perley 1948, 1949
[44, 45]

Present day glasses
for pH electrodes

21–33 Li2O, 2–4 Cs2O, 3–5 La2O3 (Nd2O3,
Er2O3), 2–4 CaO (BaO)–SiO2 (the rest)

Manufacturers all
over the world
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Table 5.2 Compositions of glasses for metal ion sensing

Marking, target ions Composition (mol %) Author, year
reference

Sodium (potassium) silicate glasses
Schott, Na+, K+, Ag+ Na2O–B2O3–Al2O3–SiO2

+ additives
Horovitz, Schiller

1923–1925 [46,
47]

Da and its options, Na+ (11–25) Na2O–(9–12) B2O3–(3–5)
Al2O3–SiO2 (the rest)

Schultz et al.
1953–1955 [48,
49]

Potassium analogs of Da (15–25) K2O–(9–12) B2O3–(3–5) Al2O3–
SiO2 (the rest)

Schultz et al.
1955–1958 [50,
51]

NAS-1118, Na+ 11 Na2O–18 Al2O3–71 SiO2 Eisenman, since
1957, [52, 53]

NAS-2704, K+ 27 Na2O–4 Al2O3–69 SiO2 Eisenman, since
1957, [52, 53]

ESL-51, Na+, Gomel
Instrumentation Factory,
Belarus

24 Na2O–5 B2O3–9 Al2O3–62 SiO2 and
21 Na2O–3 B2O3–12 Al2O3–64 SiO2

Schultz et al. [54]

Lithium silicate glasses
39278, Na+ 26.2 Li2O–12.4 Al2O3–61.4 SiO2 Beckman [55]
BH-67A, Na+ Li2O–Al2O3–SiO2 Electronic

Instruments Ltd.,
UK [56]

ESL-10, Na+, +, Gomel
Instrumentation Factory,
Belarus

16 Li2O–8 Al2O3–76 SiO2 Belyustin et al. [57]

(H+, Na+), HSiO3
-Solution SolutionSiO2, Na2O, Al2O3, (Na+) (H+, Na+), HSiO3

-

Leached
layer

Layer with 
steep profile
of the metal

content

Intact bulk
of glass

Layer with 
steep profile
of the metal

content

Leached
layer

(H+, Li+), HSiO3
- SiO2, Li2O, Al2O3, (Li+)

Li/Sn
alloy

Solution
Cu
wire

Fig. 5.3 Glass membranes of a classical glass electrode (top) and a solid-contact glass electrode
(bottom). Species ensuring the conductivity are shown in parenthesis; the thickness of the surface
layers is exaggerated for clarity
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boundary and (2) a layer containing a relatively lengthy leached layer (5–100 nm
in Li-glasses and up to 2–3 mcm in Na-glasses), with an underlying layer with a
steep gradient of the metal concentration. These layers formed in a membrane of a
classical glass electrode with internal solution, and that in a solid-contact glass
electrode, are shown schematically in Fig. 5.3. For the discussion of solid-contact
ISEs, see Sect. 8.2.

The conductivity of glasses is of ionic in nature, due to the diffusion of H+ and
Na+ (Li+) ions in the leached layers and Na+ (Li+) ions in the intact bulk of the
glass membrane. Special type of glasses—electronically conducting glasses—is
briefly discussed in Sect. 5.3.

5.2 The Theories of the pH and Metal Ion Glass Electrode
Response and Selectivity

5.2.1 The Nikolsky ‘‘Simple’’ Theory

The so-called simple theory has been proposed by Nikolsky already in 1937 [3].
Below, we will briefly describe this theory like it was done by Nikolsky himself.
The theory was aimed at rationalization of the following experimental observa-
tions, well established by that time:

1. glass electrodes show linear response to pH with the slope close to Nernstian
value in a broad pH range:

dE
dpH
� �RT

F
ð5:1Þ

2. the response deviates from linearity at high pH values (in alkaline region)

3. the magnitude of the deviations in alkaline region depends on the composition
of glass

4. anions do not interfere with the electrode potential.

Observation (3) deserves special consideration. Table 5.1 provides with some
details on this observation. One can see that the interference from an ion is
determined by the ion’s size. Glasses doped with lithium oxide, that is, the oxide of
the smallest metal among other metals, suffer significant interference only from the
lithium ion, while larger ions sodium and potassium show low interference.
Glasses doped with sodium oxide discriminate K+, but Li+ and Na+ interfere with
the pH response. Now, glasses doped with potassium oxide discriminate only
rather large cations like barium and tetraethylammonium. These facts suggest that
the ability of an ion to interfere depends on its ability to enter the glass phase and
replace the metal dopant atom in the membrane structure. This is nothing else as
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ion-exchange process between the two phases: solution and membrane
(Table 5.3).

By the mid-1930s, it was also known that glass electrodes are low polarizable.
This suggests fast charge-transfer process at the membrane/solution interface.
Thus, the ion-exchange process which makes possible the interfacial charge
transfer must also be fast and must reach equilibrium within a short time period
after the phases are put into contact.

In principle, adsorption of ions at the membrane surface could result in similar
effects. However, according to the Freundlich equation describing the potential
effect of ion adsorption, the electrode should respond as below:

dE
d ln CH

¼ 1� 1
n

� �
RT
F
: ð5:2Þ

Given the factor 1=n in Eq. (5.2) is normally about 0.6, the adsorption theory
predicts the response with a half-Nernstian or even lower slope which is not
confirmed by the experimental data.

Based on these considerations, Nikolsky assumed that the main reason for the
glass electrode response to the pH is ion exchange at the membrane/solution
interface, and the selectivity of this response originates from large shift of the
respective equilibrium, see Eq. (5.3), in favor of hydrogen ions. The formal
apparatus of the Nikolsky ‘‘simple’’ theory is presented below.

It is assumed that the interfacial ion exchange takes place and reaches
equilibrium:

Naþ;glass þ Hþ;aq $ Naþ;aq þ Hþ;glass ð5:3Þ

Then, one can easily obtain for the boundary potential:

F uglass � uaq
� �

¼ lHþ
0;aq � lHþ

0;glass þ RT ln
aHþ

aq

aHþ
glass

¼ lNaþ
0;aq � lNaþ

0;glass þ RT ln
aNaþ

aq

aNaþ
glass

: ð5:4Þ

The equilibrium constant of the ion-exchange reaction (5.3) is as follows:

KH=Na
exch ¼ exp lHþ

0;glass � lHþ
0;aq þ lNaþ

0;aq � lNaþ
0;glass=RT

� �
¼ Const: ð5:5Þ

Table 5.3 Dependence of
the cation interference with
the glass electrode response
to pH on the nature of the
metal oxide in the membrane

Metal oxide Interfering ions Discriminated ions

Li2O Li+ Na+, K+

Na2O Li+, Na+ K+

K2Oa Li+, Na+, K+ Ba2+, Et4N+

a Nowadays, this kind of glasses is not in use for the pH
measurements
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Next comes the assumption which Nikolsky himself considered as obvious: The
sum of the concentrations (or that of the mole fractions of hydrogen and the metal
ions) is constant and equals that of R-1 ion-exchange sites in glass:

N0 ¼ NHþ þ NNaþ : ð5:6Þ

With full respect to Nikolsky, the author of this book does not consider this
obvious. This assumption is true for the respective total values: total sites, total
hydrogen, and total sodium (or other metal), whatever in associated forms, HR and
NaR, or in ionic forms, R-, H+, and Na+. When referred to only ionic forms,
Eq. (5.6) is only true if the dissociation degrees of HR and NaR ion pairs are
always equal. The latter suggests either equal dissociation constants of HR and
NaR, which is hardly true, or very high dissociation constants of both HR and NaR
so that the ionic forms strongly predominate over the associated forms. Otherwise,
N0 varies along the ion-exchange process. Anyway, assuming Eq. (5.6) is true, we
obtain for the ratio of the cation activities in the glass phase:

aNaþ
glass

aHþ
glass
¼ NNaþ

aHþ
glass
¼ N0 � NHþ

aHþ
glass

fNaþ
glass ¼ KH=Na

exch aNaþ
aq

aHþ
aq
: ð5:7Þ

Here, fNaþ
glass; fHþ

glass stand for the Na+ and H+ ion activity coefficients in the
glass phase. Assuming both these values are equal to 1, that is, activities in the
glass phase are replaced with the respective concentrations, we get

aHþ
aq

aHþ
glass
¼

aHþ
aq þ KH=Na

exchaNaþ
aq

N0
: ð5:8Þ

The combination of Eqs. (5.4) and (5.8) yields

uglass � uaq
� �

¼ lHþ
0;aq � lHþ

0;glass

F
þ RT

F
ln

aHþ
aq þ KH=Na

exchaNaþ
aq

N0
: ð5:9Þ

Now, we can write for the emf of a galvanic cell containing the glass electrode
and a suitable reference electrode as shown in the equation below:

E ¼ E0 þ RT
F

ln aHþ
aq þ KH=Na

exchaNaþ
aq

� �
ð5:10Þ

Equation (5.10) is the well-known Nikolsky equation. Equations by form the
same as the one derived in [3] are the most frequently used in the ISE theory and
practice, whatever is the nature of the membrane. However, the physical meaning
of the selectivity coefficient (the parameter KH=Na or, more generally, KI=J) is
different dependent on the nature of the membrane (glass, polymeric, crystalline).
According to the Nikolsky ‘‘simple’’ theory, the potentiometric selectivity

1 Here, the symbol R- stands for ionogenic group in glass: :Si–O- or =Al–O- or =B–O- or
whatever else, dependent on the glass composition.
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coefficient equals the ion-exchange constant at the membrane/solution interface.
More advanced theories consider more factors influencing the selectivity.

5.2.2 The Eisenman Theory

In the transient part of the response, when the pH response vanishes at high pH and
turns to a metal cation response, the experimental curves deviate from what should
be according to the Nikolsky equation. The transient part is more expanded in
comparison with that predicted by Eq. (5.10), see also Fig. 5.4. This fact motivated
further experimental research into the mechanism and the evolution of the theo-
retical description of the glass electrode response. An important contribution was
made by Eisenman [5, 9, 10]. Eisenman assumed power function for the depen-
dence of the ion activities in glass on their mole fractions: aI

glass ¼ Nn
I . Under this

assumption, the equation for the EMF is

E ¼ E0 þ n
RT
F

ln aHþ
aqð Þ1=nþ KH=Na

potaNaþ
aq

� �1=n
� �

: ð5:11Þ

The n value is selected empirically in order to fit the experimental data.
The Eisenman theory differs from the Nikolsky ‘‘simple’’ theory also regarding

the physical meaning of the selectivity coefficient. Eisenman has considered the
overall membrane potential, including also the diffusion potential contribution
[5, 10]. Therefore, the selectivity coefficient in Eq. (5.11) is dependent not only on
the ion-exchange constant but also on the ion mobilities ratio:

6 8 10 12 14

-500

-450

-400

-350

-300

-250

-200

E
M

F
 (

m
V

)

pH

 1
 2
 3

Fig. 5.4 Experimental and calculated curves for the pH electrode with membrane containing
22 % Na2O, 9.4 % B2O3, and 68.6 % SiO2 [18]. Sodium activity is aNa ¼ 2:14 . Curve 1:
experimental values, Curve 2: calculated with Eq. (5.10) using KH=Na

exch ¼ 1:4� 10�11, Curve 3:
calculated with Eq. (5.15) using aH;11=2 KH=Na

exch ¼ 1:4� 10�11; aH;1 ¼ 9� 10�4
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KH=Na
pot ¼ uNa

uH

KH=Na
exch: ð5:12Þ

Since the ion mobilities are assumed constant, the consideration of the diffusion
potential within the membrane does not alter the shape of the response curve.
However, the difference in ion mobilities may contribute to the value of the
selectivity coefficient as compared to only the ion-exchange constant.

It is worth to mention that before Eisenman, the same has been done by Stefa-
nova [11]. Furthermore, several distinctively different mechanisms of ion transfer
within the glass phase have been considered, aimed at rationalization of surpris-
ingly high selectivity of silicate glasses to pH (higher than could be expected from
low acidity of SiO2) [12–15]. These papers, however, have been published only in
Russian and for years remained unknown for the international scientific commu-
nity, until Morf briefly analyzed these approaches in his book [16].

5.2.3 The Nikolsky–Shultz Generalized Theory

Nikolsky together with Shultz developed the so-called Nikolsky–Shultz general-
ized theory. This theory is known in two versions, based on two distinctively
different approaches. Below, the Nikolsky–Shultz generalized theory is described
like it was summarized by Belyustin [17]. Both versions of the generalized theory
accounted for differences in the strength of the interactions between the ions and
different ionogenic groups (ion-exchange sites) in glass. However, one approach
relied mostly on quasi-thermodynamic improvements in the Nikolsky ‘‘simple’’
theory, while the other one directly considered the difference in the dissociation
degrees for different ion-exchange sites.

Within the frames of the first approach, Nikolsky and Shultz introduced
aHþ;i; aMþ;i —the so-called partial activity coefficients. It was assumed that the ion
activities in glass can be represented by the sums of the multiples of the respective
partial activity coefficients and mole fractions of the respective sites:

aHþ
glass ¼

X
i

aHþ;iNHþ;i; aMþ
glass ¼

X
i

aMþ;iNMþ;i:

Thus, for each of the i sorts of the ion-exchange sites in glass, the partial
activity coefficients of H+ and M+ ions are different and however do not depend on
NHþ;i; NMþ;i—the mole fractions of the cations bound to these kind of sites. Thus,
the assumption on the constant values of the overall activity coefficients in glass
utilized in the Nikolsky ‘‘simple’’ theory is replaced here by the assumption on the
constancy of the partial activity coefficients. For each sort of the sites, the sum of
the mole fractions referring to H+ and M+ ions is constant:

NHþ;i þ NMþ;i ¼ N0;i ¼ Const: ð5:13Þ
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The latter statement, like in the case of the Nikolsky ‘‘simple’’ theory, suggests
equal dissociation degrees for H+ and M+ ions bounded to a particular sort of the
sites. The final form obtained for the EMF using this approach is

E ¼ E0 þ RT
F

ln
X

i

aHþ
aq þ aHþ;iKH=MaMþ

aq

aHþ;iN0;i
: ð5:14Þ

The physical meaning of the other approach is different and perfectly clear.
Each ionogenic group in glass, whatever in H+ or M+ form, dissociates RiH $
R�i þ Hþ and RiM $ R�i þMþ, and these dissociation equilibria are character-
ized by the respective dissociation constants:

kHþ;i ¼
aR�i

glassaHþ
glass

aRiH
glass

; kMþ;i ¼
aR�i

glassaMþ
glass

aRiM
glass

:

The values of kH;i; kM;i are specific and may differ significantly. The approach
results in equation

E ¼ E0 þ 0:5
RT
F

ln aHþ
aq þ KH=MaMþ

aq
� �

þ 0:5
RT
F

X
i

aHþ
aq þ aHþ;iKH=MaMþ

aq

kHþ;iN0;I
:

ð5:15Þ

This equation allowed for rational explanation of the expanded transient parts in
the calibration curves (for one sort of anionic sites in glass), see Fig. 5.4, and also
for step-wise EMF—pH curves in the case of two sorts of anionic sites, see
Fig. 5.5 [18]:

5.2.4 The Baucke Theory, Comparison with the Nikolsky
Theory

A different theory has been developed by Baucke [19–24]. Brief description of this
theory is presented below, on the basis of [24]. According to the Baucke theory,
glass electrodes work primarily due to a dissociation mechanism, that is, due to the
hydrolysis process shown in Fig. 5.2, bottom. Baucke considers the following
ionogenic groups in glass: :Si–O–H, :Si–O–Na, and :Si–O-. Furthermore,
the groups located at the glass surface are not the same as those in the glass bulk.
At the surface, the :Si–O–H groups are hydrolyzed by water molecules pro-
ducing hydrogen ions into the aqueous phase:

� SiOHsurf þ H2Oaq $ � SiO�;surf þ H3Oþ;aq: ð5:16Þ
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The equilibrium constant of the reaction (5.16) is expressed as below:

KD;H ¼
aR

surfaH3O
aq

aRH
surfaH2O

aq
: ð5:17Þ

Here, as before, R- stands for :Si–O- groups, however, located at the surface
rather than in the glass bulk. The value of KD;H is smaller than that of the anal-
ogous homogeneous reaction in the bulk of the glass phase because the negative
charge of the glass surface hinders the hydrogen ion coming out the glass phase.

The other process which is taken into account by Baucke is the formation of
associates of metal cations from aqueous solution and :Si–O- anions at the glass
surface:

� SiO�surf þMþaq $ � SiOMsurf : ð5:18Þ

The respective association constant is

KA;M ¼
aRM

surf

aR
surfaM

aq
: ð5:19Þ

The equilibria (5.16) and (5.18) can be combined into a crossed equilibrium below:

Mþ;aq

þ
� SiOHsurf þ H2Oaq $ � SiO�;surf þ H3Oþ;aq

l
SiOMsurf

ð5:20Þ
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Fig. 5.5 Experimental (circles) and calculated using Eq. (5.15) (solid lines) step-wise E–pH
curves for the electrodes with membranes containing 22 % Na2O, 2 % Al2O3, and 76 % SiO2

[18]. Curve 1: 21 % Na2O, 2.4 % Al2O3; curve 2: 76.6 % SiO2 (2). Sodium activity is
aNa ¼ 0:08. Parameter values: KH=Na

exch ¼ 1:4 � 10�11; aH;1 ¼ 1; aH;2 ¼ 10�10
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Thus, the anionic form of the surface groups :Si–O- binds the partial equi-
libria (5.16) and (5.18) together. Baucke therefore characterizes the selectivity by
selectivity product: KD;HKA;M . Unfortunately, the two components of the selec-
tivity product: KD;H and KA;M cannot be measured independently. However, the
value of the selectivity product has been measured by ion bombardment for
spectrochemical analysis (IBSCA) technique and proved to be very close to the
respective value obtained from the potentiometric measurements. The interpreta-
tion of the latter, obviously, suggests an equation which describes the electrode
response in mixed solutions. The respective equation for the membrane potential
[20] is, formally, equivalent to the Nikolsky equation:

u ¼ u0 þ RT
F

ln aH3O
aq þ KD;HKA;MaM

aq
� �

: ð5:21Þ

It may appear that the physical meaning of the Baucke’s selectivity product is
critically different from that of the Nikolsky’s selectivity coefficient (or ion-
exchange constant in the Nikolsky ‘‘simple’’ theory). In fact, the key factor of the
Baucke theory is aR

surf—the activity of the surface anionic groups eliminates from
the selectivity product value:

KD;HKA;M ¼
aR

surfaH3O
aqaRM

surf

aRH
surfaH2O

aqaR
surfaM

aq
¼ aH3O

aqaRM
surf

aRH
surfaH2O

aqaM
aq
: ð5:22Þ

This equilibrium constant refers to the reaction below:

RHsurf þ H2Oaq þMþ;aq $ RMsurf þ H3Oþ;aq: ð5:23Þ

One can see that the reaction (5.23) considered in the Baucke theory is,
effectively, an ion-exchange reaction. However, it is different from that considered
by Nikolsky [3]. One source of difference comes from the consideration of
associated rather than dissociated forms of hydrogen and metal cations on the glass
surface. When it comes to the generalized Nikolsky–Shultz theory, this difference
disappears (see Sect. 5.2.3). Another source of difference between the Nikolsky
theory and the Baucke theory is that the reaction (5.23) directly accounts for the
hydrolysis process at the glass surface, which is somewhat hidden in the Nikol-
sky’s approach.

The direct consideration of the hydrolysis process at the glass/solution interface
appears important novelty of the Baucke theory. Indeed, consideration of the
hydrolysis as a process located at the surface allows obtaining the following
expression for the electrode potential within the range of the pH response:

u ¼ u0 þ RT
F

ln
aR

surf

aRH
surfaH2O

aq
þ RT

F
ln aH3O

aq: ð5:24Þ

Activities of water in the solution and that of :Si–OH groups at the glass
surface are virtually constant [19–24] but aR

surf—the surface activity of :Si–
O-—varies with the variation in the solution composition. From the practical point
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of view, the respective contribution to the electrode slope is relatively small: of
about -0.1 to -1 mV. However, from the academic viewpoint, the explanation of
slightly sub-Nernstian slope of glass pH electrodes (which is a well-known
experimental fact) is very significant and must be considered an important
achievement.

Let us discuss why the Nikolsky’s approach, whatever for full dissociation or
for partial association, predicts full Nernstian slope within the pH or a metal ion
response range. The concept of ion exchange suggests macroscopic equality of the
quantities of ions exchanging between the contacting phases.2 Therefore, a pure
ion-exchange process like Hþ;glass $ Hþ;aq or Naþ;glass $ Naþ;aq can change
neither the exchanging ion activity, nor the dissociation degree of the ionogenic
groups in glass. The point is that consideration of processes within phases, not at
the surface, inevitably results in the mass balance and in the macroscopic elec-
troneutrality condition, presented below for H+—response range in terms of the
species concentrations (for better clarity):

CR
tot;glass ¼ CR

glass þ CRH
glassCR

glass ¼ CH
glass ð5:25Þ

The concentration of the associated form is proportional to the respective
species concentrations and the association constant: CRH

glass ¼ CR
glassCH

glassKRH.
One can easily obtain for hydrogen ion concentration in the glass phase:

CH
glass ¼ �1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4CR

tot;glass

q� �
2KRH: ð5:26Þ

According to Eq. (5.26), the concentration of hydrogen ions in the glass phase
equilibrated with an aqueous solution is constant whatever is the composition of
the solution (within the pH response range), predicting the full Nernstian slope.

The same result can be obtained for the metal ion response range. As to the
transient response range, within the Nikolsky approach, the variable slope origi-
nates from variable ratio of the hydrogen and the metal ion concentrations in the
membrane phase. The response is therefore described by Eqs. (5.10) or (5.15)—
dependent on whether the model assumes complete or incomplete dissociation.

Apparently, the Nikolsky approach although originally developed for glasses is
more adequate for the ionophore-based membranes where the extraction and ion-
exchange processes do affect the contacting phases, not only the surface of the
membrane, even during the normal measurement procedures. On the other hand,
the long-term kinetics of the glass electrode response reveals significant, some-
times even crucial, effects caused by processes deep in the glass phase [25–30].

2 It is important to mention that microscopic non-equality of ion exchange and the respective
deviation from the electroneutrality within the space-charge region at the membrane/solution
interface always takes place. Furthermore, the boundary potential originates from this minute
non-equality, see Sect. 2.2. However, this microscopic non-equality does not affect the macro-
scopic compositions of the respective phases and even those of the surface layers outside the
space-charge region.
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The thickness of the layers modified by the ion-exchange processes is up to 20 lm
[25–30]. Also, the enormous amount of studies performed using the Nikolsky’s
concept revealed practically and academically important regularities of the elec-
trode properties as a function of the glass composition [6, 17].

Therefore, considering the Nikolsky theory and the Baucke theory as antago-
nistic to one another appears counter-productive. Rather, these two approaches are
complementary to one another and must be unified under an umbrella of a gen-
eralized theory.

5.3 Glass Electrodes for RedOx Sensing

As mentioned above (see Sect. 5.1), the electrode glasses are, normally, ionic
conductors. However, Pisarevskii showed that glasses doped with transient metal
oxides (FeII/FeIII, TiIII/TiIV) are semiconductors of p-type or n-type dependent on
the nature of the transient metal (Fe or Ti) and also on their concentrations [31–
36]. These glasses possess significant electronic conductivity, and the electrodes
with membranes made of these glasses can be used for RedOx sensing.

The concentrations of the respective transient metal oxides must be tuned to
ensure the electronic conductivity and, at the same time, the glass-like state of the
membrane (to suppress crystallinity), while the ionic conductivity is suppressed by
the so-called mixed-alkali effect. The intrinsic electronic conductivity of these
glasses allows for solid-contact construct of the electrode, with vacuum-sputtered
silver on the internal side of the glass membrane. The electrode is stuffed with
graphite to ensure contact between the sputtered silver layer and wire.

In a number of reversible RedOx systems like Fe2+/Fe3+, Fe(CN)6
4-/Fe(CN)6

3-,
and quinone/hydroquinone glass, RedOx electrodes behave in the same way as
platinum or other noble metals. These electrodes also work in systems like Eu2+/
Eu3+ and Ce3+/Ce4+—‘‘difficult’’ for measurements with noble metal electrodes.
On the other hand, glass RedOx electrodes are insensitive to oxygen and some
other gases.

To describe the RedOx glass electrode behavior, Pisarevskii invented the
concept of the RedOx selectivity, that is, the selectivity toward one RedOx system
in the presence of other ones [32–35]. Obviously, under total equilibrium, no
RedOx selectivity exists: The electrode potential is governed by the formal activity
of electron in the sample, which, in turn, is a net effect of the interactions between
all the RedOx systems involved. Therefore, the Pisarevskii’s concept is intrinsi-
cally irreversible: The electrode is selective to the system which is faster than the
others, and this is due to the catalytic properties of the electrode surface toward
this particular system. The respective formalism is Nikolsky-like with the selec-
tivity coefficient determined by equilibrium parameters: E0;1; E0;2—the standard
potentials of the two ‘‘competing’’ RedOx systems and also by kinetic parameters:
a—the transfer coefficient and j0;1 j0;2—the respective standard exchange current
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densities. The deviation of the potential caused by the presence of RedOx system 2
(mixed potential) from the equilibrium value obtained for pure system 1 obeys the
equation below:

DE ¼ E1;2
mixed � E1 ¼ RT

F

j0;2

j0;1
exp

a2F E0;1 � E0;2ð Þ
RT

aOx;1aRed;2

aRed;1aOx;2

� �a2

: ð5:27Þ

Equation (5.27) holds for the situations when E0;1 � E0;2 [ 4RT=F;
DE\RT=F. One can see that if j0;2 � j0;1 the presence of RedOx system 2 does
not influence the electrode potential.

Glass RedOx electrodes show a pronounced selectivity to systems with low
oxidation potential. This selectivity allows for measurements under ambient
conditions because the atmospheric oxygen does not interfere with the electrode
potential. The glass RedOx electrodes proved to be critically useful for a number
of applications, like the measurements of the chemical or the biologic oxygen
demand [32, 33, 35, 36].
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Chapter 6
Ion-Selective Electrodes with Crystalline
Membranes

6.1 Materials of Crystalline Electrode Membranes

Crystalline membranes are made of polycrystalline or monocrystalline materials.
Most of the polycrystalline membranes comprise mixed crystals of low-soluble
silver salts and heavy metal sulfides. Due to the similarity in the chemical com-
positions, also chalcogenide glasses will be briefly discussed in this chapter
although these materials comprise amorphous phases.

Some activity related to potentiometric sensing using crystalline electrodes has
been reported already in the 1920s and 1930s [1–4]. However, the first really
working electrode with crystalline sensing element was proposed by Pungor in the
early 1960s [5]. This electrode was very different from the modern crystalline
electrodes. The sensing material, solid silver iodide powder, was embedded in
inert polyethylene matrix. Since that time, a large number of ISEs based on low-
soluble salt precipitates embedded in polyethylene or polypropylene matrixes were
invented.

The next and very important step was proposed by Frant and Ross in 1966 [6].
These authors invented a fluoride-selective electrode with a homogeneous solid
membrane made of a monocrystalline LaF3. The selectivity of this ISE to its target
analyte—F- anion is extremely high, so that only the pH glass electrodes are more
selective to their target ion. Among possible interferences, only hydroxyl anion
interferes significantly with the fluoride electrode response.

Although the fluoride electrode with a monocrystalline membrane shows such
impressive properties, this ISE comprises rather exception than a rule. Crystalline
membranes of electrodes for measuring other ions are made of mixed polycrys-
talline materials. These are mostly pressed polycrystalline pellets [7–9]. The
pellets typically consist of silver sulfide and another low-soluble silver salt (a
halide or a thiocyanate). Without silver sulfide, the electrodes have relatively high
resistance and show significant interference from the ambient light so that stable
readings require maintaining constant illumination. Silver sulfide is not purely
ionic conductor, having also some electronic conductivity. This is why the pres-
ence of Ag2S allows for decrease in the membrane resistance. Otherwise, silver

K. N. Mikhelson, Ion-Selective Electrodes, Lecture Notes in Chemistry 81,
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sulfide is often considered as inert matrix since it is much less soluble than other
silver salts used in membranes [7].

Electrodes with such membranes show anionic response and are suitable for
measuring the activities of S2-, Cl-, Br-, I-, SCN-. Another combination of low-
soluble salts—silver sulfide mixed with a low-soluble metal sulfide—allows for
sensing of a number of heavy metals like Hg2+, Ag+, Cu2+, Pb2+, Cd2+, and some
others. Thus, crystalline membranes provide a basis for potentiometric measure-
ments of a number of analytes, including anions and also cations. The systems
consisted of various crystalline membranes, and aqueous solutions are schemati-
cally presented in Fig. 6.1.

Materials of crystalline membranes, whatever poly- or monocrystalline, possess
a number of advantages. These membranes show significantly lower resistance
than those made of glass or of plasticized polymers. The conductivity of the
membranes is mostly ionic in nature and is due to the Frenkel-type defects. The
number of the defects and therefore also the conductivity can be further increased
by doping the membranes with suitable dopants. This approach is especially
characteristic to the fluoride-selective electrode: The LaF3 monocrystal is normally
doped with EuF2, sometimes with another difluoride salt, for example, CaF2 [10].
Silver sulfide crystals are present in two modifications: b-form with monoclinic
lattice having ionic conductivity due to Ag+ ion migration along Frenkel-type
defects in the structure and a-form with cubic lattice having electronic conduc-
tivity. Therefore, crystalline membranes typically containing some a-Ag2S also
possess some electronic conductivity. This feature can be either advantageous or
disadvantageous. On the one hand, some impact from the electronic conductivity

AgX, Ag 2SSolution Solution

MeS, Ag 2S, Solution Solution

LaF3 , EuF2F − F −

Cl- , Br -, I - , SCN - , S 2-, 
Ag +

Ag + , Hg 2+ , Cu 2+ , Cd 2+ , Pb 2+, 
S2-

F- , OH -

Fig. 6.1 Schematic representation of crystalline membranes in contact with aqueous solutions
and ions measurable with the respective electrodes. From top to bottom: polycrystalline
membrane for anion sensing, polycrystalline membrane for heavy metal cation sensing, F- ion-
selective monocrystalline membrane

114 6 Ion-Selective Electrodes with Crystalline Membranes



allows for making stable and reproducible solid-contact electrodes. These are
produced by vacuum sputtering of metal silver on the inner side of the pellet, and
the wire is soldered to this thin silver layer. Since pellets always contain a silver
salt, these solid-contact electrodes’ functioning principle is similar to the classical
second-kind electrodes. On the other hand, when the electronic component’s
conductivity is too high, the electrode shows a mixed response to ions and to
RedOx-active species. Therefore, although the very idea of the crystalline mem-
branes appears quite simple, the compositions of the pellets are thoroughly opti-
mized in order of getting electrodes responding only to ions.

Crystalline membranes are chemically inert, and therefore, in principle, the
respective ISEs can be used for measurements in non-aqueous media. In fact,
however, these electrodes are only seldom used for this kind of analysis. In view of
the measurements in the non-aqueous solutions, the ‘‘weak spot’’ of crystalline
electrodes is the body and, even worse, the glue used to fix the membrane pellet in
the body. Both the plastic body and the epoxy glue are damaged by organic solvents
or organic components in mixed aqueous-organic solutions, so the ISEs either do not
work at all or show significantly shortened lifetime. Another problem of the mea-
surements in mixed aqueous-organic solutions, and especially in organic solutions,
arises from the uncertainties about the ionic activity coefficients in these media.

The raw materials for crystalline membranes are significantly more expensive
than those for silicate glass membranes, but much cheaper than those for mem-
branes based on neutral and charged ionophores.

6.2 Fluoride Electrode Based on Lanthanum
Fluoride Monocrystal

The LaF3 crystals form a hexagonal lattice, and each La3+ cation in the lattice is
surrounded with five F- anions. Next six closest neighbors to the lanthanum cation
are also F- anions. Thus, the lattice consists of alternating layers of LaF2

+ and F-

anions [11, 12]. Fluoride anions can relatively move easily across the crystal phase
jumping from one Frenkel defect to another one, like schematically shown below:

LaF3 þ defect! LaFþ2 þ F�

The specific conductivity of the undoped LaF3 lies within the range from
2.9 9 10-7 to 3.6 9 10-7 S/cm. A crystal doped with 0.5 % w/w of EuF2 shows a
much higher specific conductivity of 1.9 9 10-6 to 2.4 9 10-6 S/cm, and further
doping up to 1 % w/w of EuF2 allows for further increase in the conductivity of
4.3 9 10-6 S/cm [11].

In pure fluoride solutions, F-ISE shows response with a slope close to the
Nernstian value within a concentration range from 1 to 10-6 M [7, 13]. However,
in fluoride buffer solutions, the lower detection limit is shifted to 10-10 M of the
free F- anion concentration [14]. The selectivity coefficient to fluoride anion
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against hydroxyl is about 0.1 [6], so the interference from hydroxyl ion is very
strong. On the other hand, hydroxyl anion is virtually the only one directly
influencing the response of the LaF3 F-ISE. However, many ions, for example,
Al3+, Fe3+, Be2+, may cause some errors in an indirect way: by forming complexes
with F- anions in solutions. Therefore, in spite of the excellent selectivity of the
electrode, one has to be careful when interpreting the emf readings in terms of the
fluoride concentration. To avoid errors, the use of BRUIS buffer is recommended
[15]. The buffer contains acetic acid, sodium chloride, 1,2-cyclohexanediamine-
tetraacetic acid, and water, with the pH adjusted at 5–5.5 with NaOH. The buffer
allows maintaining constant ionic strength, while Al3+ and Fe3+ ions are strongly
complexed by the 1,2-cyclohexanediaminetetraacetate anions so that the free F-

anion concentration approaches the respective total value. According to further
studies performed in [16], a modification of the standard BRUIS with ammonium
citrate can be advised.

Unfortunately, the attempts to make a solid-contact ISE with LaF3 monocrys-
talline membrane having a stable potential over long time periods and with good
piece-to-piece reproducibility so far are unsuccessful. The fundamental reason for
this is the total lack of electronic conductivity in LaF3 crystal.

6.3 Analytical Characteristics of ISEs with Polycrystalline
Membranes

6.3.1 Electrode Response and Detection Limit

The analytical performance of ISEs with polycrystalline membranes in some
respects is very different from that of ionophore-based and silicate glass mem-
branes. In the first place, similar to the silver chloride and other second-kind
electrodes, even the anionic crystalline electrodes show response to silver ions.
When thinking about the response of crystalline electrodes based on low-soluble
silver salts, it is always advantageous to consider Ag+ as potential-determining
species. The cationic (i.e., heavy metal sensing electrodes) are analogs of the
classical third-kind electrodes and respond to the respective cations and also to
sulfide anions. Basically, this is because the crystalline electrodes are capable of
responding to all those kinds of ions that are the components of the membrane
[17]. This ability is schematically illustrated in Fig. 6.2. Unlike the classical
second- and third-kind electrodes, ISEs with crystalline membrane pellets are
much less sensitive to RedOx components in solution and to illumination. The
finite solubility of the salts determines the detection limit of the ISEs—in contrast
to the ISEs with ionophore-based membranes with detection limit determined by
the trans-membrane fluxes of the electrolytes. This makes another specialty of the
crystalline membranes. Yet another specialty is the lack of the internal diffusion
potential in crystalline membranes—because the ion locations are fixed by the

116 6 Ion-Selective Electrodes with Crystalline Membranes



crystalline lattice—and there are no concentration gradients within the whole
membrane [11].

As already mentioned, it is widely recognized that the detection limits of ISEs
with polycrystalline membranes are determined primarily by the solubilities of the
respective salts. Below, we will briefly discuss this issue following Morf’s book
[17]. Two processes are taken into account: (1) the dissolution of the membrane
material governed by the solubility products of the respective salts and (2)
leaching out of silver ions originating from co-precipitated soluble salts or
reversibly adsorbed components, or produced by the oxidation of the membrane
material. The leached cation activity aAg

leached
� �

at the membrane surface is found
to be roughly constant for a given set of experimental parameters, but may be
changed by a different preparation technique or conditioning of the membrane
[18]. Additionally, it may depend on the stirring rate of the sample [19]. Under
assumption that the aAg

leached value is constant, the following relationship can be
obtained to describe the deviations of the activities of ions in the vicinity of the
membrane surface—aAg

surf ; aX
surf—from their values in the bulk of a non-buffered

solution—aAg
bulk; aX

bulk:

aAg
surf � aAg

bulk ¼ z aX
surf � aX

bulk
� �

þ aAg
leached ð6:1Þ

On the other hand, the multiple of the equilibrium values of Ag+ and Xz-

activities gives the solubility product:

aAg
z aX ¼ SPAgzX ð6:2Þ

Here aAg; aX are the equilibrium values of Ag+ and Xz- activities and SPAgzX is
the solubility product of AgzX low-soluble salt. By combination of Eqs. (6.1) and
(6.2), one can obtain the value of Xz- activity in the vicinity of the membrane [17]:
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Fig. 6.2 The emf response
of an ISE with crystalline
membrane containing low-
soluble salt AgX (the data
refer to AgCl)
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aX
surf

� �zþ1
z � aX

surf
� �1

z aX
bulk� aAg

leached
� �

� SPAgzX
1=z

z
¼ 0 ð6:3Þ

Two distinctly different limiting cases are as follows: leaching of silver ions
from the membrane can be neglected and leaching is governing the potential
deserve separate discussion.

Case 1: z ¼ 1 and SPAgX � aleached
Ag

This case is true, for example, for AgCl membrane. Then, according to [17], the
electrode potential is

u ¼ uAg
0 þ RT

F
ln

aAg
bulk þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aAg

bulk
� �2þ4SPAgX

q
2

ð6:4Þ

Thus, Nernstian response to Ag+ ions is expected only for samples with
aAg

bulk � 4SPAgX: The response to X- anions is described in a symmetric way:

u ¼ uX
0 � RT

F
ln

aX
bulkþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aX

bulkð Þ2þ4SPAgX

q
2

ð6:5Þ

Curves shown in Fig. 6.2 illustrate the regularities given by Eqs. (6.4) and (6.5).
The potentials are calculated by Eqs. (6.4) and (6.5), and the emf assumes satu-
rated Ag/AgCl reference electrode. The parameters used for the calculations are
close to those characteristic for the AgCl membranes: uAg

0 ¼ 560 mV versus Ag/
AgCl in saturated KCl, log SPAgX ¼ �9:25.

Case 2: aleached
Ag

� �zþ1
� SPAgzX

This situation must be true for Ag2S and may be also true for AgI membranes
[17]. The electrode potential is

u ¼ uAg
0 þ RT

F
ln aAg

bulkþ aAg
leached

� �
ð6:6Þ

The response to anions depends on the relationship between the anion activity
and that of the leached silver cations:

for aX
bulk\ aAg

leached
.

z : u ¼ uAg
0 þ RT

F
ln aAg

leached � zaX
bulk

� �
ð6:7Þ

for aX
bulk [ aAg

leached
.

z : u ¼ uX
0 � RT

zF
ln aX

bulk � aAg
leached=z

� �
ð6:8Þ

The response curves calculated using Eqs. (6.7) and (6.8) are presented in
Fig. 6.3. The calculations assume z ¼ 1; aAg

leached ¼ 10�5:5: The response to Ag+

ions looks similar to that shown in Fig. 6.2. However, the anionic response curve
is more complicated: Sharp change in the potential can be seen at
aX

bulk � aAg
leached

�
z: Morf interpreted this effect as titration of the leached Ag+

ions with the Xz- anions [17].
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6.3.2 Crystalline Electrodes Responding to Heavy Metal
Cations

The response of electrodes with crystalline membranes containing Ag2S and a
heavy metal sulfide, for example, CdS, can be treated as follows [7]. The silver ion
activity in aqueous solution without a soluble silver salt is determined by the
solubility of Ag2S:

aAg
aq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SPAg2S

�
aS

aq

q
ð6:9Þ

The sulfide ion activity, in turn, is determined by the activity of MeX—the
soluble heavy metal salt, for example, Cd(NO3)2:

aS
aq ¼ SPCdS=aMe

aq ð6:10Þ

Combination of the Eqs. (6.9) and (6.10) yields

aAg ¼ aCd

SPAg2S

SPMeS

� 	1=2

ð6:11Þ

and the electrode potential obeys the equation below:

u ¼
lAg

0;aq� lAg
0;surf

F
þ RT

2F
ln

SPAg2S

SPMeS

þ RT
2F

ln aMe
aq ð6:12Þ

In this way, one can measure a number of heavy metal cations using ISEs with
crystalline membranes. There are, however, some limitations. The solubility
product of the MeX salt must be much higher than that of Ag2S: SPMeX � SPAg2S:

Otherwise, the membrane surface is completely covered with MeS due to the
excess of Me2+ in solution. On the other hand, SPMeX must be low enough to

-9 -8 -7 -6 -5 -4 -3 -2 -1 0 1

-200

-100

0

100

200

300

400

500

600

E
M

F
 (

m
V

)

log(aAg, X)

 Ag+

 X
−

Fig. 6.3 The emf response
of an ISE with crystalline
membrane containing
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prevent significant contamination of the sample with Me2+ cations originating
from MeS dissolution.

6.3.3 Selectivity of ISEs with Crystalline Membranes

Let us discuss the selectivity issue using, as an example, a crystalline membrane
containing low-soluble salt AgX and responding to X- primary (target analyte)
ions, in contact with a mixed electrolyte solution containing salts MX and MY.
The latter salts are soluble; however, AgY salt is low-soluble. The X- and Y-

anions can replace one another in the membrane via dissolution–precipitation
processes so that a mixed phase is formed containing both AgX and AgY. The
equilibrium between the mixed phase and solution can be written in the form of
ion-exchange reaction [20]:

AgXsurf þ Y�;aq $ AgYsurf þ X�;aq

The equilibrium constant of this reaction is

KXY ¼
NAgY

surfaX
aq

NAgX
surfaY

aq
ð6:13Þ

Here, NAgX
surf ; NAgY

surf are the mole fractions of the respective salts in the
surface layer. The sum of the mole fractions is constant:

NAgX
surf þ NAgY

surf ¼ 1 ð6:14Þ

The boundary potential can be expressed as

ub ¼ �
lAgþ

0;Ag � lAgþ
0;aq

F
þ RT

F
ln SPAgX þ

RT
F

ln
NAgX

aX
aq

ð6:15Þ

Combining Eqs. (6.13–6.15), one can obtain a Nikolsky-like description of the
response of a crystalline electrode in mixed solutions:

ub ¼ �
lAgþ

0;Ag � lAgþ
0;aq

F
þ RT

F
ln SPAgX �

RT
F

ln aX
aq þ KXY

potaY
aqð Þ ð6:16Þ

Here, the ISE selectivity coefficient equals the exchange constant: KXY
pot ¼

KXY This results from the assumption of the total equilibrium at the membrane/
solution interface. Consideration of only the boundary potential neglecting the
diffusion potential in the membrane is justified for crystalline membranes. From
the thermodynamic point of view, KXY exchange constant is determined by the
chemical potentials of the respective species (the electric contributions referring to
X- and Y- anions eliminate each other):
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KXY ¼ exp lAgY
surf þ lX

aq � lAgY
surf � lY

aq
� ��

RT
� �

ð6:17Þ

Adding and subtracting the chemical potential of silver in the aqueous phase,
we rewrite Eq. (6.17) as follows:

KXY ¼ exp lAgY
surf þ lX

aq þ lAg
aq � lAgX

surf � lY
aq � lAg

aq
� ��

RT
� �

ð6:18Þ

Now, assuming the AgX and AgY sub-phases in the mixed AgX ? AgY phase
are at equilibrium, we finally obtain

KXY ¼ exp lX
aq þ lAg

aq � lY
aq � lAg

aq
� ��

RT
� �

¼ SPAgX

�
SPAgY ð6:19Þ

Thus, under the assumption of the total interfacial equilibrium, the selectivity
coefficient of a crystalline ISE to X- anions in the presence of Y- anions equals
the ratio of the target ion salt solubility product to that of the interfering ion salt. In
the case of more complex salts, like Ag2S, the solubility products appear in the
respective powers: KXY ¼ SPAgX

�
SPAgzX

1=z.
In the case of a cation-responding crystalline membrane ISEs, the selectivity

can be treated in the same way, and the selectivity coefficient under the total
equilibrium assumption is also determined by the ratio of the respective solubility
products.

6.3.4 Diffusion Layer Model by Lewenstam and Hulanicki

The equilibrium approaches like the one discussed above neglect the effects of
non-equilibrium processes which sometimes govern the ISE response, especially at
short times after the sample solution is changed. The equilibrium between the AgX
and AgY sub-phases within the mixed phase is under question. The dissolution–
precipitation processes may lead to complete covering of one low-soluble salt with
another one so that the surface comprises pure AgX or pure AgY, instead of the
formation of the mixed phase. Interestingly, these processes are often governed by
diffusion in the aqueous phase rather than by the reaction rates in the solid phases.
Therefore, a detailed elaboration, an ‘‘improvement’’ in the equilibrium approach,
is hardly useful. Instead, a totally different model has been invented by Lewenstam
and Hulanicki [20, 21]. This model covers situations when the equilibrium is
established, and also situations determined by diffusion. In the latter case, the
model predicts several distinctively different types of the ISE behavior dependent
on whether (1) KXY � 1; or (2) KXY � 1; or (3) KXY � 1: In the most typical
cases, when KXY � 1; the ISE obeys a Nikolsky-like equation with the selectivity
coefficient determined by the ratio of the ion diffusion coefficients in the aqueous
phase: KXY

pot ¼ DY
aq =DX

aq : The diffusion layer model explained a number of
effects known from experiments and allowed developing procedures of fast mea-
surements when, for example, chlorides were successfully measured in the
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presence of bromides [21, 22]. Furthermore, the Meyerhoff’s idea of ISEs for
polyions assay is largely based on the diffusion layer model by Lewenstam and
Hulanicki, although realized for ISEs with ion-exchanger solvent polymeric
membranes [23–25]. Critical comparison of the total equilibrium models, diffusion
layer models, and advanced non-equilibrium models is presented in [26].

6.4 Chalcogenide Glass ISEs

This section could be placed either in Chap. 5 together with other glass electrodes
or here—under crystalline ISEs. I decided to have this section here because the
chemical composition of chalcogenide glass membranes is closer to those of
crystalline membranes containing low-soluble heavy metal salts, and also, the
analytes measured by chalcogenide glass ISEs are primarily the heavy metal
cations.

Chalcogenide membranes often contain sulfur as a metal sulfide, but other
elements of the VI group of the periodic table, Se and Te, are also often in use.
Another difference when compared with crystalline membranes comes from the
presence of the III–V group elements: B, Al, Ga, Ge, Sn, As, Sb, Bi in chalco-
genide glasses. Alloys containing these elements show large glass domains,
combine ionic and electronic conductivity, and can be doped with metals: Tl, Ag,
Cu, Hg, Fe, and others. The dopant cations turned out being the potential-deter-
mining species at the membrane/solution interface of the chalcogenide glass
electrodes.

Chalcogenide glass membranes are superior to polycrystalline membranes in
regard to the detection limits and to some other characteristics. The presence of
some electronic component’s conductivity also facilitates making solid-contact
ISEs with chalcogenide glass membranes.

ISEs with chalcogenide glass membranes were invented in early 1970s [27].
Much of the research in this field was performed by Vlasov’s group [28–30]. ISEs
for measuring the concentrations of Ag+ [31], Pb 2+ [29, 32–34], Sn2+ [35], Cu2+

[29, 36], Cd2+ [29, 37], Fe3+ [10, 38], Zn2+, Mn2+ [39], and other ions [40] have
been invented. Of special interest is the possibility to measure Na+ ions with a
chalcogenide glass electrode [41]. The relationship between the ionic response,
surface ion exchange, and bulk membrane transport in chalcogenide membranes
was studied in [42].

Besides sensors with traditional thick membranes, thin-film microsensors are
known for measuring Pb2+ [43] and also Cu2+, Cd2+, Tl+ [44].

More recently, chemical sensors selective to various heavy metal ions with
membranes based on chalcogenide glasses containing GeSe2 as glass former,
Sb2Se and Sb2Te3 as network modifier, and heavy metal chalcogenides MeCh
(Me = Zn, Cd, Sn, Pb; Ch = Se, Te) were described in [45].

Due to RedOx processes changing the ratio of Fe3+ to Fe2+ ions in samples,
measurements of Fe3+ and the interpretation of the results turned to be difficult.
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This complication was one of the motivations for the development of the so-called
electronic tongue, see Sect. 7.4. ISEs with chalcogenide glass membranes con-
stitute the base of these promising analytical devices.
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Chapter 7
Modern Trends in the ISEs Theory
and Applications

This chapter relates to four modern but already well-developed areas in ISEs: real
time and space modeling, trace analysis, ISEs under nonzero current, and electronic
tongue. Novel materials used in ISEs are discussed in the respective chapters.

7.1 Real Time and Space Modeling of ISEs

The multispecies approximation described in Sect. 4.2.5 was among the first
approaches to develop ISE theories using computer simulations of the membrane
potential. The multispecies approach is limited to a quasi-steady state of the
membrane, see Sect. 4.2.5.

More recently, a number of attempts have been made aimed at description of
the membrane potential in the real time and space. Morf invented a model
describing the propagation of ions within an ionophore-based membrane [1]. This
description does not account for the non-compensated charges in the double layer
at the interface.

More advanced theory is developed in Lewenstam’ group [2–7]. This theory
does not rely on equilibrium nor on steady state. The core of the Lewenstam’
theory is the numerical solution of the system of the Nernst–Planck and the
Poisson equations:

Jkðx; tÞ ¼ �Dk
oCkðx; tÞ

ox
� zkCkðx; tÞ

F

RT
Eðx; tÞ

� �
ð7:1Þ

IðtÞ ¼ F
X

k

zkJkðx; tÞ þ e
oEðx; tÞ

ot
ð7:2Þ

Equation (7.1) describes Jkðx; tÞ the place (x) and time (t)-dependent flux of the
species k as a function of Dk; Ckðx; tÞ and Eðx; tÞ;—the diffusion coefficient, the
species concentration, and the electric field. In Eq. (7.2), the Poisson equation
rewritten for IðtÞ the time-dependent total current density, zk stands for the species
charge and e for the dielectric permittivity. This allows for tracing the formation of
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the boundary and the diffusion potentials in membranes over time and space.
Furthermore, the theory provides with guidelines for the optimization of the
membrane and of the internal solution compositions for the improvement of
the ISE sensitivity. In this way, the theory is applied for the optimization of the
membrane and of the internal solution compositions of ISEs for trace analysis (see
Sect. 7.2) [6, 7]. The comparative review of different theoretical descriptions of the
ISE membrane potential and selectivity is given in [8].

On the other hand, even this very much advanced theory describes the mem-
brane as an ideal system: the species concentration is used instead of activity, the
diffusion coefficients are assumed constant, and no local changes of the dielectric
permittivity (e.g., close to the interface) are discussed. Furthermore, these
advanced theories assume the electrolytes in membranes fully dissociated.
Therefore, the effects of the association with membranes, so far, are treated only
on the basis of the multispecies approximation described in Sect. 4.5.3.

7.2 ISEs in Trace Analysis

For a long time, ISEs could not be used for the measurements at concentrations
below 10-5, at best below 10-6 M. The decisive step in the understanding of the
nature of the lower detection limit of ISEs, and of what can be done to improve it,
was made by Sokalski and co-workers [9]. After this pioneering work describing
large improvement of the low detection limit of ISEs with ionophore-based
membranes studies aimed at potentiometric measurements in sub-nanomolar
concentration range became a mainstream of the ISE research. Deviations from
Nernstian response of ISEs in micromolar and sub-micromolar concentration
range are caused by the local increase in the concentration of the analyte in the
sample in the vicinity of the sensor membrane, see Fig. 7.1. It is now generally
recognized that this local increase in the analyte concentration is caused by trans-
membrane fluxes of ions co-extracted from the internal filling solution to the
sample and by the fluxes caused by the replacement of the primary ions in the
membrane with the interfering ions due to ion exchange [10–12]. These fluxes
have been registered experimentally by the electrochemical scanning microscopy
method [13]. The internal reference system of a solid contact ISE, for example,
based on a conducting polymer also may be a source of analyte ions which
eventually contaminate sample solutions, although to somewhat lesser extent than
in the case of ISEs with internal aqueous solution [14–17].

The resulting deviation is insignificant if the bulk concentration of the sample is
larger than the impact from the trans-membrane flux. With dilution, the deviation
increases, and at sample concentrations below 10-5 M, the ions brought by the
trans-membrane flux determine the surface concentration of the analyte.

The driving force for these fluxes are large differences in the activities of the
target analyte in diluted samples and in internal solutions containing analyte ions
in millimolar concentration or at even higher level. The first approach aimed at

126 7 Modern Trends in the ISEs Theory and Applications

http://dx.doi.org/10.1007/978-3-642-36886-8_4


reduction in the trans-membrane fluxes was invented in the late 1990s [9]. It relied
on maintaining the activity of the target analyte in the internal filling solution of an
ISE at a very low level by means of a suitable buffer while maintaining also a
sufficiently high activity of an interfering ion. Under these conditions, the analyte
ions in the ISE membrane layers close to the internal surface are largely replaced
by the interference, producing a gradient of the concentration of the analyte ions
across the membrane. This gradient, ideally, eliminates ion fluxes directed to the
sample and in this way ensures Nernstian response of the ISE down to very low
concentrations. If no suitable buffer exists, low activity of analyte in the internal
solution may be kept by using, for example, ion-exchange resins [18, 19].

The disadvantage of this (chemical) approach is that the trans-membrane fluxes
of ions are eliminated, rigorously speaking, at only one concentration of the
analyte in the sample. From the practical view point, this means that the slope in
even more diluted solutions is super-Nernstian because then the flux is directed
toward the internal solution and the sample in the vicinity of the membrane is
depleted of the analyte ions (see also Fig. 3.3).

More advanced approaches are based on the theory of diffusion and suggest
modifications in the membrane geometry or composition [20]. The magnitude of
the trans-membrane flux can be decreased by lowering the respective driving force:
the gradient of the analyte ion concentration, using therefore thicker membranes
[21, 22]. Also, the flux can be decreased by reducing ion diffusion coefficients, that
is, by higher content of polymer in the membrane [23]. Transportation of ions
across membranes can be also minimized by means of dispersing of silica gel
microparticles in the membrane [24]. This is how the deviations from Nernstian
response in diluted samples can be minimized at the cost of increasing the sensor

External solution Membrane Internal solution

1

2
3

4

5

6

Fig. 7.1 Schematic representation of the electrolyte profiles in a membrane/solution system. (1)
The electrolyte concentration in the sample bulk; (2) the electrolyte concentration in the vicinity
of the membrane; (3) the ‘‘ideal’’ flat analyte ion concentration profile determined by the ion-
exchanger concentration; (4) the real analyte ion profile (caused by the co-extraction); (5) the
electrolyte concentration in the internal solution; (6) the deviation of the surface concentration of
the analyte from its bulk value
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resistance. Also, when microparticles are incorporated, membranes show some loss
of selectivity [23]. The acceleration of the ion transport in the sample phase can be
achieved using rotating disc electrode (the electrode rotates during experiments
inducing a flux of analyte to the electrode) or simply by stirring [25]. Variety of
these approaches was critically analyzed and evaluated [12].

An alternative way of the elimination of the trans-membrane fluxes (or, rather,
of the consequences of these fluxes) is based on galvanostatic polarization of the
ISE. This (electrochemical) approach has been first proposed by Buck [26], and
since then, it was utilized by several groups of researchers [15, 16, 27–30]. By
applying a suitable current, one can eliminate the trans-membrane ion flux. Gal-
vanostatic polarization seems to be more flexible approach aimed at the
improvement of the low detection limit, when compared with the modification of
the composition of the internal solution, or of the composition and/or the geometry
of the membrane.

When the analyte concentration in the sample is below 10-5 M, the gradient of
the analyte ion concentration across the membrane is determined by the concen-
tration of the internal electrolyte which is, typically, 10-3 M or higher. Therefore,
the steady trans-membrane flux across the membrane to solutions with concen-
trations of 10-5 M or lower is also the same. In turn, the steady electric current
compensating this flux must be the same [28]. However, waiting for the steady
state may take several hours and therefore is not practical. If the steady state is not
reached, then for each particular concentration of the analyte a particular, specific
compensating current is needed. This is why the galvanostatic polarization using a
certain constant current density works ideally only in a very narrow concentration
range. Outside this range, a sub- or a super-Nernstian slope is registered, similarly
to chemical approach which relies on buffering the internal solution. Therefore,
obtaining linear Nernstian response in a broad concentration range in practically
acceptable time requires specific compensating current magnitudes tuned for
particular concentrations of the analyte in the sample.

Tuned galvanostatic polarization has been successively used by Mikhelson
et al. first for Ca2+ electrodes [31] and later also for Cd2+ electrodes [32] with PVC
membranes containing neutral ionophores. The polarizing current density was
optimized for each concentration of the analyte ion, see Fig. 7.2. The ISEs were
polarized for certain time (always the same). The potential value registered in 0.2 s
after the current is turned off was used as the analytical signal (plotted in Fig. 7.2,
curve 2). The same approach helped enlarging the working range of Pb2+ ISE with
crystalline membrane [33]. Since the optimal density of the compensating current
is dependent on the analyte concentration, it is known only for calibrators, but not
known for samples. This problem was successfully solved on the basis of the
regularities governing the relation between the analyte concentration in sample
and the respective optimal current density revealed in [31, 32]. It was shown that
the optimal current density is proportional to the delta of the logs of the analyte ion
activity in the sample in question and that at the lower detection limit:
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iopt ¼ b log aI � log aI
LDL

� �
ð7:3Þ

Two practically feasible procedures which deliver both the optimal current
density and the analyte ion concentration have been proposed and gave good
results [31–33].

7.3 Use of ISEs Under Nonzero Current Conditions

Improvement of the lower detection limit is not the only area where ISEs are used
under nonzero current conditions. Ionophores are widely used in voltammetric
[34–36], conductometric [34, 37, 38], and optical sensors [39–41]. This suggests
that the chemical interactions which provide a basis for the response of these
different sensors do not require the traditional (for ISEs) limitation: measurements
under zero current. For decades, polarization of ISEs was widely used for studying
the mechanism of the response [42–45]. However, except of a few works by
Nieman with fluoride mono-crystalline and calcium polymeric electrodes [46–49],
polarization was never used to improve the analytical behavior of ISEs. Nieman
made a rapid series of current measurements at various voltage pulse magnitudes
(0–5 V) lasting 100 ls and then extrapolated the current–voltage curve to zero
voltage. According to Nieman, the measured signal is concentration rather than
activity dependent, making adjustment of the ionic strength unnecessary. This idea
did not get further development. The situation changed drastically in the late 1990s
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Fig. 7.2 Data obtained for Ca ISE based on the ionophore ETH 1001. Traditional zero current
calibration plot (1) and calibration plot of electrodes polarized with optimized currents (2) [31].
Adapted with permission from Peshkova et al. [31]. Copyright 2008 American Chemical Society
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when they started using galvanostatically polarized ISEs for trace analysis (see
Sect. 7.2).

Another promising area of polarized ISEs refers to the modification of the type
of the electrode response (cationic or anionic) and that of the selectivity. Basically,
the type of the ISE response and the selectivity are determined by the membrane
composition. Shvarev found that when an ISE is under nonzero current conditions,
it is possible to impose a certain type of the response and also modify the selec-
tivity by passing current across the electrode membrane [50]. This can be done
with ISEs having membranes with neutral ionophores and lipophilic background
electrolyte (e.g., tetradodecyl ammonium tetrakis(p-Cl-phenyl) borate), but with-
out ion-exchanger sites [50]. The concentration of the analyte ion in the membrane
is when adjusted by passing current of a tuned density for a certain time. Polari-
zation of a membrane containing Na+-selective neutral ionophore Na-X (see Sect.
4.2) with low cathodic current: about -3 mcA/cm2 results in pseudo-Nernstian
response to Na+ ions with the selectivity coefficient determined by the ionic
partition coefficients and ion-to-ionophore complexation constants:

KNaK ¼
kK

kNa

KKL

KNaL

ð7:4Þ

When the electrode is polarized with cathodic current of higher density (approx.
-30 mcA/cm2), the concentration of the extracted ions exceeds the ionophore
content, and the selectivity is determined by ionic partition coefficients only, like
in the case of an ionophore-free membrane:

KNaK ¼
kK

kNa

ð7:5Þ

The change of the sign of the current allows replacing a cationic response with
anionic. As shown in [50], use of small anodic current (about +3 mcA/cm2) results
in a response to Cl- anions.

Nonzero current measurements are also suitable for sensing polyions, for
example, heparin (z � �70) and protamine (z � 20). The classical equilibrium
measurements do not allow sensing these ions because the large denominator in
RT=zF—the Nernst factor, results in negligible slope. Therefore, Meyerhoff
invented a non-equilibrium procedure of measurements when the process is under
the diffusion control, and the potential difference upon addition of Y- polyionic
analyte obeys equation below [51–53]:

DE ¼ RT
F

ln 1� zY Daqdm

CRDmdaq

CY

� �
ð7:6Þ

Here, zY is the charge of species Y-, CY is its concentration in the sample, CR is
the concentration of R+ ion-exchanger sites in the membrane, Daq and Dm are the
ion diffusion coefficients in the aqueous phase and in the membrane phase, daq and
dm are the thicknesses of the diffusion layers in these phases.
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The linearity and the reproducibility of the response of ISEs under diffusional
control were poor [51–53]. However, applying alternating galvanostatic and po-
tentiostatic pulses allowed obtaining very good reproducibility of the response to
polyions. Furthermore, the calibration curve was linear with the slope like for a
monovalent ion [54]:

E ¼ RT
F

ln CY ð7:7Þ

Nonzero current measurements provide therefore with new opportunities also
for polyion sensing.

7.4 Multisensor Arrays, Electronic Tongue

The variability of the traditionally measured selectivity coefficients hinders cor-
rection for interferences even in artificial mixed solutions containing only a
handful of ions. The use of the unbiased selectivity coefficients requires special
protocols which are difficult to follow dealing with real samples. Therefore, for
real samples, the correction of the data for un-sufficient selectivity of electrodes is
even more challenging, and hardly feasible at all.

An alternative approach may help solving this problem. This approach relies on
measurements with arrays of sensors having moderate selectivity and processing
the data with chemometrical methods.

Initially, the studies concentrated on the imitation of the functioning of the
olfaction organs of mammals [55]. Attempts of development of the so-called
electronic nose started in early 1980s [56]. These systems are nowadays widely
used for the analysis of multicomponent gas mixtures [55].

In analogy to the electronic nose, the respective systems for the analysis of
liquid samples (described first in [57]) are called electronic tongue [57–59]. In
contrast to the traditional approach when attempts are made to use sensors with as
highest selectivity as possible, the electronic tongue system relies on sensors with
only moderate selectivity and having the so-called cross-sensitivity. In this way,
each sensor in the array, in principle, delivers information on the concentrations of
a number of analytes. The next step is to decode the signals obtained from the
sensor array.

The sensors in the array can be of different nature—not necessarily ISEs.
However, studies with ISEs were, probably, most successful, and therefore ISEs
predominate among various types of sensors used for the electronic tongue sys-
tems [60–62]. In turn, although different types of ISEs can be utilized in electronic
tongue, electrodes with chalcogenide glass membranes (see Sect. 6.4) are partic-
ularly suitable for these devices.

The number of sensors in the array can vary, but most typical number is about
10–20. In contrast to the classical measurements with ISEs, the electronic tongue
system can work without a reference electrode. In such a setup, the potential
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difference is measured for all pairs of the electrodes in the array [63]. This is
advantageous since reference electrodes often cause problems with the
measurements.

The signals obtained from the sensor array are processed using various che-
mometrical methods: multilinear and nonlinear regressions, partial least squares,
artificial neural networks [64]. The interpretation and representation of the data is
often based on the principal component analysis method. This allows for the
characterization of the samples not only in terms of the concentrations of the
particular analytes, but also for the recognition of the nature of the sample: dif-
ferent types of samples fall into different places in the principal components plot.
In this way, it is possible to distinguish between different sorts of juices [59, 65],
mineral waters [66], coffee [67], tea [68], milk and dairy products [69, 70].
Example of identification of various sorts of coffee using electronic tongue and
processing the data with artificial neural network is shown in Fig. 7.3. Electronic
tongue is successfully used in a number of clinical applications: in artificial kidney
[71, 72], in blood [73], and in urine analysis [74].
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Chapter 8
ISE Constructions

8.1 Conventional ISEs with Internal Filling Solution

The schematic sketch of a conventional ISE (an ISE with internal aqueous solu-
tion) is presented in Fig. 8.1, left. The main sensing element—the electrode
membrane—is fixed in the end of a tubular body. The material of the body depends
on the type of the membrane. For glass membrane electrodes, the body constitutes
a glass tubing, and the membrane is formed in the end of the body by glass-
blowing technique.

Thereto, the body tubing is immersed for a short while into the electrode glass
melt, and then, the drop of the melt is blown into the typical spherical glass
membrane. ISEs with crystalline and polymeric membranes, normally, have
plastic bodies. Membranes are fixed in the end of the body with a suitable glue or
with a clamping nut. In the latter case also, an O-ring made of an inert material
(e.g., silicon rubber) is used for a hermetic seal. Typical constructions of the
conventional ISEs are shown in Fig. 8.2.

Micro-ISEs for cellular studies (see Sect. 8.4) and electrodes in flow-through
cells, in particular in clinical analyzers (see Sect. 8.5), are often of the conven-
tional type, although solid-contact setup (see Sect. 8.2) appears more promising for
these miniature devices.

Conventional ISEs contain an internal solution. This can be an ordinary liquid
solution or a gel. For stable and reproducible electrical potential at the interface
between the membrane and the internal solution, the latter must contain the ion to
which the membrane is selective. For instance, for a glass pH electrode, this must
be H+; for a Pb2+ crystalline electrode, this is Pb2+; for a K+ and NO3

- polymeric
electrodes, these are K+ and NO3

-, etc.
The membrane and the internal solution are ionic conductors, while the wire is

electronic conductor. For a reversible transduction from the ionic conductivity in
the internal solution to the electronic conductivity in the wire, an internal electrode
is needed. To this end, one can use well-known classical first- and second-kind
electrodes, as well as RedOx electrodes. Most often, a second-kind electrode, in
particular—Ag/AgCl, is used as the internal electrode in the conventional ISEs.
Then, the internal solution must also contain Cl- ions. For the above listed

K. N. Mikhelson, Ion-Selective Electrodes, Lecture Notes in Chemistry 81,
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examples, the most typical internal solutions are as follows: 0.01 M HCl,
0.0001 M PbCl2, 0.01 M KCl, and 0.01 M NaNO3 ? 0.01 M NaCl, respectively.
Potassium ion is controlled mostly in clinical and agricultural samples where the
concentration of the target ion is relatively high (about 4.5 mM in blood and up to
0.1 M in carrot juice). Nitrate is measured predominantly in agriculture (e.g., in
fertilized soils) and in some polymer production. The target ion concentrations in
the samples are rather high. Therefore, the internal solutions in the respective ISEs
contain high concentrations of the analyte ions. Lead-selective ISEs are mostly
used in environmental control where lead must be measured at trace levels;
therefore, the internal solution should not contain high concentrations of the target
ions (see also Sect. 7.2). Furthermore, complexing agents can be added for further
decrease in the analyte ion activity in the internal solutions in ISEs for trace
analysis.

Fig. 8.2 Left the Denver Instruments ISEs with crystalline membrane (M), PVC membrane (N),
and glass membrane (O). Right the Thermo Fisher ISEs
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Fig. 8.1 Schematic sketch of a conventional ISE (left) and a solid-contact ISE (right)
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Internal solutions often contain some other additives, for example, to prevent
freezing during electrode transportation in winter.

As example of the charge transfer in a conventional ISE, let us consider a K+

ISE filled with KCl solution and equipped with Ag/AgCl internal electrode, see
Fig. 8.3, top. Across the membrane/solution interface, charge is transferred by K+

ions. The respective exchange currents are high, securing the electrochemical
equilibrium at the interface [1, 2]. Within the internal solution, charge is carried by
K+ and Cl- ions. At the interface between the internal solution and Ag/AgCl
electrode, Ag atoms reversibly oxidize to Ag+ cations, producing electrons:
AgAg $ Agþ; aq þ e�; Ag. The silver cations with the chloride anions produce low-
soluble salt: Agþ;aq þ Cl�;aq $ AgCl #. Due to these reversible processes, the
activity of silver ions in solution is determined by the chloride activity:

aAgþ
aq ¼ SPAgCl

�
aCl�

aq ð8:1Þ

The internal Ag/AgCl electrode potential can be expressed as follows:

uAg=AgCl ¼ �
lAgþ

0; Ag � lAgþ
0; aq

F
� RT

F
ln

aAgþ
Ag

aAgþ
aq

¼ �
lAgþ

0; Ag � lAgþ
0; aq

F
� RT

F
ln

aAgþ
AgaCl�

aq

SPAgCl

ð8:2Þ

If the chloride activity is well above
ffiffiffiffiffiffiffiffiffiffiffiffiffi
SPAgCl

p
, the electrode potential is very

stable. This is why the concentration of Cl- ions in the internal solution must be
10-4 M or higher.
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Fig. 8.3 Charge transportation in a conventional K+ ISE (top) and a coated-wire K+ ISE
(bottom)
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In this way, in the conventional ISEs, the reversible charge transfer is arranged,
including the interface between ionically and electronically conducting phases.
When all reactions involved are fast, the electrode behaves as ideally non-polar-
izable. This is why the conventional ISEs, if properly maintained, show excellent
stability and reproducibility of the potentials. However, if electrode is not sealed
hermetically, the internal solution must be from time to time replaced with a fresh
portion.

8.2 Solid-Contact ISEs

8.2.1 Why Solid Contact?

It is difficult to make small-size conventional ISEs with internal solution and
internal electrode. This hinders the ISE application in small volumes which would
be especially advantageous for the analysis of clinical and biological samples.
Furthermore, the conventional construction is non-compatible with the modern
planar technologies. Therefore, for decades, researchers strived for the elimination
of the internal solution and the internal electrode and for the replacement thereof
with the so-called ‘‘solid contact’’.

The solid-contact ISEs (see Fig. 8.1, right) comprise of an electronically con-
ducting substrate covered with a transducer layer (see below) and a sensor layer
(still called membrane) on the top of the transducer layer. The substrate may be a
metal wire. In this way, it is possible to decrease the diameter of the ISE down to
0.6 mm and less. One can use a relatively large conducting plate as the substrate
and cover it with the transducer layer and then with the sensor layer. After that, the
three-layer construct can be cut into a number of pieces each being an individual
solid-contact ISE. The latter approach utilizes the advantages of the planar tech-
nology and promises mass production of low-cost sensors.

Elimination of the internal reference system and replacement thereof with a
solid contact appears a purely technical task. However, solving this task
encounters fundamental problems. So far, these problems are solved for glass and
crystalline electrodes and remain largely unsolved for polymeric membranes with
ionophores. From the practical point of view, these problems result in insufficient
long-term stability of the ISE potentials and in poor piece-to-piece reproducibility.

Since the interpretation of the measured signal—the EMF—relies on the cali-
bration, the stability of the calibration parameters ðE0 and SÞ over time directly
translates into the accuracy and the reliability of the analysis. Normally, the slope
value is stable whatever the ISE construction: conventional or with a solid contact.
However, the standard potentials of the solid-contact ISEs often change from day
to day in a chaotic way. This causes unpredictable parallel shifts of the calibration
curve, which, in turn, worsens the accuracy of the measurements. The low piece-
to-piece reproducibility within a series of replica electrodes, from the practical
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point of view, hinders the interchangeability of the ISEs. From the academic
viewpoint, it indicates the insufficient knowledge of the regularities governing the
electrode potential formation.

The ISE membrane is an ionic conductor, and the boundary potential at the
membrane/solution interface is a well-defined value determined by the equilibrium
distribution of ions between the phases. The substrate (a metal or a carbon-based
material) is an electronic conductor connected (via a wire) to the measuring
device. Therefore, the stability and reproducibility of the readings require a stable
electrical potential at the interface between the ionically conducting membrane
and electronically conducting substrate. This potential must be defined by a RedOx
reaction at the interface between these phases (like the oxidation and reduction of
silver in Ag/AgCl electrode). Furthermore, this RedOx reaction must be fast, and
the two phases must be buffered with respect to the reactant: to re-establish the
equilibrium in the case of some external perturbations [3]. Without a suitable
RedOx reaction, the interface is blocked: Ions are confined to the membrane, and
electrons cannot leave the substrate. Consequently, the interface between the
membrane and the substrate constitutes a capacitor and behaves as an ideally
polarizable electrode.1 A fortuitous tiny charge causes a significant change in the
potential of such an electrode.

8.2.2 Solid-Contact ISEs with Glass and Crystalline
Membranes

The problem of the stabilization of the potentials of the solid-contact ISEs with
glass and crystalline membranes has been solved successfully. The internal surface
of the glass membrane is covered by a metal alloy, containing small amount of the
respective alkali metal. The wire directly contacts the alloy. For instance, pH solid-
contact electrodes with membranes containing Li2O and a Sn alloy doped with Li
show excellent stability over time [4, 5]. The potential at the interface between the
membrane glass and the alloy is determined by the equilibrium of the oxidation/
reduction in Li: LiAlloy $ Liþ;glass þ e�;alloy. Thus, for these solid-contact ISEs, the
concept of the classical first-kind electrode is exploited. The piece-to-piece
reproducibility of these electrodes allows for factory calibration: The user gets the
calibration parameters from the manual, and these parameters retain their values
for years [4, 5].

1 Ideally polarizable electrode is an electrode characterized by the absence of net current
between the electrode surface and the electrolyte. Even tiny electric charge causes large change in
the potential (large polarization) of such an electrode. On the contrary, the potential of an ideally
non-polarizable electrode is virtually non-sensitive to any charge passed. The classical examples
of the ideally polarizable and ideally non-polarizable electrodes are, respectively, mercury and
platinum electrodes in a solution containing a RedOx couple.

8.2 Solid-Contact ISEs 139



The concept of the second-kind electrode is used as a basis for solid-contact
ISEs with crystalline membranes [6]. These membranes contain Ag2S or other
low-soluble salt AgX with X- = Cl-, Br-, J-, SCN-—in ISEs selective to the
respective anions. Electrodes selective to Cu2+, Pb2+, Cd2+, Ag+, Hg2+ contain
Ag2S and a sulfide of the respective metal. The internal side of the membrane is
covered with a thin layer (film) of vacuum-sputtered silver, and the wire is then
soldered to this silver layer. The RedOx equilibrium is established between Ag+

ions in the crystalline membrane and Ag atoms in the silver metal film. The solid-
contact ISEs with chalcogenide glass membranes are arranged in an analogous
way [7].

Detailed description of various solid-contact ISEs is presented in review papers
[8–10].

8.2.3 Ionophore-Based Solid-Contact ISEs Without
Transducer Layer

First attempts of making solid-contact ISEs with ionophore-based membranes
were undertaken in 1970s. These were Selectrodes [11, 12] and the so-called
coated-wire electrodes [13–15]. Selectrodes constitute porous graphite rods
impregnated with a liquid membrane cocktail (without polymer). In the coated-
wire electrodes, the membrane is deposited on the surface of a noble metal wire:
Pt, Au, Ag—by dipping wire into membrane cocktail. The electrodes of both these
types show practically the same working ranges and selectivities as conventional
electrodes with the same membrane compositions. However, the potentials of
these ISEs drift chaotically and relatively fast—up to 10 mV/h. The potentials of
replica electrodes prepared in exactly the same way sometimes differ in the range
of 20–100 mV.

The reason is that the membrane/graphite and membrane/wire interfaces are
blocked (see above), and the respective potential is sensitive to even small acci-
dental charges. This sensitivity is inversely dependent on the capacity of the
interface:

du ¼ C�1dQ ð8:3Þ

Here, C is the capacitance and dQ is the accidental charge. This simple equation
shows that increasing the capacitance, that is, by increasing the area of the contact,
allows for some stabilization of the potential.

In reality, the membrane/graphite and membrane/metal interfaces are partly
unblocked by oxygen and other RedOx agents penetrating through the membrane.
The oxygen-induced RedOx processes provide for some stabilization of the
potential so that the calibration parameters retain their values for some time (about
one hour) [16, 17]. It was reported on the dependence of the coated-wire electrode
potentials on the oxygen partial pressure in the ambient air [17].
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The first-kind electrode concept is not promising for ISEs with the ionophore-
based membranes. These membranes sorb water from solutions. Furthermore,
water penetrates through the membrane and forms a thin layer on the metal sur-
face. The metal ion concentration in this aqueous layer is not stable, causing
instability of the electrode potential.

Grekovich suggested using the second-kind electrode concept. It was reported on
solid-contact ISEs for Cl-, Br-, and SCN- anions with high stability and repro-
ducibility of the potentials [18]. Membranes containing PVC, plasticizer (dibutyl
phthalate), and ion exchanger, TDAX tetradecyl ammonium salt (X- = Cl-, Br-,
SCN-), were deposited on the respective second-kind electrode: Ag/AgCl, Ag/
AgBr, or Ag/AgSCN. This approach is limited to anions producing low-soluble
silver salts.

8.2.4 Solid-Contact ISEs with Electron–Ion-Exchanger
Resins in the Transducer Layer

Doping the membrane with suitable RedOx agents may stabilize the solid-contact
ISE potentials. Then, however, the RedOx agents must be confined to the vicinity
of the electronic conductor. Otherwise, the ISE is sensitive to RedOx components
in samples. Stefanova therefore suggested the use of electron–ion-exchanger resins
EO-7 and EI-21 [19, 20]. The EO-7 resin constitutes a polymer with quinone–
hydroquinone functional groups. The EI-21 resin is a polymeric cation exchanger
with –SO3

- groups, containing Cu2+ counter-ions. Part of Cu2+ is electrochemi-
cally reduced to Cu which forms tiny copper metal particles. The electrodes are
prepared by depositing the membrane cocktail containing also the resin and carbon
black on graphite substrate. After the evaporation of the cocktail solvent (THF), a
mixed-conducting layer forms on the top of the graphite rod. The ionic conduc-
tivity in this transducer layer is due to the presence of mobile ion-exchanger sites
(e.g., ClTPB-), ions, and charged ion–ionophore complexes. The electronic con-
ductivity is due to electrons in Cu metal particles and in carbon black. The sensor
membrane (without resin particles and carbon black) is deposited on the top of this
transducer layer. The scheme of a potassium-selective solid-contact ISE of this
type is shown in Fig. 8.4.

Ions K+ and R- move freely within the transducer layer, in the same way as in
the membrane. Between the membrane proper and the resin, ion-exchange equi-
librium is established: 2Mþ;membrane þ Cu2þ;resin $ 2Mþ;resin þ Cu2þ;membrane.
Together with RedOx equilibrium in the resin, Curesin $ Cu2þ;resin þ 2e�;resin,
these processes ensure reversible transduction from ionic to electronic conduc-
tivity. Carbon black plays a dualistic role: connecting the resin particles with one
another and with the substrate and increasing the capacitance of the interface
between ionically conducting and electronically conducting phases. This mixed-
conducting layer works as transducer from ionic to electronic conductivity.
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Solid-contact ISEs for K+, Na+, NH4
+, Ca2+, NO3

-, CO3
2- ions with EI-21 resin

in the transducer layer are much more stable than the analogous Selectrode or
coated-wire ISEs. The electrode potentials in control solutions retain values with-
in ±1–2 mV during several days. However, periods of stability alternate with
sudden potential jumps in 2–5 mV within a few hours. The most probable reason for
these jumps is extraction of some RedOx agents from samples. These agents diffuse
across the membrane and reach the transducer layer with RedOx-sensitive com-
ponents after a few days. At this time, the potential undergoes sharp change [21].

8.2.5 Solid-Contact ISEs with Conducting Polymers
in the Transducer Layer

Conducting polymers (CP) appear very promising for the stabilization of the solid-
contact ISEs potentials. Most of the conducting polymers are p-type semicon-
ductors when oxidized and doped with anions to maintain the macroscopic elec-
troneutrality. There are, however, also n-type CPs doped with cations. Thus, the
doping/de-doping reaction is coupled with oxidation/reduction of the polymer. In
this way, CPs work as transducers from ionic to electronic conductivity. Most
popular CPs used in solid-contact ISEs are polythiophenes: polytrioctylthiophene
(POT), polyethylenedioxythiophene (PEDOT), polyaniline (PANI), and polypyr-
role (PPy). All these CPs belong to the p-type semiconductors.

Thorough discussion of the advantages and limitations of various CPs for the
solid-contact ISE purposes is presented in Bobacka et al. [8]. The oxidation
potential of POT is too high, and therefore, its oxidation degree is too low under
normal conditions. Therefore, its conductivity and RedOx capacity are also low.

Cu Cu2+ + 2e-

Sample Membrane

K+

Cl-

K+

K+
K+

Graphite

e-

Transducer layer

e-

CuQ2+2K+ 2KQ + Cu2+

CuQ2
CuQ2

e-

R-

Fig. 8.4 Scheme of solid-contact ISE with EI-21 resin in the transducer layer. Q- is the anionic
functional group in the resin. Carbon black suspension is shown with gray dots
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Oxidized PEDOT, PANI, and PPy are stable under normal conditions; these CPs
have high RedOx capacity and, consequently, less sensitive to external RedOX
agents. However, CPs, especially PANI, are sensitive to pH. Therefore, oxygen,
CO2, and even water may cause changes in the oxidation state of CPs. This is one
of the reasons why the potentials of solid-contact ISEs are not as stable as one
could expect. Lindfors [22] studied the light sensitivity of the solid-contact ISEs
potentials with PPy, POT, PEDOT, and PANI in the transducer layer. ISEs with
POT showed highest and those with PPy, the lowest sensitivity to light [22].

Scheme of a potassium-selective solid-contact ISE with a p-type conducting
polymer in the transducer layer is shown in Fig. 8.5.

Many inorganic ions [8, 23, 24], ionic surfactants [25], and polyions [26] are
measured with solid-contact ISEs containing CPs in the transducer layer. Using
CPs, it is possible to make very small ISEs, for example, within a syringe needle
[27] or even microelectrodes for measurements within a living cell [28]. It is also
possible to avoid metal or carbon substrate: Full-plastic ISEs for K+ and Ca2+ ions
were described by Michalska and Maksymiuk [29].

8.2.6 Influence of Water Uptake on the Stability
of Solid-Contact ISEs

Although conducting polymers and ion-to-electron-exchanger resins provide for
reversible transduction from ionic to electronic conductivity, solid-contact ISEs
with ionophore-based membranes are not as stable as electrodes with glass and
crystalline membranes. A significant difference between these types of ISEs is the
ability of polymeric membranes to sorb water. Water in membranes is present in
significant quantities and forms aggregates with different sizes and diffusion
coefficients [30–34]. Water uptake is strongly dependent on the nature of the
polymer; POT sorbs much less water than plasticized PVC [34]. Furthermore,

Conducting 

polymer

R-
R-

Sample Membrane

K+

R-Cl-

K+

K+
K+

Electronic 

conductor

e-

e-

Q + R- Q+ R- + e-

Fig. 8.5 Scheme of solid-contact ISE with a p-type conducting polymer in the transducer layer
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water forms a continuous layer with the thickness of about 10 nm in between the
membrane and the transducer layer [34–37]. Thus, an internal aqueous solution
spontaneously forms in solid-contact ISEs with polymeric membranes. The vol-
ume of this solution does not exceed 0.05 ll, and therefore, its composition,
although with some delay, strongly depends on the ambient conditions due to
diffusion of electrolytes across the membrane. Therefore, the presence of the water
layer worsens the stability of solid-contact ISEs.

Test for the presence of water layer was proposed in Fibbioli et al. [38]. The
idea of the test is as follows. Let us have an ISE for I+ ions in contact with IX
electrolyte solution for some time. Then, we replace the IX solution with a JX
solution, and J+ ion is discriminated by the membrane. The potential of an elec-
trode without water layer drops fast into the negative direction and maintains a
stable value. When this electrode is removed from JX solution and placed back
into IX solution, the potential returns to its initial value, like shown in Fig. 8.6,
solid line. If a water layer is present, J+ ions diffuse through the membrane to the
water film, and I+ ions diffuse from the film to solution. This results in depletion of
the water layer in I+ ions, while the solution in the utmost vicinity of the membrane
also contains I+ ions. Therefore, when such an ISE is immersed into JX solution,
the potential drifts to more positive direction. When the ISE is placed back into IX
electrolyte, the potential shows an overshot because the water layer is depleted in
I+ ions, and then, the potential drifts to the initial value, see Fig. 8.6, dotted line.

In order to avoid the formation of the water layer, the water uptake must be
reduced by decrease in the plasticizer content in membrane [39] or by replacement
PVC with another polymer. It is also advisable to increase the hydrophobicity of
the transducer layer and the substrate. To this end, very useful are dispersed carbon
materials like carbon nanotubes [40, 41] and porous graphite [42, 43].

Time

EMF

In IX 

solution

In JX solution Back in IX 

solution

Fig. 8.6 Scheme of the
water layer test. Solid line
refers to an ISE without water
layer, dotted line—with water
layer
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8.3 Combination Electrodes

Combination electrodes constitute an ISE and a reference electrode (RE) combined
in one body. The constructions of REs are discussed in detail in Sect. 9.1. A
schematic sketch of a combination electrode is shown in Fig. 8.7. The body contains
two compartments: for the ISE and for the RE; often, these are two coaxial cylin-
ders: inner cylinder for the ISE and the room between the cylinders—for the RE.
The ISE is in contact with the sample or calibrator solution through the membrane.
The role of the liquid junction plays a frit made of a porous ceramics or glass.

Combination electrodes are convenient in use, especially if only one ion must
be controlled. It is not advisable to have several combination electrodes in one
sample beaker because of the increased contamination of the sample with elec-
trolytes from the REs. Therefore, if a number of ions must be measured in the
same sample, it is better to use ordinary ISEs and an ordinary RE.

8.4 Micro-ISEs for Cellular Studies

Microelectrodes are used for measurements of ion concentrations in living cells.
Obviously, these electrodes must be very small and therefore constitute glass
capillaries, containing liquid membrane compositions in tip. Scheme of a micro-
electrode is shown in Fig. 8.8.

The tip diameter is about 0.5–5 mcm. Because of high resistivity, polymeric
membranes are not suitable for microelectrodes. Furthermore, in order to increase

Frit

RE internal 

electrode

RE internal 

solution

ISE membrane

ISE internal electrode

ISE internal solution

Body

Fig. 8.7 Scheme of a
combination electrode

8.3 Combination Electrodes 145

http://dx.doi.org/10.1007/978-3-642-36886-8_8_9


the dissociation degree of electrolytes in membrane, polar solvent oNPOE (see
Sect. 4.3) predominates among other solvents used with ionophore-based mem-
branes. From the manufacturing point of view, it is also necessary to use liquid
membranes in microelectrodes because these are prepared by sucking the mem-
brane composition into the capillary. Capillaries must be hydrophobic to avoid
water leak between the membrane phase and glass. Thereto, the tip is silanized.
Microelectrodes fundamentals and practice are thoroughly described by Ammann
[44].

8.5 Flow-Through ISE Cells

Many applications of ISEs suggest measurements in flow. For instance, electrodes
may be placed into a bypass in an industrial process. Application of ISEs for
clinical analysis also requires flow-cells to decrease consumption of samples and
also enhances the reliability of the measurements. This is often achieved by
alternating samples and calibrators, and for this task, measurements in flow-cells
are superior to those in beakers. A typical example of flow-through ISEs and
assembled flow-cell for clinical analyzer is shown in Fig. 8.9, left.

In the electrode bodies are two channels: vertical channel for the membrane and
internal reference system and horizontal channel for samples and calibrators. Once
the cell is assembled, sample/calibrator channels of individual electrodes make a
channel across the whole cell like shown in Fig. 8.9, right. Normally, 30–100 ll of
sample or calibrator is enough to measure concentrations of several ions using a
flow-through cell like shown in Fig. 8.9.

Glass capillary

Tip

O 0.5 – 5 mcm

Ion-selective liquid

composition

Internal electrode

Internal solution

Fig. 8.8 Scheme of a
microelectrode
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Chapter 9
The Basics of the Routine Analysis
with ISEs

9.1 Reference Electrodes

It is not possible to measure a single electrode potential. Therefore, all electrode
potentials are measured against some reference electrode (RE), and the respective
EMFs are used for further processing. The primary RE which is supposed to have
zero potential at all temperatures is the so-called standard hydrogen electrode.
This is a piece of platinum with rough surface, immersed into acidic solution, and
gaseous hydrogen is bubbling through the solution. Platinum works as catalyst for
hydrogen oxidation reaction which takes place on the platinum surface:

H2
Pt $ 2Hþ;aq þ 2e�

The respective potential depends on the pH and also on the hydrogen partial
pressure:

u ¼ u0 � RT
F

pH� RT
2F

ln pH2 ð9:1Þ

Thus, the primary reference for all potentiometric measurements is the potential
of the hydrogen gas electrode immersed into solution with pH = 0, at pressure of
1 atm.

In practice, this electrode is inconvenient and therefore replaced in routine
measurements with a suitable secondary RE. Earlier, calomel electrode, Hg/
Hg2Cl2 in saturated KCl, was often in use. However, given its toxicity, mercury
must be avoided, if possible. Therefore, most frequently used is silver chloride
electrode (Ag/AgCl) immersed into 3 M KCl solution. This solution is connected
with sample or calibrator via salt bridge. In the so-called single-junction REs, the
bridge is filled with the same solution as that in the RE, for example, 3 M KCl. If
the contamination of the sample with K+ and/or Cl- ions is of no importance for
the results, a single-junction RE schematically shown in Fig. 9.1 is a suitable
choice.

In many cases, the contamination of samples with K+ and Cl- ions from the salt
bridge may bias the results. Then use of the so-called double-junction RE is
preferable. A scheme of a double-junction RE is shown in Fig. 9.2. This kind of

K. N. Mikhelson, Ion-Selective Electrodes, Lecture Notes in Chemistry 81,
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REs consist of two bodies one inside another one, making two chambers. The inner
chamber is equipped with an electrode, most commonly—Ag/AgCl and filled with
3 M KCl. The inner reference solution is connected with the outer chamber via
inner salt bridge made of a suitable porous material. The outer chamber is filled
with electrolyte consisting of ions different from those to be measured. In this way,
it is possible to avoid the errors caused by the contamination of sample or cali-
brator with ions leaking from the reference chamber. The most common choice for
the electrolyte in the outer chamber is 1 M LiCH3COO. Thus, there are two liquid
junctions between KCl and LiOAc and between LiOAc and sample solution.
Besides silver chloride RE, a large variety of REs are known. Detailed description
of various REs is presented in classical book by Ives and Janz [1] and in
Cammann’s book [2].

There are reports on solid-contact REs without liquid junction, for detailed
review see [3]. However, this technology is in early stage of development and will
not be discussed here.

9.2 Instrumentation for the Measurements with ISEs

In principal, measurements of EMF require a voltmeter. However, ordinary volt-
meters are not suitable for ISEs. This is because ion-selective electrodes, espe-
cially those with glass membranes have high electrical resistance, up to 108 Ohm.
Therefore, measurements with ISEs require pH- or ionometers: high-precision

Cable

Body (chamber)

Ag/AgCl electrode

Reference solution (3 M  KCl)

Salt bridge

Liquid junction

Fig. 9.1 Schematic design of a single-junction reference electrode (left) and Thermo-Fisher
sure-flow reference electrode (right)
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voltmeters with high input impedance. To elucidate the need of high input
impedance, let us discuss a fictitious circuit shown in Fig. 9.3. Let us assume that
the measuring instrument is an ideal voltmeter, that is, with infinite resistance,
while the resistance of the real (non-ideal) instrument equals Rinput and is con-
nected in parallel to the ideal voltmeter and to the galvanic cell. The signal
registered by the instrument equals the potential drop on Rinput that is,
Umeasured ¼ IRinput. On the other hand, Egc—the EMF of the galvanic cell, is the
sole source of I—the current in the circuit. The current flows through Rinput and
Rgc, the latter is the own resistance of the cell. These resistances are connected in
series, so current is I ¼ Egc

�
Rinput þ Rgc

� �
. This means that the measured signal

relates to the EMF as follows:

Umeasured ¼ EgcRinput

�
Rinput þ Rgc

� �
ð9:2Þ

In other words, the signal registered by the instrument approaches the EMF if
Rinput � Rgc. In turn, the resistance of the cell is determined by the resistance
of the ISE membrane because all other parts of the cell are low-resistant.

Cable

Outer body (outer chamber)

Inner body (inner chamber)

Ag/AgCl electrode

Inner reference solution (3 M KCl)

Inner salt bridge

Outer reference solution
(1 M LiCH3COO)

Outer salt bridge

Inner liquid
junction

Outer liquid junction

Fig. 9.2 Schematic design of
a double-junction reference
electrode

GC

R input

Galvanic cell

Ideal voltmeterFig. 9.3 Fictitious electrical
circuit with a galvanic cell
and an ideal voltmeter
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The deviation of the registered signal from the EMF depends on the Rinput

�
Rgc

ratio. If this ratio equals 102, the measured signal is about 1 % less than the EMF;
if it is 103, then the loss equals 0.1 %, etc.

Having high input resistance is necessary also for another reason: to maintain
low currents during measurements, so that electrodes are not polarized. Modern
pH- and ionometers (see Fig. 9.4 for some examples) have input impedances of
1014 Ohm and higher, and therefore, the registered signal equals the EMF of the
cell, and electrodes are not polarized because of the measurement.

9.3 Direct Potentiometry with ISEs, Calibrators,
and Buffer Solutions

The direct potentiometry assumes measurements of the EMF when the ISE and RE
are in contact with non-perturbed (native) sample. Respectively, the interpretation
of the data relies on the calibration curve plotted against the activity of the analyte
ion. The EMF readings therefore deliver information on the activity of the analyte,
not on its concentration. Sometimes, this is very advantageous. For instance,
calcium ion activity is of higher importance for diagnostic purposes than the total
calcium concentration [4]. In most practical applications, however, the users wish
to know the free analyte ion concentration or the total content of the analyte rather
than the activity. The relation between the concentration and the activity of species
is given by the Debye–Hückel theory (see Sect. 2.5). This allows for the calcu-
lations of ion activities in calibrators (standard solutions) prepared by the user or
supplied by the ISE manufacturer. The critical issue here is the knowledge of the
ionic strength of the calibrator. Since the composition of an artificial solution is,
obviously, known, the ionic strength is also known and can be calculated with

Fig. 9.4 Some examples of modern measuring devices. Left ordinary pH meter with a glass pH
electrode and a reference electrode; middle titrator with electrodes to control the titration process;
right multichannel EMF measuring station: the potentials of up to 16 ISEs can be measured
simultaneously
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Eq. (2.42) except of weak electrolytes present in the solution. Thus, the activity of
the analyte ion in calibrators is known, and this allows for plotting the calibration
curve. The values of aKjel, the Kjelland parameters needed for these calculations,
are summarized in Table 9.1.

The ionic strength of samples is, typically, not known although it sometimes
can be estimated by, for example, the conductivity measurements of the samples.
This is why the inverse task, the calculation of the concentration on the basis of the
activity data obtained from the ISE, is not executable.

The practical approach here is as follows. Since samples to be analyzed, nor-
mally, belong to certain type—blood, blood serum, or some industrial solutions,
etc., the so-called typical ionic strength of each particular type of samples is
approximately known. Calibrators, therefore, must mimic this particular type of
samples having the same ionic strength. Then the activity coefficients are the same
in all calibrators and in samples of this particular type. The target analyte content
in calibrators must cover the whole possible range of the respective concentrations.
Since activity coefficients are constant, the calibration curve can be plotted against
log of concentration, and the EMF readings in samples directly show the sought
free analyte ion content. As most simple example, below are presented calibrators
for the measurements of potassium in blood serum with K+-ISE. These are three
mixed solutions, all having the same ionic strength: J ¼ 150 mM. Solution #1
contains 2 mM of KCl and 148 mM NaCl, #2 is 4.5 mM KCl ? 145.5 mM NaCl,
and #3 is 10 mM KCl ? 140 mM NaCl. The K+ ion concentrations in these
simple calibrators cover the physiologically relevant range, and the span of the
values is enough for the calibration of the ISE.

Ion activity coefficients can be calculated using equations below [Eqs. (2.42)
and (2.44) are presented here for the reader convenience]:

Table 9.1 Kjelland parameter values (according to [9])

Ion aKjel

H+ 9
Li+ 6
Rb+, Cs+, NH4

+, Tl+, Ag+ 2.5
K+, Cl-, Br-, I-, CN-, NO2

-, NO3
- 3

OH-, F-, SCN-, NCO-, HS-, ClO3
-, ClO4

-, BrO3
-, IO4

-, MnO4
- 3.5

Na+, CdCl+, ClO2
-, IO3

-, HCO3
-, H2PO4

-, HSO3
-, H2AsO4

- 4.5
Hg2

2+, SO4
2-, S2O3

2-, SeO4
2-, CrO4

2-, HPO4
2- 4

Pb2+, CO3
2-, SO3

2-, MoO4
2- 4.5

Sr2+, Ba2+, Cd2+, Hg2+, S2-, WO4
2-, Fe(CN)6

4- 5
Ca2+, Cu2+, Zn2+, Sn2+, Mn2+, Fe2+, Ni2+, Co2+ 6
Mg2+, Be2+ 8
PO4

3-, Fe(CN)6
3- 4

Al3+, Fe3+, Cr3+, La3+, Ce3+ 9
HCOO-, Citrate- 3.5
Acetate-, Cl-acetate-, (CH3)4N+, (C2H5)2NH2

+, Citrate2- 4.5
Cl3-acetate-, (C2H5)3NH+, Citrate3- 5
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The adjustment of the ionic strength is a common approach in measurements
with ISEs. Total ionic strength adjustment buffer (TISAB) was invented first for
measurements of F- [5]. The buffer contains acetic acid, NaCl, sodium citrate, and
water. By adding NaOH, the pH is adjusted at 5.5—to prevent interference from
hydroxyl ions. The ionic strength of the buffer is high enough, so samples diluted
1:1 with the buffer have a constant ionic strength. Furthermore, fluoride bound
with iron and aluminum gets free and forms citric complexes. Therefore, the
fraction of the free F- anions is always the same. In this way, it is possible to
calibrate the ISE and then measure total fluoride in samples. Various modifications
of TISAB are described in [6].

There is a large number of pH buffers: traditional buffers based on mixtures of
weak inorganic or organic acids and NaOH: citrate, acetate, phosphate, borate
buffers. The pH of biological samples is normally adjusted at pH 7.4 with phos-
phate buffer saline, containing 137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4

� 2H2O, and 2.0 mM KH2PO4. Morpholine acids are also widely used to prepare
buffers for clinical and biological studies.

Metal buffers for calibrators of ISEs selective to heavy metals in industrial and
environmental applications are typically based on EDTA, NTA, and other similar
agents.

Buffers are commercially available and their handling is described in manuals,
so we do not go into further details discussing buffers here.

9.4 Standard Addition Methods, Potentiometric Titration
with ISEs

Standard addition, standard dilution, and titration methods are thoroughly dis-
cussed by Cammann [2] and by Koryta and Stulik [7]. The basics of these methods
obviously remain the same in spite of the progress in the ISE technology.
Therefore, here, we discuss these issues only briefly.

Addition/dilution and titration methods are advantageous because allow for
circumventing the problems of the unknown activity coefficients and even of
partial complexation of the analyte. Titration methods, especially the Gran method
[8], deliver more accurate results than the direct potentiometry. On the other hand,
only the direct potentiometry allows for the continuous monitoring without per-
turbation of the sample composition.

Let us assume that we have an unknown sample: c the activity coefficient of the
analyte is not known, furthermore, only b fraction of the analyte is present as free
ions. Thus, the free target ion activity in the sample is a ¼ Cionizedc ¼ Ctotalcb. The
respective EMF value is
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E1 ¼ E0 þ S log anative ¼ E0 þ S log Ctotal þ S log cþ S log b ð9:3Þ

Now, we add DCtotal—a known total quantity of the target ions (as a suitable
electrolyte). The EMF value is as follows:

E2 ¼ E0 þ S log aprocessed ¼ E0 þ S log Ctotal þ DCtotal
� �

þ S log cþ S log b ð9:4Þ

Now, for the total concentration of the analyte in the native sample, we have

Ctotal ¼ DCtotal
.

10
E2�E1

S � 1
� �

ð9:5Þ

The critical issue in this procedure is the constancy of c and b values. There-
fore, the added quantity of the analyte must be small. On the other hand, a too
small addition causes a too small effect in the EMF, so that the accuracy of the
result is low. Normally, it is necessary to make a few trials and find DCtotal value
which gives the EMF effect of about 10 mV.

There are situations when we do not know whether the calibration parameters in
an unknown sample are the same as in standard solutions. For whatever reason, E0

may be shifted, and S may be sub- or super-Nernstian. Under these circumstances,
the double-addition method helps. This method, however, suggests
Cionized ¼ Ctotal:1 The EMF when the ISE and the RE are immersed into the native
sample is

E1 ¼ E0 þ S log cþ S log C ð9:6Þ

Here, E0; S are not necessarily the same as in simple standards and therefore
considered unknown. After addition of the DC of the analyte, the EMF is

E2 ¼ E0 þ S log cþ S log C þ DCð Þ ð9:7Þ

The second addition of the same DC results in:

E3 ¼ E0 þ S log cþ S log C þ 2DCð Þ ð9:8Þ

Now, we have equation which does not contain the unknown E0; S values:

E3 � E1

E2 � E1
¼

log Cþ2DC
C

log CþDC
C

ð9:9Þ

This equation can be solved by iteration procedure; the most efficient is the
bisection method.

The advantage of the potentiometric titration is low sensitivity to the ISE
calibration parameters. Example of potentiometric titration curves is shown in
Fig. 9.5 The curves refer to titration of analyte A with titrant B, and the AB

1 Cammann [2] describes the double-addition method for solutions with Cionized ¼ bCtotal: It is,
however, doubtful whether b remains constant when more than one addition is made.
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complex formation constant is 104 M-1. The analyte concentration is 0.01 M, and
the concentration of the titrant is 0.001 M. Thus, the equivalent volume is 10 ml.
The calibration parameters of the ISE used for the titration are shown in the figure
capture. One can see that the location of the inflexion point (equivalent point) is
the same whatever the standard potential and whatever the ISE slope. However,
sub-Nernstian slope results in worsened accuracy.

The Gran titration method [8] is based on the Nernst equation rewritten as

E
�

S ¼ E0
�

Sþ log aI ð9:10Þ

This immediately results in linear equation:

10E=S ¼ 10E0=S þ aI ¼ Constþ aI ð9:11Þ

Figure 9.6 illustrates the method. The data refer to the titration procedure
shown in Fig. 9.5, curve 1. The EMF values are shifted 200 mV up to prevent
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negative values under logarithm. One can see that the linearity is excellent in the
beginning of the titration procedure, and the extrapolation to 10E=S ¼ 0 does give
the equivalence point.

Thus, the Gran method secures better accuracy of the results than the search for
the inflection point in the ordinary titration curve. Furthermore, the 10E=S data in
the linear part of the Gran plot refer to relatively high concentrations of the
analyte—far from the detection limit of the ISE. This is in contrast with use of the
ordinary titration curve: close and after the equivalence point, the curve can be
distorted because the analyte concentration is below the ISE detection limit.
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