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Preface

Recent Methodology in Chemical Sciences provides an eclectic survey of contemporary 
problems in experimental, theoretical, and applied chemistry. This book covers recent 
trends of research in different domains of chemical sciences.

In Chapter 1, the effect of the size of a Schiff base complex on the interradical 
distance and the subsequent spin-flipping tendency are examined. The structures of 
Schiff base copper complexes can be tuned to design site-specific electron transfer 
along with the magnetic field effect and DNA hopping phenomena by modulating 
DNA base dynamics and selective synthesis, which are very much functional in DNA 
technology.

In Chapter 2, the synthesis of a new water-soluble single- and double-chain sur-
factant–cobalt (III) complex is reported. The structural features are characterized by 
different modern spectroscopic techniques. Observed parameters of this report nicely 
explain different interaction processes of single- and double-chain systems. The con-
formational and environmental change of instant compound is also reported.

Chapter 3 is a review of chemoselective techniques of spiro heterocycles invoking 
1,3-dipolar cycloaddition reaction. Dandia et al. have mentioned in this chapter the 
advantages of selective synthesis of various spiro heterocyclic compounds and empha-
sized their recent works in this particular domain.

A one-pot multicomponent synthetic procedure of novel heterocyclic framework 
is presented in Chapter 4. The yield of this cycloaddition reaction proves its efficacy. 
To explore stereochemical features of this synthetic process, a theoretical study in 
terms of density functional theory (DFT) has been performed.

In Chapter 5, the importance and wide range of plasma chemistry have been de-
picted. Several spectroscopic techniques have been discussed to explore the various 
basic plasma parameters. The accuracy of spectral techniques always depends on the 
availability of establishment of equilibrium as well as available atomic data.

In Chapter 6, the novel strategy of synthesis of b-carboline derivatives has been re-
ported. This methodology is useful for large-scale preparation of instant compounds. 
The authors have mentioned further exploration of carboline derivatives on the basis 
of the reported method.

In Chapter 7, an overview of different application strategies of treatment on cotton 
textile is reported. Cotton is a soft, fluffy natural vegetable fiber with great economic 
importance as a raw material for textile. Since plasma exposure of polymers enhances 
its surface properties without altering bulk properties, the pretreatment and finishing 
of textile fabrics by plasma received enormous attention as a solution for environmen-
tal problems of textiles.



In Chapter 8, utilization of 1-butyl-3-methylimidazolium fluoride[bmim] F as an 
activator of the organosilanes with simple handling, storage, and workup in contrast 
to traditional fluorine source such as tetrabutylammonium fluoride (requisite for Hi-
yama coupling) is reported.

Acyclic and macrocyclic Schiff-based chelating ligands for uranium ion (UO2+) 
complexation are reported in Chapter 9. Schiff-based chelators can form stable non-
toxic complex with uranyl ion. Supramolecular chemistry of Schiff base ligands and 
their reduced homologs is rapidly growing due to a wide range of complexation.

A study of effluent from dyeing and the influence of operational parameters on 
eliminating Azo dyes from textile effluent by advanced oxidation technology are re-
ported in Chapter 10. The effect of various parameters on the photocatalytic degrada-
tion of commercially available textiles’ azo dye in aqueous heterogeneous suspension 
has been studied.

The effect of PGRs in in vitro callus culture for production of secondary metabo-
lites is reported in Chapter 11. The study was conducted to explore the hidden poten-
tial of natural products synthesized in the medicinal plant Tinospora cordifolia.

In Chapter 12, a vivid description of the DFT has been given. DFT is the com-
putationally cost-effective solution for higher-level computation on relatively large 
systems. Applications of DFT associated with approximate functionals significantly 
improve the performance of theoretical computation over a wide realm chemical sci-
ence. In this review article, the author has nicely explained the theory, improvement of 
methodologies, and applications of DFT in the real field.

A review of asbestos carcinogenicity and its bioremediation is reported in Chapter 
13. Detailed insight into the carcinogenic effects of asbestos is envisaged by studies 
on animal models along with some of the probable detoxification or bioremediation 
strategies have been reported in the review.

In Chapter 14, the causes and mechanism of aluminum corrosion and its subse-
quent prevention have been mentioned. In this article, the use of eco-friendly inhibi-
tors on corrosion protection of aluminum has been emphasized. These inhibitors are 
organic compounds that are absorbed on metallic sites to prevent corrosion. All the 
inhibitors discussed in this article are nontoxic in nature.

A synthetic technique of vertically aligned carbon nanotubes has been reported 
in Chapter 15. This method invokes simple pyrolysis without any predeposition of 
catalyst particles. The authors have claimed their reported synthetic process as simple 
and economic.

The wide range of applications of electrochemical process in machining is a well-
known fact. This process has gained importance due to its promising commercial utili-
zation in manufacturing sector. The commercial terminology of this process is referred 
as electrochemical machining. In Chapter 16, a brief review has been described on this 
particular process. This article has depicted the details of principle of process, process 
capability, and modern-day applications.

xiv | Preface



Applications of mathematical aspects in different chemical equations have been 
discussed in Chapter 17. Mathematical chemistry is an important domain in the 
chemical sciences, and it carries a long history behind it. In this report, the authors 
have tried to explore different mathematical techniques in explaining simple chemical 
equations.

Quantitative structure–activity relationship (QSAR) is an emerging field of re-
search in the domain of drug-designing processes. This popular attempt has a wide 
range of industrial applications. In Chapter 18, a review of different QSAR techniques 
has been presented. The authors have tried to jot down several theoretical QSAR 
methodologies and their applications in the real field.

In Chapter 19, the authors have described the toxic effects of lead in a lucid man-
ner. Adverse effects of lead metal and its mechanistic pathway on living systems have 
been mentioned in this article. The impact of flavonoids on human health is also dis-
cussed in this article. Nowadays, this organic compound is very popular due to its 
many fold applications. Structural features of flavonoids have been also described here.

In Chapter 20, a theoretical analysis on bimetallic nanoalloy clusters has been stud-
ied invoking DFT methodology. In this study, the authors have employed several con-
ceptual DFT-based descriptors to correlate experimental properties of Ag–Au alloy 
with theoretical counterparts. A nice qualitative correlation is reported in this survey.

In Chapter 21, a review article is been presented on pesticide residues in vegetables 
and fruits in India. The study reveals the flaws of several analytical techniques used 
in identification of pesticide residues. The authors also have highlighted the features 
of ultra-performance liquid chromatography–time-of flight mass spectrometry in the 
domain of pesticide residue analysis on the basis of its high sensitivity and selectivity.

Preface | xv
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CHAPTER 1

Magnetic Field Effect on Photoinduced 
Interactions: Its Implications in 
Distance-Dependent Photoinduced 
Electron Transfer Between CT-DNA 
and Metal Complex

Banabithi Koley Seth and Samita Basu*
Chemical Science Division, Saha Institute of Nuclear Physics, 1/AF Bidhannagar, 
Kolkata, India
*Email: samita.basu@saha.ac.in
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ABSTRACT

The steady-state and time-resolved absorption and fluorescence help to identify the 
steady-state products and transient intermediates, respectively, generated through 
photoinduced electron transfer (PET), which may be one of the plausible phenom-
ena in drug–protein/DNA interactions. However, the importance of application of 
low magnetic field of the order of 0.01–0.02 T lies in its ability to identify initial spin 
state, one of the deciding factors for ultimate product formation, as well as to assess 
the intermediate distance in geminating spin-correlated radical ion pairs/radical pairs 
produced as transients, an useful technique to study “distance-dependent” interac-
tions in biomacromolecules. We have synthesized and studied five new copper(II) 
Schiff base complexes with differently substituted heterocyclic ligands, [CuL1]·2ClO4, 
[CuL2]·2ClO4, [CuL3]·2ClO4, [CuL4]·2ClO4, and [CuL5]·2ClO4, among which the 
first two metal complexes with N2O2 donor set of atoms and the other three metal 
complexes with N4 donor set of atoms with different aliphatic substitutions, to under-
stand their effect on interaction with calf thymus DNA (CT-DNA). Laser flash pho-
tolysis coupled with an external magnetic field has helped to assess the efficiency of 
PET from CT-DNA to the complexes. The possibility of PET in triplet state between 
CT-DNA and the metal complexes having N2O2 donor set of atoms, CuL1 and CuL2, 
is insignificant due to the presence of oxygen as ligand atom. However, the other three 
complexes with N4 donor set atoms undergo PET with CT-DNA. The extent of PET is 
much more prominent with pyrrole containing complexes, CuL4 and CuL5, compared 
to pyridine-substituted complex, CuL3. The increase in the yield of radical ions in the 
presence of magnetic field depicts the initial spin correlation of the geminate radical 
ion pair as triplet. The difference between experimental and calculated B1/2 values that 
determines the extent of hyperfine interactions present in the system is much higher 
for unsubstituted pyrrole copper complex, CuL4, compared to the substituted one, 
CuL5, since the former due to its smaller structure can approach DNA with greater 
proximity which leads to much more “through-space” hole hopping for intrastrand 
and interstrand DNA bases. However, the superexchange interaction, which reduces 
the hole-hopping rate on increasing the size of the nucleobases’ bridge, becomes much 
more prominent leading to a decrease in experimental B1/2 value for methyl-substitut-
ed pyrrole–DNA system.

1.1 INTRODUCTION

Conventional spectroscopic techniques such as UV–visible (UV–vis) absorption, 
fluorescence, and circular dichroism used in the study of drug–protein/DNA interac-
tions can yield useful information about ground-state and excited-state phenomena. 
However, photoinduced electron transfer (PET) may be a possible phenomenon in 
the drug–protein/DNA interaction, which may go unnoticed if only conventional 
spectroscopic observations are taken into account. Laser flash photolysis coupled with 
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an external magnetic field (MF) can be utilized to confirm the occurrence of PET and 
authenticate the initial spin states of the radicals/radical ions formed. Actually most of 
the photochemical and photobiological reactions involve radical ion pairs (RIPs) and 
radical pairs (RPs) as transient intermediates generated through PET and hydrogen 
abstraction or bond cleavage, respectively. Some of the UV–vis spectroscopic tech-
niques such as steady-state and time-resolved absorption and fluorescence serve as 
efficient tools to identify the transient intermediates and pathways of such reactions. 
The geminate RIPs/RPs may recombine or separate out to form free radical ions/radi-
cals during reaction. Utilization of these escaped products will be effective if the initial 
pair maintains spin correlation between two free electrons as triplet, otherwise singlet 
spin-correlated pairs will undergo recombination leading to initial reactants. There-
fore, to avoid recombination of RIPs/RPs, it is necessary to identify their initial spin 
states. Since individual radical ion/radical contains free electron, application of either 
internal or external MF can flip or rephrase the electron spin, which leads to intersys-
tem crossing (ISC) between singlet and triplet of the geminate spin-correlated RIPs/
RPs. However, utmost ISC will be obtained when radical ions/radicals of geminate 
RIPs/RPs are separated out by a certain distance where exchange interaction becomes 
negligible. An internal MF, that is, hyperfine interaction (HFI), present in the system 
in the order of 0.01–0.02 T is large enough to induce ISC. Application of an external 
MF in competition with HFI can reduce ISC by introducing Zeeman splitting in trip-
let sublevels leading to an increase in recombination product or free ion formation 
depending on the initial spin state of RIPs/RPs as singlet or triplet, respectively. Thus, 
MF acts as an efficient tool to identify “initial spin state” of the RIPs. Moreover, it can 
signify the importance of “optimum separation distance” that provides maximum spin 
flipping and formation of free ions or recombination products. Most of the workers in 
the field of “spin chemistry” are used to apply low or high MF to identify radical ions 
or radicals. The distance-dependent magnetic field effect (MFE) has been studied us-
ing linked system where radical ions/radicals are separated by varying chain length. 
Our objective is to study not only the use of MF as a tool to identify the initial spin 
states of RIPs/RPs but also the effect of structure of molecules that plays crucial role 
in controlling the optimum separation distance especially for intermolecular RIPs/
RPS on MFE.1–28

Previously, in our laboratory, we carried out several works on interactions of 
therapeutically important drugs with biomacromolecules in the presence of external 
MF.16–28 The biological systems that had been highlighted in these works were mainly 
some important model proteins and DNA along with its nucleobases, nucleosides, and 
nucleotides. Dealing with intra-and intermolecular electron transfer in such elementary 
biological units helps to unravel the modes of interactions of DNA and proteins with 
small drug-like molecules, which is of high pharmacological importance. While study-
ing the interaction of anticancer drugs menadione (2-methyl-1,4-naphthoquinone) 
and 4-nitroquinoline-1-oxide with lysozyme protein, we observed PET from trypto-
phan residue of the model protein to individual drug in the excited state without any 
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MFE. However, in the study of interaction between the model protein human serum 
albumin (HSA) with acridine derivatives, acridine yellow (AY) and proflavin (PF+), 
appreciable MFE was observed along with electron transfer. Owing to its distance 
dependence, MFE gave an idea about the proximity of the radicals/radical ions (PF•, 
AY•−, TrpH•+, Trp•) during interaction in the system and also helped to elucidate the 
reaction mechanism. A prominent MFE was observed for this system in homogeneous 
buffer medium owing to the pseudoconfinement of the radicals/radical ions provided 
by the complex structure of the HSA protein and also predicted the separation distance 
between the donor and acceptor in-between 10 Å and 17 Å, which was further support-
ed by docking analyses.28 On the other hand, in the interactions between two quinone 
drugs (2-methyl-1,4-naphthoquinone or more commonly known as menadione and 
its higher homologue 9,10-anthraquinone), which serve a good purpose as anticancer 
agents being efficient electron acceptors, with DNA and RNA bases, that is, adenine, 
thymine, guanine, cytosine, and uracil and their corresponding nucleosides, adenosine, 
thymidine, guanosine, cytidine, and uridine, in both homogeneous acetonitrile/water 
mixture and heterogeneous micellar medium, electron transfer has been found to be 
competitive with hydrogen atom transfer.

A prominent MFE was observed for the triplet-born radicals during the interac-
tion of a transition metal complex, [Cu(phen)2]2+, with DNA even in homogeneous 
aqueous medium, which is a rare phenomenon. This process of partial intercalation 
of the complex within DNA might be responsible for the observation of MFE in the 
homogeneous medium. MFE was also observed in organized assemblies, for example, 
reverse micelles instead of water as reaction medium; however, it is not very much 
prominent due to large distance of separation between the component radicals of the 
geminate RIPs. In extension with ternary metal complexes comprising aromatic amino 
acids, for example, tyrosine and tryptophan and as a second ligand that contains an 
aromatic ring such as 2,2¢-bipyridyl or 1,10-phenanthroline, [Cu(phen)(Htyr)]ClO4 
and [Cu(phen)(Htrp)]ClO4 (Htyr: l-tyrosinato and Htrp: l-tryptophanato) predict 
the occurrence of electron transfer reactions with calf thymus (CT) DNA. It was ob-
served that in both the complexes, intramolecular electron transfer occurs from amino 
acids to phen moiety on photoexcitation. However, in the presence of CT-DNA, in-
termolecular electron transfer occurs between DNA and complexes. The occurrence 
of partial intercalation of the complexes within DNA helps in maintaining the proper 
interradical distance between the RIPs generated through PET, so that spin correlation 
exists between them and MFE could be observed. Therefore, not only organic com-
pounds but also inorganic copper complexes take part in PET with DNA and shows 
prominent MFE from where the drug–protein/DNA separation distance may be pre-
dicted. The versatile coordination behavior of metal complexes, especially transition 
metal complexes, with variable ligands and metal ions makes them excellent probes 
exhibiting high selectivity in PET reactions along with MFE.29–34 

These works motivated us to investigate the role of copper Schiff base complex-
es along with their structural dependence in PET coupled with external MFE with  



Magnetic Field Effect on Photoinduced Interactions | 5

CT-DNA in detail. To carry out this investigation, five different copper Schiff base 
complexes have been used; two metal complexes with N2O2 donor set of atoms and 
the other three with N4 donor set of atoms with different aliphatic substitutions. The 
laser flash photolysis coupled with external MF has been utilized to identify the effi-
ciency of charge/electron transfer between CT-DNA and reacting copper complexes 
having different substituted Schiff base ligands as well as to authenticate the spin state 
where it initially occurs. Schiff base ligands have been used because of their easy and 
inexpensive syntheses, versatile metal coordination behaviors with different sets of do-
nor atoms, and biological applications.35,36 Moreover, B1/2 value, the field at which half 
the saturation of the field effect reaches, has also been calculated to predict the extent 
of HFI present in the system.37

1.2 EXPERIMENTAL

1.2.1 Materials

All the chemicals and solvents used for syntheses of the complexes are of analytical 
grade. The chemicals 1,2-diaminopropane, 1,3-daminopropane, 2-pyridinecarbox-
aldehyde, 2-pyrrolecarboxaldehyde, 2-acetylpyridine, and 2-acetylpyrrol have been 
purchased from Aldrich Chemical Co., USA. The highly polymerized CT-DNA has 
been purchased from Sisco Research Laboratory, India, and Tris buffer, sodium chlo-
ride, and hydrochloric acid (AR) have been purchased from Merck, Germany. All the 
reagents have been used without further purification. Triple distilled water has been 
used for the preparation of all aqueous solutions. Solvents required for syntheses and 
spectroscopic studies have been purchased from SRL, India, and Spectrochem, India, 
respectively. Copper perchlorate has been prepared as before.38 CT-DNA solutions 
have been prepared in Tris–HCl/NaCl buffer maintaining biological pH 7.4. All the 
complexes have been dissolved in minimum volume of dimethyl sulfoxide and then 
diluted with Tris–HCl/NaCl buffer solution.

1.2.2 Syntheses

1.2.2.1 Synthesis of Ligand L1, L2, L3, L4, and L5

The ligands L1 and L2 have been resynthesized38 by refluxing a 50 mL methanolic 
solution of 1,2-diaminopropane (5  mmol) (for L1)/1,3-diaminopropane (for L2) 
with salicylaldehyde (10  mmol) for ~1.5  h at 35°C. Ligands L3 and L4 have also 
been prepared39 by refluxing a 50 mL methanolic solution of 1,2-diaminopropane 
(5  mmol) and 2-pyrridine carboxaldehyde, and 2-pyrrolecarboxaldehyde, respec-
tively, whereas for L5, 2-acetylpyrrole (10 mmol) has been used and refluxed for 6 h 
at 35°C. Thus, obtained Schiff base ligands have been used directly for complexes 
syntheses. 
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1.2.2.2  Syntheses of Complexes CuL1, CuL2, CuL3, CuL4, and 
CuL5

The ligand solutions (each 1 mmol, 10 mL) have been added dropwise to the metha-
nolic solutions of Cu(ClO4)2·6H2O (each 1 mmol, 0.499 g) and kept at undisturbed 
condition for crystal growth. All the solutions obtained from L1–5 solutions yield crys-
talline complexes CuL1, CuL2, CuL3, CuL4, and CuL5 after 1, 1, 7, 5, and 14 days, 
respectively. The elemental analyses, IR, UV–vis, and Mass data of the ligand and the 
complexes have been matched with our earlier data.38,39 For CuL1, the corresponding 
spectroscopic data have been reported below. The chemical structures of the com-
plexes have been shown in Figure 1.1.

Ligand L1: Anal. Calc. for ligand L1 (C17H18N2O2): C, 72.34%; H, 6.38%; N, 
9.93%, O, 11.35%; UV–vis: λmax (nm) (εmax (dm3  mol−1  cm−1)) (methanol), 220 
(23,560), 330 (8500).

CuL1: Yield: 0.364 (73% with respect to metal perchlorate). Anal. Calc. for CuL1 
(C17H16N2O2Cu): C, 59.38%; H, 4.66%; N, 8.16%; O, 9.32%; Cu, 18.49%; Found: 
C, 58.93%; H, 4.03%; N, 8.02%. Main FT-IR bands (KBr, cm−1): ν(Cu–N) 425 cm−1, 
ν(C=N) 1613  cm−1. UV–vis: λmax (nm) (εmax(dm3  mol−1  cm−1)) (methanol), 227 
(10,060), 273 (5195), 356 (3031), 564 (281).

1.2.3 Physical Measurements

Elemental analyses (carbon, hydrogen, nitrogen microanalyses) of the complexes have 
been carried out by Perkin-Elmer 2400 series II CHN analyzer. The Fourier transform 
infrared spectra have been taken using a Perkin Elmer Spectrum 100 FT-IR Spectrom-
eter in the range 400–4000 cm−1 with a solid KBr disc. The mass spectra of the com-
plexes have been recorded with a Qtof Micro YA mass spectrophotometer. The ab-
sorption spectra have been recorded on a Jasco V-650 absorption spectrophotometer 
over a wavelength range 200–800 nm with 1 cm quartz cuvette, whereas the transient 
absorption spectra measurements of CT-DNA complex systems have been performed 
by nanosecond laser flash photolysis (Applied Photophysics) using a Nd:YAG laser 
(Lab series, Model Lab 150, Spectra Physics).

1.2.4 Laser Flash Photolysis

In nanosecond flash photolysis setup having an Nd:YAG laser, the sample has been ex-
cited by 266 nm laser light (10 mJ) with full width at half maximum (FWHM) ≈ 8 ns. 
Absorption of light from a pulsed Xe lamp (150 W) at right angle to the laser beam 
has been used to detect the newly generated transient species in the system. The 
photomultiplier (R928) output has been fed into an Agilent Infiniium oscilloscope 
(DSO8064A, 600 MHz, 4 Gs/s), and the data have been transferred to a computer 
through IYONIX software. The MFEs on the transient absorption spectra have been 
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explored by passing direct current through a pair of electromagnetic coils placed inside 
the sample chamber and the strength of MF has been varied from 0.0 to 0.08 T. All 
the samples have been deaerated properly by argon gas before experiments to avoid 
quenching. No degradation of the samples has been observed during the experiment. 
The software Origin 8.0 has been used for curve fitting.

FIGURE 1.1 Chemical Structures of Metal Complexes (a) CuL1, (b) CuL2, (c) CuL3, (d) CuL4, 
and (e) CuL5.

1.3 RESULTS AND DISCUSSION

The interactions between five different copper Schiff base complexes and CT-DNA 
have been investigated in triplet state. All the complexes are shown in Figure 1.1. The 
metal complexes having N2O2 donor set of atoms, CuL1 (Fig. 1.1a) and CuL2 (Fig. 
1.1b), do not show any significant transient absorption spectra. Therefore, the possi-
bilities of PET in triplet state between CT-DNA and these complexes become zero/
insignificant. Free oxygen is a very good quencher of triplet state.40 Hence, the presence 
of oxygen may quench the possibility of PET in these cases. Therefore, to identify the 
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role of metal complexes in PET, metal complexes with N4 donor set of atoms have been 
used instead of those with N2O2 donor set of atoms. Initially, two different complexes, 
pyridine- and pyrrole-substituted complexes ([Fig. 1.1c] CuL3 and [Fig. 1.1d] CuL4), 
with N4 donor set of atoms have been utilized. The complexes have been excited sepa-
rately by 266 nm laser light (10 mJ) with FWHM ≈ 8 ns, and several newly generated 
transient species in the system have been detected. The pyridine-substituted complex 
shows very weak characteristic absorption peak, which has been quenched rapidly in 
the presence of CT-DNA. However, the pyrrole-substituted complex shows prominent 
characteristic absorption peaks at 330, 460, and 540 nm, shown in Figure 1.2. On grad-
ual addition of CT-DNA, the spectra of this CuL4 complex show some changes that 
indicate the existence of some interactions between the complexes and CT-DNA in 
triplet state. Earlier it has been found that DNA is a good carrier for long range electron 
transfer and the DNA bases, adenine, guanine, thymine, and cytosine, possess potential 
electron donating capability.16–20 Among the four bases, guanine is the most efficient 
electron donor. Dey et al.21–24 have shown that PET between copper complexes and 
CT-DNA commences through charge transfer from the guanine moiety of CT-DNA to 
the copper phenanthrolene complex. Similarly, the possibility of ET from guanine and 
other bases of CT-DNA to pyrrole containing Schiff base complexes has been formed 
out on gradual addition of CT-DNA to complex system, which shows gradual quench-
ing of characteristic absorption peak as well as gradual rising of a new peak around 370, 
420, and 480–500 nm. The peaks at 370, 420, and 480–500 nm arise mainly for the for-
mation of DNA radical cations of guanine, adenine, thymine, and cytosine, respectively. 
Therefore, the results suggest the occurrence of PET from DNA to complexes. Further, 
the methyl substituted pyrrole complex [(e) CuL5] has also been used to investigate in 
detail about the potentiality of pyrrole Schiff base copper complexes toward PET. The 
experimental results depict that this complex imposes more pronounced effect on PET 
compared to other pyrrole complex CuL4 (Fig. 1.2).

Further, external MF has been employed to envisage the initial spin state, either 
singlet or triplet, as well as the initial separation distance between the components 
of spin-correlated RPs/RIPs produced as transient intermediates of CT-DNA–metal 
complex reacting system. In our system, the increases in the yields of the transient 
ions in the presence of external MF for the pyrrole complexes–DNA systems, shown 
in Figure 1.3, confirm the occurrence of PET in triplet state. From the variation of 
absorbance in the presence of external MF, the values of B1/2, the MF at which half the 
saturation of its effect reaches, have also been calculated for the pyrrole–DNA system 
following the theoretical expression for quantitative correlation of B1/2 with the HFI 
energy of the individual RP established by Weller et al,37
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where Bi represents the effective nuclear MF at the unpaired electron in each radical. 
Some of our previous works on MFE on PET show prominent discrepancies between 
experimental and calculated B1/2 values. The higher experimental B1/2 value compared 
to the calculated value may be due to hopping or lifetime broadening through frequent 
re-encounter within the RIP. 

While working with N-ethyl carbazole (ECZ)-1,4-dicyanobenzene (DCB) and 
pentamethyl carbazole (PMC)–DCB systems,10–14 we found that the experimen-
tal and calculated B1/2 values show good resemblance to each other. Moreover, with 
increase in the concentration of the nonfluorescent acceptor, DCB, which enhances 
electron hopping within geminate RIPs, there is no significant change in experimental 
B1/2 value since the maximum contribution to HFI originates from the fluorophore 
itself, that is, ECZ or PMC and not from the DCB molecules. However, in other sys-
tems such as pyrene-N,N-dimethylaniline (Py-DMA), 9-cyanophenanthrene-trans-
anethole (CNP-AN), the experimental B1/2 value increases with the concentration of 
nonfluorescent donor, DMA or AN possessing significant HFI, because of shortening 
of lifetime of a particular RIP owing to electron hopping from one donor to other, 
leading to a broadening in the S–T energy levels. To overcome this, the energy broad-
ening higher field is required to get the saturation, and hence B1/2 increases.

The MFE on the PET between phenazine (PZ) and the amines, DMA, N,N-
diethylaniline (DEA), 4,4’-bis(dimethylamino)diphenylmethane (DMDPM), and 
triethylamine (TEA), was studied in micelles, reverse micelles, and small unilamellar 
vesicles (SUVs). The differential behavior of the amines can be explained in terms 
of their confinement in different zones of the organized assemblies depending on 
their bulk, hydrophobic, and electrostatic effects. The structure of the assembly is 
found to greatly affect the PET dynamics and hence the MF behavior of all the ac-
ceptor–donor systems. The MF behavior in micelles is consistent with the hyperfine 
mechanism, but higher experimental B1/2 values compared to calculated values were 
obtained with PZ–DMA and PZ–DMDPM systems, which can be ascribed to hop-
ping and lifetime broadening since both donor and acceptor remain in hydrophobic 
region. However, for PZ–TEA system, the calculated and experimental B1/2 values 
are almost same because TEA remains in hydrophilic and PZ is in hydrophobic re-
gions. Therefore, separation of radical ions in different zones of the heterogeneous 
media reduces the effect of electron hopping within geminate RIPs on the experi-
mental values of B1/2.

Unlike simple PZ molecule, one of its derivatives, dibenzo[a,c]phenazine 
(DBPZ), forms a charge transfer complex in the triplet state (3ECT) with different 
amines, for example, DMA, DMDPM, and TEA.24,25 The RIPs are much more abun-
dant in the cases of DMA and DMDPM rather than in TEA. Interestingly, a promi-
nent MFE is observed in nonviscous medium; this was explained by considering the 
extended planar structure of DBPZ and interradical hydrogen bonding mediated by 
the intervening water molecules in both the cases of 3ECT and RIPs in homogeneous 
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acetonitrile–water (MeCN/H2O) mixture. The MF behavior is consistent with the 
hyperfine mechanism; however, low B1/2 value for DBPZ–TEA system is ascribed 
to fast electron exchange due to close proximity of the corresponding radical ions. 
On the other hand, the bulky size of the DMDPM molecule hinders the approach 
of other DMDPM molecules toward DBPZ and the corresponding intermolecular 
electron hopping among the DMDPM molecules, which makes experimental B1/2 
almost similar to calculated B1/2.

FIGURE 1.2 Transient Absorption Spectra of CuL4 (25 µM) and CuL5 (25 µM) in Tris–HCl/
NaCl Buffer at 1 µs after the Laser Flash at 266 nm.

Therefore, the discrepancy between the magnitude of B1/2 values of presently con-
sidering two pyrrole–DNA systems, shown in Figure 1.4, where the smaller complex 
(CuL4) shows larger B1/2 value compared to the larger one (CuL5), indicates the pos-
sibility of the “through-space” hole hopping for intrastrand and interstrand DNA bases. 
However, the superexchange interaction is much more prominent for intrastrand base 
pairs, which reduces the hole-hopping rate on increasing the size of the nucleobases 
bridge.41 The drop-off of B1/2 value of methyl-substituted pyrrole–DNA system com-
pared to unsubstituted system is owing to negative effect of superexchange, which re-
duces the effective HFI present in the system. According to Schulten,42 the sterically 
fixed intramolecular system can even show the reduction of effective HFI by 50% due 
to the presence of super exchange compared to the intermolecular system, which was 
later experimentally verified by Petrov et al.43 The experimental B1/2 value is higher 
than the calculated value because of the presence of more number of DNA bases in 
CT-DNA polymer than that in oligonucleotide.



Magnetic Field Effect on Photoinduced Interactions | 11

FIGURE 1.3 Changes in OD and τavg Values of CuL4 and CuL5 in the Absence and Presence of 
0.08 T MF at a Delay at 1 µS after the Laser Pulse at 266 nm in Tris Buffer.

FIGURE 1.4 Theoretically and Experimentally Determined B1/2 Values of CuL4 and CuL5 
Complexes.

1.4 CONCLUSION

The N2O2 donor set of atoms containing copper Schiff base complexes do not con-
tribute in PET with CT-DNA. However, N4 donor set of atoms containing copper 
Schiff base complexes impose pronounced effect on PET. And in the case of two N4 
containing complexes, pyrrole complexes exhibit prominent PET with CT-DNA, 
whereas that of pyridine complexes is almost insignificant. The MFE in PET reactions 
can serve as an efficient tool in the identification of the initial spin state of the geminate 
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RIPs formed due to electron transfer. The essential features for observation of MFEs 
are the diffusion, spin flipping, and recombination or free ion formation depending 
on the singlet or triplet spin states, respectively, of the spin correlated geminate RIPs. 
If the participating radical ions are very close to each other, the exchange interaction 
will hinder spin conversion, whereas a large distance of separation between them will 
destroy the spin correlation and their geminate characteristics. Both the phenomena 
will reduce MFE. Therefore, MFE indirectly serves as a tool to estimate the separa-
tion distance between geminate radical ions, and maximum field effect is obtained at 
an optimum interradical distance where maximum spin flipping and consecutive phe-
nomena could take place. The shape and size of CuL5 complex favor itself to maintain 
the optimum interradical distance exhibiting maximum spin flippling and consecutive 
phenomena compared to other pyrrole complex (CuL4), which shows maximum hole 
hopping with CT-DNA due to smaller size. So, the structures of Schiff base copper 
complexes can be tuned further to design site-specific ET along with MFE and DNA 
hopping phenomena by modulating DNA base dynamics and selective synthesis, 
which are very much functional in DNA technology.
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ABSTRACT

A new water-soluble single- and double-chain surfactant–cobalt(III) complexes, 
[Co(dien)(TA)Cl2]ClO4 (1) and [Co(dien)(TA)2Cl](ClO4)2 (2), where dien =is 
diethylenetriamine and TA is =tetradecylamine, have been synthesized. The structure 
of the complexes was characterized by UV–visible (UV–vis), Fourier transform infra-
red, NMR, and electrospray ionization mass spectrometry. Hydrophobicity of these 
surfactant–cobalt(III) complexes was investigated by partition-coefficient method. 
The critical micelle concentration (CMC) values of these surfactant metal complexes 
in aqueous solution were obtained from conductivity measurements at five different 
temperatures. The biophysical interaction of these amphiphilic molecules with bovine 
serum albumin (BSA) has been examined by fluorescence, synchronous, three-dimen-
sional (3D) fluorescence, UV–vis, and circular dichroism (CD) techniques at pH 7.4. 
The results of hydrophobicity and CMC values indicate that double-chain surfactant–
cobalt(III) complex has more hydrophobicity compared to single-chain surfactant–
cobalt(III) complex. The fluorescence titration at three different temperatures has 
shown that the interaction between surfactant–cobalt(III) complexes and BSA was 
mainly a static quenching process. Interestingly, on increasing temperature, binding 
constant and number of binding sites get decreased for single-chain system whereas in-
creased for double-chain system, due to the changes in the mode of protein–complex 
interaction. The observed thermodynamic parameters clearly showed that surfactant–
cobalt(III) complexes with single-chain system prefer electrostatic binding, whereas 
those with double-chain system prefer hydrophobic interaction. Moreover, the results 
from UV–vis absorption, synchronous fluorescence, 3D fluorescence, and CD indi-
cate that conformational and some microenvironmental changes occurred in BSA.

2.1 INTRODUCTION

In the past decades, a large number of studies have been dedicated to understand the 
interactions of biomacromolecules with various ligands, and those can provide use-
ful information of the structural features that determine the therapeutic effectiveness 
of drugs. Among various biomacromolecules, serum albumins have been intensively 
studied due to their physiological functions. The most important function of albumin 
is to serve as a depot and transport protein for a variety of compounds like fatty acids, 
amino acids, hormones, bilirubin, metal ions, drugs, and pharmaceuticals. Bovine se-
rum albumin (BSA) has been one of the most extensively studied drug carrier protein, 
particularly because of its structural homologous with human serum albumin (HSA). 
Binding of small molecules to serum albumin may significantly affect the absorption, 
distribution, metabolism, and toxicity of drugs. Consequently, it is of great interest to 
investigate the interactions between bioactive compounds and serum albumin. Such 
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studies are helpful to explain the metabolism and transportation process of bioactive 
compounds.

Surfactant metal complexes are a new class of coordination complexes in which 
metal-containing coordination sphere acts as hydrophilic head group, whereas long 
alkyl chain-containing ligand acts as hydrophobic group. Similar to conventional sur-
factants, these types of surface-active molecules are able to lower the surface tension 
of water, and also aggregate into micelles.1 Uniquely, surfactant metal complexes offer 
properties such as variable metal center, oxidation state, reactivity, color, multicharged 
head group ligands, photochemistry, which have attracted the researchers for employ-
ing in various applications such as emulsions, catalysis, optoelectronics,2 templates for 
mesoporous materials,3 and metallodrugs.4

The employment of designing effective metallodrugs with reduced side 
effects against human diseases is an active area of research, and the structural 
modification of metallodrugs can alter their affinity with biomacromolecules, 
such as nucleic acids, proteins, which are important to consider during the drug 
designing. Serum albumins are the most abundant proteins in blood plasma 
and are responsible for the binding and transportation of various endogenous 
and exogenous ligands such as fatty acids, hormones, and harmful substances.5 
Drug–protein interactions are closely related to drug efficiency in the treat-
ment of diseases because the absorption, transportation, distribution, and me-
tabolism of drugs strongly depend on their binding properties.6 Generally, the 
strong binding with protein decreases the concentrations of free drug in plasma, 
whereas the weak binding leads to shorter lifetime or poor distribution of drugs. 
Moreover, the investigation of binding of the drugs to serum albumins is of great 
toxicological and medical importance, and it may afford key information to ra-
tional drug design. However, the impact of protein binding of metallodrugs on 
antimicrobial activities is still not clear. Among these aspects of drug designing, 
one of the factors, hydrophobicity of metal complexes, plays a major role in the 
penetration of cell membrane to precede cell death.7

In our laboratory, we have been focusing on the design, development, and inter-
actions of surfactant metal complexes with proteins and nucleic acids. Interaction of 
proteins with surfactants mainly depends on surfactant features like size, charge, chain 
length, hydrophobicity, and concentration. Several reports have been investigated on 
the interaction of proteins with conventional surfactants, but those with surfactant 
metal complexes are limited. Thus, the present study focuses on how the single- and 
double-chain surfactant–cobalt(III) complexes affect their hydrophobicity, critical 
micelle concentration (CMC) and its thermodynamic parameters, and the interaction 
with BSA.
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2.2 EXPERIMENTAL SECTION

2.2.1 Materials

BSA (lyophilized powder, essentially fatty acid free, and globulin free >99%), HSA 
(lyophilized powder, fatty acid free, and globulin free >99%), and tetradecylamine 
(TA) were purchased from Sigma Aldrich and used as supplied. The cobaltous chlo-
ride and diethylenetriamine were obtained from Rankem, India. All other chemicals 
were of analytical reagent grade, and doubly distilled water was used throughout the 
study.

2.2.2 General Methods

Elemental analysis (C, H, and N) was carried out at Perkin-Elmer Series II 2400 
CHNS/O Elemental Analyzer. Electrospray ionization mass spectrometry (ESI-MS) 
analysis was performed in the positive ion mode on a liquid chromatography–ion 
trap mass spectrometer (LCQ Fleet, Thermo Fisher Instruments Limited, USA). 
Complexes 1 and 2 were dissolved in water, and the mass scan range was from 100 to 
1000 amu. 1H and 13C NMR measurements were performed on BRUKER 400 MHZ 
NMR spectrometer using d6-dimethyl sulfoxide (DMSO) as solvent. Infrared spectra 
were recorded using Perkin-Elmer FT-IR spectrophotometer with samples prepared as 
KBr pellets. Absorption measurements were performed on Shimadzu UV-1800 UV–
Vis spectrophotometer using cuvettes of 1 cm path length. Circular dichroism (CD) 
spectra were recorded on a JASCO-J810 spectropolarimeter with a cylindrical cuvette 
of 0.1 cm path length. Fluorescence experiments were carried out on a thermostatic 
bath coupled JASCO FP650 spectrofluorometer using a 1  cm quartz cuvette. Con-
ductivity measurements were made with an Elico Conductivity bridge-type CM 82 
and dip-type cell with a cell constant of 1.0. The percentage of cobalt content pres-
ent in the surfactant–cobalt(III) complexes was determined spectrophotometrically 
by converting the complexes into [CoCl4]2− whose molar absorbance coefficient is 
561 M–1 cm–1 at 691 nm.

2.2.3 Synthesis of Surfactant–Cobalt(III) Complexes

[Co(dien)Cl3] was synthesized according to the reported procedure.8 To a saturated 
aqueous solution of [Co(dien)Cl3] (3.2215  g, 0.2825  mmol), ethanolic solution 
of respective mole ratio of ligand, TA (2.757  mL, 0.1854  mmol for 1; 5.514  mL, 
0.3708 mmol for 2), was added drop by drop over a period of 30 min. During this 
addition, the dark brown color of the solution gradually became light brown color 
and the resulting mixture was kept at room temperature for 48 h. Afterward, a satu-
rated solution of sodium perchlorate in very dilute perchloric acid was added to the 



Role of Hydrophobicity of Some Single- and Double-Chain Surfactant | 21

reaction mixture. The obtained precipitate was filtered off and washed with cold 
ethanol followed by acetone and dried over fused calcium chloride and stored in a 
vacuum desiccator.

[Co(dien)(TA)Cl2]ClO4 (1). Violet color solid, yield: 2.632 g (78%); Anal. cald. 
for C18H44Cl3CoN4O4 (Found): C, 39.61 (39.50); H, 8.12 (7.96); N, 10.26 (10.43); 
Co, 10.80 (10.62). ESI-MS (H2O, m/z): 445.52 [Co(dien)(TA)Cl2]+. 1H NMR 
(d6-DMSO, 400 MHz): d (ppm) 7.8 (7H), 2.78 (4H), 1.53 (4H), 1.23 (26H), 0.84 
(3H). 13C NMR (d6-DMSO, 400 MHz): d (ppm) 16.63, 24.76, 31.61, 31.72, 33.96, 
41.78. IR (KBr, cm−1): 631, 1079, 1218, 1368, 1455, 1729, 2863, 2913, 3245, 3642. 
UV–visible (UV–vis) in water (lmax, nm) (e/M−1 cm−1): 516 (90), 295 (1320), 211 
(15,740).

[Co(dien)(TA)2Cl](ClO4)2 (2). Brown color solid, yield: 2.184 g (83%); Anal. 
cald. for C32H75Cl3CoN5O8 (Found): C, 46.69 (46.61); H, 9.18 (9.03); N, 8.51 
(8.68); Co, 7.16 (7.03). ESI-MS (H2O, m/z): 311.38 [Co(dien)(TA)2Cl]2+. 1H NMR 
(d6-DMSO, 400 MHz): d (ppm) 7.53 (6H), 4.83 (3H), 2.27 (4H), 1.28 (4H), 0.9 
(52H), 0.61 (6H). 13C NMR (d6-DMSO, 400 MHz): d (ppm) 13.89, 22.02, 25.73, 
28.44, 28.96, 31.22, 39.32. IR (KBr, cm−1): 614, 1059, 1219, 1361, 1478, 1744, 2839, 
2918, 3253, 3634. UV–vis in water (lmax, nm) (e/M−1 cm−1): 681 (40), 511 (80), 211 
(8440).

2.2.4 Partition Coefficients Determination

Hydrophobicity of surfactant–cobalt(III) complexes is one of the parameters, which 
influence its biological activity. The partition coefficients, usually expressed as log P 
values, were measured by the “Shake flask” method between octanol/water phase par-
titions as reported earlier.9 Complexes 1 and 2 were dissolved in a mixture of water 
and n-octanol and shaken for 1  h. The mixture was allowed to settle over a period 
of 30 min, and the two phases that resulted were collected separately without cross-
contamination of one solvent layer into another. The concentration of surfactant–
cobalt(III) complexes in each phase was determined by UV–vis absorption spectros-
copy at room temperature. The results are given as the mean values obtained from 
three independent experiments.

2.2.5 Conductivity Measurements

The CMC values of the surfactant–cobalt(III) complexes were determined conduc-
tometrically by using a digital conductivity meter (Elico CM 82). After calibrating 
cell constant with standard KCl solutions of known specific conductivities, conductiv-
ity measurements were made in a thermostated water bath, which was maintained at 
constant temperature ±0.1°C. Specific conductivity values for the aqueous solution of 
surfactant–cobalt(III) complexes having concentration in the range of 10–6–10–2 M–1 
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were measured at 303, 308, 313, 318, and 323 K. Each reading was noted after thor-
ough mixing and temperature equilibration until no significant change occurred. The 
CMC values of complexes 1 and 2 were obtained by plotting specific conductance 
versus concentration of surfactant–cobalt (III) complex.10

2.2.6 Protein Binding Studies

Protein binding studies were carried out using Tris–HCl buffer (pH = 7.4), and the 
concentrations of BSA were determined spectrophotometrically from the respective 
molar extinction coefficient of 43,800 at 278 nm. The initial setup was made for flu-
orescence measurements as follows: excitation and emission slits were set at 5   and 
3 nm, respectively, and scanning speed was set at 500 nm/min. The protein binding 
study was performed by fluorescence quenching experiments keeping the concentra-
tions of BSA (10 mM) and varying concentrations of surfactant–cobalt(III) complex-
es (0–90 mM). The fluorescence emission spectra were recorded in the wavelength 
range 290−450  nm by exciting at 280  nm. UV–vis experiments were performed by 
keeping the concentrations of BSA (10  mM) and varying concentrations of surfac-
tant–cobalt(III) complexes (0–90  mM), and the absorbance due to complex itself 
is nullified by adding in both sample and reference cells. The fluorescence quench-
ing experiments were carried out in a manner that the concentrations of protein and 
surfactant–cobalt(III) complexes were fixed as those used in the UV–vis studies. To 
eliminate the inner filter effect, absorbance measurements were performed at the ex-
citation and emission wavelength for each concentration of metal complex (includ-
ing the protein without metal complex) and then multiply the observed fluorescence 
value using the following equation11:

1 2( )/2
cor obs  10 A AF F += ×

where Fcor and Fobs are the fluorescence intensities corrected and observed, respective-
ly, and A1 and A2 are the sum of the absorbance of protein and ligand at the excitation 
and emission wavelengths, respectively.

The synchronous fluorescence spectra were recorded with Dl  =  15  nm and 
Dl  =  60  nm for tyrosine and tryptophan residues, respectively. The three-dimen-
sional (3D) fluorescence spectra were measured under the following conditions: 
the emission wavelength was recorded between 250 and 500 nm, the initial excita-
tion wavelength was set to 250 nm with increments of 5 nm, the number of scanning 
curves was 14, and the emission and excitation slit widths were fixed at 5  nm and 
5 nm, respectively.
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2.3 RESULTS AND DISCUSSION

2.3.1  Characterization of Single- and Double-Chain Surfactant–
Cobalt(III) Complexes

FIGURE 2.1 Structure of the Single- and Double-Chain Surfactant–Cobalt(III) Complexes.

The single- and double-chain surfactant–cobalt(III) complexes were synthesized 
from [Co(dien)Cl3] by ligand substitution method in which one or two labile chloride 
ligands were replaced by one or two amine groups of the alkylamine ligands (Fig. 2.1). 
The UV–vis absorption spectra of surfactant–cobalt(III) complexes clearly show an 
intense band around 213–219 nm due to N(s)→Co(III) charge transfer and a band 
around 511–522 nm due to d–d transitions.12 The IR spectra can afford the character-
istic vibrational frequencies for the formation of surfactant–cobalt(III) complexes.13 
The precursor complex [Co(dien)Cl3] shows that N–H and C–H symmetric and 
asymmetric stretching vibrational bands around 3615, 2852, and 2921 cm−1 were red 
shifted to 3439, 2849, and 2917 cm−1 after coordination with alkylamine in the sur-
factant–cobalt(III)complexes, respectively. These shifts can be explained by the fact 
that nitrogen atom of alkylamine ligand donates a pair of electrons to the cobalt center 
forming a coordinate bond. The band observed around 1113 cm−1 can be assigned 
to perchlorate ionic species; this means that the counterion was not involved in the 
coordination to cobalt. Furthermore, the bands around 627 and 1088  cm−1 can be 
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attributed to the (Co–N) and (C–N) stretching vibrations of surfactant–cobalt(III) 
complexes.13 The 1H NMR spectra also resulted in the corroboration of structure of 
surfactant–cobalt(III) complexes. The methylene protons of the alkylamine chains 
and dien ligands appeared in the region of 0.99–3.08  ppm for complexes 1 and 2. 
It is also noted that a typical triplet signal at 0.84 ppm corresponds to the terminal 
methyl group of the long aliphatic alkylamine chain. The N–H protons appeared as 
broad peaks in the region of 4.60–8.00 ppm. The 13C NMR spectra of complexes 1 
and 2 gave signals in the region of 22.07–31.21 ppm due to the merging of methy-
lene carbon signals of alkylamine chain and dien ligands. Furthermore, a signal around 
13.87 ppm was observed for terminal methyl carbon. ESI-MS spectra of complexes 1 
and 2 showed molecular ion peaks at 445.52 and 311.38.

2.3.2 Determination of Partition Coefficient

Hydrophobicity of surfactant–cobalt(III) complexes is an important parameter to 
analyze penetration behavior across the cell membrane and is compared in terms of 
partition coefficient (log P).14 Here, the surfactant–cobalt(III) complexes are likely 
to differ in their hydrophobicity due to the variation in the single- and double-chain 
systems. Based on the concentration of surfactant–cobalt(III) complexes distributed 
in the biphasic system (n-octanol/water), partition coefficients were calculated by the 
following equation:

 octanol

water

[complex]log  = log
[complex]

P
 
 
 

 (2.1)

The calculated values of log P for complexes 1 and 2 are −1.12 and −0.90; these results 
indicate that double-chain surfactant–cobalt(III) complexes have higher hydropho-
bicity than that of single-chain surfactant–cobalt(III) complexes.

2.3.3 Determination of CMC

The surfactant–cobalt(III) complexes tend to aggregate themselves in aqueous medi-
um on increasing their concentration and start to form micelles at a particular concen-
tration called CMC, during which their physical properties, like specific conductivity, 
are also altered due to change in the mobility of molecules in the system. A typical 
change in the specific conductivity of surfactant–cobalt(III) complexes of the present 
study with increase of concentration at five different temperatures (303, 308, 313, 318, 
and 323 K) was observed, and the values were plotted in Figure 2.2.
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FIGURE 2.2 Plots for Specific Conductivity Versus Concentration of Surfactant–Cobalt(III) 
Complexes (1 and 2) in Aqueous Solution.

The obtained plots for both the surfactant–cobalt(III) complexes showed a sharp 
change from the premicellar to postmicellar regions due to the reduction in the mo-
bility of molecules by aggregation. It was observed that CMC value increased with 
increase of temperature due to the disturbance of the water surrounding the hydro-
phobic group, and this retards micellization leading to a higher CMC value.15

TABLE 2.1 Critical Micelles Concentration (CMC) Values of Single-and Double-Chain 
Surfactant–Cobalt(III) Complexes

Complexes T (K) CMC × 104 M

[Co(dien)(TA)Cl2]ClO4 303 3.3053

308 3.4098

313 3.6136

318 3.7121

323 3.9091

[Co(dien)(TA)2Cl](ClO4)2 303 0.4299

308 0.4516

313 0.4693

318 0.4779

323 0.4976

The obtained CMC values for the surfactant–cobalt(III) complexes are shown in 
Table 2.1, and it is suggested that these surfactant–cobalt(III) complexes have more 
capacity to associate themselves in forming micelle aggregates than ordinary synthet-
ic organic surfactants. The CMC values for complexes 1 and 2 clearly show that the 
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double-chain surfactant–cobalt(III) complexes are found to have lower CMC value 
than the respective single-chain complexes. This is due to the increase in the hydro-
phobicity of the tail part, which tends to favor aggregation for micellization at lower 
concentration.

2.3.4  Interaction of Surfactant–Cobalt(III) Complexes with Serum 
Albumins

The interaction between serum albumins and surfactant–cobalt(III) complexes can 
give valuable information about structural factor governing protein–drug binding 
behavior. To develop the efficient surfactant-based metallodrugs, it is important to 
analyze the process behind the protein–drug complex formation i) whether the drug 
interact with ground-state protein (static process) or with the excited-state protein 
(dynamic process),16 ii) strength and stability of protein–drug complex,17 iii) binding 
number of protein–drug complex formation, iv) the nature of binding forces (electro-
static, hydrophobic, hydrogen bonding, and van der Waals interaction) acting upon 
the protein–drug complex formation, and v) conformational and microenvironmental 
changes in the protein.

2.3.5 Analysis of Quenching and Binding Parameters

To investigate the quenching and binding nature of surfactant–cobalt(III) complexes 
with serum albumins, the emission spectra of BSA were monitored in the wavelength 
range 290–450 nm by exciting the proteins at 280 nm, resulting in a strong fluores-
cence emission peak at 350 nm for BSA due to their tryptophan residues. The changes 
in the emission spectra of protein with increase of surfactant–cobalt(III) complex con-
centration at three different temperatures (278, 293, and 308 K) were recorded and 
the representative fluorescence emission spectra are shown in Figure 2.3.

FIGURE 2.3 Fluorescence Emission Spectra of Bovine Serum Albumin (BSA) in the Absence 
and Presence of Surfactant–Cobalt(III) Complexes (1 and 2). [BSA] =  10 mM and [Surfactant–
Cobalt(III) Complexes] = 90 mM.
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Generally, it is noticed that fluorescence emission intensities of protein is quenched 
regularly by addition of surfactant–cobalt(III) complexes, indicating the formation of 
efficient complex between protein and surfactant metal complexes.18

In order to understand the quenching and binding behavior, data were analyzed 
using the following equations (2.2) and (2.3) at 278, 293, and 308 K,19

 [ ] [ ]0 sv q 0/ 1 1F F K Q k Qτ= + = +  (2.2)

 [ ]0 blog[( ) / ] log logF F F K n Q− = +  (2.3)

where F0 and F correspond to the fluorescence intensities of the protein in the ab-
sence and presence of the quencher, respectively, [Q] is the total concentration of 
the quencher, τ0 is the average lifetime of protein in the absence of quencher, Ksv is 
Stern–Volmer quenching constant, kq is quenching rate constant, Kb is the binding 
constant showing the extent of interaction between protein and surfactant–cobalt(III) 
complex, and n is the binding number per albumin molecule. The values of Ksv and kq 
can be obtained from the slope of the plot between (F0/F) and [Q] (Fig. 2.4). Simi-
larly, the values of Kb and n were evaluated from the intercepts and slopes of double 
logarithm regression curve by plotting log(F0 − F/F) versus log[Q] (Fig. 2.5). The 
obtained results were analyzed through equations (2.2) and (2.3), and the values for 
Ksv, kq, Kb, and n are summarized in Table 2.2.

FIGURE 2.4 Stern–Volmer Plots for Quenching of Bovine Serum Albumin by Surfactant–
Cobalt(III) Complexes 1 and 2 at Three Different Temperatures (273, 293, and 308 K).

As all the Stern–Volmer plots are linear, it is concluded that the existence of a single 
type of quenching mechanism, either static or dynamic, can be distinguished from the 
temperature dependence of Ksv and kq values.
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TABLE 2.2 The Stern–Volmer Quenching Constant (Ksv), Quenching Rate Constant 
(kq), Binding Constant (Kb), Binding Number (n), and the Thermodynamic Parameters 
(DH°, DG°, and DS°) for the Interaction of Bovine Serum Albumin (BSA) with Surfactant–
Cobalt(III) Complexes at Different Temperatures

Complexes T (K) Ksv × 
10−4 
(M−1)

Kq × 10−12 
(M−1S−1)

Kb × 
10−4 
(M−1)

n ∆H° (kJ 
mol−1)

∆G° (kJ 
mol−1)

∆S° ( J 
mol−1 
K−1)

BSA– 
complex 1

278 0.4799 0.4799 11.130 1.3471 −18.956 −26.857 +28.086

293 0.4869 0.4869 6.375 1.2858 −26.949

308 0.4986 0.4986 4.471 1.2389 −27.982

BSA– 
complex 2

278 3.2881 3.2881 137.69 1.4676 +40.117 −32.671 +262.696

293 3.6956 3.6956 474.22 1.5229 −37.446

308 3.7035 3.7035 948.64 1.5907 −41.138

It is known that higher temperature is likely to result in the decrease of quench-
ing constant values for static process due to weakening of ground-state complex sta-
bility, whereas in the increase of quenching constant values for dynamic process due 
to the faster diffusion of the excited molecules.20 Thus, the increasing mannerism of 
the quenching constant values (Ksv and kq) with respect to temperature (Table 2.2) 
indicates the stimulation of dynamic quenching process upon BSA by the surfactant–
cobalt(III) complexes.

FIGURE 2.5 Double Logarithmic Plots for the Quenching of Bovine Serum Albumin by 
Surfactant–Cobalt(III) Complexes (1–4) at Three Different Temperatures (273, 293, and 308 K).

However, the obtained quenching rate constant values (kq ≈ 1011–1012 M−1 s−1) 
are 10–100 times higher than the maximum value possible for diffusion-controlled dy-
namic quenching (i.e., 2.0 × 1010 M−1 s−1). This observation can be explained based on 
the existence of a special process in which surfactant–cobalt(III) complexes probably 
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quench the BSA via initiation of static mechanism rather than dynamic process.16,21 
Similarly, the values of binding number per albumin molecule (n) is around 1, indicat-
ing strong and independent binding site granted by BSA to the surfactant–cobalt(III) 
complexes. It is also observed that the extent of binding (Kb) between protein and sur-
factant–cobalt(III) complexes with respect to temperature decreased for single-chain 
system, whereas this has increased for double-chain systems. This may be because the 
increase of temperature diminishes the electrostatic attraction between protein and 
single-chain surfactant–cobalt(III) complexes, thereby decreasing the stability of pro-
tein–surfactant cobalt(III) complexes. However, the increase of temperature tights 
the hydrophobic attraction between protein and double-chain surfactant–cobalt(III) 
complexes, thereby increasing the stability of protein–surfactant metal complexes.

2.3.6 Thermodynamic Parameters and Nature of the Binding Force

In order to analyze the nature of the binding forces (hydrophobic, electrostatic, hydro-
gen bonding, and van der Waals interactions) existing between protein and surfactant–
cobalt(III) complexes, the sign and magnitude of the thermodynamic parameters such 
as DGº (free energy change), DH° (enthalpy change), and DS° (entropy change) for the 
interaction process were calculated by using the equations (2.4) and (2.5).

FIGURE 2.6 van’t Hoff Plots for the Interaction of Surfactant–Cobalt(III) Complexes 1 and 2 
with Bovine Serum Albumin.

Ross and Subramanian have summarized the following equations (2.4) and (2.5), 
which can be used to analyze the type of binding involved in the thermodynamic pa-
rameters of protein interaction22

 ln – º / º /K H RT S R= ∆ + ∆  (2.4)

 
bº – ln  G RT K∆ =  (2.5)
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where Kb is analogous to the associative binding constant at the corresponding tem-
perature and R is the gas constant. By plotting the binding constant versus tempera-
ture, the enthalpy change (DH°) and entropy change (DS°) can be calculated from the 
slope and intercept of the van’t Hoff relationship, respectively. The free energy (DG°) 
change was estimated based on the binding constants at three different temperatures 
(Fig. 2.6).

Ross and Subramanian22a have studied various models to explain the existence 
of principal binding forces in the protein association process using thermodynamic 
parameters and the results showed that (i) both positive DH° and DS° resulted by hy-
drophobic forces, (ii) both negative DH° and DS° resulted by van der Waals interac-
tion and hydrogen bond formation, and (iii) negative DH° and positive DS° resulted 
by electrostatic interaction. As seen from Table 2.2, the negative free energy change 
values for the interaction between surfactant–cobalt(III) complexes and BSA indicate 
that the binding process is spontaneous. The positive DH° and DS° values indicate that 
hydrophobic interactions played a dominant role in the interactions between double-
chain surfactant–cobalt(III) complexes and BSA.23 Whereas the negative DH° and 
positive DS° values for the interaction between single-chain surfactant–cobalt(III) 
complexes and BSA indicate that the electrostatic interaction plays a major role.

2.3.7 UV–vis Absorption Studies

UV–vis absorption spectroscopic measurement is a simple and effective method to 
explore the structural changes and to establish the complex formation.24 The absorp-
tion spectra of BSA in the absence and presence of surfactant–cobalt(III) complexes 
are shown in Figure 2.7.

FIGURE 2.7 UV–Visible Absorption Spectra of Bovine Serum Albumin (BSA) in the Absence 
and Presence of Surfactant–Cobalt(III) Complexes (1 and 2). [BSA] =  10 mM and [Surfactant–
Cobalt(III) Complexes] = 90 mM.
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Generally, it is noticed that the addition of surfactant–cobalt(III) complexes to the 
protein solution results in hypochromism around 210 nm responsible for a-helix con-
tents of protein and hyperchromism around 280 nm responsible for aromatic residues 
of proteins. The observed hypochromism shows the occurrence of structural influ-
ence in the a-helix of protein, whereas hyperchromism shows the occurrence of al-
teration in the microenvironment around the aromatic acid residues probably through 
the extending into the aqueous environment. These changes in the absorbance of pro-
tein by the interaction with surfactant–cobalt(III) complexes can be the evidence for 
existence of static quenching process. This result indicates the ground-state complex 
formation.

2.3.8 Synchronous Fluorescence Studies

Synchronous fluorescence spectroscopy is used to monitor the microenvironmental 
and conformational changes around the vicinity of tryptophan (Trp) and tyrosine 
(Tyr) chromophores in the protein, following their extent of quenching and shift in 
the emission maximum by the addition of surfactant–cobalt(III) complexes. The 
characteristic emission for the tyrosine and tryptophan residues of the protein can be 
obtained by maintaining the wavelength interval (Dl) as 15 and 60 nm, respectively.20 
For the investigated concentration range, the changes in the synchronous fluorescence 
spectra of BSA/HSA upon increasing the concentration of surfactant–cob alt(III) 
complexes at Dl = 15 and 60 nm are shown in Figure 2.8.

As seen from Figure 2.8, there is no significant shift in the emission maximum of 
Tyr residues upon addition of complexes 1 and 2. In contrast, an obvious red shift in 
the emission of Trp residues was noticed for the single-chain surfactant–cobalt(III) 
complexes, which indicated that there is enhancement of polarity by the reduction of 
hydrophobicity. Whereas a slight blue shift in the emission of tryptophan residues was 
observed for double-chain surfactant–cobalt(III) complexes, which indicates that the 
polarity around the tryptophan residues was decreased by the increase of hydropho-
bicity due to conformational changes in BSA. From this result, we can conclude that 
double-chain surfactant–cobalt(III) complexes should have higher hydrophobic than 
single-chain surfactant–cobalt(III) complexes.
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FIGURE 2.8 Synchronous Fluorescence Spectra of Bovine Serum Albumin (BSA) Left at 
Dl = 15 nm and Right at Dl = 60 nm. BSA = 10 mM and [Surfactant–Cobalt(III) Complexes] = 90 mM.

2.3.9 CD Spectroscopic Studies

CD spectroscopy is a sensitive technique to investigate the changes in the secondary 
structure of protein upon interaction with metallodrugs. The far-UV CD spectra of 
BSA exhibit two negative bands at 208 and 222 nm, which are characteristic of the 
typical a-helical structure of protein and is contributed by the n → ᴨ* transfer of the 
peptide bonds of a-helix.25 So in order to obtain an insight into the changes in the sec-
ondary structure of BSA upon interaction with surfactant–cobalt(III) complexes, the 
far-UV CD spectra of BSA were recorded in the absence and presence of complexes 
1 and 2.
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FIGURE 2.9 Circular Dichrosim Spectra of Bovine Serum Albumin (BSA) in the Absence and 
Presence of Complexes 1 and 2. [BSA] = 2 mM and [Surfactant–Cobalt(III) Complexes] = 4 mM.

In CD spectral measurements, the concentration of BSA was maintained at 4 mM. 
The spectra were recorded in the range of 200–270 nm with a scan rate of 200 nm/
min and a response time of 4 s. Three scans were accumulated for each spectrum. The 
observed ellipticity of CD results (in millidegrees) was expressed in terms of mean 
residue ellipticity (MRE) in deg cm2 dmol−1 according to the following equation:26

 
p

observed CD(m deg)MRE
10nlC

=  (2.6)

 
208MRE 4000-helix(%)= ×100

33,000 4000
α − −

−  (2.7)

where n is the number of amino acid residues in the protein, l is the cell path length, 
and Cp is the molar concentration of the protein. The a-helix contents of free and 
combined BSA were calculated from MRE values at 208  nm from equation (2.7). 
MRE208 is the observed MRE value at 208 nm, 4000 is the MRE of the b-form and 
random coil conformation cross at 208 nm, and 33,000 is the MRE value of a pure 
a-helix at 208 nm.

As can be seen from Figure 2.9, the negative ellipticity values of BSA decreased by 
the addition of surfactant–cobalt(III) complex, indicating the unfolding of peptide 
strands, thereby lowering of the a-helical content in the protein. The extent of de-
creasing the a-helical content in BSA by the complexes 1 and 2 shows that the binding 
of surfactant–cobalt(III) complexes with BSA induces conformational changes in BSA 
which may affect the physiological functions of proteins.
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Based on the results present in Figure 2.9, it is found that a-helix content of protein 
has been reduced to a large extent in the presence of double-chain complexes than the 
respective single-chain complexes. This is due to the larger hydrophobicity of double-
chain than the single-chain surfactant–cobalt(III) complexes.

2.3.10 Three-Dimensional Fluorescence Studies

The 3D fluorescence spectroscopy is a convenient technique to investigate the occur-
rence of conformational and microenvironmental changes in the protein as a function 
of excitation and emission wavelengths simultaneously. The intensity and maximum 
emission wavelength corresponding to the fluorescence peaks of protein residues have 
a close relationship with the polarity of the environment.27 The 3D fluorescence spec-
tra of BSA were investigated in the absence and the presence of surfactant–cobalt(III) 
complexes (Fig. 2.10). As seen, the two peak regions, peak 1 corresponding to Rayleigh 
scattering peak (lex = lem) and peak 2 corresponding to fluorescence peak (lex < lem, 
Dl = 60 nm), were observed. Peak 2 shows the spectral behavior of tryptophan and 
tyrosine residues, whereas fluorescence of phenylalanine is negligible.28 The fluores-
cence intensity of peak 2 was dramatically decreased with increasing the concentration 
of surfactant–cobalt(III) complexes, indicating that conformational changes in BSA 
were induced as a result of exposure of aromatic residues buried in the hydrophobic 
microenvironment. These results are in accordance with CD and synchronous spec-
tral studies to support the conformational and microenvironmental changes in BSA 
occurred upon binding with surfactant–cobalt(III) complexes.

FIGURE 2.10 Three-Dimensional Fluorescence Spectra for Bovine Serum Albumin (BSA) 
(a), BSA  +  Complex 1 (b), BSA  +  Complex 2 (c). [BSA]  =  90  mM and [Surfactant–Cobalt(III) 
Complexes] = 10 mM.
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2.4 CONCLUSION

The effect of hydrophobic part in the surfactant–cobalt(III) complexes on CMC be-
havior and protein interaction was investigated by changing the chain length of alkyl-
amine ligands. These surfactant–cobalt(III) complexes have very low CMC compared 
to simple classical surfactant, that is, they have more capacity to associate themselves, 
forming aggregates. On increasing the chain length of the surfactant–cobalt(III) com-
plexes, their CMC values decreased due to increase in the ability of association. All 
the complexes quenched the fluorescence of protein through static quenching process. 
Their quenching and binding constant mainly depended upon the extension of alkyl-
amine ligand chain length. Interestingly, binding constant and number of binding sites 
decreased for single-chain system whereas increased for double-chain system with 
increase of temperature, due to the changes in the mode of protein–complex interac-
tion. This was further analyzed from thermodynamic parameters and supported by 
synchronous studies, which observed that single-chain system involves electrostatic 
interaction, while double-chain system involves hydrophobic interaction. Moreover, 
UV–vis absorption, 3D fluorescence, and CD studies revealed that appreciable confor-
mational and some microenvironmental changes occurred in the BSA. Significantly, 
this work deals with the tail tune effect, which is important in future for designing the 
surfactant-based metallodrugs, having desired binding mode with drug carrier serum 
albumin. This kind of tuning the hydrophobicity of surfactant metal complexes with 
suitable tail ligand could be a better pathway for optimizing the condition for effective 
anticancer drugs, and this attention is going on now.
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ABSTRACT

The 1,3-dipolar cycloaddition is an elegant and atom-efficient process for the synthe-
sis of spiro heterocycles, involving the formation of C–C and C–N bonds in a single 
step. The construction of a spiro heterocyclic framework has always been a challeng-
ing endeavor for synthetic organic chemists as it frequently requires synthetic design 
based on 1,3-dipolar cycloaddition reactions. This review gives a short summary of the 
advances for the selective synthesis of various spiro heterocyclic compounds through 
multicomponent reactions and 1,3-dipolar cycloaddition reactions with the main em-
phasis on the work done in our laboratory.

3.1 INTRODUCTION

Cycloaddition reactions are one of the most important classes of reactions in synthetic 
chemistry.1 Within this class, the 1,3-dipolar cycloaddition reaction has found exten-
sive use as a high-yielding regio- and stereocontrolled method for the synthesis of dif-
ferent heterocyclic compounds.2 Indeed, the 1,3-dipolar cycloaddition reaction has 
been described as “the single most important method for the construction of hetero-
cyclic five-membered rings in organic chemistry.”3 Integrating the ylide (dipole) and 
the alkene or alkyne (dipolarophile) within the same molecule provides direct access 
to bicyclic (or polycyclic) products of considerable complexity. The proximity of the 
reactants and the conformational constraints often lead to ready cycloaddition with 
very high or complete selectivity.

In general, the [p4s + p2s] thermal cycloaddition of 1,3-dipoles with alkene and 
alkyne dipolarophiles generates five-membered heterocycles and are called 1,3-dipo-
lar cycloadditions because of the dipolar nature of the principal resonance structures 
and the 1,3-additions which they undergo (Fig. 3.1).4

FIGURE 3.1 General 1,3-Dipolar Cycloaddition and Possible X, Y, and Z Combinations from 
First Row Atoms.

1,3-Dipoles have resonance structures that allow them to react as nucleophiles as 
well as electrophiles. 1,3-Dipolar molecule is a species represented by zwitter ionic 
octet and sextet structures. It can be represented by two octet structures, in which 
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the positive charge is located on the central atom and the negative charge is distrib-
uted over the two terminal atoms, and two sextet structures, wherein two of the four 
p-electrons are localized at the central atom (Fig. 3.2). Basically, 1,3-dipoles can be 
divided into two different types: the allyl anion type and the propargyl/allenyl anion 
type.5 The three atoms of the 1,3-dipole molecule can be a wide variety of combina-
tion of C, O, and N.

FIGURE 3.2 The Basic Resonance Structure of 1,3-Dipoles.

The azomethine ylide represents one of the most reactive and versatile classes of 
1,3-dipoles and is readily trapped by a range of dipolarophiles forming substituted pyr-
rolidines and pyrrolizidines that are prevalent in a variety of biologically active com-
pounds.6

Azomethine ylides have four p-electrons spread over the three-atom C–N–C unit, 
and they can be represented by a zwitter ionic (or diradical) form. Four zwitter ionic 
resonance forms can be drawn, as shown in Figure 3.3. The most common representa-
tion has a positive charge located on the nitrogen atom and a negative charge distrib-
uted over the two carbon atoms.7 The extent of negative charge on each carbon atom 
is determined by the nature and number of substituents at these carbons. Alternatively, 
two resonance forms with the positive and negative charges on the carbon atoms can 
be drawn to represent the 1,3-dipole.

FIGURE 3.3 Zwitter Ionic Resonance Forms of Azomethine Ylide.
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Extensive investigations during the last two decades has shown that nonstabilized 
azomethine ylides can be obtained by i) deprotonation of iminium salts or amine N-
oxides,8 ii) decarboxylation of pyridinium-1-acetic acid salts or amino acids,9 iii) ther-
mal and photochemical ring opening of aziridines or heterocyclic compounds such as 
4-oxazolines,10 and iv) desilylations of N-(trimethylsilylmethyl)iminium cation.11 In 
these methods, the most useful and the most frequently applied are the decarboxyl-
ation of amino acids (Fig. 3.4).

FIGURE 3.4 Generation of Azomethine Ylides.

The synthetic importance of azomethine ylides stems from their use for the prepa-
ration of five-membered nitrogen heterocycles, which are present everywhere in na-
ture and often found as subunits of bioactive natural products. It is especially note-
worthy that nitrogen-containing heterocycles form the basic skeleton of numerous 
alkaloids and therapeutic agents.12 Pyrrolidine, pyrrolizines, and oxindole alkaloids 
constitute a class of compounds with significant biological activities, such as antimi-
crobial, antitumor, antiviral, and antibiotic.13 In addition, they also act as inhibitors of 
human NK-I receptor activity.14 Some spiro pyrrolidines are potential antileukemic 
and anticonvulsant agents and possess local anesthetic activities.15

The asymmetric structure of the molecule due to the chiral spiro carbon atom is 
one of the important criteria of the biological activities. Compounds with spiro skel-
etons not only constitute subunits in numerous alkaloids and natural products but are 
also templates for drug discovery and have been used as scaffolds for combinatorial 
libraries (Fig. 3.5).16–19
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FIGURE 3.5 Naturally Occurring Pharmaceutically Important Spiropyrrolidines.

The efficiency of a chemical synthesis can nowadays be measured not only by pa-
rameters like selectivity and overall yield but also by the raw material, time, human 
resources, and energy requirements, as well as the toxicity and hazard of the chemi-
cals and the protocols involved.20 To meet these goals, chemists have been attempting 
specially to develop multicomponent reactions (MCRs). Since these reactions offer 
significant advantages over conventional linear-type syntheses, as more often are rec-
ognized cost-effective and comparatively fast routes though generating less chemical 
waste.21

This article aims to review the design and selective synthesis of different types of 
spiro heterocyclic compounds through 1,3-dipolar cycloaddition reaction with special 
emphasis on the work done by our research group in the last decade. The present re-
view is divided into various sections based on the construction of spiro carbon atom 
during the product formation.

3.2 SYNTHESIS OF MONOSPIRO HETEROCYCLES

An efficient and diversity-oriented regioselective three-component 1,3-dipolar cyclo-
addition reaction of acenaphthenequinone, sarcosine, and Knoevenagel adducts for 
the synthesis of spiro[acenaphthylene-1,2′-pyrrolidine] derivatives (1) was described 
by our research group using aqueous methanol in highly regio- and stereoselective 
manner (Scheme 3.1).22 Moreover, three stereogenic centers with one spiro carbon 
are controlled very well for this intermolecular three-component combinatorial pro-
cess. There is no evidence for the synthesis of other regioisomer 2.
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SCHEME 3.1 Synthesis of Spiro[acenaphthylene-1,2′-Pyrrolidine] Derivatives.

The present cycloaddition reaction was also studied in other solvents such as aque-
ous methanol, ethanol, acetonitrile, dioxane, dichloromethane, and tetrahydrofuran 
(THF). Lower yield of product was obtained in several hours as compared to aqueous 
methanol (Table 3.1).

TABLE 3.1 Optimization for the Synthesis of Spiro[acenaphthylene-1,2′-pyrrolidine] Derivatives 
(1)

Entry Solvent Temperature (°C) Time (min) Yield (%)

1 Ethanol 78 58 80

2 Aq. methanol (2:8) 65 45 84

3 Dichloromethane 40 270 23

4 Acetonitrile 82 180 68

5 Tetrahydrofuran 66 270 32

6 1,4-Dioxane 101 270 61

When sarcosine was replaced by proline, a series of spiro[acenaphthylene-1,2′-
pyrrolizidine] derivatives (3) were obtained under the same reaction conditions 
(Scheme 3.2).
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SCHEME 3.2 Synthesis of Spiro[acenaphthylene-1,2′-Pyrrolizidine] Derivatives.

To expand the scope of this three-component 1,3-dipolar cycloaddition reaction, 
the reaction of Knoevenagel adducts and isatin with sarcosine was attempted. To our 
delight, under the above-optimized conditions, the reactions proceeded smoothly and 
a variety of the desired spiro[indoline-3,2′-pyrrolidine] derivatives (4) were obtained 
in good yields (Scheme 3.3).

SCHEME 3.3 Synthesis of Spiro[indoline-3,2′-Pyrrolidine] Derivatives.

We described the use of ethyl lactate as a valuable bio-based green solvent for the 
selective synthesis of medicinally privileged spiro[benzo[f]pyrrolo[2,1-a]isoindole-
5,3′-indoline]-2′,6,11-trione derivatives (5) via the 1,3-dipolar cycloaddition reaction 
of azomethine ylide generated in situ by the decarboxylative condensation of substitut-
ed isatin and proline with napthoquinone as dipolarophile (Scheme 3.4).23 The pres-
ent cycloaddition reaction for the synthesis of antimicrobial spirooxindole derivatives 
was also studied in ethanol under reflux condition by Bhaskar et al.24 These conditions 
have limitations in terms of the no recovery of solvent, longer reaction time, and lower 
yields. Hence, there is a compelling need to develop an effective synthetic procedure 
under more ecofriendly conditions. Further, this one-pot multicomponent methodol-
ogy carried out at room temperature had several advantages such as i) rapid assembly 
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of heterocyclic molecules by a three-component process with minimum generation 
of waste; ii) the process has high atom economy and is environmentally benign, since 
only molecules of water and CO2 are lost; and iii) multiple bonds and stereocenters are 
formed in a single reaction.

SCHEME 3.4 Synthesis of Spiro[benzo[f]pyrrolo[2,1-a]isoindole-5,3′-Indoline]-2′,6,11-Trione 
Derivatives.

The optimization of the cycloaddition reaction using different solvents such as 
ethanol, methanol, THF, toluene, acetonitrile, and dimethylformamide, as well as 
ethyl lactate was screened (Table 3.2). After optimization, the ethyl lactate was found 
to be the best solvent to obtain the desired product in good yields. But the reaction 
was found to give comparatively lower yield of the product in other petroleum-based 
solvents.

TABLE 3.2 Optimization of Reaction Conditions for the Synthesis of Spiro[benzo[f]
pyrrolo[2,1-a]isoindole-5,3′-indoline]-2′,6,11-triones (5)

Entry Solvent Time (h) Yield (%)

1 Toluene 24 22

2 Acetonitrile 20 16

3 Tetrahydrofuran 14 25

4 Dimethylformamide 18 30

5 Methanol 24 No reaction

6 Ethanol 24 No reaction

7 Ethyl lactate 1 82
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Although the detailed mechanism of the above reaction is not fully clarified, the 
formation of cycloadduct could be explained as follows: decarboxylative condensation 
of the isatin with proline gives the azomethine ylide I that subsequently undergoes 
1,3-dipolar cycloaddition reaction with the dipolarophile to afford the cycloadduct 
II, which is tautomerized to the hydronapthoquinone III, and rapid oxidation under 
atmospheric air conditions, resulting in the formation of cycloadduct (5) only without 
any traces of stereoisomer 6 (Scheme 3.5).

SCHEME 3.5 Mechanism for the Synthesis of Spiro[benzo[f]pyrrolo[2,1-a]isoindole-5,3′-
Indoline]-2′,6,11-Trione Derivatives.

3.3 SYNTHESIS OF DISPIRO HETEROCYCLES

One-pot synthetic method of pharmaceutically important novel ethyl 5′′-chloro-4-
cyano-1-methyl-2′,2’-dioxodispiro[3′H-indole-3′,2-pyrrolidine-3,3′′[3′′H]-indoline]-
4-carboxylate derivatives (7) with creation of up to three stereogenic centers concur-
rently has also been accomplished by us via a facile [3  +  2]-cycloaddition reaction 
of azomethine ylides, derived from isatin and sarcosine in [bmim]BF4 ionic liquid 
(Scheme 3.6).25 This type of cycloaddition reaction was also studied in methanol un-
der reflux condition and montmorillonite K-10 clay in methanol as reported by Laksh-
mi et al.26 and Shanmugam et al.,27 respectively. Both of these methods suffered from 
various drawbacks such as complicated workup, lower yields, longer reaction period, 
use of hazardous solvents in reaction procedure. However, further studies are still nec-
essary for the essence of facile, environmental, and economical methodology.
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The process described by our research group affords significant synthetic advan-
tages in terms of shorter reaction time, product diversity, and selectivity and simplicity 
of the reaction procedure with good-to-excellent yields.

SCHEME 3.6 Synthesis of Ethyl 5²′′-Chloro-4-Cyano-1-Methyl-2′,2²′′-Dioxodispiro[3′H-Indole-
3′,2-Pyrrolidine-3,3²′′[3²′′H]-Indoline]-4-Carboxylate Derivatives.

The feasibility of the strategy and optimization of the reaction conditions in vari-
ous solvents such as methanol, ethanol, acetonitrile, THF, and toluene as well as differ-
ent ionic liquids, such as [bmim]BF4 and [bmim]PF6, were explored. After optimiza-
tion, [bmim]BF4 was found to be the best solvent in terms of higher yield and shorter 
reaction times for this reaction (Table 3.3).

TABLE 3.3 Optimization Condition for the Synthesis of Dispiropyrrolidine Bisoxindole 
Derivatives (7)

Entry Solvent Temperature (°C) Time (min) Yield (%)

1 Methanol Reflux 120 82

2 Ethanol Reflux 140 80

3 Acetonitrile Reflux 320 69

4 Tetrahydrofuran Reflux 480 42

5 Toluene Reflux 520 38

6 [bmim]BF4 80 80 94

7 [bmim]PF6 80 90 90
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Although the detailed mechanism of the above reaction is not fully clarified, the 
formation of regioisomer could be explained as follows: decarboxylative condensation 
of the isatin with sarcosine gives the azomethine ylide (dipole), which subsequently 
undergoes 1,3-dipolar cycloaddition reaction with the dipolarophile to afford novel 
cycloadduct as a single regioisomer. The regioselectivity in the product formation can 
be explained by considering the secondary orbital interaction (SOI) of the orbital of 
the carbonyl group of dipolarophile with those of the ylide (Scheme 3.7). Accord-
ingly, the observed regioisomer via path A is more favorable due to the presence of 
SOI, which is not possible in path B. Thus, it ruled out the possibility of formation of 
stereoisomer 8.
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SCHEME 3.7 Mechanism for the Regioselective Synthesis of Ethyl 5′′-Chloro-4-Cyano-1-Methyl-
2′,2′′-Dioxodispiro[3′H-Indole-3′,2-Pyrrolidine-3,3′′[3′′H]-Indoline]-4-Carboxylate Derivatives.
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In the azomethine ylide of sarcosine, E isomer of alkyl 2-cyano-2-(2-oxoindo-
lin-3-ylidene)acetate is taking part as a dipolarophile producing dispiropyrrolidine 
bisoxindoles exclusively, while in case of azomethine ylide of proline, Z isomer of 
alkyl 2-cyano-2-(2-oxoindolin-3-ylidene)acetate is participating to generate the 
ethyl 5′′-chloro-4-cyano-3,4,4a,5,6,7-hexahydro-2′,2′′-dioxodispiro[3′H-indole-3′,2-
pyrrolizine-3,3′′[3′′H]-indoline]-4-carboxylates (9) as single product without using 
any catalyst in ionic liquid (Scheme 3.8). Good functional group tolerance and broad 
scope of working substrate are other prominent features of the present methodology 
with high degree of obtained chemo-, regio-, and stereoselectivity. It is observed that 
the generated three stereogenic centers can be controlled very well in this intermolecu-
lar multicomponent one-pot process.
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SCHEME 3.8 Synthesis of Ethyl 5′′-Chloro-4-Cyano-3,4,4a,5,6,7-Hexahydro-2′,2′′-
Dioxodispiro[3′H-Indole-3′,2-Pyrrolizine-3,3′′[3′′H]-Indoline]-4-Cyano-3,4,4a,5,6,7-Hexahydro-2′, 
2′′-Dioxodispiro[3′H-Indole-3′,2-Pyrrolizine-3,3′′[3′′H]-Indoline]-4-Carboxylates Derivatives.

The formation of cycloadduct follows the same pathway discussed by us previ-
ously, but the stereoselectivity in the product formation is completely different, which 
can be explained by plausible mechanism shown in Scheme 3.9. This cycloaddition is 
regioselective with the addition of the electron-rich carbon of the dipole to the b-car-
bon of dipolarophiles and stereoselective affording only one diastereomer exclusively 
despite more than one stereocentre being present in the cycloadducts. In the cycload-
duct, both amide carbonyl groups are in trans-relationship with respect to each other; 
this is presumably ascribable to the preferred spatial arrangement of the dipolarophile 
and the azomethine ylide in cycloaddition, which would minimize the unfavorable ste-
ric repulsion of the bulky groups of E isomerized Knoevenagel adduct (dipolarophile) 
with the generated azomethine ylide.
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SCHEME 3.9 Plausible Mechanism for the Synthesis of Ethyl 5²′′-Chloro-4-Cyano-3,4,4a,5,6,7-
Hexahydro-2′,2²′′-Dioxodispiro[3′H-Indole-3′,2-Pyrrolizine-3,3²′′[3²′′H]-Indoline]-4-Cyano-
3,4,4a,5,6,7-Hexahydro-2′,2²′′-Dioxodispiro[3′H-Indole-3′,2-Pyrrolizine-3,3²′′[3²′′H]-Indoline]-4-
Carboxylates Derivatives.

We also reported our new findings for the 1,3-dipolar cycloaddition of 2-oxo-
(2H)-acenaphthylen-1-ylidene-malononitrile as dipolarophiles with the azomethine 
ylides generated in situ by N-substituted isatin and sarcosine to furnish novel dispi-
ropyrrolidine oxindoles (10) in dry toluene with stirring for 6–7  h under refluxing 
conditions (Scheme 3.10).28 In addition, we have successfully developed the regiose-
lective bioactive dispiropyrrolidine oxindole (10) framework containing two cyano 
groups, which diversifies the existing 1,3-dipolar cycloaddition of azomethine ylides.
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SCHEME 3.10 Synthesis of Dispiropyrrolidine Oxindoles Derivatives.

The formation of regioisomer could be explained as follows: decarboxylative 
condensation of the isatin with sarcosine gives the azomethine ylide, which then un-
dergoes 1,3-dipolar cycloaddition reaction with the dipolarophile regioselectively as 
shown in Scheme 3.11 (path A). The regioselectivity in the product formation can be 
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explained by considering the SOI of the orbital of the carbonyl group of dipolarophile 
with those of the ylide as shown in Scheme 3.11. Accordingly, the observed regioiso-
mer via path A is more favorable because of the SOI that is not possible in path B ruling 
out the formation of stereoisomer 11.
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SCHEME 3.11 Mechanism for the Synthesis of Dispiropyrrolidine Oxindoles Derivatives.

Encouraged by this success, our research group extended this reaction to other 
dipolarophiles such as 2-fluoren-9-ylidene-malononitrile under similar conditions to 
furnish the respective dispiropyrrolidine oxindole derivatives (12) as single product 
with good yields (Scheme 3.12).
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SCHEME 3.12 Synthesis of Dispiropyrrolidine Oxindoles Derivatives.

A simple and highly selective synthetic protocol of dispiro heterocycles con-
taining three pharmacophoric moieties such as piperidinone, 1,3-indanedione, and 
pyrrolidine in a same molecular framework (13) has been afforded by the means of 
three-component reaction of ninhydrin, sarcosine, and 1-benzyl/methyl-3,5-bis[(E)-
arylidene]-piperidin-4-one using task-specific 1,1,3,3-tetramethylguanidine acetate 
[TMG][Ac] ionic liquid in excellent yield (85–92%) with high degree of chemo-, 
regio-, and stereoselectivity (Scheme 3.13).29 The present protocol proceeds in a che-
moselective fashion, as only one of the two olefinic double bonds of the dipolarophiles 
took part in the reaction. This reaction is also regioselective with the addition of the 
electron-rich carbon of the dipole to the b-carbon of dipolarophiles and stereoselec-
tive affording only one diastereomer in excellent yields. In the present case, there was 
no sign of the formation of stereoisomer 14.
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SCHEME 3.13 Synthesis of Dispiro Hetercyclic Derivatives.

In order to determine the effect of solvent on this reaction, we carried out the reac-
tion under different organic solvents such as methanol, ethanol, toluene, dioxane, and 
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acetonitrile, as well as different ionic liquids such as [bmim]BF4 and [bmim]Cl, but 
the reaction was found to give comparatively lower yield of the products in all these 
solvents (Table 3.4). After optimization, we observed that [TMG][Ac] was found to 
be the best solvent in terms of higher yield and shorter reaction times. A single regioi-
somer was isolated in all cases. No trace of the other regioisomer 16 was found even 
after prolonged reaction times.

TABLE 3.4 Different Reaction Conditions for the Synthesis of Dispiropyrrolidines (13)

Entry Solvent Temperature (°C) Time (h) Yield (%)

1 Methanol Reflux 6 82

2 Ethanol Reflux 6 78

3 Toluene Reflux 8 56

4 Dioxane Reflux 7 42

5 Acetonitrile Reflux 6 64

6 [bmim]BF4 Reflux 5 89

7 [bmim]Cl 80 5 86

8 [TMG][Ac] 80 3 92

One-pot three-component 1,3-dipolar cycloaddition reaction of substituted isatin, 
sarcosine, and 1-methyl-3,5-bis[(E)-arylidene]piperidin-4-one in methanol was se-
lectively utilized by us affording dispiro[3H-indole-3,2′-pyrrolidine-3′,3’’-piperidine]-
2(1H),4’’-dione derivatives (15) (Scheme 3.14).30 Further, synthesized compounds 
were subjected to in vitro antimicrobial activity against various bacteria and fungi, and 
antitubercular activity was carried out against Mycobacterium tuberculosis H37Rv strain.
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3.4 SYNTHESIS OF TRISPIRO HETEROCYCLES

Fluorinated alcohols are well known as a polar solvent31 having low nucleophilicity32 
and have been the subject of considerable interest since their introduction as “green” 
solvents for reactions. Besides their usefulness as powerful reaction media, fluorinated 
alcohols have been well recognized as efficient catalysts and successfully applied in 
many organic reactions.33

We accomplished an efficient protocol using 2,2,2-trifluoroethanol (TFE) as a 
promoter, recoverable, greener, environmentally benign solvent for the highly profi-
cient regio- and stereoselective synthesis of novel 1-N-methyl-spiro[2,3′]oxindole-
spiro[3,9″]-7″-arylmethylidene-1,4-dioxa-spiro[4″,5″]decan-4-aryl-pyrrolidine-8″,2′-
diones (17) via MCR of 7,9-bis[(E)arylidene]-1,4-dioxa-spiro[4,5]decane-8-ones, 
sarcosine, and substituted isatins (Scheme 3.15).34 Priority has been given to this 
method due to environmental friendliness, higher atom economy, shorter reaction 
time, and convenient operation. The simple product isolation procedure combined 
with ease of recovery and reuse of this novel reaction medium adds to the contribution 
toward the development of green and waste-free chemical process.
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SCHEME 3.15 Synthesis of Novel 1-N-Methyl-Spiro[2,3′]oxindole-Spiro[3,9″]-7″-
Arylmethylidene-1,4-Dioxa-Spiro[4″,5″]decan-4-Aryl-Pyrrolidine-8″,2′-Diones Derivatives.

Optimization for the reaction conditions of this cycloaddition reaction using dif-
ferent solvents such as ethanol, methanol, acetonitrile, 1,4-dioxane, THF, and 2,2,2-tri-
fluoroethanol was studied. The results are summarized in Table 3.5. As evident from 
Table 3.5, the best results were obtained using 2,2,2-trifluoroethanol to yield products 
as a single regioisomer in high yield in shorter reaction time. Reaction in other solvents 
did not give satisfactory yield of the product even after longer reaction time.
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TABLE 3.5 Preparation of 1-N-methyl-spiro[2,3′]oxindole-spiro[3,9″]-7″-arylmethylidene-1,4-
dioxa-spiro[4″,5″]decan-4-aryl-pyrrolidine-8″,2′-diones (17) in Different Solvents for Optimization 
of Reaction Conditions

Entry Solvent Temperature (°C) Time (h) Yield (%)

1 Ethanol Reflux 8 78

2 Methanol Reflux 6 75

3 Acetonitrile Reflux 5 69

4 1,4-Dioxane Reflux 6 71

5 Tetrahydrofuran Reflux 7 68

6 TFE Reflux 30 min 93

A plausible mechanism for the formation of the cycloadducts is proposed in 
Scheme 3.16. It is known that the Bronsted acidity (pKa = 12.4) and strong ionizing 
power of 2,2,2-trifluoroethanol play unique behavior in organic transformations. The 
present cycloaddition reaction of isatin with sarcosine leads to the “in situ” formation 
of an azomethine ylide. Subsequent 1,3-dipolar cycloaddition reaction of dipolaro-
phile and azomethine ylide afforded trispiropyrrolidine derivatives. The hydrogen 
atom of TFE is electron-deficient and can form hydrogen bonds with carbonyl groups 
of both isatin and dipolarophile, thereby catalyzing reaction. Further, the polar transi-
tion state of the reaction could be stabilized well by high ionizing solvent TFE. This 
catalysis presumably expedites the reaction in TFE relative to other solvents ruling out 
the possibility of formation of the other stereoisomer 18.
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SCHEME 3.16 Plausible Mechanism for the Formation of 1-N-Methyl-Spiro[2,3′]oxindole-
Spiro[3,9″]-7″-Arylmethylidene-1,4-Dioxa-Spiro[4″,5″]decan-4-Aryl-Pyrrolidine-8″,2′-Diones 
Derivatives.

Encouraged by diverse medicinal importance of pyrrolothiazole derivatives, a nov-
el class of spiro[4,3′]oxindole-spiro[5,9′′]-7′′-arylmethylidene-1,4-dioxaspiro[4′′,5′′]
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decan-6-aryl-thiapyrroli zidine-8′′,2′-diones were also synthesized under the opti-
mized reaction conditions (Scheme 3.17) replacing sarcosine by thiaproline.
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SCHEME 3.17 Synthesis of Spiro[4,3′]oxindole-Spiro[5,9′′]-7′′-Arylmethylidene-1,4-
Dioxaspiro[4′′,5′′]decan-6-Aryl-Thiapyrroli Zzidine-8′′,2′-Diones Derivatives.

A new regio- and diastereoselective 1,3-dipolar cycloaddition reaction of 
7,9-bis[(E)-arylidene]-1,4-dioxa-spiro[4,5]decane-8-ones, sarcosine/1,3-thiazolane-
4-carboxylic acid, and acenapthequinone in 2,2,2-trifluoroethanol as solvent has also 
been developed by us for the synthesis of novel trispiropyrrolidine and thiapyrroli-
zidines, which include in their structures a 1,3-dioxalane moiety (Scheme 3.18).35 
This method has the advantages of good yield, mild reaction condition, low cost, and 
simplicity in process and handling. 2,2,2-Trifluoroethanol can be easily separated from 
product and recovered in excellent purity for direct use.
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SCHEME 3.18 Synthesis of Trispiropyrrolidine and Thiapyrrolizidines Derivatives.
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3.5 CONCLUSION

Indeed, it is well known in recent years that among the various methodologies known 
in synthetic organic chemistry, 1,3-dipolar cycloaddition reaction occupies the top 
slot for the synthesis of five-membered heterocycles and their analogs. This area is 
clearly expanding in several aspects and will reveal spectacular applications in the near 
future, ranging from the synthesis of spiro heterocyclic compounds. The development 
in this research area and understanding of stereochemical mechanistic path provided 
the chemists a platform to devise and synthesize a desired molecule of pharmacologi-
cal interest.

As this review discusses the advancements in methodology, clear mechanistic 
path, stereochemistry involved, and synthetic applications of 1,3-dipolar cycloaddi-
tion reactions, it might be very useful for researchers and academicians to understand 
1,3-dipolar cycloaddition reactions.

Further, the regio- and stereochemical outcome of the cycloadducts was de-
termined unambiguously by single crystal X-ray analyses of the compounds 1, 3, 4, 
5, 7, 9, 10, 12, 13, 15, 17, and 20 having the CCDC numbers as 840556, 840557, 
840558, 844357, 838902, 856837, 827499, 833828, 873496, 883122, 874668, 
and 874669, respectively.
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ABSTRACT

Plasma chemistry is most important subject for plasma-processing systems and appli-
cations. Basically, it is controlled by highly active species or by the higher temperature 
properties of the plasmas. In this chapter, clarity about plasma as physics or chemistry 
has been clearly brought out. Also, chemistry of nonthermal plasma applications spe-
cially for dielectric barrier discharge-based VUV/UV excimer light sources has been 
discussed. In the chemically active plasma discharges, in situ diagnostics are not possi-
ble due to contamination issues. The passive optical emission spectroscopy diagnostic 
is a better solution. The recent trends of plasma spectroscopy diagnostics in concur-
rence with the plasma chemistry understanding has been presented.

4.1 INTRODUCTION

Plasma chemistry plays an important role in most plasma-processing systems and ap-
plications. The industrial plasma applications range from nonthermal to thermal plas-
mas. In nonthermal plasma applications, the highly active species of plasma play an 
important role, whereas in thermal plasma applications, the higher temperature prop-
erties of the plasma control the chemistry.1 In fact, plasma has become an important 
element and has touched many aspects of our lives. For example, people are well aware 
of plasma TV, plasma thrusters, and fluorescent lamps, as well as popular-culture con-
cepts such as plasma guns and plasma shields (Ref. [2] and references therein). Cell 
phones, computers, and other modern electronic devices are also manufactured us-
ing plasma-enabled chemical processing (Ref. [2] and references therein). Most of the 
synthetic fibers used in photomaterials, clothing, and advanced packaging materials 
are also treated using plasmas.3 A significant amount of clean water in the world is 
purified using ozone-plasma technology.4 Many different tools and special surfaces are 
plasma-coated to protect and provide them with new extraordinary surface properties. 
The developments in plasma chemistry are enabling tremendous growth in a variety of 
applications for environmental remediation, manufacturing, therapeutic, preventive 
medicine, etc.5,6 The motivation for this chapter is to bring out the foundational un-
derstanding of some of the physical and chemical aspects associated with both thermal 
and nonthermal plasmas. Efforts have also been made to discuss the recent trends in 
plasma chemistry and spectroscopy diagnostics.

Council of Scientific and Industrial Research-Central Electronics Engineering Re-
search Institute is currently working on the nonthermal applications of plasma by way 
of developing dielectric barrier discharge (DBD)-based VUV/UV excimer light sourc-
es7,8 for medical and industrial applications. In the excimer light sources, spontaneous 
radiations that employ nonequilibrium radiation of excimer and exciplex molecules 
play an important role.9 The excimers are weakly bound excited states of molecules 
that do not have a stable ground state. The main advantage of excimer light sources 
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is that they provide high-intensity narrow-band molecular radiation in the absence of 
a strong molecular bond in the ground state, which eliminates radiation absorption 
in the plasma. There are many methods to generate excimers, such as corona, high-
energy electron beam, X-ray, protons, heavy ions, synchrotron radiation, microwave 
discharges. However, the DBD-based plasmas provide one of the most efficient ways 
to produce the necessary precursors for excimer formation due to its ability to produce 
high energetic electrons at high working pressures (≥200 mbar). High pressure further 
promotes the suitable conditions for excimer formation by three-body reactions in the 
plasma. The excimer formation in the DBD is well favored by high collision rates at 
elevated pressure and efficient excitation or ionization of precursor species. A brief 
review of the plasma chemistry is brought out in the chapter for the VUV/UV excimer 
formation.

We know well that in the chemically active plasma discharges, in situ diagnostics 
are not possible due to contamination issues but the plasma spectroscopy plays an im-
portant role in understanding the chemically active plasmas.10,11 In fact, the line radia-
tion contains information on the nature of the plasma and can be utilized passively to 
understand the plasma environment spectroscopically. However, interpretation of the 
spectroscopic measurements is not straightforward. The delicacy lies in the complex 
nature of the plasmas and subsequently the manifold atomic and molecular processes. 
In order to infer the useful parameters from the measured intensities of lines, proper 
calculations of the population densities of excited states are required, which is possible 
by means of collisional–radiative (CR) model analysis.11 The recent trends of plasma 
spectroscopy diagnostics in concurrence with the plasma chemistry understanding 
have also been briefly discussed.

A brief description of the plasma is given in Sections 4.2 and 4.3. Section 4.4 is re-
lated to the discharge sources for plasma chemistry. Section 4.5 contains brief informa-
tion about the major components of chemically active plasmas. Section 4.6 deals with 
the atomic chemistry and spectroscopy diagnostics, which also include understanding 
about corona, local thermodynamic equilibrium (LTE), and CR models that are used 
for quantitative plasma spectroscopic diagnostics in most chemically active plasmas. 
The chapter is concluded in Section 4.7.

4.2 WHETHER PLASMA IS PHYSICS OR CHEMISTRYβ

To begin with, let us understand the definitions of physics and chemistry. Physics is 
the branch of science where we study energies, whereas chemistry is the branch of sci-
ence where we study matters. Next question is then, what is difference between matter 
and energy. This difference is tabulated in Table 4.1.
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TABLE 4.1 General Difference Between Matter and Energy

Matter Energy

It has weight It has no weight

It occupy space It does not occupy any space

One can identify by sense 
organs

One cannot identify by sense organs (e.g., we cannot see light 
rather light shows us, here light is an energy)

One cannot do work One can do work

It is quite interesting that the energy has unique property to do work. If we provide 
energy to matter it starts working, otherwise it is dead. The matter without energy 
is chemistry, whereas the matter with energy shows chemical energy and becomes 
physics. However, since we cannot clearly identify energy by sense organs, physics is 
mostly an understanding, whereas chemistry is mostly sense. To clearly comprehend 
whether plasma is physics or chemistry, let us try to learn about the states of matter. 
Based on the energy, character, and particle motion, there are presently six states of 
matters known, which are listed in Table 4.2.

TABLE 4.2 Characteristics of Different States of Matter

Zeroth First Second Third Fourth Fifth

Name Bose–Ein-
stein Solid Liquid Gas Plasma Filament

Energy
~Zero <Crystal <Attraction >Attraction <106 eV <1026 eV

Character Nonthermo-
dynamical

Thermo-
dynamical

Thermody-
namical

Thermody-
namical Thermal Nonthermo-

dynamical

Particle 
motion No (heat) 

motion Particles move in all three dimensions
Motion in 
only one 
direction

Four states of matter, that is, solid, liquid, gas, and plasma, are well known. These 
all are the thermal states. Their particles have heat motion in all the three possible 
dimensions. The energy of the heat motion produces these four thermal states of mat-
ter. In solid, liquid, and gas, thermodynamical characters are valid and chemistry is 
well defined. However, in plasma state, the thermal effects lead to an equilibrium state 
along with the charge particles having high energies. So, due to associated added ener-
gy in the plasma state, one can say that it is both physics and chemistry. If we look only 
these four states of matter, still there are a few more questions that need an answer.
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How many states of matter are possibleb
Is there another state of matter which is more energetic than plasmab
How can we explain the cosmic rays up to particle energies ~1021 eVb
Filaments of the solar corona seem to be very hot without clear heating process, 

whyb
Why are filaments and jets so very thinb
One of the states of matter is the Bose–Einstein condensate. It has zero thermal en-

ergy (see Table 4.2), and it is proximity to the 0°K, which is why it is named as zeroth 
state of matter. This is a nonthermodynamical state due to the associated temperature. 
Considering Bose–Einstein condensate state as “fifth state of matter” is clearly incor-
rect because heated plasma will never be transformed to this state. The enthalpy of 
thermal states is shown in Figure 4.1. In this figure, the level of disorder has been used 
to determine the state numbering in the matter.

FIGURE 4.1 Enthalpy Diagram of States of Matter.

Taking this into consideration, the filaments should then belong to the “fifth state 
of matter.” Sparks, electron beams in TV, lightnings, ion jets in the spacecrafts, elec-
trons in accelerator machines, ions in the future fusion reactors, solar corona, flares, 
jets of young stars, and jets at black holes and at neutron stars belong to this most en-
ergetic state of matter. Solar flare particles have energy ~1010 eV but the hottest plasma 
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in supernova has only ~105 eV energy.12 Plasma particles above 105 eV energy cannot 
exist because hypernova cannot exist. Filaments are the largest bodies of the Universe 
and can have energy <1026 eV. Filament particles above 1026 eV cannot exist because 
the largest neutron stars of three sunmasses have energy only ~1026 eV. This further 
indicates that with the existing understanding the above-mentioned six states of mat-
ter are only possible. These filaments and jets have an exact circular cross-section, can 
oscillate, and are produced electrically from plasma. However, one cannot compress 
the filaments into plasma state. Particles move only in one direction, that is, without 
the thermal zig-zag. Interestingly, particles in the most energetic state of matter do not 
emit heat due to their flight along straight lines. These particle motions in filaments 
are already named recently: “nonthermal motions”.13 Hence, the fifth state of matter is 
also a nonthermal state. We can say that zeroth and fifth states of matter are nonther-
mal states of matter and are not part of any chemistry. On the other hand, solid, liq-
uid, and gas are purely chemistry based on the reaction kinetics and thermodynamical 
properties (bulk behavior), whereas plasma due to reaction kinetics and thermal state 
(energy behavior) can be said both physics and chemistry.

4.3 WHAT IS PLASMA?

Plasma is known as fourth state of matter. Plasmas are conductive assemblies of charged 
particles, neutral particles, and fields that exhibit collective effects.14 The plasma state 
can exist in any solid, liquid, or gas phases. However, it is to be noted that the plasma 
state differs with the above states due to its very nature of having additionally long-
range electromagnetic (EM) interaction forces. To understand as a layman, let us take 
a piece of ice, which is a solid. Now if we heat the ice, it will get converted into a liquid, 
and if we heat it further, it will get converted into gas. What will happen if we heat the 
gas b The gas molecules break into atoms, and then atoms into electrons and ions. 
When this ionization becomes large enough, then the charged particles start behaving 
collectively. As there is a saying “either crowd decides or God decide”, this collective 
approach of charge particles leads to an aggressive state of matter, which is the fourth 
state of matter, called plasma. So mere ionization in any gas, solid, and liquid does not 
make plasma state. The charge particles must exhibit collective behavior for plasma 
state to exist. Basically, collective behavior of particles influences a far particle by long-
range EM interaction forces. This happens due to large number of charge particles. To 
understand the basic nature of crowd (or collective) behavior, let us take an example 
that there is a crowd of people standing near the road due to some incidence and an-
other person is passing nearby. It is most obvious that this person feels a long-range 
force toward the crowd due to his own query and will be attracted toward the crowd. 
Similarly, when there is crowd of charge particles in any solid, liquid, and gas state, 
it starts influencing a far charge particle of opposite polarity by long-range Coulomb 
force and this far particle feels a force by the crowd of charge particles. Due to flow of 
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charge particles, there are local currents and apparently magnetic fields. Hence, there 
come long-range EM interaction forces in the plasma state. The examples of plasmas 
in gases, liquids, and solids are given in Table 4.3.

TABLE 4.3 Examples of Liquid, Solid, and Gas Phase Plasmas

Sr. No. Phase Examples
1. Gas-phase plasma H2, O2, He, Ar, Cl2, D + T, SF6 Plasmas, etc.

Used in many technological applications

2. Liquid-phase 
plasma

Sodium in ammonia, electrolytes, etc.

3. Solid-phase plasma Free electrons and holes in semi-conductors, highly corre-
lated dusty plasmas, etc.

Plasmas are described by many characteristics, such as temperature, degree of 
ionization, and density, the magnitude of which, and approximations of the model 
describing them, gives rise to plasmas that may be classified in different ways. A few 
classifications are listed below.

4.3.1 Ideal and Nonideal Plasmas

At low densities, a low-temperature partially ionized plasma can be regarded as a mix-
ture of ideal gases of electrons, atoms, and ions. The particles travel at thermal veloci-
ties, mainly along straight paths, and collide with each other only occasionally. With 
an increase in density, the mean distances between the particles decrease and the par-
ticles start spending even more time interacting with each other, that is, in the fields 
of surrounding particles. So, an ideal plasma is one in which Coulomb collisions are 
negligible, otherwise the plasma is nonideal. In fact, condition for the ideal plasma 
existence is that the average kinetic energy of an electron should substantially exceed 
the average Coulomb energy needed for an ion to bind the electron.
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2
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The terms used in this expression have their usual meanings. This expression even 
can be further used in terms of Debye shielding of the particles and ultimately to un-
derstand the collective behaviors of the plasmas.14

When mean energy of interparticle interaction becomes comparable with the 
mean kinetic energy of thermal motion, the plasma becomes nonideal.15
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4.3.2 Cold, Warm, and Hot Plasmas

A plasma is composed of approximately same number of electrons and ions (i.e., quasi-
neutral). However, it is the temperature of electrons, ions, and gas that determines the 
nature of plasmas. In low-pressure gas discharge, the collision rate between electrons 
and gas molecules is not frequent enough for nonthermal equilibrium to exist between 
the energy of the electrons and the gas molecules. So the high-energy particles are 
mostly composed of electrons, while the energy of the gas molecules is around room 
temperature. Under these circumstances, we have Te >> Ti >> Tg, where Te, Ti, and 
Tg are the temperatures of the electron, ion, and gas molecules, respectively. This type 
of plasma is called as “cold plasma”. In cold plasma, the degree of ionization is below 
10−4.16

In a high-pressure gas discharge, the collision between electrons and gas molecules 
occurs frequently. This causes thermal equilibrium between the electrons and gas mol-
ecules. We have Te ~ Ti ~ Tg. We call this type of plasma “hot plasma”. There do exist 
subnomenclatures for these plasmas and are listed below.

4.3.2.1 Hot Plasma (Thermal Plasma)

A hot plasma is one that approaches a state of LTE. A hot plasma is also called as ther-
mal plasma.17 Atmospheric arcs, sparks, flames, etc., can produce such plasmas.

4.3.2.2 Cold Plasma (Nonthermal Plasma)

A cold plasma is one in which the thermal motion of the ions can be ignored. Con-
sequently, there is no pressure force, the magnetic force can be ignored, and only the 
electric force is considered to act on the particles.18 Examples of cold plasmas include 
the Earth’s ionopshere (about 1000°K compared to the Earth’s ring current tempera-
ture of about 108°K), low discharge in a fluorescent tube, etc.

4.3.3 Plasma Ionization

The degree of ionization of a plasma is the proportion of charged particles to the to-
tal number of particles including neutrals and ions and is defined as a = n+/(n + n+), 
where n is the number of neutrals and n+ is the number of charged particles.

In a plasma where the degree of ionization is high, charged particle collisions dom-
inate. In plasmas with a low degree of ionization, collisions between charged particles 
and neutrals dominate. The degree of ionization, which determines when a gas be-
comes a plasma, will vary between different types of plasmas. It may be as little as 10−6.

Example: Let us take a low-temperature, low-density, weakly ionized plasma for 
industrial applications. By low temperature, we mean “cold” plasma with a gas tem-
perature normally ranging from 300°K and 600°K, by low density, we mean plasmas 
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with neutral gas number densities of approximately 1013–1016 molecules cm−3 (pres-
sure between ~0.1 and 103 Pa), and by weakly ionized, we mean degree of ionization 
lies between 10−6 and 10−1.19 At very low ionization level (<10−3), neutral collision 
dominates. On the other hand, for a few percent ionization, the Coulomb collisions 
dominate over collisions with neutrals in any plasma.20

When the input energy to the plasma increases gradually, the degree of ionization 
jumps suddenly from a fraction of one percent to full ionization. Under certain condi-
tions, the border between a fully ionized and a weakly ionized plasma is very sharp.21

There are many nomenclatures like collisional plasmas, noncollisional plasma, 
neutral plasmas, non-neutral plasma, high-density plasma, low-density plasma, mag-
netic plasma, nonmagnetic plasma, high-energy density plasmas, dusty plasmas, grain 
plasmas, active and passive plasmas, etc., quite popular in plasma community. The 
classifications are based on dominance of the specific property of plasma, which is 
reflected by itself from the name.

4.4 DISCHARGE SOURCES FOR PLASMA CHEMISTRY

Plasma chemistry is clearly organized with the plasma, and a plasma source, which in 
most laboratory conditions is a gas discharge, represents the physical and engineering 
basis of the plasma chemistry. For simplicity, an electric discharge can be viewed as 
two electrodes inserted into a glass tube and connected to a power supply. The tube 
can be filled with various gases and/or evacuated. As the voltage applied across the 
two electrodes increases, the current suddenly increases sharply at a certain voltage re-
quired for sufficiently intensive electron avalanches. If the pressure is low, on the order 
of a few Torr, and the external circuit has a large resistance to prohibit a large current, 
a glow discharge develops. This is a low-current, high-voltage discharge widely used 
to generate nonthermal plasma. A similar discharge is known by everyone as a plasma 
source in fluorescent lamps. The glow discharges can be considered a major example 
of low-pressure, nonthermal plasma sources.22

A nonthermal corona discharge occurs at high pressures (i.e., ~atmospheric pres-
sure) only in the regions of sharply nonuniform electric fields.22 The field near one 
or both electrodes must be stronger than in the rest of the gas. This occurs near sharp 
points, edges, or small-diameter wires, which tend to be low-power plasma sources 
limited by the onset of electrical breakdown of the gas. However, it is possible to avoid 
this restriction through the use of pulse power supplies. Electron temperature in the 
corona exceeds 1 eV, whereas the gas remains at room temperature. The corona dis-
charges are, in particular, widely applied in the treatment of polymer materials: most 
synthetic fabrics applied to make clothing have been treated before dyeing in corona-
like discharges to provide sufficient adhesion.23 The corona discharge can be consid-
ered a major example of an atmospheric-pressure nonthermal plasma source.

If the pressure is high, on the order of an atmosphere, and the external circuit re-
sistance is low, a thermal arc discharge can be generated between two electrodes.22 
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Thermal arcs usually carry large currents, greater than 1 A at voltages of the order of 
tens of volts. Furthermore, they release large amounts of thermal energy at very high 
temperatures often exceeding 1040 K. The arcs are often coupled with a gas flow to 
form high-temperature plasma jets. The arc discharges are well known not only to sci-
entists and engineers but also to the general public because of their wide applications 
in welding devices.1 The arc discharge can be considered a major example of thermal 
plasma sources.

Between other electric discharges, the nonequilibrium, low-pressure radio fre-
quency (RF) discharges play the key roles in sophisticated etching and deposition 
processes of modern microelectronics, as well as in treatment of polymer materials.1,22 
Between “nontraditional” but very practically interesting discharges, we can point out 
that there are the nonthermal, high-voltage, and atmospheric-pressure, DBDs.7,8 The 
floating electrode DBD can also be used to the human body as a second electrode 
without damaging the living tissues. Such a discharge obviously provides very inter-
esting opportunities for direct plasma applications in biology and medicine.24 More 
detailed information on the discharge sources for plasma chemistry can be found in 
special books focused on plasma physics and engineering.1,25

4.5 MAJOR COMPONENTS OF CHEMICALLY ACTIVE PLASMAS

The chemically active plasmas are multicomponent systems, which are highly reac-
tive due to large concentrations of charged particles (electrons, negative and positive 
ions), excited atoms and molecules (electronic and vibrational excitation make a major 
contribution), active atoms and radicals, and UV photons.26 Each component of the 
chemically active plasma plays its own specific role in plasma-chemical kinetics. Elec-
trons are usually first to receive the energy from an electric field and then distribute 
it between other plasma components and specific degrees of freedom of the system. 
Changing parameters of the electron gas (density, temperature, electron energy distri-
bution function) often permit control and optimization of plasma-chemical processes. 
Ions are charged but are heavy particles, which make a significant contribution to plas-
ma-chemical kinetics either due to their high energy (as in the case of sputtering and 
reactive ion etching) or due to their ability to suppress activation barriers of chemical 
reactions. This second feature of plasma ions results in the so-called ion or plasma 
catalysis, which is particularly essential in plasma-assisted ignition and flame stabili-
zation, hydrogen production, fuel conversion, exhaust gas cleaning, and even in the 
direct plasma treatment of living tissues.27

The vibrational excitation of molecules also often makes a major contribution to 
plasma chemical kinetics because the plasma electrons with energies ~1 eV primarily 
transfer most of the energy in commonly used gases such as N2, CO, CO2, H2, and 
continuously in the same way into vibrational excitation.26 Stimulation of plasma-
chemical processes through vibrational excitation permits the highest values of en-
ergy efficiency to be reached. Electronic excitation of atoms and molecules can also 
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play a significant role, especially when the lifetime of the excited particles is quite long 
(metastable states). The plasma-generated metastable electronically excites oxygen 
molecules O2

* (singlet oxygen) is the best example, which effectively participate in the 
plasma-stimulated oxidation process in polymer processing, and biological and many 
medical applications.26,28

Plasma-generated photons also play a key role in a wide range of applications, from 
plasma light sources to UV sterilizations. Since we are working for the UV sterilization 
of water using plasma-based technology at CSIR-CEERI, it would be useful to discuss 
the plasma chemistry of DBD-based UV excimer/exciplex sources.29

Excimer/exciplex sources are quasi-monochromatic light sources and can operate 
over a wide range of wavelengths in the UV spectral range, that is, VUV (100–200 nm), 
UV-C (200–280 nm), UV-B (280–315 nm), and UV-A (315–400 nm).30 The opera-
tion of these sources is based on the formation of excited dimers (excimers) and the 
following transition from the bound excited excimer state to a weakly bound ground 
state resulting in an UV-photon radiation. Exciplex means an excited complex. So, ex-
cimers/exciplex are diatomic molecules or complexes of molecules that have stable 
excited electronic states and an unbound or weakly bound ground state. As an exam-
ple, Xe2*, Kr2*, and Ar2* are excimer molecules, but XeCl*, KrCl*, XeBr*, ArCl*, and 
Xe2Cl* are exciplex molecules.31 Because the excimer formations are unstable, they 
disintegrate within a few nanoseconds converting their excitation energy to optical 
radiation. Because of the excimer molecule nature, the difference between their stable 
excited state and weakly bound ground state amounts from 3.5 to 10 eV, which is the 
requisite energy for radiation in the UV spectral range.

Radiation is released when the excimer molecule in upper electronic exited state 
de-excites to its ground state. The excimer or exciplex molecules are not very stable 
and rapidly decompose, typically within a few nanoseconds, giving up their excitation 
energy in the form of a UV photon. The typical Grotrian diagram for excimer/exciplex 
radiation formation with certain transition possibilities is shown in Figure 4.2.

FIGURE 4.2 Typical Sketch Grotrian Diagram of (a) Xenon Excimer Formation and (b) Ordinary 
Xenon Iodide Exciplex Formation.
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Excimer molecule emission happens when
*
2Rg Rg Rg (UV photon) 2hν→ + +

Exciplex molecule emission happens when

RgX* Rg X (UV photon)hν→ + +

where Rg2* is an excimer molecule, RgX* is an exciplex molecule, Rg is an atom of rare 
gas, and X is an atom of halogen.

The main principle underlying the operation of excimer source relies on the spon-
taneous radiative decomposition of excimer states, so the major task is to generate 
excimer molecules effectively. The important role is played by the electrons in the ex-
cimer molecules formation. In order to generate efficiently excimer molecules, the ac-
tive medium should contain a sufficient concentration of electrons with energies that 
are high enough to produce the precursors of the excimer molecules, which are mainly 
excited and ionized rare gas atoms.

Excitation of working gas mixture can lead to form excited and ionized rare gas 
atoms by the following reactions.

Excitation:

 
– –Rg e Rg* e+ → +  (4.1)

Direct ionization:

 
– –Rg e Rg 2e++ → +  (4.2)

Stepwise ionization:

 
– –Rg* e Rg 2e ,++ → +  (4.3)

where Rg* is an excited electronic state of rare gas atom, Rg+ is an ionized state of rare 
gas atom, and e– is an electron. Once active medium accumulates enough quantity of 
excited rare gas atoms, then the excimer molecules are formed by the following reac-
tion:

 
*
2Rg* Rg M Rg M,+ + → +  (4.4)

where M is the third particle that can carry away the excess energy. In general, it is a 
rare gas atom of a working mixture. Since the formation of the excimer molecules is 
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carried out by a three-body reaction, it is advantageous to have pressure high. Higher 
pressure increases the concentration of atoms and the probability of simultaneous col-
lision of three species that is necessary for excimer formation. However, at the same 
time, the increasing pressure leads to intensification of excimer molecule quenching 
(i.e., radiationless decay). Hence, in practice, the optimal pressure of the working mix-
ture in the laboratory is worked out by the experimental ways.

The reaction mechanisms for the formation of exciplex molecules (rare gas ha-
lides) are bit complex, in which the ground-state atomic and molecular species, ionic 
species, and excited atomic species take part.

The formation of exciplex molecules is realized in two main ways. The first one 
is a three-body ion–ion recombination reaction32 of the positive rare gas ion and the 
negative halogen ion as shown in the following reaction:

 
–Rg X M RgX* M,+ + + → +  (4.5)

where M is a third partner which is, in general, the atom or molecule of the working 
gas mixture. The formation of the negative halogen ion occurs by dissociative attach-
ment reaction when the electron interaction with halogen molecules occurs via the 
following reaction:

 
– –

2X  e X  X ,+ → +  (4.6)

where X is a halogen atom. The second way is a harpooning reaction that is a binary 
process.33 In this case, the excited rare gas species transfers their loosely bound elec-
tron to the halogen molecule or even the halogen-containing compound may form an 
electronically excited state of exciplex molecule RgX* through the following reaction:

 2Rg*   X RgX*   X.+ → +  (4.7)

The harpooning reaction is a two-body process so it does not need so high pres-
sure like for three-body reaction. The harpooning reaction made available the exciplex 
sources to operate at a low pressure of working gas mixture. As a result, in such case, 
the intensity of excimer molecule quenching is much less than in the excimer sources 
where excimer molecules are formed by three-body reaction. This has allowed for 
the achievement of the maximal energy conversion efficiency for the UV radiation. It 
should be mentioned that high pressure is useful for the domination of the ion–ion re-
combination reaction and the low pressure is beneficial for the domination of the har-
poon reaction. The examples of excimer radiation obtained in DBD-based discharges 
in our laboratory are shown in Figure 4.3.
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FIGURE 4.3 Radiation Spectrum of the Dielectric Barrier Discharges for (a) Excimer in Pure 
Xenon Discharge and (b) Exciplex in Mixture of Xenon and Chloride.

It is to be noted that the successful control of plasma can permit chemical processes 
to be directed in a desired direction and through an optimal mechanism. However, the 
control of a plasma-chemical system requires detailed understanding of elementary 
processes and the kinetics of the chemically active plasma. The major fundamentals of 
plasma physics, elementary processes in plasma, and plasma kinetics could be found in 
couple of books.1,25,26 Creation of chemically active species from neutrals by collision 
with energetic electrons and ions and also the interaction of energetic plasma particles 
with surfaces play a critical role in deciding the specific type of chemistry. There are 
three types of chemistry that is important in plasma.

i) Atomic-level chemistry
ii) Molecular-level chemistry
iii) Surface chemistry
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Each of the above plasma chemistry becomes individual subject area of research, 
and it is difficult to cover in a single chapter. However, an effort has been made to 
discuss the atomic-level chemistry and spectroscopy diagnostics in Section 4.6. The 
part of the atomic-level chemistry along with its applications is published elsewhere 
in greater details.34

4.6 ATOMIC CHEMISTRY AND SPECTROSCOPY DIAGNOSTICS

4.6.1 Radiation Processes in Plasmas

The plasma, being an ionized state of matter at larger temperature, emits radiation 
over a wide range of EM spectrum. The radiations are mainly caused by the colli-
sions that are taking place between particles leading to ionization or recombination 
and also due to acceleration or deceleration of charged particles. A study of radia-
tion processes in plasma is important because it provides information about plasma 
parameters. The radiation study is also important from the point of view of energy 
balance in plasma.

The emitted radiation may exhibit either a continuum or a line spectrum or 
both. Analysis of continuum intensities, line intensities, and line profile can provide 
considerable information about plasma parameters such as electron temperature, 
electron density, ion temperature, plasma motion, etc.35–39 The radiation frequency 
range may lie in microwaves, optical, and X-ray regions depending on plasma param-
eters under consideration.

There are basically three types of radiation processes in unmagnetized plasmas, 
namely, bound–bound or line radiation, free–bound or continuum radiation, and 
free–free or Bremsstrahlung radiations. Cyclotron radiation, which occurs in mag-
netized plasmas, is due to magnetic centripetal acceleration of charge particles as 
they spiral about the magnetic field lines. Blackbody radiation emitted from plasma in 
thermodynamic equilibrium is important only in astrophysical plasmas in view of the 
large size required for plasma to radiate as a black body.

4.6.1.1 Bound–Bound or Line Radiations

The principal characteristic of bound–bound radiation is that the radiation is 
emitted at discrete frequencies. Whenever plasma contains atoms whose orbital 
electrons have not been completely stripped, line radiation will appear. Electrons 
changing their orbits remain bound to the nucleus, before and after the transitions, 
so this type of transition is called bound–bound transition. The corresponding 
wavelength extends from IR to far UV. The radiation frequency is characteristic of 
both the atom or ion and the emitting levels. Bound–bound transition is a more 
dominant phenomenon in low-temperature or moderate-temperature plasmas. At 
very high temperatures, plasma can be completely ionized, striping the atoms of all 
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its orbital electrons. Due to their electronic excitation, atoms and ions emit a spec-
trum of lines such as

 ,u l ul
ul

hcE E hν
λ

− = =  (4.8)

where u and l are, respectively, upper and lower excited levels between which the 
transition takes place. This is a spontaneous transition. Since the energy expected 
to be emitted in time dt is hnulAuldt, so the power radiated at nul is hnulAul. The power 
density of bound–bound radiation is proportional to P m  Z6, and thus even a very 
small fraction of impurities of high Z value can be detrimental for energy balance.

In plasma, spectral lines are broadened due to several factors, including collisions 
and pressure.37 The Doppler and Stark broadening plays an important role in shap-
ing the spectral lines.37 Consequently, the study of line profiles offers a powerful tool 
for plasma diagnostics. In processing plasmas, the spectral study of molecules and 
radicals may also be required, which is far more complex than those of single atom. 
The electronic excitation of diatomic molecules gives band systems in the UV, vis-
ible, and IR regions. If the electronic state does not change during a transition, IR 
bands called the vibration–rotation bands may be observed.

4.6.1.2 Free–Bound or Continuum Radiation (Recombination Radiation)

Free electrons in plasma can recombine with ions, or in some cases, be captured by 
neutral molecules. The energy lost by the electron in these processes may appear 
as radiation. Here the originally unbound charged particle is captured by another 
particle, and it emits the radiation, the process is called free–bound radiation.

The excess energy of an electron with velocity radiation according to the relation 
Je is converted into radiation according to the relation

 e
e 2 j

I
NN

m E E hvϑ
++ − = , (4.9)

where I
N

E +  is the ionization energy corresponding to the reaction N  → N+ + e and 
EN is the energy of the excited state j to which the electron is trapped. Since free 
electrons have any value of velocity Je, its recombination with an ion will result in 
continuum radiation. A threshold value exists for the wavelength resulting from the 
trapping of electrons with zero velocity in the excited state 

jNE . Hence,

 min maxorN
N

hcE h
E

ν λ′∆ = =
′∆

 (4.10)
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where I j

I
N N NE E E′∆ = −  because the electrons are distributed over a large spectrum 

of energies, their recombination into energy level j will give rise to a spectrum be-
tween nmin and large value of n. Electrons can be trapped into every available energy 
state of an atom, so the continuous spectrum coincides with the number of available 
energy levels.

Power density of free–bound emission to the jth level is

 4 ejb i
j

N NP Z
T

∝ . (4.11)

So its value increases with number density and high Z value. Generally for pro-
cessing plasmas, the continuum associated with free–bound transition will be domi-
nant.36

4.6.1.3 Free–Free or Bremsstrahlung Radiation

Accelerated charges radiate E.M. energy proportional to square of their acceleration. 
Bremsstrahlung or breaking radiation is the energy emitted when a free charged 
particle makes a transition between two states of a continuum in the field of an 
atom or ion. In this process, a free electron makes a transition to another state of low 
energy with emission of photon. Since an electron is free before and after the coulomb 
interaction, Bremsstrahlung is refereed as “free–free” radiation. It is a continuous ra-
diation.

At low energies, ions are massive to suffer the necessary acceleration, and Brems-
strahlung radiation arises almost entirely from electron radiation in electron–ion in-
teraction. The wavelength (maximum) related to temperature is given by the expres-
sion

 
e

14,000
(eV)

hc
kT T

λ = ≈ Å (4.12)

For high temperature, it usually occurs in X-ray or UV wavelength range.
The radiant energy W emitted by an electron per unit time is proportional to the 

square of their acceleration,
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where a is the acceleration of the particle and is given by
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The power radiated per unit volume from plasma in electron–ion interaction with 
Maxwellian velocity distribution is given by
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 (4.15)

where Te is in K and Ne and Ni are electron and ion densities in m−3. Usually frequency 
of Bremsstrahlung radiation is higher than the plasma frequency, and thus Brems-
strahlung radiation propagates as if plasma were not just there. Since Pb scales on Ne, 
Bremsstrahluug becomes important in high- density plasmas. Even more important 
is the dependence on Z2; this shows that even a small percentage of high-Z ions in 
the plasma can cause a large increase in energy loss by radiation. This is the reason 
why in fusion plasma, a lot of attention is paid to the reduction of high-Z impurities.

4.6.1.4 Cyclotron Radiation

The radiation occurring when an electron or ion moves within a magnetic field has 
the fundamental cyclotron frequency of rotation in the magnetic field in which it 
is trapped. There usually will be higher harmonics of this frequency present but of 
much weaker intensity. For low electron energies, it occurs as a line at the electron 
Larmor frequency, whereas for higher electron energies, one finds radiation emit-
ted at harmonics of the electron frequency in addition to the fundamental frequency. 
Further details could be found elsewhere.37

4.6.1.5 Black Body Radiation

Plasma is said to be optically thin when radiation trapping within the plasma can be 
neglected. Otherwise, it is optically thick. In optically thin plasma, the radiation 
represents a volume effect, whereas in optically thick plasma, the observed radiation 
is from surface. If the EM radiation generated within the plasma is absorbed and 
reemitted many times before reaching the boundaries of plasma, the radiation will 
come into equilibrium with itself and with plasma particles. In such plasma, concepts 
of radiations involving single or binary particle interaction can no longer be applied. 
Instead, plasma is considered to be a medium in thermal equilibrium. In such a case, 
emission and absorption radiation are balanced and Kirchoff ’s law applies. A body, 
which absorbs completely all radiations at all temperatures, is termed as a black body. 
This equilibrium radiation is called “the black body radiation.” The total radiation 
from the surface of a black body is given by Planck’s law and depends only on the 
temperature of body as,
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 4 2 W mI Tσ=  (4.16)

Plasma having complete thermodynamical equilibrium exists only in stars or 
during the short interval of a strong explosion. Plasma size should be extremely 
large so that it can radiate as a black body.

4.6.2 Plasma Models (Corona, LTE, and CR Model)

It is very well known that the impurity spectral lines that one observes are the spon-
taneous emissions of excited impurity atoms/ions and obviously their intensities are 
proportional to the excited-state population density Nu, which is generally determined 
by the local plasma parameters. The measured intensity is generally described by the 
simple relationship,
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For plasma, the absolute intensity (or upper level population density Nu) depends not 
only on the properties of the isolated radiating species but also on the properties of 
the plasma in the intermediate environment of the radiator. The population of excited 
states is described by a Boltzmann distribution provided that they are in thermal equi-
librium. Since low-pressure plasmas are nonequilibrium plasmas, in them population 
density does not necessarily follow a Boltzmann distribution. Thus, according to 
physical situations encountered, the plasma is said to be in LTE or coronal equilib-
rium or CR equilibrium. Before discussing these theoretical models, let us consider all 
the processes ultimately responsible for change in upper level population densities.

Population kinetics model:
i) Collisional Processes
Bound–Bound transitions
Collisional de-excitation: NS(u) + e → NS(l) + eXul de-excitation rate coefficient
Collisional excitation: NS(l) + e → NS(u) + eXlu excitation rate coefficient
Free–bound transitions
Collisional ionization: NS(u) + e → Ni + e + eS(u) ionization rate coefficient
Three-body recombination: Ni + e + e → NS(u) + eb(u) three-body recombina-

tion rate coefficient
ii) Radiative processes
Bound–bound transitions
Spontaneous decay: NS(u) → NS(l) + hnAul spontaneous transition probability
Photo excitation: NS(l) + hn → NS(u) + eAlu spontaneous absorption probability
Free–bound transitions
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Radiative recombination: Ni +e → NS(u) + hna(u) radiative recombination rate 
coefficient

Photo ionization: NS(u) + hn → Ni + eB(l,u) J Photo ionization rate coefficient
For nonhydrogenic plasmas, additional processes must be included
Dielectronic recombination: Ni + e → NS

** → NS(u) + hnaD(u) Dielectronic re-
combination rate coefficient and auto-ionization NS(u) + hn → NS

** → Ni + eBD (l,u)
JD auto-ionization rate coefficient

The set of equations describing the temporal relaxation of the density n(u) of level 
u and its CR destruction and production is given by

 

( ) ( ) ( ) ( )n u P u n u D u
t

∂ = −
∂ , (4.18)

where P(u) is the so-called production term and D(u) is the destruction factor. The 
full equation is expressed as

Production term Destruction term

( )
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   + + + + +∑ ∑ ∑ ∑        (4.19)

The solution of this equation is not straightforward. It is also not necessary to 
solve this equation always. One can take certain valid assumptions and reduce the 
complexity. In view of this, there are three theoretical models available in plasma spec-
troscopy for spectral analysis purpose.

i) LTE model
ii) Coronal model
iii) CR model, which is the more generalized model

Figure 4.4 can easily depict these models.

FIGURE 4.4 Comparison of Coronal, Collisional–Radiative Model, and Local Thermodynamic 
Equilibrium Model for Three-Level Atom (Ground-State and Two Excited States).
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In coronal model, an assumption is that all upward transitions are collisional and 
all downward transitions are radiative. In LTE model, an assumption is that most all 
processes are collisional, whereas CR model is a general model, which involves solving 
complete coupled rate equation (4.18). Nevertheless, it is not always necessary to deal 
with all atomic processes and infinite energy levels simultaneously to solve equation 
(4.18) under CR model consideration. To qualify these assumptions, the probability 
for spontaneous decay of an excited atom and electron collision rate plays an impor-
tant role. For example, radiative decay rate for ground-state hydrogen Aul ≈ 108Z−4 s−1 
and electron collision rate are given by ne = 2.91 × 10−6Ne(cm−3)lnLTe

−3/2(eV) s−1, 
which is electron density dependent. The simplifications provided by these assump-
tions are described later.

4.6.2.1 LTE Model

If electron plasma density exceeds Ne ~ 1015 cm−3, the collisional rates will increase un-
til radiative processes can be neglected. It means most excited states are depopulated 
by collisions mainly. In this case, the excited states are in local thermodynamic equi-
librium with the ground state. Hence, for high-density plasma region, if any spontane-
ous decay happens, an electron comes by that time and collides and takes it immedi-
ately to the higher energy state. So in the high-density case, only collisional-dominated 
transitions happen and radiative process becomes negligible. Thus, the distribution 
of population densities of the electron is determined exclusively by particle collision 
processes and collisions take place rapidly so that the distribution responds instanta-
neously to any change in the plasma conditions. In such circumstances, each process 
is accomplished by its inverse process and these pairs of processes occur at equal rates 
by the principle of detailed balance.36 Hence, the distribution of population densities 
of energy levels of electrons is same as it would be in a system in complete thermody-
namical equilibrium. The population distribution is then determined by the statistical 
mechanical law of equilibrium among energy levels and does not require knowledge 
of atomic cross-sections for its calculation. Thus, one can describe the population dis-
tribution as follows.
Bound–bound case

For bound–bound case, the Boltzmann relation describes the distribution of pop-
ulation levels within a given species,

 
( ) ( ) ( )exp

( )
S S S

S S e e

N u g u u
N B T kT

χ 
= −   , (4.20)

where
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Here NS(u) is the population density of excited state u of an atom in the ground state, 
NS is the ground-state atom density of a species, gS(u) is the statistical weight of the 
excited state u, BS(Te) is the partition function corresponding to lower level ground-
state atom, Te is the electron temperature, and k is the Boltzmann’s constant.

Free–bound case

The relative total populations of successive ionization is given by Saha equation as

 
3/2

e e Si
2

S S e e

2 ( )( ) 2 exp
( )

iN N mkTg u
N B T h kT

π χ ∞ = −     
, (4.22)

where Ne is the electron density, Ni is the ground-state ion density, and NS is the 
ground-state atom density.
Note

i) Although the plasma temperature and density may vary in space and time, the 
distribution of population densities at any instant and point in space depends 
entirely on the local values of temperature, density, and chemical composition 
of the plasma.

ii) The condition of LTE is even valid if the transitions are coming from higher 
excited energy state u even though the electron density is low enough (below 
1015 cm−3) because the value of the atomic transition probability decreases as 
we go up in the excited states. Hence, even for small Ne values, the radiative 
processes can be easily neglected from the higher-level transitions. However, 
these transitions produce spectrum in the IR region of the spectrum, which is 
in general not under the scope of the common spectroscopic studies. Due to 
this fact, the assumption of LTE is taken valid when Ne < 1015 cm−3 for most 
plasma studies.

4.6.2.2 Corona Model

When the electron density is low, a rather simple model, which acquires its name 
from its applicability to the solar corona, may be used. This was a model basically 
proposed to explain the spectrum of solar corona. In corona model, the assumption 
is that all upward transitions are collisional and all downward transitions are radiative. 
In fact, in low-density plasma (Ne < 1010 cm−3), the probability for spontaneous de-
cay of an excited atom is much higher than for any collisional depopulation process. 
Hence, it can be easily assumed that
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i) all upward transitions are collisional
ii) all downward transitions are radiative.

Further, these assumptions are also valid even for Ne < 1010 cm−3 provided that 
the transitions are happening very near to the ground state. Such transition produces 
spectrum in the extreme UV (EUV) region of the spectrum, which is again not under 
the scope of the many spectroscopic studies. Hence, the assumption for corona model 
is taken valid only for low densities for most plasma studies.

We have already seen for low-density case, the following two conditions satisfies

i) All upward transitions are collisional
√ Collisional excitation: NS(l) + e → NS (u) + e Xlu excitation rate coefficient
 × Photo excitation: NS (l) + hn → NS (u) + e Alu (radiative negligible)
which is true when photon density in the system is very less. It means no photo 

excitation and absorption – all escapes – which is true for low-density optical 
thin plasma cases.

ii) All downward transitions are radiative
√ Spontaneous decay: NS (u) → NS (l) + hn Aul Spontaneous transition prob-

ability
× Collisional de-excitation: NS (u) + e → NS (l) + e Xul de-excitation rate coef-

ficient (collisional negligible) which is valid when the electron density is very small 
because for low-density cases Xul becomes negligible.

The net result for bound–bound and free–bound transitions is expressed below.

Bound–bound transition

Since for a detailed balance, the reverse process balances each and every process, the 
above assumption of corona model says that the spontaneous decay is not balanced 
by photo-excitation and the collisional excitation is not balanced by collisional de-
excitation. But in steady state, the number of atoms being in a particular energy state 
is constant in time, which means for bound–bound transition in coronal steady-state 
case, the collisional excitation is simply balanced by spontaneous decay.

 e S lu u ulN N X N åA=  (4.23)

Free–bound transitions

We know that the processes of collisional ionization and three-body recombination 
are the inverse processes and must take place at equal rates in LTE,

e e eS iN N+ ⇔ + +
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However, the ionization rate m Ne and three-body recombination rate m Ne
2.

Positive ion may also recombine with electron by radiative process.

 e ( )i SN N u hn+ → +

The rate of this process m Ne. At a sufficiently low density, it is more important 
than the three-body recombination, which is mNe

2.
Furthermore, for the low-density optical thin plasma cases, the radiation density 

is very low, and hence, photo-ionization becomes negligible. Then the ionization 
equilibrium is balanced between radiative recombination and ionization by electron 
collisions.

 e S e iN N S N N α=  (4.24)

These equations (4.23) and (4.24) are sufficient to describe the spectrum under 
coronal model case.

4.6.2.3 CR Model

The CR models are 0-dimensional plasma model (and can be extended to 1–2D if im-
purity transports are important), which are used to calculate atomic-state populations 
for one or more species, as a function of electron density and temperature.

The model works under the condition that the two types of processes that cause an 
atom to change its excited state are collision and radiative processes.

This is a general model because for intermediate density case 
(1010  cm−3  <  Ne  >  1015  cm−3), collisional frequency is higher, which leads to a 
competition between collisional processes and radiative decay processes. Thus, for 
general model treatment, one has to include all collisional and radiative processes and 
solve aforesaid equation (4.18) stepwise. How it is done is described below.

As one goes up in higher levels from the ground state, the rate of spontaneous 
decay/de-excitation decreases quite rapidly. So, in due course, one will end up having 
certain level above which even in low densities before a spontaneous decay occurs, an 
electron comes and collides and excite that to a higher state, which is called as LTE. 
Then one comes to point that the levels above this certain level are in LTE. But how 
one decides these levelsb Here comes the time information. If spontaneous decay time 
(Aul) for a particular level is comparable to the electron collision frequency (which 
depends upon the electron density), then the level above that level will not be in the 
so-called coronal equilibrium.

Then how one will treat these levels in realityb This treatment is mainly described 
in the CR model. Most important thing to be noticed is that in the regimes where 
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neither the LTE, nor coronal approximation is valid, the problem is essentially to be 
solving the complete coupled differential equation describing the population and de-
population simultaneously as expressed in equation (4.19). Considerable advances 
have been made in the last couple of year owing, partially, to the increasing knowledge 
of cross-sections necessary for the rate coefficients and, partially, to the use of high-
speed computers for the calculation of such coupled equations. The CR model is the 
outcome of this advancement.

Simplifications in CR model are as follows:
i) To avoid dealing with impossibly large summations and equally large number of 

differential equations, it is necessary to notice one of the most important properties 
of the CR model. In fact, with increasing quantum number, the level spacing becomes 
closer, the probability of collisional processes (within bound-bound) becomes greater, 
while at the same time, the probability of radiative process becomes smaller. Thus, to 
any desired accuracy, there is always some level above which the effect of the radiative 
processes may be neglected. So, simply one can assume that the bound–bound transi-
tion above this level is like free–bound transition. It is like above this level, the atom 
goes into next ionizing level. Under these circumstances, a modified form of Saha’s 
equation may be used to evaluate the population densities of these upper levels u. In 
literature, this is called as equilibrium population densities {nE(u)}.

From same Bol( ) ( )( ) ( ) tzexp
( )

mannB S S
E S S

S e e

g u uN u N u N
B T kT
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   ∞ −= =    
   

 (4.26)

Equation (4.25) is known as modified Saha equation. It applies in the restricted 
sense when u = uS. If one normalizes the whole equation (4.19) with equation (4.26), 
one can compute the value of N(u) easily because the simulations in the rate equation 
(4.19) are no longer infinitely larger and the number of these equations that need to be 
considered is reduced to a manageable number.

Now how one will find the value of uSb The value of u = uS (above which modified 
Saha equation may be used) may be found by changing it and checking that the result 
of the calculation has not changed by more than the required accuracy (within ±10%). 
For pS = g, it will be reduced to LTE limit.

Hence, the first simplification in CR model is that to a desired accuracy there is 
always some level above which the effect of the radiative processes may be neglected 
and we can treat these levels under LTE limit. The schematic of energy levels is shown 
below in Figure 4.5 describing the LTE and Ccronal limits.
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FIGURE 4.5 Schematic of Energy Levels of an Atom.

ii) On examination of rates of various processes, one can find that the relaxation time associated 
with the ground-level atoms or ions are some orders of magnitude longer than those for transitions 
among the excited states and the continuum of free electrons. For the excited levels, the relaxation 
times are the lifetimes for spontaneous radiative decay or shorter. Compared with the relaxation time 
for the ground-level population, these others may be regarded as instantaneous. It is to be noted that 
for most of atomic plasmas, this condition holds well. For example, for the lower levels, radiation 
lifetimes are typically much smaller than even with the transport times (10−7 s vs. 10−4 s), and for 
higher excited levels, where radiation lifetimes are larger, the more efficient collisional excitation/
de-excitation by electrons usually satisfies the small lifetime requirement.

Hence, the second simplification in CR model is that the dominant populations 
are ground-state atoms and ions (and also metastables if any), and their sum is con-
stant. Compared with the relaxation times for the ground-level population, these oth-
ers may be regarded as instantaneous.

  ,TotalConstantS i SN N N+ = =  (4.27)

Thus, a quasi-steady-state solution of the set of equation (4.19) can be derived as

 
0 except for 1udN u

dt
= ≠

 (4.28)
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Now the sets of equation (4.19) reduce to
1) A set of (uS − 1) simultaneous equations,

 eff
1

( ) i iu S Su
u

C n u N C N C
>

= +∑  (4.29)

where C is the function of S, X, a, b, A, Te, and Ne, etc.
2) Any number of Saha equation for level above uS
Since Ni (ground-state ion density) and NS (ground-state atom density) are inde-

pendent variable, the density of population can be split in atoms and ion ground level 
by using the said Saha and Boltzmann equations as
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where ir′  and Sr′  are the so-called first-order relative populations, whereas ri and rS are 
the relative population including Saha–Boltzmann coefficient and these values can be 
found by solving equation (4.29) for Ni = 0 and NS = 0, respectively.

3) And equation (4.1) for ground level where we have to retain the time derivative
These equations then give ionization and recombination of a system of ions under 

consideration. These equations are described in terms of the effective rate coefficients.

 CR CR
(1)

i e S e
dN N N S N N

dt
α= −  (4.31)

Here the CR ionization and recombination rate coefficients are expressed in terms 
of population coefficients for u > 1 as
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where u > 1 means all excited levels.
when

 CR i e CR S e
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d
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The plasma is called the ionizing equilibrium plasma. It is important to note that 
the ionizing coefficient includes ri and not rS and vice versa for recombining coeffi-
cient and there is no direct dependence of either aCR or SCR on Ni and NS. This makes 
it convenient to use these coefficients in plasma transport model where only ground-
level atoms, electrons, and ions are considered. The ionization and recombination 
coefficients can then be used to calculate the transformation flow from ground-level 
atoms to ions and vise versa.

The solutions of these equations are time-dependent solutions that allow account 
to be taken of the finite time required for ionization and recombination processes. Due 
to this fact, this model is also quite useful even for transient plasma cases. The steady-
state value can also be deduced in the different regions of models like corona and LTE 
for given Ne and Te.

4.6.3 Spectroscopic Equipments

Depending on the plasma environment and chemistry, plasma spectroscopy equip-
ments such as spectrometer/spectrograph, detector, and imaging optics can be cho-
sen. Details of various spectroscopic systems and their components are given in de-
tails in a few standard textbooks on plasma spectroscopy.35–39 A typical spectrometer/
spectrograph consists of an entrance slit in the focal plane of a collimating spherical 
mirror, a grating as a dispersing element, a focusing mirror, which forms an image of 
the entrance slit in the focal plane, and a exit slit (see Fig. 4.6).

FIGURE 4.6 Schematic Diagram of Spectrometer/Spectrograph.
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A detector is mounted on the exit slit. The plasma (emitting source) is either 
imaged by an optical arrangement on the entrance slit or coupled by fibers to the slit. 
The choice of grating (lines/mm) decides spectral resolution. Blaze angle of grating 
determines the useful wavelength range. The focal length of the spectrometer influ-
ences the spectral resolution and together with grating defines the aperture and thus 
the throughput of light. The width of the entrance slit is also of importance for light 
throughput, which means a large entrance slit gives more intensity.

At the image plane of exit slit either a photomultiplier (PMT) is placed or a charge 
coupled device (CCD) array is mounted. The width of exit slit or the pixel size of CCD 
influences the spectral resolution of the system. The overall sensitivity of the system 
strongly depends on the detector: PMTs with different cathode coatings or CCD ar-
rays with different sensor types (intensified, back-illuminated, etc.).39 A typical spec-
trum obtained by CCD-based monochromator is shown in Figure 4.7.

FIGURE 4.7 Typical Spectra from Helium Discharge Plasma.

Spectroscopic systems, which use PMTs, are scanning systems, whereas systems 
with CCD arrays are capable of recording specific wavelength range. From tempo-
ral resolution point of view, usually PMTs are faster, whereas normal CCD arrays 
are limited by the exposure time and readout time.

For line monitoring, which means following the temporal behavior of a par-
ticular emission line, pocket size spectrometers are suitable although they have a poor 
spectral resolution ∆l ≈  1–2 nm. A spectrometer/spectrograph with a focal length 
of 0.5–1 m (∆l ≈ 40 pm) having a grating of 1200 lines/mm and a 2-D CCD array 
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gives a good choice for spectral and temporal resolutions. An Echelle spectrometer35 
provides an excellent spectral resolution (∆l ≈ 1–2 pm) by making use of the higher 
orders of diffraction provided by the special Echelle grating. They are an excellent 
tool for the measurement of line profiles and line shifts.

The calibration of spectroscopic system is also an important issue.40 The calibra-
tion of wavelength can be done using low-pressure lamps (pencil sources, such as 
mercury-cadmium lamps). The calibration of intensity can be either relative or abso-
lute calibration. A relative calibration takes into account only the spectral sensitivity 
of the spectroscopic system along the wavelength axis. For absolute calibration, the 
light sources are required for which the spectral radiance is known. In visible spectral 
range, from 350 to 800 nm, tungsten ribbon lamps are used, and down in the UV range 
200 nm, the continuum radiation of deuterium lamps are used. In calibration proce-
dure, one must make sure that solid angle is conserved.40 Nevertheless, some basic 
principles can be applied even if only relative calibrated systems or systems without 
calibration are available.

4.6.4 Plasma Spectroscopy Measurements

In plasma spectroscopy measurements, EM radiation emitted from plasma is record-
ed, spectrally resolved, analyzed, and interpreted in terms of either parameters of the 
plasma or characteristic parameters of radiating atoms, ions, or molecules. The imple-
mentation of these techniques are straightforward since only an optical port in plasma 
chamber is needed for the radiation to emanate and the apparatus required to resolve 
the radiation may also be least complicated. However, since the observer always sam-
ples radiation along the line of sight, measured values are generally line of sight average 
values. To get spatially resolved information, special arrangements have to be made 
or assumption regarding axial symmetry has to be taken. The optical emission spec-
troscopic methods are based on measuring the intensity of spectral lines, continuum 
spectrum, or line profile measurements. The plasma parameters can be determined 
from spectral line widths.

Although spectra are generally easily obtained, their interpretation should be done 
carefully taking the appropriate aforementioned plasma model depending on physical 
conditions. It should be emphasized that most diagnostic technique require an opti-
cally thin plasma that is very near homogeneous along the line of sight and remains in 
steady-state for the duration of the observation. Very recently certain calculations of 
optical thick plasma have also been reported.41 The accuracy of spectroscopic diag-
nostic techniques depends critically on the availability of accurate atomic data, espe-
cially transition probabilities and broadening parameters.
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4.6.4.1 Spectral Identification and Precursor Studies

The emission spectroscopy is an easiest means to identify the particle species (atoms, 
ions, molecules) in the plasma, provided that particle emits radiation. Since the wave-
length is a fingerprint of an element, it is sufficient to have a wavelength-calibrated 
spectrometer with imaging optics or a fiber. It may be quite useful in identifying the 
radicals, impurities, etc., and their wavelengths and intensities. As an example, a few 
identified species and their wavelengths are shown in Figure 4.8.

FIGURE 4.8 Identification of Species and Wavelengths in Typical Spectra from Plasma.

4.7 CONCLUSION

Plasma chemistry has become a rapidly growing area of scientific endeavor and holds 
great promise for practical applications for industrial and medical fields. To under-
stand the plasma chemistry better, there are three types of chemistry, that is, atom-
ic-level chemistry, molecular-level chemistry, and surface chemistry. In atomic-level 
chemistry, the spectral fingerprints of emitted radiation from different plasmas can 
provide information about many basic plasma parameters like electron temperature, 
electron density, ground-state atom density, ground-state ion density, and identifica-
tion of precursor species by measuring the line intensities or profiles, etc. Spectros-
copy diagnostic is nonintrusive and simple to setup. Basic configuration of spectrom-
eter/spectrograph along with theoretical bases has been discussed. In optically thin 
plasmas, usually these techniques measures average values of plasma parameters along 
the line of sight. The accuracy of spectroscopic diagnostic technique depends critically 
on the equilibrium established and availability of accurate atomic data.
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ABSTRACT

β-Carboline-based alkaloids are widespread in nature, including plants and animals, 
possessing a broad spectrum of pharmacological properties showing antimicrobial, 
antitumor, anxiolytic, anti-HIV, antimalarial, sedative, hypnotic, anticonvulsant, etc. 
In this context, here, we have compiled the various methodologies that have been ex-
plored for the synthesis of 1-formyl-9H-β-carboline. Furthermore, various synthetic 
applications of this new synthon have been compiled in this chapter, which have been 
investigated for the generation of various substituted and fused-β-carboline deriva-
tives. It is further envisaged that targeted exploration of rationally designed β-carboline 
derivatives could afford the new anti-infective drugs.

5.1 INTRODUCTION

The β-carboline-based alkaloids are a large group of natural and synthetic indole alka-
loids that possess a common tricyclic pyrido[3,4-b]indole ring skeleton. These mol-
ecules can be categorized according to the degree of saturation of their N-containing, 
six-membered C-ring. Unsaturated members are named as fully aromatic -carbo-
lines, whereas the partially and completely saturated ones are known as dihydro-β-
carbolines and tetrahydro-β-carbolines (THβCs), respectively. The β-carboline scaf-
fold represents core unit of several natural compounds and pharmaceutical agents. 
Compounds containing this subunit are ubiquitously distributed in nature, including 
plants, foodstuffs, marine organisms, insects, and mammalian including human tissues 
and body fluids in the form of alkaloids or hormones (Figs. 5.1 and 5.2).1 β-carboline-
based compounds have been particularly known to intercalate into DNA, to inhibit 
CDK, topoisomerases, and monoamine oxidase, and to interact with benzodiazepine 
receptors and 5-hydroxy serotonin receptors. In addition to this, these compounds 
also demonstrate a broad spectrum of pharmacological properties, including anxiolyt-
ic, anti-HIV, antimalarial, sedative, hypnotic, anticonvulsant, antitumor, antiviral, and 
antiparasitic, as well as antimicrobial activities.2–10 The importance of β-carboline de-
rivatives can be viewed from the fact that two β-carboline-based compounds, tadalafil 
and abecarnil, are used clinically for the treatment of erectile dysfunction and central 
nervous system disorders, respectively (Fig. 5.3).11
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FIGURE 5.1 Few Examples of β-Carboline Substituted Bioactive Natural Products and Synthetic 
Derivatives.



100 | Research Methodology in Chemical Sciences

FIGURE 5.2 Few Examples of Fused β-Carboline Natural Products and Synthetic Derivatives.

FIGURE 5.3 β-Carboline -Based Drugs.
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The Pictet–Spengler reaction, since its discovery in 1911 by Ame Pictet and 
Theodor Spengler, has been the key reaction for generating substituted and fused 
β-carbolines.12 Mechanistically, the reaction involves the initial condensation of in-
dole ethylamines or tryptophan with aldehyde or other electrophile to yield the imine, 
which is followed by the electrophilic substitution at 2-position. After deprotonation, 
the desired product THβC is formed. The electrophilicity of imine double bond works 
as the driving force for the cyclization (Fig. 5.4). It is observed that the reaction readily 
occurs under mild conditions and is temperature- and pH-dependent.

FIGURE 5.4 Pictet–Spengler Condensation between Indolylamines and Aldehyde to Give 
Simple THβCs Alkaloids. Further Oxidation of THβCs Provides β-Carbolines (βCs).

In general, two strategies have been explored for the synthesis of fused β-carboline 
compounds. In the first protocol, the THβC core is initially generated via the Pictet–
Spengler reaction that is subjected to oxidation followed by further modification 
through functional group tailoring. The second strategy concerns with installing of 
different substitutions, first followed by the Pictet–Spengler reaction leading to intra-
molecular cyclization to afford the THβC. The THβC is then oxidized to generate 
the desired β-carboline derivative. However, due to immense importance associated 
with this pharmacophore, alternate and more efficient strategies for generating new 
β-carbolines are always desired by the chemical community.

In this context, one of the viable alternate strategies could be the generation of a 
synthon having β-carboline core and equipped with appropriate functional group at a 
suitable position, which could be synthetically engineered for producing substituted 
or fused β-carbolines. One of the substrates that has received some attention in this 
regard is 1-formyl-9H-β-carboline. The presence of an electrophilic site in the form of 
a formyl functionality in close proximity of the indole NH, which is a nucleophilic site, 
makes it an attractive template for the synthesis of substituted and C-1–N-9-annulated 
β-carbolines. Alternatively, intramolecular cyclization could also be achieved between 
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C-1 and N-2 to generate C-1–N-2-annulated β-carbolines.13 Therefore, 1-formyl-9H-
β-carboline could serve as a useful precursor for diversity-oriented synthesis of substi-
tuted and fused β-carbolines by exploring the existing and new methodologies.

A pictorial representation of different possibilities of synthetic diversifications in 
this scaffold is highlighted in Figure 5.5. Here in this book chapter, we have compiled 
the literature pertaining to the synthesis and synthetic applications of 1-formyl-9H-β-
carboline as a new synthon for generating substituted and fused β-carboline deriva-
tives.

FIGURE 5.5 1-Formyl-9H-β-carboline: A Versatile Synthon for β-Carboline -Containing 
Systems.

5.2 NATURAL OCCURRENCE OF 1-FORMYL-9H-β-CARBOLINES

The isolation of naturally occurring 1-formyl-9H-β-carboline alkaloid, also known 
as Kumujian C (I), had been reported by different workers from the methanolic 
extract of root-wood of Picrasma quassioides.14 Kumujancine II and III are other 
natural 1-formyl-β-carboline alkaloids isolated from P. quassioides and other sources. 
Subsequently, several synthetic derivatives IV and V of 1-formyl-β-carboline have 
also been synthesized and utilized for furnishing new β-carbolines by various re-
searchers (Fig. 5.6).

FIGURE 5.6 Synthetic and Natural Derivatives of 1-Formyl-9H-β-Carboline.
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5.3 SYNTHESIS OF 1-FORMYL-9H-β-CARBOLINES AND THEIR 
APPLICATION FOR GENERATING 1-SUBSTITUTED β-CARBOLINE 
DERIVATIVES

The first synthesis of methyl 1-formyl-9H-pyrido[3,4-b]indole-3-carboxylate (2) 
was revealed by Gatta and Misiti15 via SeO2-mediated oxidation of various substitut-
ed THβCs. During the reaction of the diastereomeric mixture of 1-methyl,1-benzyl 
THβC (1) with SeO2 in dioxane, they unexpectedly obtained the methyl 1-formyl-9H-
pyrido[3,4-b]indole-3-carboxylate (2) instead of the desired 1-methyl,1-benzyl-3-
(methoxycarbonyl)-1,4-dihydro-4-oxo-β-carboline as depicted in Scheme 5.1. It was 
proposed that the reaction proceeded via oxidation of the benzylic moiety to eliminate 
the benzaldehyde followed by aromatization of the C-ring, and finally, the oxidation of 
the C-1-methyl to the formyl group.

SCHEME 5.1 Synthesis of 1-Formyl-9H-pyrido[3,4-b]indole-3-Carboxylate (2) via SeO2-
Mediated Oxidation. Reagents and Conditions: (a) PhMe, Reflux, Dean–Stark, 4 h; (b) SeO2, 
Dioxane, Reflux, 2 h.

Later, an improved synthesis of methyl 1-formyl-9H-pyrido[3,4-b]indole-
3-carboxylate (2) was reported by this group from 1-methyl-3-methoxycarbonyl-β-
carboline (3) via oxidation with SeO2 in dioxane, which also served as evidence for 
their earlier work (Scheme 5.2).16

SCHEME 5.2 Synthesis of 1-Formyl-9H-pyrido[3,4-b]Indole-3-Carboxylate (2) from 1-Methyl-
3-Methoxycarbonyl-β-Carboline (3) via Oxidation with SeO2. Reagents and Conditions: (a) PhMe, 
Reflux, Dean–Stark, 20 h; (b) SeO2, Dioxane, reflux, 2 h.

Bracher and Hildebrand17 studied the reactions of dimetalated β-carboline (4) 
with different electrophiles and discovered that the reaction with dimethylformamide 
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(DMF) as an electrophile afforded the 1-formyl-9H-β-carboline (5) in 51% yield as 
depicted in Scheme 5.3.

SCHEME 5.3 Synthesis of Kumujian C (5). Reagents and Conditions: (a) i) KH, THF, ii) ter-
BuLi, −78°C, 20 min; (b) DMF, THF, −78°C–rt, 4 h.

Suzuki et al.18 reported the total synthesis of various naturally occurring 4,8-di-
oxygenated β-carboline alkaloids 11 and 12. The initial synthetic route till β-carboline 
comprised two key steps of which the first was an improved Fischer-indole synthesis, 
whereas the second was C-3 selective cyclization of the C-2 substituted indole. Then, 
4-methoxy-β-carboline (6) was transformed into corresponding N-oxide that afford-
ed the 1-nitrile derivative (7) by treatment with diethylphosphoryl cyanide (DEPC) 
in a modified Reissert–Henze reaction. Compound 7 yielded the 1-formyl derivative 
(8) through acid-mediated oxidation followed by reduction. The Wittig reaction of 
8 with methylene triphenylphosphorane afforded the 1-substituted β-carboline 9, 
which upon catalytic reduction furnished 10. Finally, the phenolic O-tosyl group of 
the β-carboline was removed by Na-naphthalenide and Na-anthracenide to generate 
picrasidine J (11) and picrasidine I (12), respectively (Scheme 5.4).

Application of Sharpless oxidation allowed Hibino et al. to accomplish the first en-
antioselective total synthesis of (+)-oxopropaline D (23) and its enantiomer in 13.4% 
overall yield from 15.19 A sequence of nine steps using the common key compound, 
N-MOM-1-methoxycarbonyl-4-methyl-β-carboline (15) that was prepared by ther-
mal electrocyclic reaction of a 1-azahexatriene system (13) involving the indole 2,3-
bond (Scheme 5.5), led to the formation of (+)-oxopropaline D with 93% ee. The de-
protection of MOM in 15 resulted in β-carboline (16), which upon reduction gave the 
aldehyde 17. Grignard reaction with vinyl magnesium bromide followed by silylation 
with tert-butyldimethylsilyl (TBDMS)-Cl produced the allyl silyl ether (18). Oxida-
tion of 18 with AD-mix-β led to 1,2-diol 19, which was transformed to acetonide 20. 
Removal of the TBDMS group in 20 followed by oxidation of the alcohol 21 furnished 
the ketone 22. Finally, a careful deprotection of keto-acetonides 22 with diluted sul-
fonic acid gave the (+)-oxopropaline D.
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SCHEME 5.4 Synthesis of Picrasidine J and Picrasidine I. Reagents and Conditions: (a) PPA, 
Heat; (b) i) diisobutylaluminium hydride (DIBAL-H), DCM, −78°C, 5 min, ii) MnO2, DCM, rt, 
3 h; (c) NH2CH2COOEt·HCl, NaBH3CN, MeOH, rt, 24 h; (d) HCOOEt, HCOOH, rt, 24 h; (e) 
MsOH, 55°C, 5 h; (f) (MeO)2CMe2, p-TSA, Chloranil, C6H6, rt, 12 h; (g) m-CPBA, DCM, rt, 24 h; 
(h) DEPC, Et3N, DCE, 80°C, 2 h; (i) HCl, MeOH, Reflux, 5 h; (j) DIBAL-H, DCM, −50°C; (k) 
CH2=PPh3, n-BuLi, 0°C, THF, 70°C, 2  h; (l) H2-Pd/C, MeOH, rt; (m) Na-naphthalenide, THF, 
0°C, 2 h; (n) Na-anthracenide, THF, 0°C, 1 h.

Takasu et al.20 reported the synthesis of several β-carboline-based compounds, 
including the natural products, Kumujancine, 4-methoxy vinyl β-carboline (MVC), 
creatine, and their corresponding salts. The synthetic strategy involved the Pictet–
Spengler reaction of tryptamine with ethyl glyoxalate in ethanol, followed by acyla-
tion with acetyl chloride to furnish THβC 24 in 44% yields. Treatment of THβC 24 
with 2,3-dichloro-5,6-dicyanobenzoquinone (DDQ) led to an unstable 4-oxocarbo-
line derivative (25), which upon reaction with dimethoxypropane in the presence of 
para toluenesulfonic acid (p-TSA) under azeotropic conditions, followed by oxidative 
aromatization, produced 1-ethoxycarbonyl-4-methoxy-β-carboline (26) along with 
demethoxy compound (X= H; Kumujian A). Subsequent reduction of ester 26 with 
diisobutylaluminum hydride (DIBAL-H) produced the aldehyde 5 and Kumujan-
cine (27). Finally, Wittig olefination of 27 afforded the first total synthesis of MVC 
(28). The β-carbolinium cations (29) were also prepared from the corresponding 
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β-carbolines by simple quaternerization with either alkyl tosylates or alkylhalides 
(Scheme 5.6). These products were evaluated for in vitro antimalarial activity against 
Plasmodium faciparum and also for cytotoxicity studies. It was observed that quater-
nary carbolinium salts showed much higher potencies than the corresponding neutral 
β-carbolines. MVC exhibited EC50 5 × 10−6 M against P. faciparum in in vitro assay.

SCHEME 5.5 Synthesis of (+)-oxopropaline D (23). Reagents and Conditions: (a) Et4NCl, 
DMF, PdCl2(PPh3)2, 80 °C, 4  h; (b) NaH, MOMCl, DMF, rt, 16  h; (c) NH2OH·HCl, AcONa, 
EtOH, Reflux, 15 min; (d) 1,2-(Cl2)C6H4, Reflux, 3 h; (e) m-CPBA, CH2Cl2, rt, 5 h; (f) Ac2O, 110 
°C, 3 h; (g) Tf2O, Pyridine, CH2Cl2, 0 °C, 3 h; (h) MeOH·CO, Et3N, then Pd(OAc)2, dppf, DMF, 
80 °C, 3 h; (i) CF3SO3H, MeOH, CH(OMe)3, MeNO2, 100 °C, 1 h; (j) DIBAL-H, CH2Cl2, −78 
°C, 1 h; (k) Vinylmagnesium Bromide, THF, 0 °C, 30 min; (l) TBDMSCl, Imidazole, DMF, 60 °C, 
1 h; (m) AD-mix-β, t-BuOH, H2O, 0 °C, 1 h; (n) p-TSA, Me2CO, Reflux, 24 h; (o) TBAF, THF, rt, 
15 min; (p) MnO2, CH2Cl2, rt, 8 h; (q) dil. H2SO4, MeOH, rt, 1 h.
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SCHEME 5.6 Synthesis of Kumujancine (27), MVC and β-Carbolinium Cations (29). Reagents 
and Conditions: (a) i) CHOCOOEt, EtOH, ii) AcCl, DMAP, DCM; (b) DDQ, THF-H2O, −78°C–
rt; (c) Me2C(OMe)2, p-TSA, C6H6, p-chloranil, rt; (d) DIBAL-H, DCM, −78°C; (e) Ph3P=CH2, 
THF; (f) ROTs.

A two-step synthesis of MVC (28) was later disclosed by Takasu et al.21 via re-
action of Kumujancine (27) with MeLi followed by dehydration step as outlined in 
Scheme 5.7. In a subtle modification to this work, they reported that the oxidation of 
THβC under the influence of Pd-C and subsequent reduction with DIBAL-H gener-
ated 1-formyl-9H-β-carboline (Kumujian C; 5), which through a similar set of reac-
tions afforded 1-vinyl β-carboline (30) (Scheme 5.8). Interestingly, all the synthesized 
compounds and their corresponding salts exhibited good in vitro and in vivo antima-
larial activity.

SCHEME 5.7 Two-Step Synthesis of MVC (28) from Kumujancine (27). Reagents and 
Conditions: (a) MeLi, DCM, −78°C, 10 min; (b) MsCl, Et3N, DCM, rt, 8 h.

SCHEME 5.8 Synthesis of 1-Vinyl β-Carboline (30) from Kumujian C. Reagents and Conditions: 
(a) i) CHOCO2Et, EtOH, 0°C–rt, 16  h, ii) Pd-C, xylene, 140°C; (b) DIBAL-H, DCM, −50°C, 
10 min, rt, 1 h; (c) MeLi, DCM, −78°C, 10 min; (d) MsCl, Et3N, DCM, rt, 8 h.
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N-acetyl tryptophan (31), obtained by the Schotten–Baumann method from 
commercially available dl-tryptophan, was cyclized by a modified Bischler–Napieral-
ski condensation to afford 1-methyl-3,4-dihydro-β-carboline-3-carboxylic acid (32) 
by Bhutani et al.,22 which was subsequently transformed to methyl ester derivative 
(33) by reacting with thionyl chloride in methanol (Scheme 5.9). The methyl ester 
was aromatized by employing sodium hydride in dry DMF to yield 3. Compound 3 
underwent oxidation upon treatment with SeO2 to yield 1-formyl derivative (2). The 
synthetic derivatives were evaluated for anti-HIV activity in human CD4+ T cell line 
(a cell line for monitoring HIV-1 and HIV-2 infections (CEM-GFP)) infected with 
HIV-1 NL4.3 virus. Interestingly, 1-formyl-β-carboline-3-carbxylic acid methyl ester 
(2) showed inhibition of HIV at IC50 = 2.9 µM.

SCHEME 5.9 Synthesis of 1-formyl-9H-pyrido[3,4-b]indole-3-carboxylate (2) via Bischler–
Napieralski Condensation. Reagents and Conditions: (a) DCC, CH2Cl2, 20 °C, 3 h then TFA, 50 °C, 
1 h; (b) SOCl2, MeOH, 4 h, 30 °C; (c) NaH, Anhydrous DMF, 28 °C, 30 min; (d) SeO2, Dioxane, 
Reflux.

Singh and Batra23 developed a new procedure for the large-scale synthesis of this 
synthon, which was achieved via Pictet–Spengler condensation of substituted tryp-
tophan methyl ester or tryptamine with dimethoxy glyoxal to afford THβC deriva-
tives (34) (Scheme 5.10). Subsequent oxidation of C-ring (34) with KMnO4 and 
further demasking of the formyl group (35) with AcOH/H2O generated the desired 
1-formyl-9H-β-carbolines (2, 5, and 36) in good yields. The most significant advan-
tage of this three-step synthesis was that at no stage purification was required and the 
reaction could be scaled-up efficiently up to 10 g.
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SCHEME 5.10 Three Step Synthesis of 1-Formyl-9H-β-Carbolines (2, 9, 36). Reagents and 
Conditions: (a) 2–5% TFA in DCM, 4  h– 3 Days; (b) KMnO4, dry THF, rt, 6  h– 5 Days; (c) 
AcOH:H2O (2:3), 100C, 45 min.

Similar strategy was utilized for the synthesis of another substituted 1-formyl-
9H-β-carboline 40 from rac-threo-β-methyltryptophan esters (37) (Scheme 5.11) via 
Pictet−Spengler cyclization with dimethoxy acetaledehyde, which led to the forma-
tion of diastereomeric mixtures 38.24 The diastereomeric mixtures were subjected 
to KMnO4-mediated oxidation to yield the α-dimethoxymethyl-β-carbolines (39), 
which upon deprotection under acidic conditions afforded 1-formyl-β-carbolines 
(40) in excellent yields.

SCHEME 5.11 Synthesis of 1-Formyl-9H-β-carbolines (40). Reagents and Conditions: (a) TFA, 
DCM, 5 h; (b) KMnO4, DMF, rt, 2.5 h; (c) AcOH:H2O (2:3), 70°C, 30 min.

Ramesh and Nagarajan demonstrated the versatility of 1-formyl-9H-β-carbolines 
for the convergent synthesis of lavendamycin analogs (41) by the application of A3 
coupling reaction between β-carboline aldehydes (40), anilines, and phenylacetylenes 
(Scheme 5.12). The main feature of this strategy was the use of ionic liquids that acted 
both as catalyst and as an environmentally benign solvent medium. They investigated 
various ionic liquids like [Bmim][Br], [Bmim][Tfa], [Emim][Tfa], [Bmim][Tsa], 
[Bmim][PF6], and [Bmim][BF4] for this transformation and revealed that [Bmim]
[BF4] was superior to other ionic liquids though it provided the products in low yield. 
Further studies concluded that addition of Lewis acids (La(OTf)3, 10 mol%) along 
with ionic liquid could enhance the reaction yield to a significant extent.25 As per the 
proposed mechanism, the aldehydes (40) and anilines undergo condensation to yield 
aldimines that are followed by Lewis acid catalyzed coupling reaction with phenyl-
acetylenes and subsequent aromatization lead to afford lavendamycin analogs (41).
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SCHEME 5.12 Synthesis of Lavendamycin Analogs (41) by the Application of A3 Coupling 
between β-Carboline Aldehydes (40), Anilines, and Phenylacetylenes. Reagents and Conditions: 
(a) La(OTf)3 (10 mol%), [Bmim][BF4], 95–100 °C, 4 h.

In contrast, the reaction of 1-formyl-β-carboline (40), aniline, and ethylpropio-
late resulted in the formation of α-dihydropyrido-β-carboline (42) under the similar 
reaction conditions as illustrated in Scheme 5.13. The observed different reactivity 
between phenylacetylene and ethylpropiolate was explained in the proposed mecha-
nism (Fig. 5.7). First, aniline undergoes Michael reaction with ethylpropiolate instead 
of forming imine with aldehyde 40, which is followed by consecutive second Michael 
reaction and finally reaction with aldehyde result in β-carboline substituted dihydro-
pyrido compound 42.

SCHEME 5.13 Synthesis of α-Dihydropyrido-β-Carboline (42). Reagents and Conditions: (a) 
La(OTf)3 (10 mol%), [Bmim][BF4], 95–100 °C, 18 h.
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FIGURE 5.7 Mechanism for the Formation of α-Dihydropyrido-β-carboline (42).

The synthesis of β-carboline substituted quinoline derivatives could be achieved 
via imino Diels–Alder strategy as presented in Scheme 5.14. Several catalysts 
(Cu(OTf)2, Ag(OTf), La(OTf)3, Sc(OTf)3, and Yb(OTf)3) were able to trigger the 
formation of desired products but molecular iodine in CH3CN was found to be best 
catalyst for this conversion.24 Furthermore, it was also observed that the formation of 
water during Schiff base formation was detrimental to the Povarov reaction. As antici-
pated, the reaction between isolated aldimine (43) and n-butylvinyl ether under same 
condition afforded the products in better yield (83–94%).

SCHEME 5.14 Synthesis of Lavendamycin analogs (44) from 2 through Imine Intermediate. 
Reagents and Conditions: (a) MgSO4, DCM, reflux, 1 h; then I2 (10 mol%), THF, reflux, 7–10 h.

These workers also demonstrated the versatility of this approach toward the total 
synthesis of nitramarine (46). The synthesis was accomplished by de-esterification 
of 44 using LiOH in MeOH/H2O (3:1) at room temperature to furnish the acid 45, 
which was subsequently decarboxylated using the standard conditions to furnish nit-
ramarine (46) in moderate yield (Scheme 5.15).
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SCHEME 5.15 Synthesis of Nitramine (46) from 2. Reagents and Conditions: (a) I2 (10 mol%), 
THF, 8 h; (b) LiOH:H2O, MeOH/H2O (3:1), rt, 4 h; (c) CuI/quinoline, 260°C, 1 h.

Ramesh and Nagarajan explored this synthon for the formal synthesis of laven-
damycin methyl ester (48) by using iodine as an inexpensive catalyst. Povarov reac-
tion of 40, aniline, and vinyl butyl ether afforded the same intermediate (47) that was 
earlier utilized by Rao et al. for the total synthesis of lavendamycin methyl ester in five 
steps (Scheme 5.16).

SCHEME 5.16 Formal Synthesis of Lavendamycin Methyl Ester (48) from 40. Reagents and 
Conditions: (a) MgSO4, DCM, reflux, 1 h; then I2 (10 mol%), THF, reflux, 6 h.

These workers then devised another short synthesis of lavendamycin methyl ester 
(48) with an overall yield of 51.2% by elegantly exploring the acylated quinolylcar-
boline (49). Accordingly, they constructed the intermediate 49, N1-(3-amino-2,5-
dimethoxyphenyl)acetamide, via inverse electron demand Diels–Alder reaction of al-
dehydes (40), aniline, and vinyl ether to afford the expected β-carbolines (49) in good 
yields, and thereby, completing the formal synthesis of lavendamycin methyl ester, as 
the intermediate 49 could easily be converted into lavendamycin methyl ester in a two-
step sequence via intermediary of 50 with excellent yields (Scheme 5.17).
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SCHEME 5.17 Three-Step Formal Synthesis of Lavendamycin Methyl Ester (48) from 40. 
Reagents and Conditions: (a) MgSO4, DCM, Reflux, 1 h; then I2 (10 mol%), THF, Reflux, 10 h; (b) 
DIB, MeCN/H2O; (c) H2SO4/H2O, 60 °C, 30 min.

5.4 SYNTHETIC STRATEGIES FOR FUSED β-CARBOLINE 
DERIVATIVES VIA C-1–N-2 CYCLIZATION FROM 1-FORMYL-β-
CARBOLINES

Batra et al. disclosed the potential of N-alkylated 1-formyl-9H-β-carboline (52) to ac-
complish the annulation between C-1 and N-2 to produce indolizinoindole deriva-
tives (Harmicine mimics) as depicted in Schemes 5.18 and 5.19.26 The synthesis of 
N-alkylated 1-formyl-β-carboline derivatives was achieved via treating the acetal (35) 
with different alkyl halides in the presence of a suitable base to afford (51), which 
under acidic conditions furnished the N-alkylated 1-formyl-β-carboline derivatives 
(52). The N-alkylated derivative (52) upon MBH reaction with various acrylates and 
cycloalkenones in the presence of DABCO under solvent-free conditions or with 4-di-
methyl aminopyridine (DMAP) in aqueous medium afforded the MBH adducts (53 
and 56). Treating these products with phosphorous tribromide (PBr3) followed by 
aqueous work-up afforded the indolizinoindole derivatives (55 and 57). The reaction 
was found to proceed through the formation of allyl bromide 54, which was confirmed 
by mass spectrometry (HRMS) of crude product. On the other hand, the 1-formyl—
carboline originating from tryptamine did not require any activation with PBr3, and 
cyclized derivatives 58 (R1=R2=H) were isolated as the exclusive product during the 
MBH reaction.

The formation of 55 indicated that the reaction of adduct with PBr3 resulted in the 
formation of allyl bromide, 54, which could have undergone a nucleophilic attack by 
the nitrogen (N-2) of C-ring to form a salt that hydrates and rearranges in the presence 
of water to afford the isolated product. A plausible mechanism for the formation of 55 
has been presented in Figure 5.8.
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SCHEME 5.18 Synthesis of Indolizinoindole Derivatives (55) from MBH Adducts. Reagents 
and Conditions: (a) R3-Br (Allyl Bromide, Benzyl Bromide, Propargyl Bromide), Cs2CO3, DMF, rt, 
1–2 h; or MeI, NaH, DMF, 0 °C–rt, 1 h; (b) AcOH:H2O (2:3), 100 °C, 45 min –1 h; (c) DABCO, rt, 
3 h– 15 days; (d) PBr3, DCM, 0°C, 30 min–2 h.

SCHEME 5.19 Synthesis of Indolizinoindole Derivatives (57–58) from 1-Formyl -β-Carbolines 
via MBH Reaction. Reagents and Conditions: (a) DMAP, THF:H2O (1:1), rt, 2– 4 days; (b) PBr3, 
DCM, 0°C, 30 min–1 h.

FIGURE 5.8 Plausible Mechanism for the Formation of Indolizinoindole via Allyl Bromide.

The versatility of 1-formyl-β-carbolines was further demonstrated by Batra et al. 
when they developed a library of 3-aminoindolizino[8,7-b]indoles derivatives (59) 
via Cu-mediated multicomponent route involving coupling/cycloisomerization as  



Diversity-Oriented Synthesis of Substituted and Fused | 115

illustrated in Scheme 5.20.27 It was also established that the protocol was amenable to 
microwave conditions, thereby reducing the reaction time significantly.

SCHEME 5.20 Synthesis of 3-Aminoindolizino[8,7-b]Indoles Derivatives (59). Reagents and 
Conditions: (a) CuI, PhMe, 85–90°C, 7 h or CuI, PhMe, 90°C, MW, 45 min.

Mechanistically, it was proposed that initially secondary amines reacted with the 
aldehyde (51) leading to the formation of iminium ion with the loss of a water mol-
ecule (Fig. 5.9). Subsequently, Cu-coordinated alkyne formed in situ reacted with im-
ine, wherein a nucleophilic attack of pyridyl nitrogen (N-2) on the Cu-coordinated 
allenyl double bond occurs, resulting in the formation of cationic intermediate (60). 
Thereafter, the secondary amine captures a proton from 60 to furnish the intermedi-
ate, 61, which upon deprotonation yielded the 3-aminoindolizino[8,7-b]indoles de-
rivatives (59).

FIGURE 5.9 Plausible Mechanism for the Formation of the Aminoindolizino[8,7-b]indole (59).
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5.5 SYNTHETIC STRATEGIES FOR FUSED β-CARBOLINE 
DERIVATIVES VIA C-1–N-9 CYCLIZATION FROM 1-FORMYL- 
β-CARBOLINES

Gatta et al. reported for the first time the application of 1-formyl-9H-β-carboline (2) 
for the synthesis of canthin-6-one and its unknown 5-methyl derivative (62) via the 
reaction with acetic or propionic anhydride in the presence of pyridine under refluxing 
conditions as illustrated in Scheme 5.21.16 In a variation to this strategy, they extended 
the synthetic utility of 2 for the generation of pyrimido[3,4,5-lm]pyrido[3,4-b]indole 
derivatives (63). The condensation of 2 with various primary amines in methanol fol-
lowed by reduction of the resulting Schiff ’s bases with NaBH4 led to the formation of 
1-aminomethyl-3-methoxycarbonyl-β-carbolines in good to excellent yields. Finally, 
cyclization of amine with formaldehyde in the presence of excess of diisopropyle-
thylamine (DIEA) in methanol under heating at reflux yielded pyrimido[3,4,5-lm]
pyrido[3,4-b]indoles (Scheme 5.22).

SCHEME 5.21 Synthesis of Canthin-6-one and its Unknown 5-Methyl Derivative (60). Reagents 
and Conditions: (a) (RCO)2O, Pyridine, reflux, 3 h.

SCHEME 5.22 Synthesis of Pyrimido[3,4,5-lm]pyrido[3,4-b]Indole Derivatives (63). Reagents 
and Conditions: (a) R2NH2, MeOH, 0°C, 1  h; (b) NaBH4, MeOH, rt, 2  h; (c) HCHO, DIEA, 
MeOH, reflux, 1 h.
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Takasu et al. explored the synthetic application of 5 for the generation of canthin-
6-one (64), which was synthesized in a single operation from 5 via acetylation with 
acetyl chloride, followed by intramolecular aldol condensation in the presence of NaH 
as depicted in Scheme 5.23.21

Condie and Bergman28 reported the condensation of 2 with ethyl azidoacetate 
leading to a nonisolable intermediate 65, which immediately underwent intramolecu-
lar cyclization to afford 5-azidocanthin-6-one 66. Catalytic reduction of 66 resulted 
in 5-aminocanthin-6-one 67. Further treatment of 67 with Ac2O under refluxing fur-
nished the corresponding N-acetyl derivative 68 (Scheme 5.24). Similar strategy was 
also applied to β-carboline-1,3-dicarbaldehyde (71) obtained from dichloromethine 
derivative 69 via sequential hydrolysis, reduction, and oxidation of the intermediate 
70 (Scheme 5.25). Compound 71 undergoes selective condensation with dimethyl 
acetylenedicarboxylate (DMAD) at C-1 formyl group and concomitant cyclization 
with N-9 furnished a highly functionalized 3-formyl-canthine derivative (72).

SCHEME 5.23 Synthesis of Canthin-6-one (64) from 5. Reagents and Conditions: (a) AcCl, 
NaH, THF, 0°C–rt, 5 h.

SCHEME 5.24 Synthesis of 5-Aminocanthin-6-One (68). Reagents and Conditions: (a) 
N3CH2CO2Et, NaOEt, MeOH, 0°C, 24 h; (b) PPh3, DCM, rt, 2 h; (c) Chromatographed Silica Gel, 
MeOH:DCM; (d) H2-Pd/C, EtOAc, 17 h; (e) Ac2O, Reflux, 30 min.
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SCHEME 5.25 Synthesis of 3-Formyl-Canthine Derivative (72). Reagents and Conditions: (a) 
HCl, H2O, EtOH, heat, 1 h; (b) LiAlH4, THF, rt, 6 h; (c) MnO2, THF, Reflux, 3.5 h; (d) DMAD, 
PPh3, DCM, rt, 3.5 h.

In another modified strategy, these workers reported the synthesis of methyl 
1-formyl-9H-β-carboline-3-carboxylate derivatives (2 and 74), by a four-step pro-
cedure from readily available L-tryptophan derivatives.29 The reaction proceeded 
through an oxazolone intermediate (73) that on treatment with trifluoroacetic acid 
(TFA) was transformed to β-carboline skeleton 69. Compound 69 upon esterifica-
tion with diazomethane followed by hydrolysis of dichloromethine functionality 
with aq. HCO2H afforded methyl 1-formyl-β-carboline-3-carboxylates (2 and 74) as 
demonstrated in Scheme 5.26. The reactions of 2 and 74 with DMAD and PPh3 led 
to the formation of canthine derivatives (75), while the Wittig reaction with phos-
phorane (Ph3P=CHCO2Et) furnished a mixture of two products, the 2-(methoxy-
carbonyl)canthin-6-one derivative (60) and uncyclized β-carboline propenoate 76 
(Scheme 5.27).

SCHEME 5.26 Synthesis of Canthine Derivatives (75). Reagents and Conditions: (a) 
(Cl3CCO)2O, Et2O, 0°C; (b) TFA, −15°C, rt, 1–24 h; (c) CH2N2, Et2O, 2 days; (d) aq. HCOOH, 
3 h; (e) DMAD, PPh3, DCM, rt, 3.5 h.
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SCHEME 5.27 Synthesis of 2-(methoxycarbonyl)Canthin-6-One Derivative (60) and 
Uncyclized β-Carboline Propenoate 76. Reagents and Conditions: (a) CH2=CHCH2Br, NaH, 
DMSO, 2 h; (b) Ph3P=CHCO2Et, PhMe, Reflux, 2 h.

Suzuki et al.30 reported the synthesis of canthin-6-one derivative from 1-formyl-
9H-β-carbolines and its 4-methoxy derivative. The starting aldehydes (5, 27) were 
prepared in 70–85% yield via a careful reduction of the ester 77 with DIBAL-H. Reac-
tion of 5 and 27 with ethyl acetate (EtOAc) under the influence of t-BuOK in dimeth-
ylsulfoxide (DMSO) yielded the 1-methoxy canthin-6-one (78) in 39% yield with 
minor yields of trans olefinic compound (79). They further investigated the reaction 
of 5 and ethyl acetate in the presence of lithium hexamethyldisilazide (LiHMDS), 
which upon quenching with EtOH produced the canthin-6-ones (64 and 78) in ex-
cellent yields (Scheme 5.28). On the contrary, quenching with NH4Cl afforded the 
aldol product (79) that was transformed to canthin-6-one (64) by the use of EtONa 
(Scheme 5.29).

SCHEME 5.28 Synthesis of Canthin-6-Ones (64 and 78). Reagents and Conditions: (a) 
DIBAL-H, DCM, −40°C, 5 min; (b) EtOAc, t-BuOK, DMSO, 100°C, 45 min; (c) LiHMDS, THF, 
−78°C, then EtOH, rt.
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SCHEME 5.29 Synthesis of Cantin-6-One (64). Reagents and Conditions: (a) i) LiHMDS, 
THF, −78°C–rt, 30 min, ii) EtOAc, −78°C, 15 min, aq. NH4Cl; (b) EtONa, EtOH, 0°C, 10 min.

Batra et al. performed the Morita–Baylis–Hillman (MBH) reaction of 1-formyl-9H-
β-carbolines (2 and 5) with various activated acrylates and observed the formation of 
the expected MBH adducts (80) along with unnatural canthin-6-one derivatives (81) 
in minor yields as shown in Scheme 5.30.23 However, it was discovered that exclusive 
formation of either product 80 or 81 could be controlled by modulating the amount of 
diazabicyclo[2.2.2]octane (DABCO) and the reaction time. It was observed that MBH 
reaction of 2 and 5 with tert-butyl acrylate yielded only the respective adducts 80. The 
effect of the amount of DABCO and reaction time on the MBH reaction and isolated 
yields is presented in Table 5.1.

SCHEME 5.30 Synthesis of Unnatural Canthin-6-One Derivatives (81) via MBH Reaction. 
Reagents and Conditions: (a) DABCO, neat, rt, 8–120 h.

Based on the observations, a plausible mechanism for the formation of canthin-
6-one skeleton was proposed, which is presented in Figure 5.10. Formation of an am-
ide bond ahead of Michael reaction reflects that maybe the elimination of the DABCO 
during the first MBH reaction takes place after the formation of the amide bond. After 
the elimination of DABCO, the resulting species 82 undergoes 1,3-hydrogen shift and 
tautomerizes to generate a diketone type of intermediate 83, which further undergoes 
second MBH reaction to yield the canthin-6-one derivative 81.
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TABLE 5.1 Effect of the Amount of DABCO and Reaction Time on the MBH Reaction and 
Isolated Yields of the Corresponding Products

Aldehyde EWG DABCO 
[equiv.]

Time [h] MBH Adduct 
80 (%yield)

Canthin-6-one 
81 (% yield)

5 CO2Me 1.5 8 55 10

5 CO2Et 1.5 13 54 13

5 CO2Me 5 20 – 59

5 CO2Et 5 60 – 60

5 CO2nBu 5 48 38 30

5 CO2nBu 5 72 – 67

5 CO2tBu 1.5 80 72 –

2 CO2Me 1.5 27 60 10

2 CO2Et 5 72 55 13

2 CO2Me 5 120 8 57

2 CO2Et 5 120 55 13

2 CO2nBu 5 120 55 13

2 CO2tBu 5 120 55 –

FIGURE 5.10 Proposed Mechanism for the Formation of Canthin-6-one Derivatives.

In an extension to this work, the synthesis of diastereomeric mixture of highly sub-
stituted canthine derivatives (85) was accomplished via the MBH reaction of 2 and 5 
with acrylonitrile followed by a base-mediated intramolecular cyclization of the ad-
ducts (84) as illustrated in Scheme 5.31.



122 | Research Methodology in Chemical Sciences

SCHEME 5.31 Synthesis of Substituted Canthine Derivatives (85). Reagents and Conditions: 
(a) DABCO, rt, 3–5 h; (b) K2CO3, DMF, rt, 30 min–3 h.

Further, the synthesis of another novel fused β-carboline aldehyde 86 was achieved 
via sequential Heck reaction of indole with 2-iodo-nitrobenzene, reduction of the ni-
tro group, Pictet–Spengler condensation of dimethoxyglyoxal, and deprotection of the 
formyl group. The MBH reaction of 86 with acrylonitrile followed by intramolecular 
cyclization of MBH adduct (87) afforded a new canthine analog 88 as a mixture of 
diastereomers (Scheme 5.32).

SCHEME 5.32 Synthesis of Fused Canthine Analog (88) via Intramolecular Cyclization of MBH 
Adduct (87). Reagents and Conditions: (a) Pd(OAc)2, K2CO3, dioxane, N2, 110°C, 24 h; (b) Fe-
AcOH, N2, 80°C, 1.5 h; (c) OHCCH(OMe)2, 2% TFA in DCM, rt, 24 h; (d) TFA:H2O (1:1), ACN, 
80°C, 5 h; (e) CH2=CHCN, DABCO, rt, 2 h; (f) K2CO3, DMF, rt, 1 h.

Batra et al. also observed that the N-prenylated β-carboline aldehydes (89) readily 
undergo intramolecular carbonyl-ene reaction in a diastereoselective fashion to afford 
the syn or anti isomer of a new canthine derivative (90) in the presence of a suitable 
catalyst including AcOH, ZnBr2, or Yb(OTf)3 (Scheme 5.33).31
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SCHEME 5.33 Synthesis of syn or anti Isomer of a New Canthine Derivative (90). Reagents 
and Conditions: (a) Prenyl Bromide, Cs2CO3, dry DMF, rt, 45 min; (b) AcOH:H2O (2:3), 100°C, 
45 min; (c) ZnBr2, dry C6H6, 80°C, 12 h or Yb(OTf)3, dry MeCN, 80°C, 3 h.

The N-prenylated 1-formyl-9H-β-carbolines (89) were also demonstrated to be 
a viable precursor for the synthesis of dihydroquinoline-fused canthines (92) by an 
intramolecular aza-Diels–Alder reaction (Povarov reaction). The reaction of 89 with 
substituted anilines in the presence of Yb(OTf)3 afforded a diastereomeric mixture of 
fused tetrahydroquinolines (91) with traces of carbonyl-ene product (90). The tet-
rahydroquinolines (91) were then subjected to DDQ-promoted dehydrogenation to 
afford dihydroquinoline-fused canthines 92 (Scheme 5.34).

SCHEME 5.34 Synthesis of Dihydroquinoline-Fused Canthines (92). Reagents and Conditions: 
(a) Substituted Anilines, Yb(OTf)3, dry ACN, 80°C, 3 h; (b) DDQ, dry MeCN, rt, 30 min.
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SCHEME 5.35 Synthesis of Novel Isoxazole or Isoxazoline Derivatives (94) via 1,3-Dipolar 
Cycloaddition Reaction. Reagents and Conditions: (a) Allyl Bromide or Propargyl Bromide, 
Cs2CO3, dry DMF, rt, 3  h; (b) AcOH:H2O (2:3), 100°C, 45  min; (c) NH2OH·HCl, AcONa, 
MeOH, reflux, 1 h; (d) NaOCl, Et3N, DCM, rt, 3 days.

Substituted 1-formyl-9H-β-carbolines (52) were also demonstrated to be viable 
precursors for the synthesis of a library of new β-carboline-based polycyclic systems 
via 1,3-dipolar cycloaddition reaction.32 The dienophile introduced at N–H of B-ring 
in the form of allyl or propargyl in 1-formyl-9H-β-carbolines (2, 5, 36) was achieved 
through a modified route via initial N-alkylation of acetal 35 with allyl or propargyl 
bromide in the presence of Cs2CO3 to generate 51 followed by deprotection of formyl 
group to afford the N-substituted derivatives (52). Initially, aldehydes 52 were trans-
formed to oximes 93 via treatment with NH2OH·HCl (Scheme 5.35). Intramolecular 
1,3-dipolar cycloaddition of nitrile oxide 93 led to the formation of novel isoxazole or 
isoxazoline derivatives (94).

The synthetic utility of substituted 1-formyl-9H-β-carbolines was further extend-
ed to generate more diverse products via cycloaddition strategy. The NH of B-ring 
in 35 was alkylated with substituted allyl bromides (a–d) prepared from the MBH 
chemistry to prepare highly substituted alkenes 95 (Scheme 5.36). Similar deprotec-
tion, oximation, and reaction with NaOCl in the presence of Et3N afforded the highly 
substituted isoxazoline derivative 96 as a mixture of diastereomers.
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SCHEME 5.36 Synthesis of β-carbolines D-ring Fused Isoxazoline Derivative (96). Reagents and 
Conditions: (a) Cs2CO3, dry DMF, rt, 3 h; (b) AcOH:H2O (2:3), 100°C, 45 min; (c) NH2OH·HCl, 
AcONa, MeOH, reflux, 1 h; (d) NaOCl, Et3N, DCM, rt, 3 days.

Further, the azidation of ε,ε-dimethoxy alkyne derivatives 51 with trimethylsi-
lylazide (TMSN3) in the presence of In(OTf)3 under microwave (MW) heating re-
sulted in the formation of new D-ring fused triazole derivative (97) (Scheme 5.37). 
In another variation, preparation of triazole derivative (98) devoid of the methoxy 
substitution in D-ring was formulated by another simplified approach consisting of 
reduction of formyl group to hydroxymethyl with NaBH4 followed by mesylation of 
alcohol and subsequent treatment with NaN3 as outlined in Scheme 5.38.

SCHEME 5.37 Synthesis of β-carbolines D-ring Fused Triazole Derivative (97). Reagents and 
Conditions: (a) TMSN3, DCE, MW, 150°C, 10–15 min.
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SCHEME 5.38 Synthesis of Fused Triazole Derivative (98). Reagents and Conditions: (a) 
NaBH4, MeOH, rt, 30 min; (b) MsCl, Et3N, DCM, 0°C, 45 min; (c) NaN3, DMF, 90°C, 3 h.

The potential of N-substituted 1-formyl-9H-β-carbolines for generating fused 
β-carbolines was demonstrated via another intramolecular 1,3-dipolar cycloaddition 
reaction, wherein the in situ generated unstable azomethine ylide was made to react 
with alkyne. The reaction of aldehydes 61 with sarcosine afforded the β-carboline D-
ring fused pyrroles (80) albeit in low yields (Scheme 5.39).

SCHEME 5.39 Synthesis of β-carboline D-ring Fused Pyrroles (99). Reagents and Conditions: 
(a) dry PhMe, reflux, 24–36 h.

Batra et al. also exemplified the utility of the MBH and Barbier adducts of 1-formyl-
9H-β-carboline (53 and 101) for the synthesis of new seven- and eight-member ring 
fused β-carbolines (100 and 102) in 64–83% yields via ring closing methathesis 
(RCM) reaction as outlined in Schemes 5.40 and 5.41.33 Unfortunately, however, the 
Grignard products 103 failed to undergo the RCM reaction to yield the corresponding 
products (104).

SCHEME 5.40 Synthesis of Seven-Member Ring Fused β-Carbolines (100) via RCM Reaction. 
Reagents and Conditions: (a) Grubb’s II Generation Catalyst, dry DCM, reflux, 3–6 h.
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SCHEME 5.41 Synthesis of Eight-Member Ring Fused β-Carbolines (102) via RCM Reaction. 
Reagents and Conditions: (a) Allyl Bromide, THF:H2O (2:1), rt, 3 h; (b) Grubb’s II Generation 
Catalyst, Dry DCM, reflux, 12 h; (c) CH2=CHMgBr, THF, −78°C–rt, 1 h; (d) Ag2O, MeI, rt, 18 h.

More recently, Hutait et al. accomplished the synthesis of a chemical library of 
lactam-fused-β-carbolines (106) via Ugi four-center three-component multicomponent 
reaction employing 2-(1-formyl-9H-pyrido[3,4-b]indol-9-yl)acetic acid derivatives 
(105) as the bifunctional starting materials. The reaction of 105 with a wide variety of 
amines and isonitriles yielded the corresponding β-carboline-fused-lactams (106) in 
good yields (Scheme 5.42).34

SCHEME 5.42 Synthesis of β-Carboline-Fused-Lactams (106) via Ugi Four-Center Three-
Component Multicomponent Reaction. Reagents and Conditions: (a) Cs2CO3, dry DMF, rt, 
45 min; (b) TFA:H2O (100:1 v/v), 90°C, 1.5 h; (c) MeOH, rt, 3–12 h.

Batra et al. also reported an acid-catalyzed Pomeranz–Fritsch-type reaction 
between the acetal group at C-1 and the arene unit of the benzyl group at N-9 in 
9-substituted benzyl-1-(dimethoxymethyl)-9H-β-carboline (107) to generate fused 
β-carbolines (109) that can be readily oxidized to furnish a maxonine-type frame-
work (110). Mechanistically, the reaction was proposed to proceed via a protonated 



128 | Research Methodology in Chemical Sciences

aldehyde as the intermediate (108), which undergoes attack by the activated arene 
subunit of the benzyl moiety (Scheme 5.43).35

SCHEME 5.43 Synthesis of Fused β-Carbolines (110) via Pomeranz–Fritsch-type Reaction. 
Reagents and Conditions: (a) CsCO3, DMF, rt, 1 h; (b) AcOH/H2O (2:3), 90°C, 45 min; (c) TFA/
H2O (100:1), rt, 48–96 h; (d) MnO2, DCM, rt, 2 h.

They also examined that the MBH adducts (111) of 1-formyl-N-substituted 
benzyl-9H-β-carbolines (108) undergo an efficient P2O5-mediated intramolecu-
lar Friedel–Crafts reaction between the secondary hydroxyl group and the activated 
phenyl group of the benzyl subunit to yield fused β-carbolines (112). Investigations 
into the scope of the substrates reveal that the success of the methodology relies on 
the degree of activation of the phenyl ring (Scheme 5.44). For substrates having less-
activated phenyl groups, indolizinoindole derivatives (113) were isolated in moderate 
yields only.32

SCHEME 5.44 An Efficient Synthesis of Fused β-Carbolines (112) via P2O5-Mediated 
Intramolecular Friedel–Crafts Reaction. Reagents and Conditions: (a) DABCO, rt, 4 h–12 days; (b) 
P2O5, dry DCM, rt–reflux.
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5.6 CONCLUSION

It is evident that over the years, a wide range of synthetic methods have been reported 
for the generation of 1-formyl-9H-β-carboline. However, most of the earlier strategies 
were limited to small-scale preparation, which is presumed to be one of the major rea-
sons for limited exploration of this substrate for generating β-carboline-based prod-
ucts. However, with the recent efficient strategies developed for the efficient synthesis 
of this substrate, this prototype has been explored extensively for the construction of 
novel β-carboline derivatives. It is believed that this substrate has great potential for 
generating a wide variety of new fused or substituted β-carbolines and should be ex-
plored further.
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ABBREVIATIONS

Ac acetyl
AcOH acetic acid
AcONa sodium acetate
AIBN  2,2′-azobisisobutyronitrile
aq. aqueous
Ar aryl
ATP adenosine-tri-phosphate
BINAP 2,20-bis(diphenylphosphanyl)-1,10-binaphthyl
Boc tertiary butyloxycarbonyl
Boc2O di-tertiary-butyl dicarbonate
BF3·Et2O boron trifluoride etherate
Bn benzyl
BTIB bis(trifluoroacetoxy)iodobenzene
n-Bu normal butyl
t-But tertiary butyl
BuLi butyl lithium
BQCA benzyl quinolone carboxylic acid
c cyclo
CAN ceric(IV) ammonium nitrate
CCl4 carbon tetrachloride
β-CD β-cyclodextrin
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CDI N,N′-carbonyl diimidazole
CDK cyclic dependent kinases
CH3CO2H acetic acid
CH2Cl2 dichloromethane
CHCl3 chloroform
conc. concentrated
Cp cyclopentadienyl
m-CPBA meta-chloroperoxybenzoic acid
CuBr cuprous bromide
CuI copper iodide
DABCO diazabicyclo[2.2.2]octane
DBU 1,8-dazabicyclo[5.4.0]undec-7-ene
DCC N,N′-dicyclohexylcarbodiimide
DCE 1,2-dichloroethane
DCM dichloromethane
DDQ 2,3-dichloro-5,6-dicyanobenzoquinone
de diastereomeric excess
DEAD diethyl azodicarboxylate
DEPC diethylphosphoryl cyanide
DIB (diacetoxyiodo)benzene
DIEA diisopropylethylamine
DIBAL-H diisobutylaluminum hydride
DIC diisopropylcarbodiimide
DIPEA diisopropylethylamine
DMAD dimethyl acetylenedicarboxylate
DMAP 4-dimethyl aminopyridine
DMF dimethylformamide
DMSO dimethylsulfoxide
DPP diphenyl phosphate
DNA deoxyribonucleic acid
dppp 1,3-bis(diphenylphosphino)propane
dr diastereomeric ratio
DYKAT dynamic asymmetric kinetic transformation
E Entgegen
ee enantiomeric excess
Et ethyl
Et3N triethylamine
Et2O diethyl ether
EtOAc ethyl acetate
EtOH ethanol
EWG electron withdrawing group
Fe iron
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h hour
HBr hydrobromic acid
HBF4 hydroflouroboric acid
HCl hydrochloric acid
HClO4 perchloric acid
HCO2H formic acid
Hex hexyl
HIV human immune deficiency virus
[Hmim]TFA 1-methylimidazolium trifluoroacetate
HMP hexamethyl phosphoramide
HMTA hexamethylenetetramine
HOBT 1-hydroxybenzotriazole
HRMS high resolution mass spectroscopy
H2SO4 sulfuric acid
β-ICD β-isocupreidine
InCl3 indium chloride
In indium
K2CO3 potassium carbonate
KMnO4 potassium permanganate
LCMS liquid chromatography coupled with mass spectrometry
LDA lithium diisopropylamide
LiAlH4 lithium aluminum hydride
LiHMDS lithium hexamethyldisilazide
MBH Morita–Baylis–Hillman
MCR multi component reaction
m-CPBA meta chloro per benzoic acid
Me methyl
MeI methyl iodide
MeOH methanol
MIC minimum inhibitory concentration
min minute
MOM methoxymethyl
Mont. montmorillonite
Ms mesyl
MS molecular sieves
MVK methyl vinyl ketone
MW micro wave
NaBH4 sodium borohydride
NH4Cl ammonium chloride
NaH sodium hydride
NaOAc sodium acetate
NaOMe sodium methoxide
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NH2OH hydroxylamine
NMO N-methyl morpholine-N-oxide
PBr3 phosphorus tribromide
Pd-C palladium on carbon
Pd(PPh3)4 tetrakis triphenylphosphine palladium(0)
PEG polyethylene glycol
Pent pentyl
pH potential of hydrogen
Ph phenyl
Pr propyl
Py pyridine
POCl3 phosphorus oxychloride
PPA polyphosphoric acid
PTC phase transfer catalyst
p-TSA para-toluenesulfonic acid
RCM ring-closing metathesis
rt room temperature
S sulfur
SFC solvent-free condition
Sc(OTf)3 scandium triflate
TBAB tetrabutyl ammonium bromide
TBAF tetrabutyl ammonium fluoride
TBS tertiary butyldimethylsilyl
TBDPS tertiary butyldiphenylsilyl
TBHP tetrabutylhydroperoxide
TBPA tris(4-bromophenyl)ammonium
TDAE tetrakis (dimethyl-1-amino)ethylene
Tf trifluoromethane sulfonyl
TFA trifluroacetic acid
TFAE trifluoroacetaldehyde ethyl hemiacetal
THβC tetrahydro β-carboline
TfOH triflic acid or trifluoromethanesulfonic acid
THF tetrahydrofuran
TIPS triisopropylsilyl
TMB 2,4,6-trimethoxybenzyl
TMEDA N,N,N′,N′-tetramethylethylenediamine
TMS trimethylsilane
TMSN3 trimethylsilylazide
TMSCl trimethylsilylchloride
TMSCN trimethylsilylcyanide
TMSOTf trimethylsilyl trifluoromethanesulfonate
(o-Tol)3P tri-ortho-tolyl-phosphine
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Ts tosyl or 4-toluenesulfonyl
p-TSA or TsOH para-toluenesulfonic acid
TTMSS tris(trimethylsilyl)silane
UV ultraviolet
Z Zussamen
ZnCl2 zinc chloride
ZrCl4 zirconium chloride
oC degree Celsius
µL microliter
µM micromolar
π hydrophobicity constant
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ABSTRACT

Cotton is the most used natural fiber in textile industries. Generally, fiber is used as 
textile material due to its favorable bulk properties although its surface properties are 
inadequate for processing as per user requirement. In conventional processing, the 
textile materials undergo wet chemical treatment to get the desire properties; how-
ever, consumption of large amount of chemicals and water makes it extremely pol-
luting industry, and thus the textile industries belong to the top 10 polluting indus-
tries. Pollution prevention is the prime requirement of the 21st century, and thus there 
are demands for textile industries for reduction in pollution generation and switch 
to eco-friendly processing. Non-thermal plasma technology is a versatile technology 
with proven potential for industrial process enhancement and pollution prevention. 
Pre-treatment and finishing of textile fabrics using plasma received enormous atten-
tion as a solution for the environmental problem of textile industries, and cotton being 
the most used natural fiber, during last two decades, considerable efforts have been 
devoted on surface modification of cotton textile with plasma technology. The main 
purpose of this review is to offer an overview to readers about wide variety of applica-
tions of emerging plasma technologies, aiming for reducing environmental impacts of 
conventional processing of cotton textile. This review offers plasma chemistry as an 
innovative tool for processing of cotton textile.

6.1 INTRODUCTION

Protection of environment is one of the major concerns before the world today. Pol-
lution of environment is the darker side of industrial development due to which the 
natural ecosystems are under ever-increasing threat. At the beginning of the 21st 
century, the mankind has to face multifaceted environmental problems that pose 
enormous challenges to contemporary science. New and innovative technologies 
are being sought and existing ones are being manipulated in order to meet the pri-
mary demands of environmental protection. One such technology lies in the broad 
field of plasma science.1 In recent years, the field of gas discharge plasma applica-
tions is rapidly expanding. Plasma technology has been implemented in various 
applications and now established as a versatile tool for industrial process enhance-
ment. Nonthermal plasmas (NTPs) are very useful in surface modification of tex-
tile polymers. Since plasma exposure of polymers enhances their surface properties 
without alteration of bulk properties, pretreatment and finishing of textile fabrics by 
plasma received enormous attention as a solution for the environmental problem 
of textile industries. In the last decades, considerable efforts have been devoted on 
surface modification of cotton textile with plasma technology to reduce adverse en-
vironmental impacts of conventional wet chemical processing. As NTP technology 
is widely studied for cotton textile modification with enormous amount of potential 
uses, this chapter on application of NTP treatment of cotton textile gives overviews 
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of different application strategies of plasma treatment on cotton textile reported 
during the last two decades.

6.2 PLASMA TECHNOLOGY: BRIEF HISTORY AND DEVELOPMENT

Plasma is a partially or fully ionized gas consisting of various particles, such as elec-
trons, ions, atoms, and molecules, and is described as the fourth state of matter. The 
scientific study of plasma began in 1808 with the development of the steady-state DC 
arc discharge by Sir Humphry Davy and with the development of the high-voltage DC 
electrical discharge tube by Michael Faraday and others in the 1830s. Plasma was iden-
tified as a fourth state of matter by Sir William Crookes in 1879. The word plasma 
was coined by Irving Langmuir in 1928 for ionized gas, while studying the unusual 
magnetic and electric characteristics of super-heated gases.2 A plasma can be defined 
as a collection of free charged particles and neutral particles moving in random direc-
tions that are, on the average, electrically neutral and enough to make collective elec-
tromagnetic effects important for its physical behavior. It is estimated that more than 
99% of the known universe is in the plasma state, with the exception of cold celestial 
bodies and planetary systems (Fig. 6.1). The plasma state can be produced in the labo-
ratory by raising the energy content of matter regardless of the nature of the energy 
source. To produce and sustain plasma, the easiest way to inject energy into a system 
in a continuous manner is with electrical energy, and that is the reason why electrical 
discharges are used to produce the most common man-made plasmas. For the quanti-
tative description of plasma, the term temperature is usually used. Thermal plasma is 
in a state where almost all its components are at thermal equilibrium. In NTPs, tem-
perature (i.e., kinetic energy) is not in thermal equilibrium and differs substantially 
between the electrons and the other particles (ions, atoms, and molecules). In this 
sense, an NTP is also referred to as a “nonequilibrium plasma” or a “cold plasma”.3,4

FIGURE 6.1 Plasma, the Fourth State of Matter.
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Although the scientific study of an electrical discharge in gas phase has a long his-
tory (over 200 years), however, it was not until the post-world war years that plasma 
technology became of major importance as industrial technology.1 The 19th century 
was the era for the origin of plasma science when rapid progress was made in electri-
cal discharge physics, and arc and DC electrical discharge plasmas were extensively 
researched in scientific laboratories. The only widespread application of plasmas dur-
ing the 19th century was the use of electrical arcs for illumination, a technology which 
for a time was competitive with gaslights, but by 1900 lost out to the incandescent 
lamp because of its requirement for high current DC electrical power transmission.2 
At the beginning of the 20th century, the gas discharge branch of Langmuir's plasma 
physics, a major impetus to plasma physics, has been evolved for controlling the fusion 
reactions, which began in the major industrialized countries about 1950 and contin-
ues to the present day.2 Also, since World War II, plasma science evolution has en-
larged the scope to include plasma chemistry, atomic and molecular physics, surface 
chemistry and physics, optics, high-temperature physics and chemistry, electrical en-
gineering, and computer science.5,6 With the rapid development in the understanding 
of plasma reactions with other materials due to advanced measurement techniques, 
scientists have successfully developed plasma technologies for various applications in 
the second half of the 20th century. Since their introduction in the 1960s, the main 
industrial applications of plasmas have been in the microelectronics industries. In the 
1980s, their uses broadened to include many other treatments, especially in the fields 
of metals and polymers, and other industrial plasma-processing applications have been 
developed recently.2

In recent years, plasma technology is also gaining interest in the field of life sci-
ences, environmental issues, and biomedical applications and indeed has proved to 
have great promise in the fields of chemistry, biology, physics, and biotechnologi-
cal and medical sciences.7–9 At the end of the 20th century, plasma science and its 
wide field of technological applications became diverse, interdisciplinary fields and 
are now blooming as novel key research fields in the 21st century,8,9 which is clearly 
reflected from various excellent review papers available in scientific literature. From 
thermal plasma to NTP at low pressure or atmospheric pressure, important fields for 
industrial application of plasma technology are low-energy light bulbs,9 thermal plas-
ma processing of materials, metallurgical, metal cutting and welding, powder melting 
during spraying, in the reduction of oxides,5,10–12 in manufacturing of glass,13 ceramic 
powders, or films,5,10–12 plasma coating and thin film deposition (aerospace industry, 
automotive industry, the medical implant industry, the petrochemical industry, the 
cutting tool industry, photovoltaic),12,14–20 plasma immersion ion implantation and 
deposition (microelectronics and metallurgical engineering, biomedical engineer-
ing, nanotechnology),21–24 nanotechnology (nonomaterial synthesis, nanostructur-
ing, processing),25–33 plasma thrusters,9,34 plasma catalyst synthesis,35–37 reforming 
and chemical synthesis,38–41 nitrogen fixation,42,43 hydrogen production,44 fuel cell 
technology,45 and many more.46 Apart from the application of plasma in the field 
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of biological science (immobilization of biomolecule, sterilization, tissue culture, 
etc.),47–52 medical (cancer treatment, wound healing, disinfection issues, skin treat-
ment, biofilm inactivation, teeth disinfection, blood coagulation, surgery, endoscopy, 
etc.),53–62 biomedical engineering,63–72 treatment of polymeric materials (improve 
adhesion, surface activation, etching),73–76 and food packaging77 are greatly explored 
recently.

6.3 APPLICATION OF PLASMA TECHNOLOGY FOR ECO-FRIENDLY 
PROCESSING OF TEXTILES

In recent times, applications of plasma technology for environmental protection are 
of great concern. The invention of silent discharge (also referred to as dielectric bar-
rier discharge [DBD]) by Ernst Werner von Siemens in 1857 was one of the most 
important landmarks in the history of electrical discharge. Generation of ozone by 
DBD is the first environmental application of an NTP, and it is still one of the most 
important applications of NTPs.4,78 Another important example of NTP application 
is the electrostatic precipitator (ESP) for dust removal. It was Cottrell who first dem-
onstrated the large-scale application of ESPs for the collection of sulfuric acid mist 
in 1908, and since then, ESPs have been successfully used for the removal of dust in 
many industrial fields.4 Also, during last decades, plasma technology has been greatly 
explored for environmental pollution cleanup,79 which includes application of thermal 
plasma for waste disposal and energy recovery,80–86 applications of NTPs for waste-
water remediation,87–90 and gaseous pollution control.4,91–99 Above all plasma treat-
ments of materials are eco-friendly, cost effective, time solving, and more efficient than 
most other conventional methods used in several industries including polymers (film, 
textile), metals, semiconductors, etc. Conventionally, industrial materials are manu-
factured and processed by actions of chemical energies released from raw materials 
or fuels, and today, these kinds of processes based on chemical energy consumption 
are still dominant in materials production and processing. But due to ever-increasing 
need for environmental protection, direct utilization of electrical energy through one 
carrier-plasma is emerging as a new way to material production/processing, wherever 
it is feasible in technology and beneficial in economics. The research for new and in-
novative fields of plasma application resulted in these new approaches solving unmet 
environmental problems by plasma technology, which is predicted to be the field of 
maximum growth of future plasma applications.

The advantages of plasma technology are mainly oriented toward the provision of 
high energy levels at low temperatures by the generation of excited species in an elec-
trical discharge that provides a highly excited medium with no chemical or physical 
counterpart accessible in the natural environment. This facilitates processing under 
low-temperature operating conditions and lower residence time compared to con-
ventional methods. Apart from that, the utilization of plasma technology eliminates 
the need of heat supply and effluent treatment, thereby reducing associated energy 
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cost and thus providing advantages such as lower costs, higher treatment and en-
ergy efficiencies, smaller space volume. Accordingly, the interest grows on plasma 
integration into conventional energy-intensive industrial processing to reduce energy 
consumption and pollution generation. Textiles and its end-products constitute the 
world’s second largest industries. Textile industries are one of the biggest users of 
water and complex chemicals and energy and, taken as a whole, are among the top 
10 most polluting industries in the world.100–103 Wet processing is the segment of 
textile production that involves cleaning, preparation, dyeing, and finishing of textile 
to provide properties as per user requirement using various thermal, mechanical, and 
chemical treatments. Most textiles, regardless of their end use, go through wet pro-
cessing steps. This wet processing of textiles requires huge inputs of energy, water, 
and chemicals and also results in large volume of chemical laden wastewater that is 
often difficult to treat due to its complexity and when discharged into environment 
affects its ecological status by causing various undesirable changes.100,102

Positive experience and interest for plasma processing in microelectronics produc-
tion, automotive industry, biomedical applications, and surface modification of poly-
mers are being slowly transferred to the textile industry though still more at a scientific 
level.104,105 NTP treatment of textiles offers plenty of functional, environmental, and 
economical benefits. Surface properties of polymeric materials that constitute textiles 
have strong effects on most of their practical applications. Indeed, many properties, 
such as adhesion, gloss, wettability, permeability, dye ability, printability, surface clean-
liness, bonding of different components, biocompatibility, and antistatic behavior, are 
related more to the surface than to the bulk of the material. This is true whether one 
is dealing with natural polymers or synthetic polymers. In most cases, a polymer, for 
instance, is selected primarily because of its favorable bulk properties, such as ther-
mal stability, mechanical strength, solvent resistance, and cost. However, the selected 
polymer mostly has surface characteristics that are less than optimum for the intended 
application. Thus, modification of surface properties with plasma can considerably re-
duce environmental impacts of wet chemical processing.104,105

In the past decade, the use of NTPs for selective surface modification of textile has 
been a rapidly growing research field.105–110 Thus, plasma processing of textiles opens 
up new possibilities for industrial applications where the specific advantages of plasma 
processing provide effective surface modification of textile in environment friendly 
manner over convention treatment. This technology has other advantages of leaving 
the bulk characteristics unaffected. For instance, plasma technology provides an at-
tractive means of textile treatment with wide applicability with low quantities of input 
needed in terms of gases and electricity, making it nonenergy intensive. Plasma technol-
ogy, being dry technique, does not require water; it involves extremely low quantities 
of starting materials; the process is realized in gas phase, process duration is low; it pro-
vides energy saving and its low temperature avoids textile destruction.105–111
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In general, the environmental benefits of plasma treatment104 can be summarized 
as follows:

• Reduced amount of chemicals needed in conventional processing
• Better exhaustion of chemicals from the bath
• Reduced biochemical oxygen demand (BOD)/chemical oxygen demand 

(COD) of effluents
• Shortening of the wet processing time
• Decrease in wet processing temperature
• Energy savings

Considering broad field of plasma applications and the limitation to review them 
all, subsequently in this chapter, experimental results on plasma treatment of cotton 
textile materials reported during last decades are discussed from environmental stand-
point.

6.4 COTTON

Cotton is a soft, fluffy natural vegetable fiber of great economic importance as a raw 
material for textile. Cotton grows in a boll, or protective capsule, around the seeds of 
cotton plants of the genus Gossypium of mallow family. There are four commercial 
species of cotton, the most common of which is Gossypium hirsutum. Two of these 
(Gossypium arboreum and G. herbaceum) are diploids, and two (G. hirsutum and G. 
barbadense) are tetraploids. India is the only country where all the cultivated species 
and some of their hybrid combinations are commercially grown. Cotton's strength, ab-
sorbency, and capacity to be washed and dyed also make it adaptable to a considerable 
variety of textile products, thus it is the most consumed natural fiber for textile produc-
tion.112,113 India is the second largest producer of raw cotton fiber and cellulosic fibers 
and yarns. The world production of cotton in 2009–2010 is estimated as 25,684 kton, 
while that of India is 5594 kton, 21.97% of total production.114

6.4.1 Structure of Cotton

Cotton is a seed hair fiber taken out from the seeds of cotton plants. After flowering, 
an elongated capsule or boll is formed in which the cotton fibers grow. Once the fibers 
have grown completely, the capsule bursts and the fibers come out. A cotton capsule 
contains about 30 seeds, and each seed hosts around 2000–7000 seed hairs (fibers). 
The cotton fiber grows as unicellular fiber on the seed coat. The mature cotton fiber 
forms highly convoluted flat ribbon, varying in width of 12–20 μm. The average fiber 
length of different kinds of cotton varies from 22 to 50 mm. The mature cotton fiber 
is basically the cell wall of the cell that is elongated from the seed coat. The cotton 
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fiber is structurally built up into concentric zones and a hollow central core known 
as the lumen. The mature fiber essentially consists of (from outside to inside) the cu-
ticle, that is, the outermost layer, the primary cell wall, the winding layer, the second-
ary wall, and the lumen. Figure 6.2 systematically shows the different layers present 
in the cotton fiber. Cotton contains nearly 88–96% of cellulose and around 10% of 
noncellulosic substances, which are mainly located in the cuticle and primary wall of 
the fiber. Typical components in dry mature cotton fibers are cellulose (90–95%), 
waxes (0.6–1.3%), pectin (0.9–1.2%), protein (0.6–1.3%), ash (1.2%), organic acids 
(0.8%), and others (1.4%), whereas the chemical components of the outer surface are 
cellulose (54%), waxes (14%), pectin (9%), protein (%), ash (3%), and others (12%). 
Thus, most of the noncellulosic impurities are located at the outer surface of cotton 
fibers.112,113,115,116

FIGURE 6.2 Schematic Diagram Showing Structure of Cotton Fiber.

The cuticle is the outermost layer of cotton fibers, which consisted of wax and pec-
tin as a thin sheet over the primary wall, and forms grooves on the cotton surface. The 
primary wall is only 0.5–1 μm thick in mature fiber and comprises noncellulosic ma-
terials and amorphous cellulose (50%). The noncellulosic components are hemicel-
luloses, pectin, proteins, natural colorants, and ions. The thin layer directly adjoining 
the primary wall is called the winding layer or also known as immediate outer layer of 
the secondary wall or primary wall and consists of cellulose microfibrils. The second-
ary wall is mainly made up of crystalline cellulose (92–95%) and concentric layers of 
densely packed elementary cellulose fibrils (laying parallel), which held together with 
hydrogen bonds. The lumen forms the center of cotton fibers.115–117

The cuticle contains primary alcohols, higher fatty acids, hydrocarbons, aldehydes, 
glycerides, sterols, acyl components, resins, cutin, and suberin, which are together 
called waxes. The waxy contents can be divided into two categories: a saponifiable part 
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(nearly 40% of total wax content) and a nonsaponifiable part (which is around 60% of 
the total wax). Alcohols such as gossypol (C30H5OH), montanyl (C28H57OH), and 
ceryl (C28H53OH) are high-molecular weight monohydric alcohols and belong to the 
category of nonsaponifiable waxes. These n-primary alcohols (C26–C36) combined 
with the fatty acids (C16–C36) are the main components of wax from the mature white 
cotton fiber. Suberin and cutin are insoluble, lipophilic biopolymers also called as bio-
polyesters. Suberins and cutins are closely related to each other, the only difference is 
their chain length and substitution patterns. Suberin from cotton fibers predominately 
comprises C16 and C18 compounds. Cutin is the high-molecular weight polyester that 
comprises various interesterified C16 and C18 hydroxy and hydroxy–epoxy fatty ac-
ids.115–117

The noncellulosic components of primary wall are hemicelluloses, pectin, pro-
teins, natural colorants, and ions. The hemicellulose is the name of a heterogeneous 
group of branched matrix forming polysaccharides. Hemicelluloses bind noncovalent-
ly to the surface of cellulose microfibrils in the primary wall. There are several classes 
of hemicelluloses with an average of 50 glucose units that are linearly β(1→4)-linked to 
one another. Glycoproteins also account for up to 15% of the primary cell wall mass. 
Glycoproteins contain a protein backbone with extended rod-like carbohydrates that 
protrude outwards. The carbohydrates in the glycoproteins account for 65% of the 
total structure. For a cotton fiber, these rod-shaped extensions are made up of roughly 
300 amino acids and abundantly contain hydroxyl-proline (Hyp). The pectin is an 
acidic polysaccharide and acts as cementing material for the cellulosic network in the 
primary wall. It is composed of a high proportion of d-galacturonic acid residues, 
joined together by α (1→4) linkage. The carboxylic acid groups of some of the galact-
uronic acid residues are partly esterified with methanol and thus covalently linked 
with cellulose. The nonesterified or acidic pectin contains many negatively charged 
galacturonic acid residues. The acidic pectin is organized by crossbridges with calcium 
ions (Fig. 6.3). The primary wall of a cotton fiber contains different quantities of metal 
depending on their growing conditions and source. Potassium is the most abundant 
metal ion in cotton fibers followed by magnesium and calcium.115,116,118–120

Cellulose is the main component of cotton fiber. Chemical composition of cel-
lulose is simple; it is a linear polymer of β(1→4) glucopyranose. Three free hydroxyl 
groups in C2, C3, and C6 per anhydroglucose unit are available. Each cellulose chain 
has a nonreducing end group at C4 and reducing end at C1. Cellulose in the secondary 
wall is characterized by a higher degree of polymerization (nearly 5000 units) com-
pared with cellulose in the primary wall. In the secondary wall of a cotton fiber, two 
cellulose molecules can form a long planar chain of β(1→4)-linked glucose units, form-
ing a sheet called an elementary fibril. Microfibrils of cellulose are crystalline aggre-
gates of approximately 21 elementary cells. Finally, a large number of such micro fibrils 
that are laid in parallel direction form various layers of the secondary cell wall.115,116
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FIGURE 6.3 Egg Box Model Showing Bonding of Nonmethylated Pectins with Ca2+ Ions.120

6.4.2 Conventional Processing of Cotton Textile

The major portions of noncellulosic impurities are present in the cuticle and primary 
wall, and these noncellulosic impurities give fiber surface a high hydrophobicity and 
have adverse effects during wet chemical processing such as bleaching, dyeing, and 
printing because it interferes with wetting of fiber and penetration of reagents. There-
fore, these impurities are removed from cotton textile before its bleaching or dyeing. 
The typical processing flow diagram of cotton textile is shown in Figure 6.4. Firstly, the 
desizing process involves the removal of starch from the fabric. After 1950, enzymatic 
desizing process involving α-amylases has been widely introduced and implemented 
successfully in the textile industry.115–117

However, even today, alkaline scouring of cotton is still the most widespread com-
mercial technique for removing or rupturing the fiber cuticle to make the fiber absor-
bent for the cotton processing. Scouring of cotton fabric is typically done with a hot 
solution (90–100°C) of alkali (±1 mol/L) for up to 1 h. NaOH is used in the scouring 
process to remove the outermost waxy layer during cotton scouring process by saponi-
fication and emulsification. In alkali scouring, the primary wall is removed by swelling 
and hydrolysis with NaOH at elevated temperatures. The scouring process requires 
large quantities of chemicals, energy, and water and is rather time consuming. Owing 
to the high sodium hydroxide concentration and its corrosive nature, intensive rinsing 
is required that leads to high water consumption. The use of high concentrations of 
sodium hydroxide also requires the neutralization of wastewater, which requires addi-
tional acid chemicals. Furthermore, the alkaline effluent requires special handling be-
cause of very high BOD and COD values. The energy consumption in cotton scouring 
is 6.0–7.5 GJ/ton. The challenge now is how to remove this waxy layer efficiently in 
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an environmental friendly way.101,112,115,116,121,122 Therefore, in the past decades, sol-
vent scouring, enzymatic scouring, and plasma treatment are studied as alternative to 
alkaline scouring, of which solvent scouring is inherently costly and not environment 
friendly, and also it only removes wax.123,124 So, generally, plasma treatment and enzy-
matic scouring are found to be promising as alternative to alkaline scouring in terms 
of environmental performance. Enzymatic scouring though widely studied still faces 
several problems such as long incubation time with enzyme, nonuniformity of treat-
ment, and cost-effectiveness for its application to industrial scale.125

FIGURE 6.4 Flow Diagram of Processing of Cotton Textile.

6.5 PLASMA TREATMENT OF COTTON

6.5.1 Plasma Treatment of Gray Cotton for Removal of Noncellulosic 
Impurities

In the literature, plasma treatment is reported to improve various properties of gray cot-
ton. Air–chlorine coronas are reported to modify the wax, causing increased wettabil-
ity, and C-chlorination occurs in about one of every three carbon atoms in the cuticle. 
Potential practical applications of corona treatment are for improved mercerization, 
better yarn stretch and setting properties, increased dyeability, and the localized heat-
ing and the generation of free radicals, which may make possible heat-induced local-
ized polymerization.126 The low-temperature oxygen plasma treatment is applied for 
removal of wax as an alternative to conventional alkaline scouring; it is reported that 
the oxygen plasma treatment results in almost similar quality in subsequent bleaching, 
mercerizing, dyeing, and finishing as conventional wet scouring.127 The low-pressure 
air plasma treatment is recently reported for improvement in wettability of gray cotton 
fabric by etching and modification of cuticle layer.128,129 Also, an effective and cleaner 
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production process for gray cotton fabric pretreatment with an aid of low-pressure ni-
trogen plasma in combination with a subsequent wild and one-step wet chemical treat-
ment is reported to be more environmentally friendly by shortening the conventional 
wet chemical treatment process and less consumption of chemicals, water, and energy 
in comparison with the conventional one-step pretreatment process.130 The recent 
development of atmospheric pressure plasma treatment generated a great interest for 
processing of gray cotton, which predicted to bring manifold potential advantages to 
textile industry. The treatment of gray cotton with atmospheric pressure plasmas is 
reported to improve bleaching and dyeing,131 surface functionality,132 wettability of 
gray cotton fabric,123 wettability and sizing properties of gray cotton yarn,133,134 wet-
tability and desizing properties of gray cotton fabric,135 scouring, and dyeing.136 The 
oxygen plasma treatment at atmospheric pressure and low-pressure plasma is reported 
to improve enzymatic scouring of cotton fabric with alkaline pectinase.137 Influence 
of temperature on corona discharge treatment is studied, and it is reported that the 
treatment increased surface oxygen content at a considerably low temperature and 
then declined when temperature increased. Weight loss rate showed that the treat-
ment was fiercer as treatment temperature increased. The breaking strength and sur-
face adhesion property of the fabric treated with starch sizing increased to a certain 
extent and then decreased.138 In order to avoid use of polyvinyl alcohol (PVA), an 
eco-friendly sizing technology with atmospheric pressure plasma treatment and green 
sizing recipes has been developed and evaluated with respect to sizing properties and 
desizing efficiency.139 Recently, plasma treatment at atmospheric pressure using atmo-
spheric pressure plasma jet (APPJ) apparatus (Atomflo 200-Series manufactured by 
SurfxTechnologies (California, USA)) is studied for its efficiency for gray cotton pro-
cessing by comparing it with conventional wet processing. The results obtained from 
wicking and water drop tests showed that wettability of gray cotton fabrics was greatly 
improved after plasma treatment and yielded better results than conventional desizing 
and scouring. The weight reduction of plasma-treated gray cotton fabrics revealed that 
plasma treatment can help in removing sizing materials and impurities. Similar dye-
ing results were obtained for samples treated with conventional wet chemical method 
and plasma-treated samples. This can prove that plasma treatment would be another 
choice for treating gray cotton fabrics.140

However, the use of helium gas to generate atmospheric pressure plasma is the 
major limitation for industrial application of plasma technology; in this regard, the 
atmospheric pressure plasma treatment using air DBD seems to be one of the most at-
tractive alternative to conventional alkaline scouring due to its environmental friendli-
ness. In most of the previously reported studies, the plasma treatment of gray cotton 
fabric is characterized mainly by scanning electron microscopy, X-ray photoelectron 
spectroscopy, and/or Fourier transformed infrared (FTIR) spectroscopy, and it is 
concluded that plasma treatment results in the formation of carboxyl groups and free 
radicals on the surface. Also, considerable changes in surface morphology are reported 
that are due to etching effect of plasma treatment. Removal of noncellulosic impurities 
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is not clearly evidenced in these previously reported studies. In some studies, changes 
in wax and pectin content are observed by improved wettability, reduction in weight, 
solvent extraction, ruthenium red staining, etc.; however, common disadvantage of 
these techniques is that they are basically qualitative and inaccurate and/or laborious 
and time consuming.123,137,141 Improvement in wettability cannot be considered as a 
strict measure of removal of impurities as both removal of impurities and formation of 
polar functional groups contribute to this improvement. Reduction in the weight of 
plasma-treated fabric cannot distinguish between size applied to the fabric and differ-
ent types of impurities. Also degradation of cellulose by plasma oxidation can contrib-
ute to weight reduction. Determination of wax content by solvent extraction is tedious 
and time consuming, besides its accuracy is questionable.123,137,141,142 Staining with 
ruthenium red (ammoniated ruthenium oxychloride) dye is considered as one of the 
accurate method for the measurement of pectin content. The principle of this test is 
that amino groups of dye molecules form the covalent bond with carboxyl groups of 
pectin (Fig. 6.5); thus, spectroscopic measurement of color can be considered as pec-
tin content.123,143 However, since plasma treatment forms carboxylic groups, accuracy 
of this method for characterization of plasma-treated fabric remains doubtful.

FIGURE 6.5 Chemical Structure of Pectin and Ruthenium Red.

Thus, quantifying and imaging chemical and physical changes of plasma-treated 
cotton surface are important for understanding the mechanism of plasma treatment 
and its optimization for industrial application. In the work reported by Dave et al., 
gray khadi cotton fabric is treated with atmospheric pressure air DBD (treatment time: 
1–5 min), and the changes in surface chemical composition occurred during the air 
DBD plasma treatment are analyzed with attenuated total reflection (ATR)-FTIR 
spectroscopy method, which can provide information about impurities of cotton fiber 
in a fast and efficient manner.144 In Figure 6.6, the selected region of the spectra (from 
wave number 2600–3000 and 1500–1800  cm–1), which represents peaks related to 
impurities, is presented. As seen from the figure, intensity of 2956–3463 and 2817–
2979 cm–1 significantly changed, which is due to mercerizing effect of alkali leading 
to change in crystal structure of cellulose. Besides, changes observed in the wave num-
ber regions of 2600–3000 and 1500–1800 cm–1 present peaks related to noncellulosic 
impurities. Broad C–H stretching peak appeared at 2817–2979  cm–1 in the spectra 
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of gray as well as treated fabric. However, in the spectrum of gray fabric, as shown in 
Figure 6.6, two distinguished peaks corresponding to the symmetric and asymmetric 
stretching mode of methylene groups in long alkyl chain are clearly visible at 2852.24 
and 2917.81 cm–1, respectively. Similar results obtained in case of acid desized cotton 
fabric. According to Chung et al.,142 –CH2– groups from cellulose never give separate 
peaks corresponding to the symmetric and asymmetric stretching mode in ATR spec-
tra of pure cellulose. Also other impurities such as pectin do not have long alkyl chain 
of methylene groups. Therefore, intensities of these peaks indicate the amount of wax 
present on the fabric.142 As seen from Figure 7.6, in the spectra of scoured cotton fab-
ric, these peaks completely disappeared, which indicates that no wax remains on the 
surface of cotton fiber after alkaline scouring.144

FIGURE 6.6 Comparison of Spectra from Wave Number 2600–3000 and 1500–1800 cm–1.

Similarly, these peaks also disappeared in the spectra of plasma-treated cotton fab-
ric indicating wax removal due to plasma treatment. These peaks are not visible, even 
when the spectrum of fabric is exposed to plasma for 1 min. The result is also sup-
ported by the recent study of Raja et al.,145 which reports reduction in the intensity of 
these peaks when scouring of cotton is carried out by bacterial lipase. The spectrum 
of gray fabric showed small absorbance band of C=O stretch near 1749 cm–1, which 
indicates free fatty acids and cutin present in wax and free and esterified carboxylic 
groups of pectin. In the case of scoured and treated fabric, it merely presents as weak 
absorbance, indicating removal of these impurities.142 The spectrum of gray fabric dis-
played a weaker absorption at 1641 cm–1, whereas spectra of scoured and plasma-treat-
ed fabric displayed strong absorption at this frequency, which increases with increase 
in plasma exposure time. The IR band at 1641 cm–1 is composed of adsorbed H2O at 



Plasma Chemistry as a Tool for Eco-Friendly Processing of Cotton Textile | 151

1631–1644 cm–1 and asymmetric carboxylate stretch at 1600 cm–1, which is difficult 
to differentiate in ATR-FTIR.142

According to Chung et al.,142 this peak represents impurities such as free fatty ac-
ids of wax and pectin that contains carboxylate (COO–) functional groups and can 
be used for characterization of scouring process. In their work, they reported appear-
ance of a new peak at around 1750 cm–1 in ATR-FTIR spectra of gray fabric if it was 
exposed to the HCl vapor for a few minutes, which they proved from the protonation 
of carboxylate groups (Fig. 6.7). Also, they demonstrated that scoured fabric is free 
from these impurities, and thus, no such peak in ATR-FTIR spectrum is induced by 
HCl vapor exposure.142 Similar results are reported by Wang et al.141 for bio-scouring 
of gray cotton.

FIGURE 6.7 Change in IR Absorbance after HCl Vapor Exposure by Protonation of Carboxylate 
Functional Groups of Acidic Pectin.

In the study by Dave et al., when HCl vapor exposure is given to gray, chemically 
treated and air DBD-treated fabric, absorption intensity at 1641 and 1749 cm–1 is var-
ied significantly in ATR-FTIR spectra of HCl vapor-exposed fabrics, which are sum-
marized in Table 6.1. Figure 6.8 represents the comparison of ATR-FTIR spectra ob-
tained before and after HCl vapor exposure for gray cotton, acid desized, and scoured 
cotton fabric. In case of gray cotton, the band at 1641 cm–1 is completely disappeared 
in ATR-FTIR spectra after exposure to HCl vapor, and a strong absorption band de-
veloped at 1749 cm–1. This enhanced absorbance at 1749 cm–1 is the attributed pro-
tonation of the carboxylate present in wax and pectin. Since gray fabric is super hydro-
phobic (Fig. 6.9), it can be concluded that no water is adsorbed to the surface. Thus, 
the peak at 1641 cm–1 is from asymmetric carboxylate stretch (COO–) from impuri-
ties, which converted in to carboxyl (COOH) through protonation leaving no peak 
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around 1641 cm–1 in the spectrum of HCl vapor-exposed gray cotton fabric. Similarly, 
in the case of acid desized cotton fabric, a strong absorbance band developed after HCl 
vapor exposure, intensity of which is even higher compared to gray cotton fabric.144 
This can be explained as consequences of desizing, which removes size layer, and thus, 
now more impurities are exposed to surface. In the case of scoured fabric, no such peak 
is induced after exposure to HCl vapor, which is in accordance with the results previ-
ously reported by Chung et al.142 due to absence of impurities.

TABLE 6.1 Experimental Peak Obtained in ATR-FTIR Spectra after HCl Vapor Exposure

Samples Experimental Peak Obtained after HCl Vapor Exposure

1641 cm–1 1749 cm–1

Untreated gray cotton – Strong peak

Acid desized cotton – Strong peak

Scoured cotton Clear peak –

1 min plasma-treated cotton – Relatively weak peak

2 min plasma-treated cotton Clear peak Very weak peak

3 min plasma-treated cotton Clear peak Very weak peak

4 min plasma-treated cotton Clear peak Clear peak with higher intensity than 1641 cm–1

4 min plasma-treated cotton Clear peak Clear peak with higher intensity than 1641 cm–1

FIGURE 6.8 Experimental Peak Obtained after HCl Vapor Exposure in Case of Gray (Untreated), 
Acid Desized, and Chemically Scoured Cotton Fabric.
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FIGURE 6.9 Image of Water Drop and Water Contact Angle on Gray Cotton Fabric.

Figure 6.10 represents the comparison of ATR-FTIR spectra obtained before and 
after HCl vapor exposure for cotton fabric treated with air DBD at different time dura-
tions. The result for 1 min plasma-treated fabric is similar to that of gray cotton fab-
ric; however, intensity of 1749 cm–1 IR bond developed after HCl vapor exposure is 
lower compared to gray fabric, also a very weak absorbance observed at 1641 cm–1. In 
the spectra of 2 and 3 min plasma-treated fabric, clear absorbance band appeared at 
1641 cm–1 after HCl vapor exposure, which is assigned to adsorbed water, while band 
at 1749 cm–1 appeared merely as weak absorbance. It is important to note here that 
at a first glance, not much difference can be seen in the results of HCl vapor-exposed 
fabric; however, intensity of 1641 cm–1 band is comparatively higher for 3 min plasma-
treated fabric to that of 2 min plasma-treated fabric before its exposure to HCl.144

FIGURE 6.10 Experimental Peak Obtained after HCl Vapor Exposure in Case of Cotton Fabric 
Treated with Air Dielectric Barrier Discharge for 1–5 min.
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This indicates that plasma treatment removes noncellulosic impurities by etching 
and chemical degradation. Since noncellulosic impurities are mainly located at the sur-
face (cuticle and primary wall) of cotton fiber covering cellulose (secondary wall), the 
above results indicate that for 1 min plasma-treated fabric cotton fibers, the surface is 
still covered with noncellulosic impurities. As the plasma treatment time increases, 
more and more impurities are removed from cotton fiber and thus more hydroxyl 
groups of the cellulose are now present at the surface, which is reflected in the spectra 
of 2 and 3 min plasma-treated fabric.144

In the spectra of 4 and 5 min plasma-treated fabric, two clear bands are visible 
after HCl vapor treatment at 1641 and 1749 cm–1 with intensity of band at 1749 cm–1 
higher than that of 1641 cm–1. This indicates that plasma treatment is creating car-
bonyl functional groups (COOH, COO–), apart from eliminating noncellulosic 
impurities. Formation of such functional groups is well documented in the litera-
ture.123,131–134,137 Such functional groups can be produced due to the oxidation of 
cellulose (advanced oxidation based on ozone and atomic oxygen) by active species 
of plasma, especially primary alcohol at C6 (Fig. 6.11) carbon of glucose in cellu-
lose can be oxidized to carboxylic acid.146 Since primary alcohol groups can only be 
oxidized to carboxylic acid, and no other impurities except cellulose have primary 
alcohol groups, the formation of carboxylate indicates the presence of cellulose on 
the surface. Thus, it can be inferred that in the case of plasma treatment time exceed-
ing 3 min, most of the impurities are removed from the surface, and polar functional 
groups such as COO– are created by subsequent cellulose oxidation which can fur-
ther contribute in the wettability of cotton. Since during plasma treatment, removal 
of impurities and formation of carbonyl functional groups are simultaneously occur-
ring, we never observed nil intensity around 1749 cm–1. However, the present results 
are satisfactory to trace removal of noncellulosic impurities by air DBD treatment. 
Thus, it is clear from ATR-FTIR results that the plasma treatment removes noncel-
lulosic impurities from the surface of cotton fiber, and then polar functional groups 
are generated by subsequent oxidation of cellulose.144

In this study, optical emission spectroscopy is used for the identification of various 
active species in the plasma discharges, which indicates that ozone is produced in the 
air DBD.144 Degradative effects of ozone on cuticle layer are well established in the 
literature, which includes wax erosion and changes in chemical composition, thick-
ness, and structure of cuticle layer.147 Also, the treatment with ozone gas is reported to 
remove wax and the starch sizing from the gray cotton samples and increase the water 
absorbency of the gray and desized cotton samples. Ozone treatment is also reported 
to oxidize cellulose surface-generating carboxylate anions.148–150 Thus, removal of 
noncellulosic impurities from gray cotton by air DBD treatment reported in this study 
is inferred due to etching by energetic species in combination with ozone-based ad-
vanced oxidation of surface noncellulosic impurities.
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FIGURE 6.11 Reaction Mechanism for Formation of Carboxylate by Oxidation of Primary 
Alcohol Groups at C6 Carbon of Glucose in Cellulose.

6.5.2 Plasma Treatment for Removal of Size From Cotton Textile

The enzymatic desizing is now industrially used as cleaner treatment for removal of 
starch; however, for desizing of PVA, plasma treatment may be a suitable alternative. 
Various studies have been carried out for plasma-aided desizing of PVA. The pretreat-
ment with atmospheric pressure He/O2 APPJ is reported to improve NaHCO3 de-
sizing of blended sizes of starch phosphate and PVA on cotton fabrics and its com-
bination with ultrasound has shown higher effectiveness in desizing and provides 
an alternative approach that decreases the water, energy, and chemicals consump-
tion.151,152 The treatment with argon/oxygen DBD is reported for desizing of PVA 
from cotton fabric.153 Air/He and air/O2/He atmospheric plasma treatments are ap-
plied to desize PVA on cotton, of which Air/O2/He plasma is more effective than air/
He plasma on PVA desizing.154 Plasma treatment is also studied for desizing of gray 
cotton fabric sized with starch and PVA, and results showed that the plasma has posi-
tive effects on size removal, hydrophility, and the pilling values of the PVA and also 
starch-sized fabrics.155 Near-atmospheric pressure oxygen DC plasma is reported for 
desizing of starch from gray cotton fabric.156 Atmospheric pressure plasma treatment 
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of gray cotton denim fabric is reported for desizing and improvement in color fading 
in subsequent enzymatic color-fading process.157

6.5.3 Plasma Treatment to Improve Dyeing/Printing Cotton Textile

The plasma treatment at atmospheric pressure and low pressure is extensively ex-
plored to improve dye uptake of cotton textile. The low-pressure air and oxygen 
plasma is reported to generate carboxyl groups on the cotton surface that results in 
the improvement in wettability and dye uptake. The direct dye (chloramine Fast Red 
K) uptake of the treated samples increases almost linearly with the increase in fiber 
carboxyl group content caused by plasma-based advanced oxidation of cotton sur-
face by species such as atomic oxygen radicals.158 The plasma pretreatment coupled 
with the ink-jet printing technique could improve the final properties of printed cot-
ton fabric.159 The activation of cotton fabric surface by atmospheric pressure argon 
plasma and subsequent grafting with two different amine compounds, ethylenedi-
amine and triethylenetetramine, is reported to improve dyeing properties of cotton 
with acid dyes.160 Similarly, air corona plasma treatment of cotton fabric is reported 
to improve dyeing with reactive dyes.161 The plasma treatment with low-pressure 
radio-frequency (RF) oxygen plasma is reported for grafting of acrylic acid on the 
cotton fabric. Improvement in dyeing with Berberine, a natural cationic dye, is ob-
served. The samples dyed after acrylic acid grafting showed the highest antibacterial 
activity.162 Treatment of cotton fabric with air plasma and dichlorodifluoromethane 
(DCFM) plasma is reported to improve dyeing behavior of cotton fabrics with reac-
tive and natural dyes. The DCFM plasma treatment also improves hydrophobicity 
of cotton fabric.163 The plasma treatment with low-pressure oxygen is also reported 
for coating of printing medium containing (i) sodium alginate alone and (ii) sodium 
alginate/chitosan mixture. It is revealed that with 2 min plasma treatment, significant 
improvement in ink-jet printing property can be obtained.164 Similar results are also 
obtained with atmospheric pressure plasma treatment.165 The treatment of cotton 
fabric with APPJ is recently reported for improvement in pigment application for col-
oration of cotton textile.166

6.5.4 Plasma Treatment for Flame-Retardant Cotton Textile

Pretreatment with APPJ is reported to enhance flame-retardant property by improv-
ing flame-retardant finishing and may compensate for the reduction in tensile and 
tearing strength caused by flame-retardant agents.167 The simultaneous grafting and 
polymerization of fire-retardant monomers on cotton fabric induced by argon plasma 
have been investigated with four acrylate monomers containing phosphorus, diethyl 
(acryloyloxyethyl) phosphate, diethyl-2-(methacryloyloxyethyl) phosphate, diethyl 
(acryloyloxymethyl) phosphonate, and dimethyl (acryloyloxymethyl) phosphonate 
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for potential flame retardancy for cotton fabrics.168 Pretreatment by cold plasma has 
been found to be effective for improvement in thermal stability and/or flame retar-
dancy of cotton fabric using suspensions of nanoparticles (namely, hydrotalcite and 
nanometric silica).169 Two different properties to cotton fabrics by means of the cold 
plasma technique are achieved involving Ar plasma-induced graft polymerization 
(PIGP) of flame-retardant monomers (acrylate phosphate and phosphonates deriva-
tives) combined to a water-repellent treatment – CF4 plasma treatment or Ar PIGP of 
1,1,2,2, tetrahydroperfluorodecylacrylate (AC8).170

6.5.5 Plasma Treatment for Improvement in Hydrophobicity of 
Cotton Textile

Self-cleaning and allied applications require hydrophobic surface properties for tex-
tiles. Processed cotton being hydrophilic in nature, plasma polymerization provides an 
innovative way to provide hydrophibicity to cotton. Treatment of cotton textile with 
polymerizing gas hexafluoroethane (C2F6) plasma is reported to improve hydropho-
bicity of cotton.171 Also plasma treatment with hexafluoropropene (C3F6) results in 
incorporation of fluorine atoms on the surface by forming –CF, –CF2, –CF3 groups on 
the surface. This resulted in remarkable improvement in hydrophobicity; after plasma 
treatments of only 1 min, contact angles can reach 120° or higher, while wet-out time 
can be as high as 60 min. Also tensile strength improved after the plasma treatment.172 
The effect of RF inductively coupled SF6 plasma on the surface characteristics of cot-
ton fabric is studied for improvement in mechanical strength and hydrophobicity. 
Overall good and durable hydrophobic properties on cotton can be achieved only for 
the longer treatments used but the mechanical strength of the fabrics is compromised 
to a significant extent.173 Water repellency can also be achieved with plasma polymer-
ization of hexamethyldisiloxane and hexamethyldisilane monomers on to the cotton 
surface by low–pressure, low-temperature RF (RF 13.56 MHz) plasma. For the cotton 
fabric, water repellency property was enhanced with a heat treatment after hexameth-
yldisiloxane (HMDSO) plasma polymerization. This may result from the orientation 
of Si groups. Flame-retardant properties of cotton fabrics were improved by plasma 
treatments.174 Improvement in hydrophobicity is demonstrated by plasma treatment 
with 3:1 HMDSO/toluene glow plasma discharge at low pressure for the hydrophobic 
and super-hydrophobic coating on cotton clothes.175 The plasma equipment is also 
developed for atmospheric pressure deposition of hydrophobic siloxane coatings on 
cotton using hexamethyldisiloxane as a siloxane precursor.176

6.5.6 Plasma Treatment for Antimicrobial Cotton Textile

The use of cotton as surgical garments has evolved as a standard practice, and their 
primary purpose is to protect surgical zone from microbial invasion and fluid-borne 
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pathogens. Cotton is widely used for dressing in medical treatment. Cotton fibers due 
to their hydrophilic nature support the growth of micro-organisms such as bacteria 
and fungi. The plasma treatment of cotton provides an innovative mean for impart-
ing antimicrobial properties. The plasma treatment of cotton fabric with water vapor 
plasma is reported to enhance loading and adhesion of nanosilver to cotton fabric, 
which contributed to antimicrobial effectiveness to Pseudomonas aeruginosa and Esch-
erichia coli.177 Similarly, nitrogen and oxygen plasma treatment is reported to increase 
absorption of silver particle. The results showed that nitrogen plasma-treated samples 
can absorb more silver particles than oxygen-treated samples and thus provide anti-
bacterial activity to cotton.178 The atmospheric pressure plasma treatment is reported 
for improved loading of chemical antimicrobial agents and silver particles.179,180 The 
plasma treatment with APPJ is reported to increase the surface roughness of cotton 
textile and improve the loading of zinc oxides on the surface. The plasma-treated spec-
imens had better overall tensile properties even after antimicrobial treatment.181 The 
antimicrobial activity was imparted to the RF oxygen plasma-treated cotton fabric us-
ing methanolic extract of neem (Azadirachta indica) leaves containing Azadirachtin. 
The antimicrobial activity of these samples has been analyzed and compared with the 
activity of the cotton fabric treated with neem extract alone. The investigation revealed 
that the surface modification due to RF oxygen plasma was found to increase the hy-
drophilicity due to carboxyl functional groups and hence the antimicrobial activity of 
the cotton fabric when treated with Azadirachtin.182 The plasma treatment followed 
by enzymatic treatment is reported to have synergetic effect to provide durable anti-
microbial activity using methanolic extract of neem leaves. Thus, plasma treatments of 
cotton fulfill the need for eco-friendly antimicrobial textiles.183

6.6 CONCLUSION

The main purpose of this review is to offer an overview to readers about wide variety 
of applications of emerging plasma technologies, aiming for reducing environmental 
impacts of conventional processing of cotton textile. This review offers a background 
of plasma chemistry as an innovative tool for processing of cotton textile. It can be con-
cluded that a large number of applications can be developed for processing of cotton 
textiles including imparting novel properties such as super-hydrophobicity, antimicro-
bial, and antiflammable properties. The NTP indeed has great potential to become 
a cost-effective as well as environmental friendly textile treatment technology. How-
ever, the plasma technology has few challenges to completely replace conventional 
processing of cotton textile. In many studies, helium is used as carrier gas to produce 
atmospheric pressure plasma; however, its cost and requirement in large quantity pose 
a problem in commercialization of plasma technology. To overcome the skepticism 
from industry, this would require more research in this field. In order to understand 
plasma chemistry that takes place at the surface and how plasma species interacts with 
the surface of cotton textile, in-depth study is essential. A wide range of plasma sources 
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are used in different studies; however, there are very few scientific reports available in 
using plasma technology at industrial scale reactors. Apart from that, a comparative 
study of different types of plasmas for cotton textile processing should be carried out 
to come to the conclusion to select appropriate plasma source for textile processing.
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ABSTRACT

We exhibit for the first time to utilize the 1-butyl-3-methylimidazolium fluoride 
[bmim]F as an activator of the organosilanes with simple handling, storage, and work-
up in contrast to traditional fluorine sources such as tetrabutylammonium fluoride 
(TBAF), which is requisite for Hiyama coupling. Palladium nanoparticles 2–5  nm 
in size stabilized in nitrile-functionalized 3-(3-cyanopropyl)-1-methyl-1H-imidazol-
3-ium hexafluorophosphate {[CN-bmim]PF6} work as an in situ catalyst for carbon–
carbon bond forming reactions of aromatic and heterocyclic halides with aryl- and 
vinyltrimethoxysilanes. A range of biphenyl derivatives, substituted styrenes, and 
aromatic heterocycles were obtained in 76–98% yield. Elevated yields of the cross-
coupled products were obtained at a low catalyst loading of only 4 mol%, and the cata-
lyst could be reused and recycled up to four times with only a slight loss in catalytic 
activity.

GRAPHICAL REPRESENTATION
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7.1 INTRODUCTION

Transition metal-catalyzed cross-coupling reactions have emerged as a convincing tool 
for the building of carbon–carbon (C–C) and carbon–heteroatom bonds, particu-
larly for pharmaceuticals and agrochemicals.1 Particularly, palladium catalysts such as 
Pd(PPh3)4 and Pd–carbene complexes, phosphane–palladacycles, and many Pd salts 
in the presence of an excess amount of PPh3 are used in C–C reactions.2 Phosphane 
and nonphosphane ligands stabilize Pd0 and influence its catalytic activity in cross-
coupling reactions with zinc-, boron-, tin-, and silicon-containing organometallics.3 
Of these materials, organosilanes as transmetalation reagents present various advan-
tages above organoboranes and organostannanes in terms of their low cost, chemical 
stability, ready availability, and low toxicity.4 Also, silicon waste produced from a reac-
tion can be transformed into harmless SiO2 and all of these points have made Hiyama 
coupling attractive from green and user-friendly points of view.5 Hiyama coupling has 
been achieved by the combined use of a homogeneous Pd catalyst and a phosphane or 
an N-heterocyclic carbene ligand derived from an imidazolium salt.6 Several of these 
ligands turn out to be air and moisture susceptible, and thus unstable and expensive.

Recently, a few ligand-free Hiyama coupling reactions performed with homoge-
neous Pd catalysts such as Pd(OAc)2, PdCl2, and palladacycles or heterogeneous Pd 
nanoparticles (NPs) have been reported.7 Thus, ligand-free system is the simplest and 
cheapest substitute for cross-coupling reactions. In a review, Reetz and de Vries8 re-
ported that the use of homeopathic doses of palladium (0.01–0.1 mol%) could effec-
tively promote a ligand-free Heck reaction with aryl iodides and bromides. The only 
restriction is that at low Pd concentrations, the reaction proceeds slowly, whereas at 
higher concentrations, Pd black is rapidly formed. However, in either case, coupling 
does not occur with aryl chlorides. The existence and task of Pd NPs have been estab-
lished in the Jeffery system, wherein tetraalkylammonium halides stabilize nanosized 
Pd colloids (1–5 nm) generated from Pd(OAc)2 (5 mol%), thus preventing undesir-
able agglomeration by forming a monomolecular layer around the metal core and pro-
moting phosphane-free Pd catalysis.9 Ever since their commencement, catalysis by Pd 
NPs has gained substantial interest due to their high surface-to-volume ratio, which 
facilitates high turnover frequencies at low catalyst loadings.10 NPs, however, are ther-
modynamically and kinetically unstable; hence, some kind of stabilization by way of 
dendrimers, polymers, or surfactants needs to be provided to prevent agglomeration of 
the particles.11 Dupont et al.12 demonstrated the preparation of transition metal NPs 
from ionic liquids (ILs) without the use of additional stabilizers. It has been proposed 
that ILs form preorganized structures as a result of cooperative hydrogen bonding be-
tween the cation and the anion, and this induces structural directionality and provides 
electrosteric stabilization to the NPs.13 Although Pd-NP-catalyzed Heck, Suzuki, and 
Sonogashira couplings in imidazolium-based ILs have been reported, there have been 
no reports on IL-stabilized Pd NPs for Hiyama coupling.14



172 | Research Methodology in Chemical Sciences

FIGURE 7.1 Ionic Liquid Stabilizing Palladium Nanoparticles.

Herein, we report the catalytic activity of Pd NPs starting from a PdII precursor in 
3-(3-cyanopropyl)-1-methyl-1H-imidazol-3-ium hexafluorophosphate {[CN-bmim]
PF6} for the Hiyama coupling of trimethoxyaryl and vinylsilanes with aryl and het-
erocyclic halides in the presence of 1-butyl-3-methylimidazolium fluoride {[bmim]
F} as the activator. The procedure accommodates various functional groups to yield a 
diverse range of biphenyl derivatives, substituted styrenes, and aromatic heterocycles. 
The method offers distinct advantages over conventional methods of coupling, as it 
occurs with a reusable nanocatalytic system and a highly convenient-to-handle silane 
activator, it is versatile in terms of substrate scope, the reaction is cleaner, and the prod-
ucts are obtained in high yields. To the best of our knowledge, this is the first example 
demonstrating the use of IL-stabilized Pd NPs as a catalyst for Hiyama cross-coupling 
reactions under phosphane-free conditions.

7.2 RESULTS AND DISCUSSION

The ILs [CN-bmim]PF6 (1), [bmim]F (2), and 1-butyl-3-methylimidazolium acetate 
{[bmim]OAc} (3) were synthesized as reported in the literature (Fig. 7.1).15 For IL1, 
mixture of 4-bromobutyronitrile and 1-methylimidazole was refluxed at 70°C for 24 h, 
which leads to the formation of viscous, pale yellow 3-(3-cyanopropyl)-1-methyl-1H-
imidazol-3-ium bromide {[CN-bmim]Br}, which upon anion exchange with potas-
sium hexafluorophosphate yielded 1 as a colorless liquid. Similarly, ILs 2 and 3 were 
synthesized by anion exchange of 1-butyl-3-methylimidazolium bromide {[bmim]Br} 
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with AgF and NaOAc, respectively. The presence of fluorine in 2 was established by 
19F NMR spectroscopy, which showed a singlet at δ = –121.8 ppm. Purity of ILs 1–3 
was established by NMR spectroscopy (99% pure) (Supporting Information).

SCHEME 7.1 Synthesis of 3-(3-cyanopropyl)-1-methyl-1H-imidazol-3-ium bromide {[CN-bmim]
Br}and 3-(3-cyanopropyl)-1-methyl-1H-imidazol-3-ium hexafluorophosphate {[CN-bmim]PF6}.

SCHEME 7.2 Synthesis of 1-butyl-3-methylimidazolium bromide{[bmim]Br}, 1-butyl-3-
methylimidazolium acetate {[bmim]OAc}, and 1-butyl-3-methylimidazolium fluoride{[bmim]F}.

The Pd NP catalyst was prepared by a literature method.16 Pd(OAc)2 was added to 
1 and diluted with acetonitrile (10 mL), and the contents were heated and vigorously 
stirred at 80°C for 2 h. The color of the solution changed from orange to yellow and 
finally to colorless; at this point, acetonitrile was evaporated under reduced pressure. 
The reaction mixture was heated further at 140°C for 6 h, which resulted in a dark 
brown–black suspension of Pd0 in 1 (Scheme 7.1). In the literature, basic ILs with 
tertiary aliphatic amines as pendant groups were shown to act as reducing agents in 
the redox process leading to the formation of Pd0 NPs from Pd(OAc)2.17 In another 
report, thermolytic decomposition of Pd(OAc)2 at 100°C in polar solvents such as 
propylene carbonate has been reported to yield Pd NPs that are 8–10 nm in size.18 To 
establish the role of ILs in reduction and stabilization of the NPs, we screened other 
ILs such as [bmim]F (2) and [bmim]OAc (3) under same reaction conditions. We 
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found that no black-colored Pd0 solution was obtained in ILs 2 and 3 at temperatures 
of 100 and 140°C (Table 7.1, entries 1 and 2). However, in IL 1, Pd NPs 25–50 nm in 
size (Table 7.1, entry 4) were isolated at 140°C. This indicated that conversion of PdII 
into Pd0 was not just a thermal decomposition of Pd(OAc)2 but that it was the nitrile 
group on the imidazolium side chain that affected the reduction.

FIGURE 7.2 Synthesis of Palladium Nanoparticles.

The size and shape of the Pd NPs were determined by different characterization 
techniques such as transmission electron microscopy (TEM), scanning electron mi-
croscopy (SEM), and dynamic light scattering (DLS), as shown in Figure 7.2. TEM 
sample was prepared by drop casting the Pd[CN-bmim]PF6 solution on copper TEM 
grid in hexane (1 mL); it showed uniformly dispersed NPs with an average diameter 
of around 2–5 nm. Similar results were obtained from SEM and DLS analyses, which 
showed particles to be in the range from 5 to 10 nm. The formation of Pd0 was con-
firmed by powder X-ray diffraction (PXRD, Fig. 7.3a). The XRD pattern of the Pd 
NPs showed three planes at (111), (200), and (220) with lattice constant a = 3.871 Å. 
This could be readily indexed to crystalline Pd in terms of both the peak position and 
the relative intensity and matched JCPDS file 87-0638.1 The EDX spectrum showed 
the presence of Pd, C, N, P, F, and Fe, which suggests the existence of IL 1-stabilized 
Pd NPs (Fig. 7.4).

The formation of the NPs was followed by recording the UV/vis spectrum at each 
step of reaction, monitoring changes every 1 h. It is well known that metal NPs absorb 
photons in the UV/vis region as a result of coherent oscillation of the electrons in the 
conduction band induced by the interacting electromagnetic fields. Initially, the solu-
tion of Pd(OAc)2 in [bmim]PF6 and acetonitrile (brownish orange color) showed an 
absorption maximum at 240 nm. After 2 h, the color of the solution changed to yel-
low, and the appearance of a new peak at 260 nm was observed. This peak eventually 
disappeared when the color of the solution changed to dark brown, and a typical UV/
vis pattern indicative of the formation of Pd0 NPs was observed (Supporting Informa-
tion).
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FIGURE 7.3 Characterization of Pd(0) Nanoparticles: (a) SEM Image, (b) TEM Image, (c) 
XRD Image, and (d) DLS Showing Intensity Distributed Particle Size.

FIGURE 7.4 Histogram Showing Distribution of Pd NPs in Contrast to Size.

TABLE 7.1 Generation of Pd NPs in Ionic Liquids.a

Entry Palladium Precursor Ionic Liquid  T [°C] Pd NPs [nm]

1 Pd(OAc)2 2 100, 140 –

2 Pd(OAc)2 3 100, 140 –

3 Pd(OAc)2 [CN-bmim]F 100 –

4 Pd(OAc)2 [CN-bmim]F 140 25–50

5 Pd(OAc)2 1 140 2–5

6 PdCl2 [CN-bmim]F 140 80–100

7 PdCl2 1 140 20–25

aPalladium precursor (4 mg), ionic liquid (2.0 mL).
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The preformed Pd NPs generated in 1 is now used as catalyst in Hiyama coupling 
by diluting it with acetonitrile followed by the addition of the arylhalide, trimethoxy-
phenylsilane, and [bmim]F as activators. The cross-coupling of iodobenzene with tri-
methoxyphenylsilane and Pd NPs in 1 as catalyst was investigated by using different 
activators such as TBAF, NaOAc, [bmim]OAc, and [bmim]F. Although the reaction 
failed to occur with NaOAc, in the presence of TBAF, biphenyl was obtained in 98% 
yield (Table 7.2, entry 2), and 2 and 3 (2.0 equiv.) afforded the product in 98 and 
72% yield, respectively. This suggests that fluorine-based 2 is a better desilyate than 
oxygen-based 3 (Table 7.2, entries 7 and 8). Optimization of the reaction conditions 
for the Hiyama coupling of iodo-, bromo-, and chlorobenzene with trimethoxyphe-
nylsilane was carried out by varying the activator, catalyst ratio, time, and temperature 
(Table 7.2). Optimization of the reaction conditions showed that trimethoxyphenylsi-
lane (2 equiv.) and Pd(OAc)2 (4 mol%) in 1 acetonitrile solution were required for the 
aryl iodide (1 equiv.) to yield 98% of the coupled product at 70°C over 8 h.

A low catalyst loading of 4 mol% of the PdII precursor was sufficient to catalyze the 
reaction by virtue of NP formation and stabilization by the ionic framework of 1. How-
ever, upon decreasing the Pd concentration from 4 mol% to 3 and 2 mol%, the yield 
of biphenyl dropped to 82 and 50%, respectively (Table 7.2, entries 4 and 3). With 
bromo- and chlorobenzene, the yield of the product was 98 and 82%, respectively, but 
the reactions required slightly elevated temperatures (Table 7.2, entries 12 and 13).

TABLE 7.2 Optimization of the Catalytic Conditions for the Hiyama Coupling of Aryl Halides

Entry X Pd(OAc)2 (mol%) Activator (equiv.) T (°C) Yieldb (%)

1 I 4.0 NaOAc (2.0) 70 –

2 I 4.0 TBAF (2.0) 70 98

3 I 2.0 2 (1.5) 70 50

4 I 3.0 2 (1.5) 70 82

5 I 4.0 2 (1.5) 70 90

6 I 7.0 2 (1.5) 70 90

7 I 4.0 2 (2.0) 70 98,76c

8 I 4.0 3 (2.0) 70 72

9 I 4.0 2 (3.0) 70 98

10 Br 4.0 2 (2.0) 70 82d

11 Br 4.0 2 (2.0) 80 98

12 Cl 4.0 2 (2.0) 100 –

13 Cl 4.0 2 (2.0) 120 82
a  Reaction conditions: aryl halide (1.0  mmol), arylsilane (2.0  mmol), preformed Pd NPs from 

Pd(OAc)2 and 1 (2.0 mL), CH3CN (2.0 mL), activator, 8 h.
b Isolated yield.
c CH2Cl2 was used as a cosolvent instead of CH3CN.
d Isolated yield after a reaction time of 24 h.
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The scope of the Hiyama coupling was explored as the best reaction conditions 
were set by screening different aryl halides and a few heterocyclic halides. Table 7.3 
summarizes the reactions performed under our optimized conditions in yields ranging 
from 76 to 98%. The yield was slightly higher for substrates bearing electron-donating 
substituents such as –CH3 and –OCH3 in the para position (Table 7.3, entries 4 and 
5) than for substrates bearing electron-withdrawing substituents such as –NO2, –CF3, 
–CN, and –COCH3 (Table 7.3, entries 6–9); the yield was particularly low with pen-
tafluorophenyl iodide (Table 7.3, entry 10). Coupling occurred efficiently with het-
erocyclic halides as well to give the aromatic heterocycles in 79–85% yield (Table 7.3, 
entries 14–16).

TABLE 7.3

Entry Aryl halide Product (%) Isolated yield

1 I Ph
98 (91c,86d)

2 Br Ph 98e

3
Cl Ph 80g

4
IH3C H3C Ph

97

5 IH3CO H3CO Ph
96

6 IO2N O2N Ph
89f

7
IF3C F3C Ph

82f

8
INC NC Ph

85f

9 F F

I

FF

F

F F

FF

F Ph

76f



178 | Research Methodology in Chemical Sciences

Entry Aryl halide Product (%) Isolated yield

10
BrNC PhNC

88f

11
OH

Br
OH

Ph 86f

12
S I S Ph

79f

13

N Br N Ph

85f

14

N

Br

N

Ph 81f

15
ClNC PhNC

76

a  Reaction conditions: aryl halide (1.0 mmol), trimethoxyphenylsilane (2.0 mmol), preformed Pd 
NPs from Pd(OAc)2 (4.0 mol%), [bmim]F (2.0 equiv.), 1 (2.0 mL), CH3CN (2.0 mL), stirred at 
70°C for 8 h.

b Isolated yield.
c Yield after first recycle.
d Yield after second recycle.
e Yield after third recycle.
f Yield after fourth recycle.
g Reaction performed at 80°C.
h Reaction with Pd-(OAc)2 (4 mol%) added directly instead of preformed Pd NPs.
i  Reaction with Pd(OAc)2 (4 mol%) and PPh3 (20 mol%) added directly instead of preformed Pd 
NPs.

j Reaction performed at 120°C.

The protocol was further extended to the Hiyama coupling of vinylsiloxanes to 
yield substituted styrenes. The vinylation reaction of alkenyl stannanes and potassium 
trifluorovinylborates has been mainly used to yield styrenes through Heck coupling.19

Alkenylsilanes has found limited utility in styrene synthesis because of their less-
er reactivity and coupling has been achieved essentially only with aryl iodides. With 
aryl bromides and chlorides, only a few procedures involving the use of vinyltrialk-
oxysilanes have been reported. One method had used Pd(OAc)2, an imidazolium salt 
(3 mol%), and TBAF at 80°C.20 The second route employs the use of π-allyl palladium 
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chloride (2.5  mol%), N-dicyclohexylphosphanyl-N-methylpiperazine, and TBAF in 
DMF at 110°C.21 Recently, a fluoride-free coupling is reported in aqueous sodium 
hydroxide by using tetrabutylammonium bromide as an additive under microwave 
and thermal conditions at 120C.22 We have demonstrated the cross-coupling of tri-
methoxyvinylsilane with substituted aryl halides to yield substituted styrene. The re-
actions gave high yields of the products in the range from 81 to 98%. The reaction 
time was particularly short (15–30 min) with aryl iodides, whereas with bromide and 
chloride derivatives, reaction time of 12 and 16 h, respectively, was required to achieve 
greater conversions (Table 7.4).

Progress of reaction was observed by thin layer chromatography after completion 
of reaction, the products were extracted with diethyl ether, and reaction mixture was 
washed with water to remove 2 leaving behind the catalyst immobilized in 1. To the 
recovered Pd catalyst in 1, fresh iodobenzene trimethoxysilane and 2 were added, and 
the contents were heated at 70°C for 8 h to give biphenyl in 91% yield (Table 7.3, entry 
1). The reusability of the catalyst was checked up to four recycles, and biphenyl was 
obtained in 86, 80, and 70% yield in the second, third, and fourth cycles, respectively 
(Table 7.3, entry 1).

TABLE 7.4 Pd-NP-catalyzed Hiyama Coupling of Aryl Iodides with Trimethoxyvinylsilane.a

Entry Aryl Halide Product Isolated yield [%]b

1
IH3C H3C

98

2
IH3CO H3CO

98

3
IO2N O2N

97

4 BrH3COC H3COC
86

5
NC Cl NC

75

a  Reaction condition: aryl halide (1  mol eq.), vinyl silane (2  mol eq.), Pd(OAc)2 (0.05  mol eq.), 
bmim[F] (2 mmol), bmimCN[PF6] (2 mL), CH3CN (2.0 mL) stirred at 60°C for 15–30 min.

b Isolated yield.
c Reaction carried out for 12 h.
d Reaction carried out for 16 h.
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Following the established mechanism, oxidative addition of the aryl halide to Pd0 
leads to the formation of aryl–Pd complex 4. The agglomeration of these ligand-free 
Pd0 species toward the catalytically inactive bulk material is avoided because IL 1 
stabilizes the nanomeric structures responsible for the catalytic activity. Complex 4 
undergoes transmetalation wherein the nucleophile is transferred to palladium in the 
presence of [bmim]F to produce intermediate complex 6. Reductive elimination of 6 
gives the coupled product and regenerates palladium(0) for the next catalytic cycle 
(Fig. 7.5).

FIGURE 7.5 Proposed Mechanism for Hiyama Coupling.

7.3 EXPERIMENTAL SECTION

7.3.1 Materials and Methods

Chemicals were either purchased or purified by standard techniques without special 
instructions. The products were purified by column chromatography on silica gel 
(230–400 mesh, SRL). 1H NMR and 13C NMR spectra were measured with a Bruker 
DPX-300 MHz spectrometer (1H 300 MHz, 13C 75 MHz) by using CDCl3 and D2O 
as the solvents and tetramethylsilane as the internal standard at room temperature. 
Chemical shifts are given in δ relative to TMS. The ESI-MS for 1–3 were performed 
with a MICROTOF-II mass instrument. High-resolution transmission electron mi-
croscope experiments were conducted with a JEM 2100 F at an accelerating voltage 
of 200 kV. The scanning electron microscopy (SEM) image was captured with a Zeiss 
Evo series SEM model EVO 50. The size of the NPs was determined by Malvern DLS. 
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UV/vis spectroscopy was recorded with a Lambda Bio 20, Perkin-Elmer. PXRD was 
taken with a powder X-ray diffractometer (Bruker). DSC analysis was carried out 
with a Q-100 DSC instrument (TA instruments, USA) in the temperature range from 
–50 to 500°C at a heating rate of 10°C min–1 under a N2 atmosphere. Calibration was 
performed with indium as a standard, for which the melting point was determined as 
156.6°C well within the acceptable limit. GC–MS was recorded with a Perkin–Elmer 
Clarus 600C with a gas flow of 1.0 mL min–1 and a heating rate of 20°C min–1 with an 
initial temperature of 50°C and a final temperature of 310°C.

7.3.2 Synthesis of 3-(3-Cyanopropyl)-1-methyl-1H-imidazol-3-ium 
hexafluorophosphate {[CN-bmim]PF6} (1)

To 1-methyl-1H-imidazole(2  mL, 1  equiv.), 4-bromobutyronitrile (2.5  mL, 1.2 
equiv.) was added, and the reaction mixture was heated at reflux for 24 h at 70°C. After 
completion of the reaction as monitored by TLC, the mixture was washed with diethyl 
ether and ethyl acetate to remove trace amounts of unreacted 4-bromobutyronitrile, 
and the pure product was obtained in 92% yield. Anion exchange was carried out by 
following a literature method. To a stirred solution of 3-(3-cyanopropyl)-1-meth-
yl-1H-imidazol-3-ium bromide {[CN-bmim]Br; 2 mL, 1 equiv.} in water (5 mL) was 
added potassium hexafluorophosphate (1.6 g, 1 equiv.), and the contents were stirred 
for 24 h at room temperature. The reaction mixture was filtered through Celite to re-
move potassium bromide and water was evaporated at 55°C under reduced pressure. 
IL 1 was dissolved in dichloromethane, dried with molecular sieves (4 Å) to remove 
any trace amounts of water, and finally concentrated under reduced pressure to obtain 
pure 1 in 80% yield.

7.3.3 Synthesis of Pd NPs

A solution of palladium acetate (4 mg, 0.04 mmol) and 1 (2 mL) in acetonitrile (5 
mL) was stirred at 80°C for 1 h. After 1 h, the color of the solution changed from red-
dish brown to yellow and finally turned colorless after 2 h. Acetonitrile was evaporated 
under reduced pressure, and the contents were vigorously stirred for another 6 h at 
140°C at which point the solution turned brownish-black. Pd NPs 2–5 nm in size were 
formed, and this was confirmed by UV, DLS, TEM, SEM, and PXRD. The catalyst im-
mobilized in 1 was used as such for Hiyama coupling.

7.3.4 Characterization of Pd NPs

The formation of Pd NPs was confirmed by UV, PXRD, and EDAX analysis. The size 
of the NPs was determined by DLS, TEM, and SEM. To prepare the sample for SEM/
EDAX, the Pd NPs were centrifuged at 6000 rpm and washed with water and then 
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with absolute ethanol to remove most of 1. The precipitate was then redispersed in 
dry acetone and sonicated for about 1 h. The sample was prepared on a glass slide with 
the help of spin coating to get a uniform distribution of particles. The sample was then 
coated in a sputter coater (EMITECH K 550×) with a gold layer in vacuo. Samples for 
TEM were prepared by placing a drop of a colloidal dispersion of Pd[CNbmim]PF6 
in hexane on the carbon-coated copper grid, followed by evaporation of the solvent 
at room temperature. DLS was recorded in acetonitrile at a sample concentration of 
0.1 mg mL–1.

7.3.5 General Procedure for Hiyama Coupling of Aryl and 
Heterocyclic Halides

Preformed Pd NPs were used as in situ catalysts for the coupling reaction. The aryl 
halide (1  mmol), trimethoxyphenylsilane (2  mmol), 2 (2  mmol), and acetonitrile 
(2 mL) were added to the catalytic solution of Pd NPs in 1, and the contents were 
stirred under an argon atmosphere at 70C for 8 h. Upon completion of the reaction as 
monitored by TLC, the product was extracted with diethyl ether (5 5 mL). The organ-
ic layer was washed with brine, dried with MgSO4, and concentrated in vacuo. Purifi-
cation was done by silica gel column chromatography (ethyl acetate/hexane) to afford 
the C–C coupled products. All products obtained herein are known compounds, and 
their structures were confirmed by 1H NMR and 13C NMR spectroscopy and mass 
spectrometry (see the Supporting Information for full details).

7.3.6 Recycling Experiment

Upon completion of the reaction, the product was extracted with diethyl ether to leave 
behind Pd NPs immobilized in 1. The reaction mixture was repeatedly washed with 
water to remove Si(OMe)3F and residual 2. As 1 is water immiscible, this limited the 
amount of Pd NPs leached. Finally, acetonitrile (2 mL) was added, and the contents 
were sonicated for 1 h and reused for the next reaction by addition of a fresh batch.

7.4 CONCLUSION

In summary, successful protocol for the ligand-free Hiyama coupling of aryl and het-
erocyclic halides with aryl- and vinylsilanes catalyzed by Pd NPs in nitrile-function-
alized IL 1 was developed. Nitrile-functionalized ILs proved to be the best media for 
the generation and stabilization of the Pd NPs, and their usefulness is apparent upon 
catalyst recycling. Further, [bmim]F was employed for the first time as a silane activa-
tor with the advantages of being easy to handle, store, and remove during work-up. The 
system allows easy isolation of the products with the recovery and reuse of the catalyst 
up to four times, which make the overall process highly economical and cost effective.
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ABSTRACT

The hexavalent uranyl ion {UO2
2+, U(VI)} is an exceptionally stable oxidation state 

among four different oxidation states [U(III), U(IV), U(V), and U(VI)] of uranium 
in aqueous systems. Studies using cell and animals reveal that chronic exposure of ura-
nium ion causes the possibility of genetic, reproductive, and neurological disorders on 
human population due to its radioactivity and chemotoxicity. Schiff base-based che-
lators are well known for the formation of stable nontoxic complex with uranyl ion; 
therefore, a great deal of attention has been focused on the Schiff base derivatives and 
their complexes with uranyl ion. This chapter summarizes the interaction and com-
plexation studies of the uranyl ion with various Schiff base-based acyclic and cyclic 
chelators.

8.1 INTRODUCTION

Uranium is the most commonly occurring radionuclide in nature. Uranium occurs in 
low concentration in rocs, water, and soil, generally varying between 0.5 and 5 ppm. 
Other sources of uranium contamination include mining (ore extraction), milling 
(physical and chemical extraction of uranium from the ore), manufacturing, and other 
anthropogenic activities, such as the use of phosphate fertilizers and combustion from 
coal and other fuels.1,2 There are four different oxidation states of uranium in aqueous 
systems: U(III) (highly unstable), U(IV), U(V) (unstable), and U(VI). The hexava-
lent uranyl ion {UO2

2+, U(VI)} was proved to be most stable form in aqueous solution 
and therefore, the predominant form of uranium in contaminated ground water and 
soils. Uranium is also the most commonly used nuclear fuel in fission reactors for com-
mercial purposes. With the continuous increasing demand of energy sources, the ac-
tinides have become important industrial elements due to their ability to generate tre-
mendous energy through fission reactions. Major concerns of these industries are the 
biological hazard associated with nuclear fuels and their wastes. Uranium can enter the 
human body via inhalation, ingestion, and wounds,3 and in the body, they are chelated 
by complexing agents such as proteins or carbonates. After chelation, toxic species are 
distributed and retained in target organs, which poses a threat to human populations 
due to its radioactivity and chemotoxicity.4–6 Studies using cells and animals suggest 
the possibility of genetic, reproductive, and neurological effects from chronic expo-
sure to uranium wastes.7 It is generally accepted that radiation and chemical toxicity of 
uranium can increase the risk of cancers, such as bone cancer and lung cancer, and that 
uranium can accumulate in kidneys for a longer period and cause renal dysfunction 
and structural damage. Because of the threat of uranium radioactivity and chemotoxic-
ity to human populations, it is very important to ensure that uranium contamination 
is under control. The U.S. Environmental Protection Agency has established a maxi-
mum contaminant level of 30 µg/L for uranium in drinking water.9 In the U.S., the total 
volume of all radionuclide wastes is 5 million m3 and the volumes of contaminated 
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soil and water have been reported to be 30–80 million m3 and 1800–4700 million 
m3 respectively. There has been immense interest in the scientific community since 
the last decade in the control of uranium contamination by developing the nontoxic 
uranium chelators suitable for human use. These non-toxic chelators can form stable 
complexes with uranium present in the body, and the body can rapidly excrete the 
poison from blood and target organs. Furthermore, the uranyl chelates must be soluble 
and stable in physiological fluids in a pH range of 2–9 to be subsequently eliminated 
from the body after crossing the renal and hepatic barriers. Thus, uranyl concentra-
tions and radiation doses and subsequently, tumor risks may be reduced.7 Recently, it 
has been observed that Schiff base-based chelators can form stable non-toxic complex 
with uranyl ion and, therefore, a great deal of attention has been focused on the Schiff 
base derivatives and their complexes.

Schiff bases are the important nitrogen analog of an aldehyde/ketone in which 
the carbonyl group is replaced by azomethine group. It was first synthesized by Hugo 
Schiff in 1864 in which an aldehyde condensed with primary amine leads to the forma-
tion of a Schiff base as a product.8

SCHEME 8.1 Synthesis of Schiff Base.8

Schiff base-based ligands derived from salicylaldehyde derivatives are an interest-
ing area of research due to their straightforward synthetic methods, and the presence 
of nitrogen and oxygen donor atoms in the backbones of these ligands makes them 
suitable ligands to accommodate different metal centers involving various coordina-
tion modes, thereby allowing successful synthesis of homo- and heterometallic com-
plexes with varied stereochemistry.9–11 Schiff base ligands have wide applications in 
the biological field such as antitumor, antibacterial, antifungal, antidepressants, an-
timicrobial, antiphlogistic, nematocide, and other medicinal agents.12,13 Along with 
these applications, Schiff base metal complexes have also exhibited potential applica-
tion in catalysis, asymmetric synthesis, epoxidation, electrochemistry, and magneto-
chemistry.14,15

Supramolecular chemistry of Schiff base ligands and their reduced homologs is 
rapidly growing due to a wide range of complexation modes with almost all types of 
metal ions and their suitable and straightforward synthetic methods. Actually, the phe-
nomenon of molecular recognition, self-organization, self-assembly, and host–guest 
chemistry through covalent and noncovalent interactions is fundamental to the un-
derstanding and development of supramolecular chemistry. In this direction, several 
forms of acyclic and macrocyclic Schiff bases and their reduced forms are employed 
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to gain more insights and correctly establish the effect of different donor atoms, their 
relative position, the number and size of the chelating rings formed, the flexibility, and 
the geometry around the coordinating moiety on the molecular recognition process 
and selective binding of hazardous and nonhazardous cations, anions, and neutral spe-
cies. In this chapter, we emphasized mainly on acyclic and macrocyclic Schiff base che-
lators and their complexation with toxic uranium ion.

8.2 REVIEW OF LITERATURE

In this context, Sessler et al.16 have reported hexadentate pyrrole derivatives and its 
uranyl complexes 1. Solid state evidences of these complexes revealed that uranyl is 
coordinated to all six nitrogen atoms in a planar fashion. On the basis of these results, 
Sessler et al. synthesized other analogous systems 2 and 3 with a view to determine 
whether the planarity observed for complex 1 is primarily due to the rigidity of the 
phenylene diamine rings or whether it is due to the inherent chelating geometry of 
the macrocycle-bound uranyl ion. They concluded that the rigidity of the phenylene 
diamine rings in 1 does confine the overall ligand to a planar conformation.

Porphyrins are important class of Schiff base-based macrocyclic compounds, uti-
lized successfully for uranyl ions extraction by Sessler et al.17 One of the most widely 
studied analogs of the Schiff base porphyrin is texaphyrin (4), and complexes of alk-
oxy-substituted porphyrins (5, 6) with uranyl are used for uranyl extraction. Similarly, 
calixarenes-supported Schiff bases have been reported for uranyl ion complexation.18

Casellato et al.19 have synthesized Schiff base ligands 7 and 8 by the condensation of 
equimolar amount of 3,3′-(3-oxapentane-1,5-diyldioxy)-bis(2-hydroxybenzaldehyde) 
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or 3,3′-(3,6-dioxaoctane-1,8-diyldioxy)bis(2-hydroxybenzaldehyde) and 1,5-diamino-
3-azamethylpentane. Both the ligands contain two dissimilar adjacent coordination 
sites N3O2 Schiff base and O3O2 or O4O2 crown like;, thus, they can be suitably used 
for determining the coordination preference of different metal ions toward the “soft” or 
“hard” coordination sites.

Gatto et al.20 have reported acylic hydrazine- and semicarbazone-based ligands 
such as 2,6-diacetylpyridinebis(benzoylhydrazone) 9, 2,6-diacetylpyridinebis(N4-
phenylsemicarbazone) 10, and 2,6-diacetylpyridine(benzoylhydrazone)(N4-phenyl-
semicarbazone) 11 and observed that acetylpyridine benzoylhydrazones and semicar-
bazones are well appropriate to form stable complexes with uranyl ion.

It is well known that worldwide needs for extraction of toxic ions from wastewa-
ter stimulate the global efforts to develop new sensitive sensors for polluting waste 
such as uranyl, arsenic, and mercuric ions. In this regard, Schiff base chelating agents 
are some of the most promising choices for the detection of toxic metal ions from 
wastewater and various matrices. N,N-ethylene bis-(salicilydenimine) (salen) deriva-
tives of Schiff base (12) have an ability to form coordination compounds with a wide 
number of transition metals and toxic uranyl ions due to the presence of suitable tetra-
dentate N,N,O,O coordination site in skeleton of salen derivatives. Bastos et al.21 have 
described uranyl ion complex with salen derivatives (12) in buffered aqueous solution 
of 4-(2-hydroxyethyl)-piperazine-1-ethanesulfonic acid.

A new sensitive chelating agent N,N-di(2-hydroxy-4,6-di-tert-butyl-benzyl)imid-
azolidine 13 has been developed by Albo et al.22 for the uranyl cation. The reaction 
of 13 with the uranyl ion involves the opening of the imidazolidine ring to yield a 
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complex of the type UO2L, where L  =  N,N-di(2-hydroxy-4,6-di-tert-butyl-benzyl)-
N-2-hydroxylethane–ethylenediamine. During complex formation in a pH-sensitive 
system, deep color change was observed.

A large number of Schiff base chelating ligands comprising sulfur, nitrogen, and 
oxygen donor atoms have been synthesized for complexation with transition metal, 
lanthanide, and actinide ions. These metal complexes have revealed excellent biologi-
cal activities such as antibacterial, antifungal, and antitumor activities. Chelating be-
havior of the thiocarbohydrazone ligand 14 toward some transition metal, lanthanide, 
and actinide ions has been studied by Shebl et al.23 Their reported ligand as well as 
some metal complexes showed antibacterial and antifungal activities against selected 
kinds of bacteria and fungi.

For selective extraction of uranyl ion in the presence of other lanthanides, tetraden-
tate ligand N,N′-bis(3,5-di-t-butylsalicylidene)-4,5-dimethyl-1,2-phenylenediamine 
has been synthesized. It has been found that 15 selectively binds to UO2

+2 rather 
than to lanthanides due to its cavity.12 Similarly, salphenH2 derivatives such as N,N-
(propylenedioxy)-benzenebis-(salicylideneimine) 16 and N,N-4,5 (propylenedioxy)-
benzenebis-(3,5-di-tert-butylsalicylideneimine) 17 have been developed for a uranyl 
ion by Kim et al.24 It has been observed that lipophilic behavior of these ligands en-
hanced the selectivity for a uranyl ion over the other metal ion. Further, salen- and sal-
phenH2-based hexadentate Schiff base ligands toward complexation with uranyl ion as 
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well as 3d-transition metal ions have also been reported by Salmon et al.25,26 They have 
found that ligands 18 and 19 form complex with uranyl ion in the outer O4 coordina-
tion sites while 3d metal ions in the inner N2O2 coordination sites. The same research 
group also reported N,N′-bis(3-hydroxysalicylidene)-2-methyl-1,2-propanediamine] 
20 and N,N′-bis-(3 hydroxysalicylidene)-2,2-dimethyl-1,3-propanediamine hexaden-
tate Schiff bases to examine the effect of alkyl substitutions on chelation27 of uranyl 
ion.

Apart from these synthetic ligands, vitamin B6 derivatives have the ability to in-
teract with UO2

+2, which allows the chelation of uranium atom and represents a very 
specific model of absorption of uranium by living bodies.28 Back et al. have studied 
that Schiff base N,N′-bis(pyridoxylideneiminato) ethylene 21, synthesized from the 
condensation of pyridoxal with ethylenediamine, is an interesting ligand and a close 
relative of the vitamin B6 for uranyl ion. They enhance chelation ability of ligand 21 
by chemical insertion of larger amino groups such as 22 and 23.29



194 | Research Methodology in Chemical Sciences

Sopo et al.30,31 have reported a series (24–28) of aminoalcoholbis(phenolate) 
[O,N,O,O] donor ligands of a relatively small size, which are potential uranium chela-
tors and have better uranyl ion extraction properties. Further, they have substituted 
the alcohol part of these aminoalcoholbis(phenolate) molecule with different alkyl 
groups (29–33), and consequently, reduced the number of possible donor atoms from 
the outer sphere in the coordinating sites. These modifications in the backbone of the 
ligands make exterior lipophilic after complexation and promote the solubility of the 
formed complex into organic solvents, which is an important feature in the extraction.

N1,N4-diarylidene-S-propyl-thiosemicarbazone and its dichloro derivative (34, 
35) and Schiff base hydrazone containing the quinoline moiety, 34, have been re-
ported as potential chelating ligands for uranium atom through an ONNO donor 
set.32,33Additionally, these ligands show better antimicrobial activity as well as toxic 
metal ion complexation.

Pyrene appendage salen- like Schiff base ligand has reasonable coordination abil-
ity with toxic metal ions, and Brancatelli et al.34 reported a salen–pyrene ligand (36) 
that acts as a tetradentate ligand through its nitrogen and oxygen atoms chelating the 
UO2

2+ ions at the equatorial plane. Geometrically, uranium was situated in seven-co-
ordinated pentagonal–bipyramidal environment, when uranium complexation with 
ligand.34
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ABSTRACT

Effluents from dyeing and printing done in textile industries contain complex mix-
tures of dyes that are highly colored with high biological oxygen demand, chemical 
oxygen demand, and unbearable odor, which is ethically not acceptable. It is a threat to 
mankind and has added a new dimension to the problem of water pollution. Hetero-
geneous photocatalysis is an advanced oxidation process that can be successfully used 
to oxidize many organic pollutants present in aqueous systems. In this research work, 
the effect of various parameters on the photocatalytic degradation of commercially 
available textile azo dye (Reactive Orange 16) in aqueous heterogeneous suspension 
has been studied. Parameters such as pH, amount of photocatalyst, dye concentration, 
and nature of photocatalyst as main operational parameters were selected, and their 
influence on degradation efficiency has been investigated. The progress of reaction 
was observed spectrophotometrically. The kinetic analysis of photocatalytic degrada-
tion reveals that the degradation follows pseudo first-order kinetics according to the 
Langmuir–Hinshelwood model. The trace quantities of transition metal ions (Fe2+, 
Cu2+, Mn2+, Zn2+) increase the photocatalytic degradation efficiency to some extent. 
This may be due to the introduction of new trapping sites by the incorporation of 
transition metal ions on semiconductor surface. A probable mechanistic pathway has 
been proposed.

9.1 INTRODUCTION

In the present scenario, environmental pollution is a big problem faced by everyone all 
over the globe, and water pollution is a major problem. Dyeing, desizing, and scour-
ing are the major sources of water pollution in textile effluent.1 Being released into the 
environment, the colored effluents damage the esthetic quality of water and reduce the 
light penetration, photosynthesis, reoxygenation capacity of water, thereby disturbing 
the natural activity of aquatic life.2 Synthetic textile dyes and their intermediate prod-
ucts are toxic or mutagenic, allergic, and carcinogenic to aquatic life and humans.3,4 
Reactive dyes are extensively used for dyeing process in textiles and about 20–40% of 
these dyes are lost in the effluent. They exhibit a wide variability in chemical structure, 
primarily based on substituted aromatic and heterocyclic groups. Since reactive dyes 
are highly soluble in water, their removal from wastewater is difficult by conventional 
coagulation and the activated sludge process.5,6 The environmental concern of these 
potentially carcinogenic pollutants in contaminated water has drawn the attention of 
many research workers.

In recent years, advanced oxidation processes (AOPs) have emerged as contem-
porary oxidative technique for degradation of detrimental organic compounds. The 
utilization of AOPs for the treatment of dyes are based on generation of hydroxyl radi-
cals (·OH) that oxidize organic pollutant.7,8 Common AOPs involve Fenton, Fenton-
like process, ozonation, H2O2/UV, heterogeneous catalysis, electron beam irradiation, 
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sonolysis, wet-air oxidation, and various combinations of these methods. Among the 
AOPs, heterogeneous photocatalytic oxidation processes have shown great poten-
tial as low cost, environmental friendly, and sustainable treatment technology in the 
wastewater treatment.

The aim of this work is to assess the photocatalytic treatment of water soluble 
monoazo group containing Reactive Orange 16 reactive dye. It is used for dying the 
silk, nylon, and wool. It is mutagenic and genotoxic in nature.

 [Molecular formula = C20H17N3O11S3Na2 Molecular weight = 617.53, C.I No. = 17757]

9.2 MATERIALS AND METHODS

For the present studies, the commercially available azo dye Reactive Orange 16 and 
the photocatalyst titanium dioxide (Merck, 99% purity) were used. For the prepara-
tion of stock solution, 0.0649 g of dye Reactive Orange 16 (90%) was dissolved in 100 
mL of double distilled water so that the concentration of dye solution was 1.0 × 10−3 
M. Aqueous solutions of desired concentrations were prepared from the stock solu-
tion. The desired pH of the solution was adjusted by the addition of previously stan-
dardized sulfuric acid and sodium hydroxide solutions. All laboratory reagents were of 
analytical grade.

To carry out the photochemical reaction, 100 mL of dye solution of desired con-
centration (3 × 10−5 M) was taken in 250 mL round bottom flask and appropriate 
amount of solid TiO2 catalyst (0.30 g) was added to it. The pH of the reaction mixture 
was made alkaline (8.5) by adding 0.1 N NaOH and measured with digital pH me-
ter (Systronics, 106). The mixture was then irradiated under light using 2 × 200 W 
tungsten lamps to provide energy to excite TiO2 loading. To ensure thorough mixing 
of TiO2 catalyst, oxygen was continuously bubbled with the help of aerator. A water 
filter was used to cut off thermal radiation. About 3 mL aliquot of the dye solution was 
withdrawn after a specific time interval and its absorbance was measured using spec-
trophotometer (Schimadzu, UV-1700 pharmaspec) at λmax = 492 nm after filtration 
through a centrifugal machine. The rate of decrease of color with time was continu-
ously monitored. After complete mineralization, the presence of inorganic ions such as 
sulfate and nitrate was tested by standard procedure. The evolution of CO2 was tested 
by passing the evolved gas during the reaction into lime water.
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The result of photocatalytic degradation of Reactive Orange 16 is graphically pre-
sented in Figure 9.1.

FIGURE 9.1 A Plot Showing a Typical Run of Photochemical Bleaching of Reactive Orange 16 
Observed at 492 nm Under Optimum Conditions.

9.3 RESULTS AND DISCUSSION

Control experiments (in the absence of photocatalyst, oxygen, and light) confirm the 
necessity of photocatalyst, oxygen, and light to follow the photocatalytic path for the 
photocatalytic degradation of dye. The photocatalytic degradation of Reactive Orange 
16 was studied at 492 nm. The optimum conditions for the removal of dye is [Dye] = 
3.0 × 10−5 M, pH = 8.5, TiO2 = 0.30 g. The rate of reaction (k) was determined using 
the expression:

Rate constant k = 2.303 × D [log Abs / time] = 4.24 × 10–5 s–1

The plot of 1 + log Absorbance was found to be a straight line suggesting that deg-
radation of dye by TiO2 follows a pseudo first-order rate law. The effect of variation in 
reaction parameters has been studied such as pH, concentration of the dye, amount of 
catalyst, nature of photocatalyst, and presence of transition metal ions.

9.3.1 Effect of Variation in pH

The pH of the reaction medium has a significant effect on the surface properties of 
TiO2 catalyst. The effect of pH on photocatalytic degradation of Reactive Orange 
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16 with TiO2 was investigated in the pH range of 6.0–10.0 under visible light source, 
shown in Figure 9.2.

FIGURE 9.2 Effect of pH on the Photocatalytic Bleaching of Reactive Orange 16 by TiO2 
[Reactive Orange 16] = 3 × 10−5 M, TiO2 = 0.30 g, λmax = 492 nm, irradiation time = 180 min.

It was observed that the rate of photocatalytic bleaching of Reactive Orange 16 
increases with an increase in pH up to 8.5. This observation can be explained on the 
basis that as the pH of solution increases, more OH− ions are available. These OH− 
ions will generate more •OH radicals by combining with the positive holes of the semi-
conductor. These hydroxyl radicals are responsible for photobleaching of dye. After a 
certain pH value, that is, above pH 8.0, the rate of photobleaching of R.O.16 due to 
columbic repulsion between the negatively charged surface of photocatalyst and hy-
droxide anions decreases. This fact could prevent the formation of hydroxyl radicals. 
This results into a decrease in the rate of photocatalytic bleaching of dye.9,10

9.3.2 Effect of Amount of Photocatalyst [TiO2]

The amount of semiconductor powder may also affect the process of dye degrada-
tion. Keeping all the factors identical, different amounts of photocatalyst varying 
from 0.10 to 0.40 g/100 mL were used. It was observed that the rate of dye deco-
lourization increases with increasing catalyst level up to 0.30 g, and beyond this, the 
rate of reaction becomes almost constant (see Fig. 9.3).
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FIGURE 9.3 Effect of Amount of Photocatalyst on the Photocatalytic Degradation of Dye. 
[Reactive Orange 16] = 3 × 10−5 M, pH = 8.5, λmax = 492 nm, irradiation time = 180 min].

This may be due to the fact that initially the increase in the amount of catalyst 
increases the number of TiO2 active sites on the surface that in turn increases the num-
ber of •OH and O2

•− radicals. As a result, the rate of degradation is increased. Above a 
certain level (saturation point), the number of substrate molecules is not sufficient to 
fill the active sites of TiO2 and increase in turbidity of the solution reduces the light 
transmission through the solution. Hence, further addition of catalyst does not lead to 
the enhancement of the degradation rate and it remains constant.11,12

9.3.3 Effect of Variation in Initial Dye Concentration

The effect of substrate concentration on the degradation of Reactive Orange 16 was 
studied at different concentrations varying from 1.0 × 10−5 M to 5.0 × 10−5 M at a fixed 
concentration of TiO2 = 0.30 g, pH = 8.5. The highest efficiency was observed at lower 
concentration,13,14 which decreases with the increase in substrate concentration (see 
Fig. 9.4).

This can be explained on the basis that the rate of degradation relates to the prob-
ability of •OH radicals formation on the catalyst surface and to the probability of •OH 
radicals react with dye molecules. As the initial concentration of dye is increased, the 
generation of •OH radicals on the surface of catalyst is reduced as the active sites are 
covered by dye molecules. Since the relative number of the •OH radicals attacking the 
substrate decreases, the photocatalytic efficiency of the reaction also decreases.
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FIGURE 9.4 Effect of Initial Dye Concentrations on Photocatalytic Degradation of Reactive 
Orange 16: TiO2 = 0.30 g, pH = 8.5, λmax = 492 nm, irradiation time = 180 min.

9.3.4 Effect of Nature of Semiconductor Photocatalyst

Keeping all the factors identical, semiconductor of different band gaps such as Fe2O3, 
TiO2, ZnO, and SnO2 were used to carry out the photocatalytic bleaching of Reactive 
Orange 16. It was observed that the rate of photobleaching of Reactive Orange 16 de-
creases with the increase in the band gap of semiconductor (Fig. 9.5). The rate of pho-
tobleaching of Reactive Orange 16 is found to be decreasing in the following order:

Fe2 O3 > TiO2 > ZnO > SnO2

It can be explained on the basis that the semiconductor oxides having λmax > 400 
nm absorb more efficiently in visible region (see Table 9.1).

TABLE 9.1 Effect of Nature of Photocatalyst on the Rate of Photobleaching of Reactive 
Orange 16

Semiconductor Band Gap (ev) λmax (nm) Region Rate Constant K × 105 (s−1)

Fe2O3 2.2 564 VIS 4.87

TiO2 3.2 400 VIS/UV 4.24

ZnO 3.4 387 UV 3.17

SnO2 3.8 318 UV 0.06
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FIGURE 9.5 Effect of Nature of Semiconductor on Photocatalytic Degradation of Reactive 
Orange 16: [Reactive Orange 16] × 3.0 × 10−5 M, pH = 8.5, Amount of Semiconductors = 0.30 g, 
Irradiation Time = 180 min.

9.3.5 Effect of Various Transition Metal Ions

Effect of various transition metal ions on photocatalytic bleaching of Reactive Orange 
16 by TiO2 was studied by taking different transition metal ions such as Cu+2, Fe+2, 
Mn+2, and Zn+2 (see Fig. 9.6). The result shows that the trace quantities of all the 
added metal ions enhance the rate of photocatalytic bleaching of Reactive Orange 16.

FIGURE 9.6 Effect of Transition Metal Ions on Photocatalytic Degradation of Reactive Orange 
16. [Reactive Orange 16] = 3.0 × 10−5 M, pH = 8.5, TiO2 = 0.30 g, Mn+ = 1.0 × 10−5 M.
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9.3.6 Mechanism

Photocatalysis over a semiconductor oxide such as TiO2 is initiated by the absorption 
of photons with energy equal to or greater than the band gap energy of the semiconduc-
tor (3.2 eV), producing electron–hole (e−/h+) pairs.

 
*

2 2TiO TiO h (vb) e (cb)hν + −+ → + +  (9.1)

where cb is conduction band and vb is valence band.
The photo-produced holes and electrons may migrate to the particle surface, 

where the hole can react with surface bound hydroxyl group (OH−) and adsorbed wa-
ter molecules to form hydroxyl radicals (•OH).

 h+ + OH– → •OH (9.2)

 h+ + H2O → •OH + H+ (9.3)

The presence of oxygen prevents recombination by trapping electrons through the 
formation of superoxide ions, maintaining electrical neutrality within TiO2 particles.15 
The final product of the reduction is hydroxyl radicals (•OH) and hydroperoxy radi-
cals (HO2

•).

 2 2e O (ads.) O (ads.)- -+ ®   (9.4)

 2 2O H HO- ++ ®   (9.5)

 2 22O 2H 2 OH O- ++ ® +   (9.6)

HO2
•

, 
•OH, and O2

• are strong oxidizing species, and they react with dye molecules to 
oxidize them.

In the second pathway, a dye absorbs radiation of suitable wavelength and is ex-
cited to its first singlet state followed by intersystem crossing to triplet state.

 
11

0 1Dye Dye (singlet excited state)hν→  (9.7)

 1Dye1 → 3Dye1 (triplet excited state) (9.8)

The excited dye may be oxidized to product by highly reactive hydroxyl radical 
(•OH). The participation of •OH radical as an active oxidizing species was confirmed 
using its scavenger, that is, 2-propanol, where the rate of bleaching was drastically re-
duced. Initially, the •OH radicals attack on the azo linkage of the dye molecule and ab-
stract a hydrogen atom or add itself to double bond. After continuous irradiation, the 
complete mineralization of dye occurred via end products. The end products are simple 
molecules or ions and less harmful to environment.
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3

1 2 2 2
2 4

End products
Dye OH / HO / O

 CO H , NO ,SO
-

+ - -+ ®
+ 3

  

 (9.9)

The end products were detected and their presence in the reaction mixture was 
ascertained either by chemical test or by ion selective electrode method. Nitrate ions 
were detected and confirmed by using nitrate ion selective electrode, which is having 
a solid-state polyvinyl chloride polymer membrane. Sulfate ions were detected and 
confirmed by gravimetric analysis in which excess of barium chloride solution was 
used and sulfate ions were precipitated as BaSO4. CO2 was confirmed by introducing 
the gas to freshly prepared lime water. The lime water turns milky which indicates its 
presence.

  (9.10)

A = Sodium 6-(acetylomino)-4-hydroxy-3-nitronaphthelene-2-sulfonate; B = Sodium 
2-[(4-nitrophenyl)sulphonyl] ethyl sulfate.

The effect of addition of transition metal ions (Mn+ = Fe2+, Cu2+, Mn2+, Zn2+) on 
photodegradation efficiency of TiO2 has been investigated. The result shows that the 
trace quantities of all the added metal ions enhance the rate of photocatalytic bleach-
ing of Reactive Orange 16. The increase in the photocatalytic activity may be due to 
introduction of new trapping sites by incorporation of transition metal ions. As the 
surface of catalyst particles is negatively charged in alkaline medium, it permits more 
metal ions to get adsorbed on the TiO2 particles surface. As a consequence, the surface 
of the semiconductor will become positively charged. As Reactive Orange 16 is an-
ionic dye, so it will face more electrostatic attraction with metal ions (Mn+) adsorbed 
on the semiconductor surface.

The electron from TiO2 conduction band is transferred to metal ion to convert it 
into its lower oxidation state, in turn transfers this electron to oxygen molecule and 
thus prevents electron–hole recombination. At the same time, the positively charged 
vacancies (h+) remaining in the valence band of TiO2 can extract electron from hy-
droxyl ions in the solution to produce the hydroxyl radicals (•OH). These hydroxyl 
radicals oxidize the dye molecule into colorless products.

 ( )*
2 2 vb cbTiO  TiO h ehν + −+ → +  (9.11)
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 ( )* ( 1)
2 cbM TiO e  M (electron trapping)n n+ − − ++ →

 (9.12)

 
( 1)

2 2M  O M O- + + -+ ® + n n
 (9.13)

 ( )*
2 vb 2TiO h OH TiO OH+ -+ ® + 

 (9.14)

 3Dye1 + OH → Degradation of the dye (9.15)

The concentration of transition metal ions is very small and large concentrations 
are adverse.

The whole TiO2-semiconductor photocatalytic processes can be summarized as 
shown in Figure 9.7.

FIGURE 9.7 TiO2-Semiconductor Photocatalytic Processes. R ? Reactive Orange 16.
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ABSTRACT

The present study was conducted to explore the hidden potential of natural products 
synthesized in the medicinal plant Tinospora cordifolia. This plant is prioritized by Na-
tional Medicinal Plant Board, New Delhi. Leaf and internodal segments were inoculat-
ed on Murashige and Skoog medium fortified with indole-3-butyric acid (1.0 mg/L) 
produced callus after 4 weeks. The calli were brown due to phenolic substance secret-
ed by the explant. This problem was overcome by using adjuvant activated charcoal 
(3.0%). Further, we are trying to isolate berberine and tinosporin alkaloids from the 
callus and enhance the amount of these alkaloids through callus culture.

10.1 INTRODUCTION

Plant cells are chemical factories of natural compounds used as pharmaceuticals, ag-
rochemicals, ingredients of flavors and fragrances, food additives, and pesticides.1 The 
natural environment for medicinal plants is vanishing at a faster rate together with en-
vironmental pollution. Hence, it is difficult to acquire natural compounds from the 
phytodiversity. This has encouraged industries as well as scientists to consider the pos-
sibilities of investigation into cell cultures as an alternative supply for the production of 
plant pharmaceuticals.2 In the search for an alternative to produce desirable medicinal 
compounds from plants, biotechnological approaches, especially plant tissue culture 
technology, are found to have potential application over traditional agriculture prac-
tices for the industrial production of bioactive plant metabolites.3

New medicinally potent compounds have been found valuable by an array of bio-
assays.4–6 It has been established that the biosynthetic activity of cultured cells can be 
improved by regulating abiotic stress (temperature, light, nutrients, carbon, pH, etc.) 
as well as biotic stress. Plant cells, under in vitro conditions, show physiological and 
morphological responses to microbial, physical, or chemical factors, which are known 
as “elicitors.” Elicitation is a process of enhanced synthesis of secondary metabolites by 
the plants to ensure their survival, persistence, and competitiveness. Elicitors have been 
classified on the basis of their nature and origin. On the basis of nature, elicitors are of 
two types: biotic (microorganisms) and abiotic (light, temperature, pH, radiations, 
etc.). While on the basis of origin, elicitors are also of two kinds: exogenous elicitors 
(originated outside the cell) and endogenous elicitors (originated inside the cell).7–9 
The concentration of some potent natural products is confined in specialized organs 
of plants. These natural products have been produced through callus culture.10–13 The 
possible applications of plant cell cultures for the specific biotransformation of natural 
compounds have been reported.14–17 Due to these advances, research in the area of 
tissue culture technology for the production of bioactive compounds has gained popu-
larity beyond expectations.

In order to obtain high yields of bioactive compounds for commercial produc-
tion, efforts have been made to utilize a medicinally potent plant Tinospora cordifolia 
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(Willd.) Miersex Hook F. and Thoms belonging to the family Menispermaceae. It is 
a large, deciduous, climbing shrub found throughout India, especially in the tropical 
parts, ascending to an altitude of 300 m, and also in certain parts of China.18 It is also 
known as heart-leaved Moonseed plant in English and Giloy in Hindi. It is rich with 
a variety of natural chemical constituents (berberine, tinosporin, cordifolioside).19,20 
These natural products have been used to cure a number of ailments such as viral in-
fections, cancer, diabetes, inflammation, immunomodulatory activity, neurological, 
psychiatric conditions, vasorelaxant, inflammation, microbial infection, hypertension, 
and HIV.21–26

Owing to the immense medicinal properties, this plant has been overexploited 
by pharmaceutical companies and folk people for traditional remedies have led to the 
acute scarcity of this plant to meet the present-day demand. Hence, it requires scien-
tific attention to conserve the gradually depleting T. cordifolia. Consequently, regular 
supply of this medicinal plant for industrial production of natural compounds can be 
ensured. To fulfill the present-day needs, tissue culture techniques are the alternative 
method to conserve and enhance the production of secondary products under labora-
tory conditions. Hence, the present investigation was carried out with the objective 
of providing new vistas on the cell and tissue culture to elucidate the effect of plant 
growth regulators on callus cultures for the enhancement of natural products.

10.2 MATERIALS AND METHODS

10.2.1 Establishment of Plant

Different places of Jaipur, such as Kulish Smrity Van, Amanisah Nala region, world 
Arboretum, and University of Rajasthan Nursery, were surveyed for the selection of 
mother plant of T. cordifolia. Stem cuttings were collected from the Nursery, University 
of Rajasthan, and established in Manipal University, Jaipur campus garden for regular 
procurement of explants.

10.2.2 Explant Preparation

Fresh twigs were collected from 1-year-old plant and cut into 1.0–1.5 cm long intermo-
dal segments and leaf segments (1.0 cm2) for callus development. These explants were 
washed under running tap water for about 10 min and kept in rankleen (1–2 drops/L) 
for 2 min followed by washing with distilled water at least thrice.

10.2.3 Nutrient Medium and Hormone

Murashige and Skoog (MS) medium with different concentrations of auxins, such as 
IBA and NAA (0.5–5.0 mg/L), and cytokinin, namely, BAP and TDZ (0.5–5.0 mg/L), 
were used for callus production. The MS medium consisted of 95% water, macro- and 
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micronutrients, vitamins, amino acids, and sugars. Besides, MS medium contained su-
crose (3.0%) as a carbon source and agar powder (0.8%) as a gelling agent to make this 
medium semisolid.

10.2.4 Inoculation of Explants

Before inoculation, surface sterilized explants were treated with mercuric chloride 
(0.1%, w/v) for 1 min under aseptic conditions and washed for 2–3 times with auto-
claved distilled water to remove the chances of contamination. These explants cultured 
on MS medium fortified with various auxins, namely, IBA and NAA (0.5–5.0 mg/L), 
and cytokinin, such as BAP and TDZ (0.5–5.0 mg/L), for callus production.

10.2.5 Culture Conditions

The cultures were incubated in plant growth chamber under cool, white, fluorescent 
lights (1500–2000 lx) to provide optimum photoperiod for 16/8 h, 25 ± 2°C tempera-
ture and 50 ± 5% relative humidity. Each experiment had 15 replicates and repeated at 
least three times. Data were documented up to 7 weeks of culture.

10.3 RESULTS AND DISCUSSION

Callus initiation was observed when internodal segments inoculated on basal MS 
medium supplemented with different concentrations of IBA (0.5, 1, 1.5, 2.5, and 
5.0 mg/L). The proliferation efficiency of callus through internodal segments was sig-
nificantly higher than that of leaf explants within 4–5 weeks. Callus initiations started 
after the swelling of internodal segments within 1 week of inoculation (Fig. 10.1A). 
Further, the cells simultaneously absorb nutrients from the medium and callus pro-
duction was obtained on MS medium augmented with IBA (1.0 mg/L). The produced 
callus was pale green, spongy, and fragile (Fig. 10.1B and C). Callus turned brown to 
black after next 3 weeks of subculturing (Fig. 10.1D). It is due to the secretion of phe-
nolic compounds in the medium, which prohibited the further growth of callus. This 
callus was subcultured on MS medium fortified with IBA (1.0 mg/L) and activated 
charcoal (1.0–3.0%) to overcome leaching of phenolic compounds (Fig. 10.1E). Sub-
sequently, the callus was subcultured after every 2 weeks on MS medium with IBA 
(1.0 mg/L) and activated charcoal (3%). Besides, NAA at its varied concentrations 
tried (0.5–5.0 mg/L) and IBA beyond 1.0 mg/L did not exhibit positive response for 
callus initiation and its further growth.
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FIGURE 10.1 (A–D) Different Stages of Callus Production Via Internodal Segments Cultured 
on MS Medium Supplemented with IBA (1.0 mg/L). (A) In Vitro Callus Initiation After 1 week. (B) 
Further Growth of Callus After 2 weeks. (C) Further Growth of Callus After Subculturing on the 
Same Medium. (D) Browning of Callus Due to Secretion of Phenolic Substances. (E) Brown Callus 
Treated with Activated Charcoal (3.0%).

In consonance with our results for callus production, Gururaj et al.27 also reported 
callus production on MS medium supplemented with IBA (1.0 mg/L) and 2ip (0.5–
1.0  mg/L) hormones via nodal segments explant of T. cordifolia. In contrast to our 
findings, Rao et al.28 initiated callusing on MS medium fortified with NAA (4.0 mg/L) 
via leaf explant of T. cordifolia.

Till now, we have produced stock callus, which will further be utilized for isola-
tion of secondary metabolites, namely, berberine and tinosporin. The berberine and 
tinosporin are the alkaloids found in stem and root of this plant species. Berberine is 
used in diabetes, hypercholesterolemia, viral infection, neurological disorders, etc.,19 
whereas tinosporin is used in inflammation, neurological disorders, etc.29 The berber-
ine and tinosporin will be isolated by cold extraction method. For this, the dried callus 
is being processed for further isolation techniques.
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ABBREVIATIONS

IAA indole-3-acetic acid
IBA indole-3-butyric acid
BAP 6-benzyladenine
TDZ thidiazuron
2ip  N6-2-iso-pentenyl adenine
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11.1 INTRODUCTION

In the last three decades, density functional theory (DFT)-based electronic structure 
calculations have provided much needed reliable, cost-effective, and flexible solu-
tion for the application of quantum mechanics to solve some of the interesting and 
challenging problems in chemistry. The significant contribution of DFT has been ex-
tended throughout the areas like understanding and designing of catalytic processes in 
enzymes and zeolites, electron transport, solar energy harvesting and conversion, and 
drug design in medicine, as well as many other problems of science and technology.1–9

11.2 UNDERSTANDING DFT

11.2.1 The Beginning of DFT

DFT is a first principle (quantum mechanical) method that evaluates the electron den-
sity directly, without finding the approximate wave function. In this respect, DFT dif-
fers from the routine semi-empirical and ab initio calculations. Instead of finding the 
proper wave function, DFT formalism will concentrate on finding the electron density 
of a particular system.

Considering the Born–Oppenheimer approximation, the Schrodinger equation 
for a stationary system of N interacting electrons can be written in the form,

 1 1 2 2 1 1 2 2( , , ) ( , ,ˆ  ), ,n n n nH r r r E r r rϕ δ δ δ ϕ δ δ δ=   (11.1)

Here E is the energy of the system and r1δ1, r2δ2, …, rnδn is the electronic wave func-
tion, with ri and δi the space and spin coordinates of the electron i. The Hamiltonian 
of the system is defined as

 
21 1 1 ( )

2 2
ˆ

| |i i
i i j ii j

H v r
r r≠

= − ∇ + +
−∑ ∑ ∑  (11.2)

We are using the atomic units 0(     4  1 )em e πε= = = =h  throughout the discussion. The 
first term on the right hand side of expression (11.2) is the kinetic energy operator T̂, 
the Coulomb electron–electron interaction energy operator Ŵ, represented in the sec-
ond term, whereas the last term is the potential energy operator V̂, of the electrons in 
the external potential v(r). The Hamiltonian is parametrized by the external potential 
v(r), thus the energies E = ψ|Ĥ|φ and the electronic wavefunctions ψ that satisfy the 
Schrodinger equation (11.1) can be considered functionals of this external potential. 
We will denote ψ = ψ[v] and E = E[v]. Now we are in a position to introduce the elec-
tron density ρ(r) of the system through the mathematical expression

 

 

2
1 1 2 2 2 1ˆ( ) ( ) , ,..., ... ...r = Y r Y = Y s s s s sò N N N Nr r N r r r dr dr d d   (11.3)
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where the density operator ρ(r) is defined as

 ( ) (ˆ )i
i

r r rρ δ= −∑  (11.4)

Here, it is possible to write the potential energy due to the external potential V̂ using 
the density operator as,

 
ˆ ˆØ| |Ø Ø ( ) ( ) Ø ( ) ( )V V r v r dr r v r drρ ρ= = =∫ ∫  (11.5)

The one-to-one mapping between the external potential v(r) and the ground-state 
density ρ(r) is discussed in the next section. From the principle of Legendre trans-
form, these two quantities can now be considered to be conjugate variables in the 
meaning of the following,
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       (11.6)

where we have used that the wavefunction ψ0[v]is normalized and the ground-state 
Eigen function of the Hamiltonian Ĥv with energy E0[v]. We can use the density as 
basic variable by defining a Legendre transform

 

 

0 0 0[ ] ( ) ( ˆ ˆ[ ] [ ] [ ]) Ψ | |Ψr = r - r = +òE r v r dr V Wv v   (11.7)

where v(r) must be regarded as a functional of ρ(r). The uniqueness of this functional is 
generated by the one-to-one mapping between the external potential and the ground-
state density. The functional [ ]ρ  is defined for the so-called υ-representable den-
sities, that is, ground-state densities for a Hamiltonian with external potential v.4 By 
using the chain rule of differentiation and the result in equation (11.6), it immediately 
follows that

 
0[ ] ( ) ( )( ) ( ) ( )
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]

)
[E v r v rdr r v r v r

r v r r r
δ ρδ ρ δ δρ

δρ δ δρ δρ
′ ′= − − = −′ ′

′ ∫


 (11.8)

11.2.2 The Hohenberg–Kohn Theorems

The basic principle of DFT is to replace the many-body electronic wavefunction with 
the electronic ground-state density as basic quantity.10 The advantage of ground-
state density is a function of only three variables and a relatively simple quantity to 
deal with both conceptually and practically. On the other hand, a many-body wave-
function is dependent on 3N spatial variables and N spin variables and created a 
much more complicated situation in terms of computation. The formalism of DFT 
is in principle exact and is firmly based on the contribution of two theorems derived 
and executed by Hohenberg and Kohn in 1964.10 The first theorem explains that the 
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density ρ of a nondegenerate ground state is a fundamental parameter to determine 
the external potential v(r) (up to an arbitrary constant) to which the many-electron 
system is subjected. Consequently, the density determines the electronic wavefunc-
tion of the system, and thus all the electronic properties of the ground state. The 
proof of the theorem is rather simple. First, we notice that the external potential v(r) 
defines a mapping v → ρ, where ρ(r) is the corresponding nondegenerate ground-
state density from the Schrodinger equation. In fact, it is seen that if two potentials 
v(r) and vʹ(r) differ by more than a constant, they will not lead to the same wave-
function. From the Schrodinger equation (11.1), we have for the two potentials,

 (T̂ + V̂ + Ŵ)|Ψ0 = E0|Ψ0 (11.9)

 (T̂ + V̂ + Ŵ)|′0 = E′0|Ψ′0 (11.10)

If ψ0 and ψ'0 were to be the same, then by subtracting (11.10) from (11.9), one would 
get

 (V̂ + V̂′)|Ψ0 = (E – E'0|Ψ0 (11.11)

where V and V̂ʹ appear to differ only by a constant if ψ0 does not vanish. However, for 
“reasonably well behaved” potentials, that is, potentials that do not exhibit in finite 
barriers, etc., ψ0 cannot vanish on a set with nonzero measure by the unique continu-
ation theorem.11 This is in some apparent contradiction with the initial assumption, 
and it can be concluded that ψ0 ≠ ψ′0 . In this instance, it is possible to prove that two 
potentials v(r) and v′(r) with corresponding Hamiltonians Ĥ and Hʹ, respectively, and 
nondegenerate ground-state wavefunctions ψ0 and ψ′0 give two types of densities ρ(r) 
and ρ′r. Implementing the variation theorem, we can have

 E0 = Ψ0|Ĥ|Ψ0 < Ψ′0|Ĥ|Ψ′0 = Ψ′0|Ĥ′ + V̂ – V̂′|Ψ′0 (11.12)

and

 
0 0 ( )[ ( ) ( )]E E r v r v r drρ< + −′ ′ ′∫  (11.13)

Similarly, interchange of primed and unprimed variables produces

 0 0 ( )[ ( ) ( )]E E r v r v r drρ< + −′ ′∫  (11.14)

If ρ(r) and ρ′(r) were to be the same, adding equations (1.13) and (1.14) would result 
in the inconsistency

 0 0 0 0E E E E+ < +′ ′  (11.15)
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and consequently, this nullifies the possible existence of two different external poten-
tials v(r) and v′(r) corresponding to the same density ρ(r). This defines our mapping 
ρ → v, and thus the one-to-one mapping v ↔ ρ is constructed. The ongoing discus-
sions provide formal proof for the one-to-one mapping between v, ρ, and ψ0. This 
concludes that the total energy of a (Coulomb) many-electron system in an external 
static potential can be expressed in terms of the potential energy due to this external 
potential and of an energy functional [ ]ρ  of the ground-state density,

 0 0 0| | ( )ˆ[ ] ( ]] [] )[ [E H r v r drρ ρ ρ ρ ρ= Ψ Ψ = +∫   (11.16)

with [ ]ρ  defined in equation (11.7). It is important to note that this functional is 
defined independently of the external potential v(r), and thus, it is a universal func-
tional of the density. This indicates a universal nature of the functional (i.e., it can be 
used for any system provided the explicit form of the functional is known). The second 
Hohenberg–Kohn theorem states that the exact ground-state density of a system in a 
particular external potential v(r) minimizes the energy functional

 { }0 min [ ] ( ) ( )E r v r dr
ρ

ρ ρ= + ∫  (11.17)

where E0 is the ground-state energy for the system in an external potential v(r). 
From the first theorem, it is expected that a trial density ρ̄ (r), such that ρ̄ (r) ≥ 0 and 
∫ ρ̄ (r) dr = N , with N a number of electrons, determines its own potential v̄ (r), Ham-
iltonian Ĥ, and wavefunction ψ′. Here, the wavefunction is considered as a trial func-
tion for the problem of interest having external potential v(r). Using the variational 
principle, we have

 | | [ ] ( ) (ˆ ) [ ] ( ) ( )= + ³ +ò ò




 H r v r dr r v r drΨ Ψ  r r r r  (11.18)

which offers a formal proof for the second Hohenberg–Kohn theorem. Assuming dif-
ferentiability of [ ]ρ +∫v(r)ρ(r)dr, this theorem requires that the ground-state den-
sity satisfies the Euler–Lagrange equations

 ( ){ }0  [ ] ( ) ( ) ( ) ,
( )

r v r dr r dr N
r

δ ρ ρ µ ρ
δρ

= + − −∫ ∫  (11.19)

where an additional Lagrange multiplier ? is introduced to ensure that the density in-
tegrates to the correct number of electrons. It is highly essential to introduce certain 
degrees of approximations to maintain the exactness of the universal functional, for 
which no explicit expressions in terms of the density are known.

11.2.3 Kohn–Sham (KS) Theorem

In an important theoretical development, the physical interpretation of DFT was then 
offered by Kohn and Sham.12 Basically, the Kohn–Sham (KS) principle introduced an 
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orbital-density description of DFT and that relaxed the constrain of knowing the exact 
form of T[ρ]. This new formalism puts stress on the kinetic energy of a noninteracting 
system of electrons as a functional of a set of single-particle orbitals, that is, excluding 
electron–electron interactions, showing the same electron density as the exact elec-
tron density. The Hohenberg–Kohn function can be written as

 [ ] [ ] [ ] [ ]HK S XCF T J Eρ ρ ρ ρ= + +  (11.20)

Here, Ts represents the kinetic energy functional of reference system given by

 

21[ ]
2S i iT ρ = Ψ − ∇ Ψ∑  (11.21)

J[ρ]representing the classical columbic interaction energy,

 
1 ( ) ( )[ ]
2 | |

r rJ drdr
r r

ρ ρρ ′= ′
− ′∫∫  1.22

and the remaining energy component being assembled in the EXC[ρ]function, that is, 
the exchange-correlation energy, containing the (small) difference between the true 
kinetic energy and Ts and the self-interaction correction to equation (11.22). From the 
above equations, Euler equation can be written as

 ( ) s
eff r

T
v

δµ
δρ

= +  (11.23)

where an effective potential has been introduced,
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containing the exchange-correlation potential vXC(r)defined as

 ( )
XC

XC
E

v
r

δ
δρ

=  (11.25)

The Kohn–Sham approach provides an alternative solution through the Shröding-
er equation. Introduction of more general exchange-correlation potential term in place 
of exchange-potential term in well-known Hartree–Fock (HF) equations in principle 
is much simpler because it is only a function of the density. The molecular orbitals are 
solutions of Kohn–Sham equations (i.e., one electron equations):

 
21 ( )

2 eff i i iv r E − ∇ + Ψ = Ψ    (11.26)
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In principle, DFT is apparently free from any approximations: it is most likely to be 
exact but still the form of EXC is unknown and for which several strategies for improve-
ment are available.

11.2.4 Time-Dependent DFT

The many-electron wavefunction of a nonrelativistic many-electron system in a time-
dependent external potential v(r,t) must satisfy the time-dependent Schrödinger 
equation,

 1 1 1 1 1 1 1 1( ) ( , , , , ) ( , , , ,ˆ )N N N NH t r r r t i r r r t
t

σ σ σ σ σ σ∂Ψ = Ψ
∂

   (11.27)

where the time-dependent Hamiltonian takes the form
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Analogously to the stationary case, we have the kinetic energy operator T̂, the Colum-
bic electron–electron interaction energy operator W, and the potential energy opera-
tor V̂(t) of the electrons in the time-dependent potential v(r,t). In 1984, Runge and 
Gross13 derived the analog of the Hohenberg–Kohn theorem for time-dependent 
systems by establishing a one-to-one mapping between time-dependent densities and 
time-dependent potentials for a given initial state.

11.2.5 LDA and GGA Approximation

To compute exchange-correlation (EXC) energy functional, local density approxima-
tion (LDA) was initially originated, assuming that the exchange-correlation energy at 
any point in space is a function of the electron density at that point in space only and 
can be given by the electron density of a homogeneous electron gas of the same den-
sity. It considers an electronic distribution of an infinite number of electrons moving 
in an infinite volume of a space that is characterized by a uniformly distributed positive 
charge. This is referred to as the uniform electron gas. It is assumed that in the case of 
a molecule, the exchange-correlation functional at every point in space is the same as it 
would be for the uniform electron gas having the same density as at that position. The 
advantage of this approach is that the exchange functional can be accurately derived 
for this system:

 
1/3

4/39 3( )
8

[ ] ( )xE rr drαρ ρ
π

 = −    ∫  (11.29)



226 | Research Methodology in Chemical Sciences

where α is 2/3 for the uniform electron gas. Other models use different values for α: 
Slater uses a value of 1, and the Xα model takes α as 3/4. The local spin density ap-
proximation (LSDA) is an extension of LDA to account for systems including spin 
polarization (e.g., open-shell systems). Unfortunately, analytical derivation of the cor-
relation functional has not proven possible. However, Vosko, Wilk, and Nusair14 have 
fit numerical solutions of the correlation energy of several different uniform electron 
gases with functionals. These functionals are referred to as VWN.

The basic foundation of the LDA approach depends only on the density at a par-
ticular point. Throughout the last two decades, a number of other approaches have 
been developed that also take into account the gradient of the density. These function-
als are popularly known as “nonlocal”, “gradient-corrected”, or the “generalized gradi-
ent approximation” (GGA). They are usually constructed by incorporating additional 
correction term to the LDA functional. The most popular GGA exchange functional 
is that developed by Becke15 (B) as a correction to the LSDA exchange energy. This 
makes use of an empirical parameter which was obtained by fitting to exactly known 
exchange energies of the six noble gas atoms He to Rn. One of the widely used GGA 
correlation functionals is that of Lee, Yang, and Parr16 (LYP), which contains four em-
pirical parameters fit to the helium atom. The correlation functional of Perdew and 
Wang17 (PW91) is also very popular and is a correction to the LSDA energy.

The GGA differs from the LDA in its dependence on the derivative of ρ. Truly 
nonlocal effects are not included, unlike with the use of the exchange operator in the 
HF approach. Hybrid methods were developed in order to combine both methodolo-
gies. These are based on the adiabatic connection method that relies on the following 
expression for the exchange-correlation energy:
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where λ describes the extent of interelectronic interaction within the specific range 
of 0 (none) to 1 (exact). The problem becomes simple by assuming the limit where 
there the electrons are not interacting, there is no correlation energy, and the exchange 
energy can be exactly calculated just as in HF calculations to give HF

XE . In this way, 
equation (11.30) may be written as

 ( )HF DFT HF
XC x XC XE E z E E= + −  (11.31)

11.3 DIFFERENT CHALLENGES FOR DFT

11.3.1 Improvement of Existing Formalisms

One of the challenging problems with DFT calculations is that it is inevitable to use 
approximate functionals to calculate the exchange-correlation energy, Exc. In addition, 
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it is not clear how to generate a better functional. There is no progression in levels of 
theory, which allows the calculation of molecular properties with increasing accuracy, 
thus allowing extrapolation to the exact answer, as is possible with HF and post-HF 
methods. Except reasonably well accounted for H-bonding interaction, current func-
tionals are not able to produce impressive outcome (infect poor results) for the other 
weak interactions such as van der Waals-type interactions and London dispersion.

Early developments of DFT focused on the most basic challenges in chemistry, 
in particular, the ability to have functionals that could make a reasonable prediction 
on both the geometries and dissociation energies of molecules. The next major chal-
lenge for DFT arose from the need to accurately predict reaction barrier heights in 
order to determine the kinetics of chemical reactions as well as to describe van der 
Waals interactions. Whether DFT can predict the small energy differences associated 
with van der Waals interactions or if additional corrections or nonlocal functionals 
of the density are needed has been the subject of much debate and current research. 
The interaction, although a weakest one, is key to the accurate understanding of the 
biological processes involved in many drug–protein and protein–protein interactions.

11.3.2 Better Correlation Functional

Despite the rapid advancement in theoretical chemistry, to build proper functional 
remains a very challenging task to date. In principle, a well behaved and standard 
functional should work for the whole of chemistry, solid-state physics, and biology 
in different situations and diverse conditions. But in general applications, there are 
many disappointments in the real-time solutions. These are not breakdowns of the 
theory itself, but rather are shortcomings of the currently used approximation tech-
niques available for the exchange-correlation functionals. This inherent limitation is 
clearly observed in case of the two simplest chemical systems (molecules), namely, 
stretched H2

? and stretched H2. Even for these simple systems, the existing functionals 
are pushed to its limit. The fascinating aspect of DFT, namely, its simplicity will be in 
trouble if the computations with the proposed functionals become as complicated as 
full configuration interaction. The simplest functional, the LDA, has its limitation in 
many areas of chemistry. Although LDA gives good geometries, it massively overbinds 
molecules. The first step enabling chemists to use DFT satisfactorily is the inclusion 
of the first derivative of density in the form of the GGA. The next major outbreak 
came in the early 1990s with the inclusion of a fraction of HF exact exchange in the 
functional, as described by Becke. This work exhibits the fundamental basis for the 
development of B3LYP,16,18 and it is the most widely used of all the contemporary 
functionals. The concept of hybrid functional (B3LYP) shows promising potential to 
extend the application of DFT to a wide range of systems along with impressive per-
formance. Development of new functionals that improved upon B3LYP will provide a 
significant contribution in the progress of DFT-based computation.



228 | Research Methodology in Chemical Sciences

11.3.3 Improvement on the Description of Reaction Barriers and 
Dispersion/van der Waals Interactions

The evaluation of reaction energy barriers for a particular reactive interaction is the ba-
sic challenge for LDA/GGA-type functional because the formalism encounters some 
inherent theoretical limitations that underestimate transition-state barriers by several 
kilocalories/mole.

There is an urgent need to fix the error before approaching the computation for 
potential energy surfaces using the functional. However, it is well known that in nature 
there exists some very important chemical phenomena that, although much smaller in 
the energetic scale, play a crucial role in large systems. The weak interactions like van 
der Waals force or London dispersion force are the major obstacles to generate the 
approximate functionals. It is of fundamental importance for the description of inter-
actions between closed-shell species. The basic understanding of this problem can be 
seen from simple perturbation theory arguments dating back to London. These pre-
dicted that with the increase in the distance between the interacting species (R → ∞), 
there should be asymptotic decays as 1/R6 for the attractive part of the system energy. 
The LDA or GGA functional form cannot take care of this behavior of the system due 
to the local nature of these functionals. We can observe relatively poor performance 
of most popular functionals on the simple system such as weakly bound dimers. The 
correct and efficient description of the van der Waals attraction, covalent bonding in 
chemistry, and transition states all remain firm challenges in the progress of DFT.

11.3.4 Improved DFT Formalism to Take Care of the Effect of 
Strong Correlation

The challenge of proper definition for strongly correlated systems is a very important 
frontier for DFT. To fully understand the importance of these systems, they must be 
looked within the wider realm of electronic structure methods. In general practice, 
except for Full Configuration Interaction and Valence Bond Theory,19 most theories 
struggle to describe a particular system with strong correlation effect. Currently, even 
for the simplest systems such as infinitely stretched H2

? and infinitely stretched H2, 
the limitation of proper theoretical manipulation exposed to all known functionals. 
Although these systems may seem trivial, they are, in our opinion, some of the great 
challenges for modern electronic structure theory. The integer nature of electrons is 
of great importance, and it is key to understand this behavior for DFT. In order to 
satisfy exact fundamental conditions and not to suffer from systematic errors, the en-
ergy functionals must have the correct discontinuous behavior at integer numbers of 
electrons. The accurate calculation of energy gap along with the correct description 
of strong correlation is possible with the incorporation of discontinuous behavior of 
electrons and, from research perspective, should never be ignored in the development 
of new theories.
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11.4 CONCLUSION

This particular study concentrates on the significant contributions of DFT toward 
chemical science and the probable modifications, adding extra dimension to the ac-
curacy of the formalism that makes it more compact. DFT is the computationally 
cost-effective solution for higher level computation on relatively large systems. Ap-
plications of DFT associated with approximate functionals significantly improve the 
performance of theoretical computation over a wide realm of chemical science. Cur-
rently, DFT becomes the subject of intense interest throughout the globe. The scope 
of theoretical manipulation for a wide range of properties from energetics and geom-
etries of molecules to reaction barriers and van der Waals interactions is possible with 
the development of highly advanced theoretical techniques. However, we have also 
emphasized on some important shortcomings in terms of the contributory effects to 
get reasonable accuracy in the computations. The mutual interactions of the electrons, 
that is, electron correlation effect, complicate its theoretical description and manipu-
lation enormously. Time-dependent DFT provides a sophisticated tool to investigate 
these dynamic properties in atoms, molecules, and clusters. Although some funda-
mental problems remain and computational techniques still require further upgrada-
tion, DFT presents promising growth with impressive outcome throughout the last 
two decades.
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ABSTRACT

Asbestos, a mineral of phyllosilicate nature, known for its unique combination of 
properties, such as thermal and chemical resistivity, inability to conduct electric-
ity, and low cost of mining and manufacture, has been extensively used since World 
War II up to the near past, until it was declared a Group I definite carcinogen by 
International Agency for Research on Cancer, an unit of World Health Organiza-
tion in the year 1987. This leads to a ban being imposed on asbestos in several parts 
of the globe. Yet the continued use in some Asian countries, in particular, post the 
declaration raised severe issues of health hazards. The carcinogenicity of asbestos is 
attributed to the fiber dimensions, biopersistence, and surface properties that cause 
mesothelioma, asbestosis, and lung cancer in people exposed to it. Multiple mecha-
nisms operate to induce carcinoma by generating cell transformation, chromosomal 
aberrations, single- and double-stranded DNA breaks, free radical generation, mi-
cronuclei induction in cells, and disturbed immune system. A series of successful 
experiments on animal models has by far established that asbestos is a complete 
carcinogen. Efforts to deal with the toxicity of asbestos have led researchers to seek 
ways of physical, chemical, or biological remediation. This review gives a detailed 
insight into the carcinogenic effects of asbestos as envisaged by studies on various 
animal models. It also attempts at summarizing some of the probable detoxification 
or bioremediation strategies that can be used for asbestos treatment in the near fu-
ture rendering it safe.

12.1 INTRODUCTION

The Greek word “asbestos”, meaning “inextinguishable” or “unquenchable”, is said to 
be first used by Piney. The Webster’s Medica dictionary defines asbestos as a mineral 
that readily separates into long flexible fibers suitable for use as noncombustible, non-
conducting chemically resistant material.

12.1.1 Physicochemical Characteristics

Asbestos is a naturally occurring hydrated magnesium phyllosilicate mineral with 
many of its forms showing a considerable presence of iron. It is broadly divided into 
two mineralogical groups – the amphibole and the serpentine. This division is based 
primarily on the chemical composition of asbestos. Amphibole variety includes 
amosite (brown asbestos), crocidolite (blue asbestos), tremolite, anthophyllite, and 
actinolite, while serpentine has the single variety – chrysotile (white asbestos).1 The 
chemical composition of each of these varieties is shown in Table 12.1.
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TABLE 12.1 Chemical Composition of Various Forms of Asbestos.

Sr. no. Type Chemical Composition

1. Chrysotile Mg3Si2O5(OH)4

2. Crocidolite Na2(Mg,Fe2+)3Fe2
3+Si8O22(OH)2

3. Amosite [(Mg·Fe2+)]7Si8O22(OH)2

4. Tremolite [Ca2Mg5Si8O22(OH)2]

5. Actinolite [Ca2(Mg,Fe2+)5Si8O22(OH)2]

6. Anthophyllite [Mg7Si8O22(OH)2]

The formulae may be significantly modified in nature due to the occurrence of 
certain substituting cations such as Fe2+/3+, Al3?, or Na+. The crystalline structure of 
both chrysotile and amphibole asbestos was studied by Fubini et al. They reported 
chrysotile to be an association of tetrahedral silicate sheet (composition Si2O5)n2n− 
with an octahedral brucite-like sheet of composition [Mg3O2(OH)4]n2n+, in which 
iron may substitute for magnesium, whereas amphiboles had an intrinsically elongated 
crystal structure with the basic unit formed by a double tetrahedral chain of composi-
tion (Si4O11)n6n−, sharing oxygen atoms with alternate layers of edge-sharing MO6 
octahedron. “M” is mostly Na+, Mg2+, Fe2+, Fe3+, or Ca2+.2 These silicate minerals 
occur in polyfilamentous bundles with fibers being flexible, thin, and long and easily 
separable from one another.3 While chrysotile is curly and pliable, the amphibole va-
rieties are rod-like or needle-shaped and more dustier.4,5 All forms are fibrillar having 
width less than 1 μm and length varying from 2 μm to more than 20 μm. The stability 
of asbestos in natural environment and its biological aggressiveness are related to their 
fibrous structure and dimensions (Figs 12.1 and 12.2).6

FIGURE 12.1 Scanning Electron Microscope Image.
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FIGURE 12.2 Scanning Electron Microscope Image of Asbestos Fibers (processed).

A unique combination of characteristics, such as high tensile strength, wear and 
friction characteristics, thermal, electrical, and acoustic insulation, resistance to heat 
and chemicals, flexibility to be woven, good adsorption capacity, and low cost,3,7–9 in 
asbestos has led to its extensive use in industries since World War II to the recent past. 
It is used widely in the manufacture of a variety of products, such as AC sheets, AC 
pipes, brake shoes, brake linings fire proof clothes, and majorly in AC industry.

Following the declaration in the World Health Organization (WHO) in 1987 that 
asbestos is a definite Group I carcinogen, the use of asbestos has significantly varied 
around the globe. While some countries have imposed a ban on asbestos mining and 
use, others have strict regulations to reduce exposure, some have intervened less while 
still others have not restrained from asbestos use and continue doing so. European 
Union banned all asbestos products effectively in its member states from January 1, 
2005.10

12.1.2 Asbestos Toxicity and Diseases

The asbestos fibers, which can be as small as 3–20 μm wide and 0.01 μm thin, can 
enter air, water, and soil from open pit mining, crushing, milling, screening, trans-
port, wear and tear of asbestos products, disposal of asbestos wastes, weathering of 
natural deposits, or even just the opening of asbestos-containing bags and pollute the 
environment.9,11 They remain suspended in air for long periods and are inhaled by 
workers or people residing in close vicinity of such sites. Inhalation or ingestion of 
these fibers eventually leads to asbestos-mediated toxicity in humans. Depending on 
the fiber dimensions, they are deposited on the airway (nose, throat, trachea)12 or in 
the lungs. From lungs, they can be translocated to pleural or various other organs and 
tissues.13–16 Continued deposition of asbestos fibers in the lungs or pleural membrane 
leads to significant health-related hazards.
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The International Agency for Research on Cancer, an unit of WHO, reported high 
incidence of lung, pleural, and peritoneal mesothelioma with occupational exposure 
to various forms of asbestos.17 Gastrointestinal and larynx cancers were also reported. 
The first cohort study to demonstrate lung cancer in asbestos-exposed workers was for 
a textile industry.18

Transmission electron microscopy analysis of asbestos fibers in a textile industry 
of South Carolina showed that fibers with length ?10 μm and thickness ?0.25 μm were 
the strongest predictors of lung cancer,19 but these reports have less evidence. Me-
sothelioma, as a consequence of asbestos exposure, has been reported from different 
parts of the world, such as Quebec,20–22 South Africa,23 Zimbabwe,24 Italy,25 Turkey,26 
Western Australia,27 and California.28

The various types of toxic effects envisaged include:

i) Inflammation – the asbestos fibers stimulate the release of various inflamma-
tory cell mediators and growth factors that lead to fibrogenesis of lung.29 An 
increase in polymorphonuclear inflammatory cells has also been reported.30

ii) Mesothelioma – the mesothelial cells lining the pleura, pericardium, and peri-
toneum are the most affected, leading to diffuse malignant mesothelioma.31,32

iii) Asbestosis – deposition of asbestos fibers in lung causes asbestosis and/or 
lung cancer. The capacity of lung to pump oxygen in requisite amounts to all 
parts of body is lost.33

iv) Bronchogenic carcinoma – tumor in the tracheobronchial epithelium or al-
veolar epithelial cells has also been reported in people exposed to asbestos 
fibers, but the severity increases several folds with smoking habit.34

The above-mentioned disorders are influenced by the size of asbestos fibers to a 
large extent. While asbestosis is closely associated with fibers >2 μm in length,35 meso-
thelioma is associated with fibers >5 μm long and width <0.1 μm,36 and lung cancer is 
associated with fibers having length >10 μm and width <0.15 μm.19 Progress of cancer 
is a slow development but continues even after animal is removed from asbestos ex-
posure.37–39

12.2 MECHANISMS OF CARCINOGENESIS

The first report of pleural malignancy, due to asbestos, was mentioned by Wedler40 
in the early 1940s, while conducting studies on asbestos workers in Germany. The 
first published report, although under much controversy then, was in the early 1960s 
when Wagner et al. published the paper entitled – “Diffuse malignant mesothelioma 
and asbestos exposure in North – Western Cape Province”.41,42 He produced mesothe-
lial tumors by direct implantation of asbestos fibers in laboratory animals. Asbestos 
since then has been repeatedly proved by research to be a potent carcinogen for hu-
mans inducing mesothelioma and lung carcinomas43,44 at an early age,45,46 although 
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manifested after a latency period of 20–25 years. Experiments conducted on various 
animal models particularly on rats and Syrian hamster cells have successfully estab-
lished the relationship between asbestos exposure and carcinoma. Wister rats were 
exposed to 10–15 mg/m3 of asbestos fibers for 7 h per day for 5 days every week, up 
to 24 months. With increase in the period of exposure, rats developed lung tumors, 
thoracic tumors, and mesothelioma.47 Davis et al.48 performed similar study, in which 
they exposed Wister rats to chrysotile, crocidolite, and amosite fibers. Asbestos was 
reported to induce chromosomal mutations in mammalian cells as shown in hamster 
embryo cells, rat pleural mesothelial cells, or human lymphocytes.49–57 It was further 
shown that asbestos was able to induce transformation in fibroblasts and mesothe-
lial cells in culture.58–60 Fischer rats showed unexpected mortality when exposed for a 
period of 10 months to 10 mg fibers/m3 for 6 h per day for 5 days per week, showing 
maximum tolerance limits.61 When Syrian golden hamsters were exposed to amosite 
for a continued period of 78 weeks, a large number of them developed pleural meso-
thelioma.62 Baboons on exposure to amosite and crocidolite for a continued period of 
4 years developed mesothelioma.63,64 Intratracheal administration of asbestos fibers 
in rat65,66 and Syrian golden hamster induced the formation of lung carcinoma and 
mesothelioma.67,68 Another interesting aspect for asbestos-induced tumors or carci-
nomas is that cigarette smoke enhances the rate of incidence probably by acting as a 
co-carcinogen.44 This type of synergism has also been demonstrated for asbestos with 
polycyclic aromatic hydrocarbons in some animals.43,44

Studies have confirmed that asbestos are biopersistent, and therefore accumulate 
in lungs, lymph nodes,69,70 pleura,71,72and larynx.73

Current research in related area suggests three major hypotheses regarding mecha-
nism of asbestos-induced carcinogenesis:

i) Oxidative stress hypothesis
ii) Protein adsorption hypothesis
iii) Chromosome tangling hypothesis

12.2.1 Oxidative Stress Hypothesis

This theory implicates iron, a constituent of asbestos structure, as the major player in 
the induction of carcinogenesis. The phagocytic cells engulf the asbestos fibers but 
are unable to digest them. This leads to an accumulation of a large concentration of 
iron species, which catalyzes the production of reactive oxygen species (ROS).31,32 
Free radical generation can take place on asbestos fiber surface either i) by genera-
tion of highly reactive hydroxyl ions with H2O2 as in phagocytes and macrophages, 
ii) by reductants within cell that reduce atmospheric O2 to hydroxyl radicals, or iii) by 
the homolytic cleavage of carbon–hydrogen bond in biomolecules, thereby generating 
radicals in target molecules such as peptides and proteins.74–77 Along with this, the re-
cruitment of inflammatory cells at these sites further causes the generation of reactive 
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nitrogen species (RNS), clastogenic factors, and cytokines that may stimulate and/
or damage the neighboring mesothelial cells.78–81,82,83 As the mesothelial cells try to 
adapt by oxidative stress, alongside several other pathways such as mitogen-activated 
protein kinase pathway associated with cell proliferation and apoptosis, DNA repair 
and control of cell cycle progression in response to DNA damage are also activated.84,85 
All these mechanisms require the presence of iron ions, which was further proved by 
the fact that chemically synthesized chrysotile, free of iron, was unable to yield free 
radicals in cell-free extracts,86 while when supplemented with less than 1 weight% of 
ferric ions, they became active.87

The genetic locus of one of the renal carcinoma target genes, namely, p16INK4A, 
has been observed to be susceptible to oxidative stress by iron. Studies conducted for 
the expression of the said gene in cancerous mesothelial cell lines found its product, a 
cyclin-dependent kinase, to be absent in all the cells of asbestos.88

Ferrous ions are active in trace amounts89,90 and conversion of ferric to ferrous ions 
increases the free radical generation ability.91 When chelators remove these ions, as-
bestos fibers can neither generate hydroxyl ions89,90 nor damage DNA.74,75 Although 
ability of amphibole asbestos fibers to generate carboxy radicals is lost, they still have 
the potential to generate hydroxy radicals, so long as their crystal structure is intact.92 
Thus, various cellular effects observed due to iron-mediated free radical generation 
include increased fiber uptake by epithelial cells,93 lipid peroxidation,94,95 DNA oxida-
tion,96 tumor necrosis factor release along with cell apoptosis,84 and inactivation of 
epidermal growth factor receptor ErbB1.97

Co-carcinogenic effects of tobacco smoke along with asbestos also lead to excess 
ROS and RNS generation, cell injury, apoptosis, and persistent lung inflammation.82 
Excess generation of reactive oxidative species alters the metabolism and detoxifica-
tion of tobacco smoke carcinogen.98

12.2.2 Protein Adsorption Hypothesis

This hypothesis is based on the fact that the surface of asbestos fibers has high affin-
ity for proteins and molecules due to the presence of negative or positive changes on 
its surface. In some studies, proteins absorbed on asbestos surface were categorized 
as chromatin/nucleotide/RNA-binding proteins, ribosomal proteins, cytoprotective 
proteins, cytoskeleton-associated proteins, histones, and hemoglobin.99 Chrysotile 
that lack iron could probably concentrate iron by hemolytic activity and thereby in-
duce oxidative DNA damage. Chrysotile fibers with low concentration of iron or even 
in the absence of iron in their composition have been reported to yield ferruginous 
bodies by accumulation of iron from disruption of surrounding proteins such as ferri-
tin.7 These ferruginous bodies with amosite were shown to cause single-strand breaks 
in DNA.100 The normal iron homeostasis of body is also disrupted by accumulation of 
iron in this manner.101 Ferruginous bodies generated induce various organic changes 
in cells of lung tissues.102
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The biopersistence of chrysotile is less as compared to amphibole varieties due to 
selective leaching being more enhanced in the serpentine variety. This causes loss of 
magnesium due to phagocytosis by alveolar macrophages103,104 breaking it into short-
er fibers, which are readily cleared from the lungs.

12.2.3 Chromosome Tangling Hypothesis

This theory proposes that asbestos fibers can enter not only cytoplasm but also nu-
cleus and tangle with chromosomes during cell division.105 The specificity of tangling 
is a subject of in-depth research. Increased frequency of sister chromatid exchange 
and chromosomal aberrations were observed in blood lymphocytes of asbestos work-
ers106–108 and people exposed to it unintentionally, either as residents near asbestos 
mines and industries or as family members of asbestos workers.109,110

12.3 GENOTOXICITY STUDIES IN ANIMAL MODEL

Carcinogenesis is a multistage process consisting of genetic and epigenetic alterations. 
Asbestos-induced carcinomas have a latency period of 20–30 years before it is mani-
fested, following the first exposure to the fibers.17 During the latency period, gradual 
genetic and molecular alterations accumulate in the body system, such as activation 
of pathways related to resistance of apoptosis, acquired genetic instability, and angio-
genesis. Asbestos-related cancer studies have shown that fibers interfere with mitotic 
apparatus, leading to aneuploidy, polyploidy, or other chromosomal aberrations.111

Although asbestos is inactive as a gene mutagen in mammalian cells, it causes 
neoplastic transformation of treated cells.49,50 Neoplastic transformation of Syrian 
hamster embryo cells induced by chrysotile and crocidolite asbestos was dose-de-
pendent.112 Asbestos induces numerical and structural chromosomal aberrations, as 
shown by Oshimura et al.51 in Syrian hamster embryo cells. Diffuse malignant meso-
thelioma research in mammalian cells revealed complex karyotypes in chromosome-
banding patterns.113,114 Karyotypes showed structural rearrangements and extensive 
aneuploidy of chromosome, particularly of the short arm of chromosomes 1, 3, and 9 
and long arm of chromosome number 6. Most of the diffuse malignant mesothelioma 
studies showed loss of one copy of chromosome 22.115 Asbestos was shown to induce 
anaphase abnormalities, manifested as lagging chromosome, bridges, and sticky chro-
mosome.31,32 Trisomy of chromosome 11 in asbestos-transformed Syrian hamster cell 
is yet another reported result.116 Chromosomal changes in asbestos-treated normal 
human mesothelial cells alter their growth properties.57,117 Neoplastic transformation 
was induced in rat mesothelial cells in culture by asbestos.59,60

Asbestos-induced neoplastic transformation is a multistep process involving at 
least three heritable changes – induction of immortality, activation of transforming 
oncogenes, and inactivation of a tumor suppressor gene.118,119 In consistency with 
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the above fact, it was observed that H-ras oncogene was activated in approximately 
50% of Syrian hamster tumor cell lines.120 The ras gene is activated by point mutation 
and converts immortal preneoplastic cells to the tumorigenic state.118 The tumor sup-
presser genes are either lost or inactivated in neoplastic cells, thereby inducing tumor 
formation. Asbestos-induced immortal hamster cells lose some of the tumor suppres-
sor gene activity with successive passages.121

Studies carried out for diffuse malignant mesothelioma have brought to the fore-
front a number of results related to chromosomal changes. A major event associated 
with diffuse malignant mesothelioma is deletion or hypermethylation at CDKN2A/
ARF locus on chromosome 9p21, which carries three important tumor suppressor 
genes p15, p16INK4A, and p14ARF.113 Reports state that RASSFIA and GPC3 tumor 
suppressor genes are silenced, while another tumor suppressor gene NF2 is inactivat-
ed in diffuse malignant mesothelioma.122,123 Point mutations in p53 tumor suppressor 
gene and loss of heterozygosity were described in lung carcinoma of asbestos-exposed 
workers.98

Several studies conducted in asbestos-treated mesothelial cells have demonstrated 
base oxidation, DNA breakage (single- and double-stranded breakage), and distur-
bance in mitotic process,85,124,125 probably due to RO5/RNS production or phago-
cytosis of asbestos fibers. Apoptosis is induced in mesothelial cells126 and alveolar 
epithelial cells127 by generation of reactive oxidative species by asbestos. Induction of 
micronuclei has been reported in primary cultures of human mesothelial cells by Pose 
et al.128 Loss of heterozygosity129 centrosome amplifications and aneuploidy cell for-
mation were seen in asbestos-induced lung carcinoma cells.130 In vitro genotoxicity 
studies have demonstrated micronuclei formation and sister chromatid exchange in-
duction in Chinese hamster lung cells. While rats are more susceptible to lung cancer, 
hamsters show development of malignant pleural mesothelioma showing variation in 
species-generated effects.131

Asbestosis and lung cancer result because of culmination of a chain of events in-
duced by asbestos in alveolar macrophages.82 The fiber dusts cause secretion of cyto-
kine IL-1β, which triggers release of additional cytokine TNF-alpha, IL-6, and IL-8 
along with proliferation and activation of inflammatory response.82 Mineral fibers 
have been demonstrated as binding to certain integrin receptors on cells of lung tis-
sue and macrophages.132,133 Recent investigation identifies NALP3 inflammasome as 
a key intracellular sensor for sensing initial interactions of asbestos with macrophages 
in a genetically engineered mice.134

ROS/RNS-caused DNA damage studies showed that lesions such as 8-oxodeoxy-
guanosine or 8-oxoguanine were formed in the DNA of asbestos-exposed various hu-
man and animal cell lines.135–137 A correlation was established between concentration 
of 8-oxoguanine in DNA of white blood cells to time of asbestos exposure in a asbestos 
cohort study.138 Oxidative stress in chrysotile-exposed asbestos workers resulted in 
increased levels of DNA double-strand breaks.139 With respect to oxidative damage 
to DNA, recent research indicates that this may also probably be due to modification 
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or oxidation of cytosine base.140 The observation that myeloperoxidase activity was 
found in lungs of rodents exposed to asbestos141 has been attributed as a probable sec-
ondary mechanism responsible for altered epigenetic methylation profiles as seen in 
human malignant pleural mesothelioma.142

Recent research shows that mitochondria are a major cytoplasmic target of as-
bestos, initiating mitochondria-associated ROS generation that induces nuclear mu-
tagenic events and inflammatory signaling pathways in exposed cells.143 Appropriate 
concentration of diallylsulfide, a precursor of glutathione, was seen to protect cells 
against asbestos-induced toxicity. Glutathione protects cells against oxidative dam-
age.144 Asbestos was shown to induce TGF-β to stimulate secretion of βIgH3, a cell 
adhesion protein in human bronchial epithelial cells, which further abrogates the tu-
morigenic phenotype.145 Co-exposure of chrysotile with asbestos cement powder led 
to formation of micronuclei, thiobarbituric acid reactive substance (ROS) and also 
induced loss of viability in a concentration- and time-dependent manner in V79 cells, 
a Chinese hamster lung cell line.146 Chrysotile fibers were reported to induce deletions 
at red BA/gam loci in gpt delta transgenic mouse primary embryo fibroblasts.147 An 
association between asbestos-exposed lung tumors and genomic alterations in 19p13, 
2p16, and 9q33.1 chromosomes showing allelic imbalance is reported.148 Studies 
show that ferruginous bodies formed by adsorption of ferritin on asbestos fibers exerts 
peroxidase-like activity and shows cytotoxic activity against mesothelial cells, suggest-
ing an important aspect in asbestos-related diseases.149

Effects on the immune system were also mentioned in some research activities. 
A study of genome-wide gene–asbestos interactions in lung cancer suggest that two 
pathways of immune function regulation, namely, Fas signaling and antigen processing 
and presentation pathways might be important in the etiology of asbestos-related lung 
cancer.150 Mesothelioma patients show an overexpression of bcl-2 in CD4? peripheral 
T cells, plasma concentration of interleukin-10, and TGF-β and multiple overrepre-
sentation of T-cell receptor (TCR-Vβ) in peripheral CD3?T cells.151

Role of iron in asbestos-induced carcinogenesis was further strengthened when 
metal chelators, such as deferoxamine and phytic acid, and radical scavengers, such 
as superoxide dismutase, dimethylthiourea, and glutathione precursor Nacystelyn, 
could significantly reduce the number of crocidolite- and chrysotile-induced micro-
nuclei in human mesothelial cells by pretreatment and simultaneous treatment, re-
spectively.128

12.4 REMEDIATION

Despite the ban having been imposed by several countries on asbestos mining and 
use post WHO declaring it as a definite Group I carcinogen, many countries across 
the globe still continue its production, with Russia being one of the major produc-
ers. The main sufferers of asbestos-mediated health hazards are the mine and industry 
workers and people residing around these sites. With the aim of a probable solution to 
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the problem, researchers have been trying physical, and chemical, as well as biological 
remedies.

12.4.1 Physicochemical Methods

The first measures involve wet separation and proper ventilation of rooms containing 
sources of asbestos emission.74,75,152,153 Use of anionic surfactants, such as linear alkyl 
sulfonate and sodium lauryl sulfate, or nonionic surfactants, such as alcohol alkoxyl-
ates, alkyl phenol ethoxylates, and polyoxoethylene esters, to carry out wet removal of 
asbestos has been done.154 Asbestos exposure to environment can be further limited 
by using different binding media in solidification or cementation. Oxalic acid treat-
ment of asbestos coupled with power ultrasound treatment effectively reduced the 
asbestos fibers to nanosize but the toxicity was retained. Oxalic acid enhanced the re-
activity of chrysotile probably by modifying the fiber surface and exposing the poorly 
coordinated iron ions.155 Various other chemicals have been used for asbestos diges-
tion as well. But none of these methods could effectively reduce the carcinogenic ef-
fect of asbestos. Moreover, the methods are cumbersome, expensive, non-eco-friendly, 
and unable to carry out on site remediation efficiently. Some reports state that even in 
strongly acidic environments, the size of asbestos fibers is reduced to nanoscale but 
toxicity persists.156

12.4.2 Bioremediation

This method involves the use of naturally occurring microbes to detoxify or degrade 
pollutants in the environment. The probable bioremediators for any pollutant are 
generally found at sites contaminated with it. In a similar search, three fungal species, 
namely, Verticellum leptobactrum, Paecilomyces lilacinus, and Aspergillus fumigatus were 
isolated from serpentine rocks in Western Alps.157 Out of these three, V. leptobactrum 
was a rare species but abundant at these sites. This was therefore investigated as a pos-
sible bioweathering agent for asbestos.

As mentioned earlier in the discussion, that iron in asbestos composition is a major 
factor responsible for its carcinogenicity, removal or extraction of this would prove to 
be a solution. In vitro experiments have reported that various chelators can extract 
iron from fibers,158,159 modify its surface properties,89,90 and even promote disruption 
of several sublayers.160 Another important breakthrough was disruption of magnesia-
silicate framework of asbestos by the aposymbiotic lichen-forming fungus Xanthopar-
melia tinctina.161 The fungus Fusarium oxysporum could effectively extract iron from 
chrysotile, crocidolite, and amosite by siderophore secretion also.162 Although no sig-
nificant changes were observed in protein profiles of F. oxysporum following asbestos 
exposure, increased levels of few proteins suggest that some relevant metabolic path-
ways might have been induced in an effort to protect cells from oxidative stress.163 V. 
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leptobactrum was found to be an effective bioremediator with the ability of removing 
both iron162 and magnesium.164 Effect of fungal treatment varies with the type of as-
bestos being used. Removal of iron by fungi was more effective in crocidolite than in 
chrysotile. Analysis of chemical composition after fungal treatment of asbestos fibers 
showed that the fiber surface was modified to a much larger extent than the bulk.165 
Fungi were shown to release two types of chelators for extraction of iron from asbes-
tos: siderophores and organic acids.166 P. lilacinus was another potential fungus iden-
tified with the ability of mobilizing iron from crocidolite asbestos.165 The ability of 
fibers to generate free radicals after iron mobilization by fungi was studied extensively 
in various animal models.89,90,167 A decrease in toxicity was reported after fungal biore-
mediation of both crocidolite and chrysotile varieties of asbestos.160,168

12.5 CONCLUSION

Asbestos, as seen in the above discussion, acts by multiple mechanisms to induce 
carcinoma. Although fiber size and biopersistence are important factors in this mat-
ter, the presence of iron in its structure and also its ability to accumulate iron from 
surrounding proteins seem to direct the majority of the carcinoma causative factors. 
These mainly include free radical generation, chromosomal aberrations, cell transfor-
mation, and DNA breaks. Chromosomal aberrations induced may lead to suppression 
of tumor suppression genes or activation of proto-oncogenes.

The answer to asbestos-induced severe health hazard is a strict ban on asbestos 
mining and use all over the globe followed by decontamination of sites around defunct 
mines and industries using asbestos, by bioremediation strategies. With some fungal 
species already identified with this potential, the probability of bacterial and phytore-
mediation strategies to counter this problem hold ample scope for research.
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ABSTRACT

Metals and their alloys are continuously exposed to acid in the industrial process. Suc-
cessful enterprises cannot tolerate major corrosion failures and considerable efforts 
are made in corrosion control at the design stage and in the operational phase. The 
literature dealing with corrosion of aluminum and possibility of its prevention using 
eco-friendly inhibitors is examined. The inhibitor effectively secures the metal against 
corrosion attack. Most inhibitors are organic compounds containing oxygen, nitro-
gen, and sulfur. These compounds are adsorbed onto the metallic surface blocking the 
active corrosion sites. This paper discusses the efficiencies of nontoxic eco-friendly 
inhibitors to reduce the corrosion rate of aluminum.

13.1 INTRODUCTION

Aluminum and its alloys have high technological importance and a wide range of in-
dustrial applications. Aluminum alloys are considered as advanced materials in manu-
facturing of automobile radiators and air conditioners. The use of these materials in 
lightweight installations is widespread.

It must be noted that various corrosion inhibitors are being used for corrosion 
inhibition since 19th century. Inhibitors are substances that when added in small 
concentrations to corrosive media cause decrease in reaction of metal with media or 
prevent it. Among inhibitors, organic compounds act as good inhibitors due to the 
presence of hetero atoms like sulfur, nitrogen, and oxygen.1–7 These atoms coordinate 
with the corroding metal atom through their electrons. Due to this, protective films 
are formed on the surface of metal, and thus, corrosion is prevented. But the synthesis 
of such organic compounds is expensive, and is toxic and hazardous for human beings 
and the environment. Therefore, the use of chemical inhibitors should be limited and 
the development of nontoxic, eco-friendly, green inhibitors is regarded as a very im-
portant step in the present scenario of environmental threat.

The present paper discusses the efficiencies of nontoxic eco-friendly inhibitors to 
reduce the corrosion rate of aluminum. The inhibitive property has been found to be 
very encouraging.

13.2 ECO-FRIENDLY INHIBITORS USED AS CORROSION 
INHIBITORS FOR ALUMINUM

Several observational studies have been suggested about the applications of eco-
friendly inhibitors in corrosive environments. These compounds are nontoxic natural 
products of plant origin. To investigate the efficiency of these inhibitors, different ex-
perimental techniques, such as weight loss method, electrochemical impedance spec-
troscopy, potentiodynamic polarization, and Fourier transform infrared spectroscopy 
(FTIR), are being used.
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Among acid solutions, hydrochloric acid is one of the most widely used acids. Ef-
fects of nontoxic plant materials on the dissolution of aluminum were studied, and the 
findings are discussed in Table 13.1. From the studies, it is clear that the anticorrosive 
effect of plant materials varies in their mechanism of action. Natural products as cor-
rosion inhibitors are effective not only in the acid media but also very effective in the 
basic media too. Because of antiscaling ability, sulfuric acid has been used to clean the 
metals and its alloys. On the other hand, due to the necessity of corrosion protection 
of metals in this media, there are many researches in this media also.

TABLE 13.1 Eco-friendly Inhibitors for Corrosion Inhibition of Aluminum and Its Alloys

S 
No.

Medium Inhibitor Methodology Findings Ref. 
No.

1 0.5 M NaOH Hibiscus 
sabdariffa leaves 
(AEHSL)

Electrochemical mea-
surements

Mixed-type inhibitor, Lang-
muir and Dubinin–Radush-
kevich isotherm

8

2 2 M HCl Chromo-
laena odorata L. 
(LECO)

Gasometric and ther-
mometric techniques

Temp. 30–60°C

Langmuir adsorption iso-
therm. Applications in metal 
surface anodizing and surface 
coating in industries

9

3 HCl Ethanolic 
extract of the 
leaves of Ananas 
sativum

Weight loss and 
hydrogen evolution 
methods

Langmuir adsorption iso-
therm, activation energies 
(Ea), activation enthalpy (δo), 
and activation entropy (δo)

10

4 1 M HCl Ipomoea involu-
crata (IP)

Weight loss technique. 
Kinetic and thermo-
dynamic techniques. 
Temp. 30–60°C, KI 
and KSCN

Langmuir adsorption iso-
therm

11

5 pH 12 Hibiscus rosasi-
nensis (white)

Weight loss method, 
AC impedance and 
FTIR methods

Cathodic inhibitor 12

6 0.5 M HCl Azadirachia 
indica (AZI) 
plant

Potentiodynamic 
polarization and im-
pedance techniques

Freundlich adsorption 
isotherm

13

7 0.5 M 
NaCl + 2 M 
sodium 
hydroxide

Damsissa (Am-
brosia maritime 
L.)

Electrochemical 
techniques, chemical 
gasometry technique

Mixed-type inhibitor 14

8 0.5 M NaOH 
and H2SO4

Vigna un-
guiculata (VU) 
extract (agri-
cultural waste 
material)

Weight loss method, 
electrochemical stud-
ies. Temp. 30 and 60°C

Freundlich and Temkin 
adsorption isotherms, anodic 
inhibitor

15

9 NaOH Aqueous extract 
of garlic

Weight loss method, 
FTIR

The protective film was 
analyzed

16
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S 
No.

Medium Inhibitor Methodology Findings Ref. 
No.

10 HCl Peepal (Ficus 
religeosa)

Mass loss and thermo-
metric methods

IE dependent upon the con-
centrations of the inhibitor 
and the acid

17

11 HCl Carica papaya 
(CP) and Aza-
dirachta indica 
(AI)

Weight loss, thermo-
metric and hydrogen 
evolution techniques. 
Temp. 30–40°C

Freundlich, Temkin and 
Flory – Huggins adsorption 
isotherms, Ea, δGads and 
Qads values calculated

18

12 2.0 M HCl The mucilage 
extracted from 
the modified 
stems of prickly 
pears (opuntia)

Weight loss, thermom-
etry, hydrogen evolu-
tion and polarization 
techniques

Langmuir adsorption 
isotherm. Thermodynamic 
parameters were calculated

19

13 3% NaCl The third 
phenolic 
subfraction 
of Rosemary 
leaves extract

Potentiodynamic 
polarization curves, 
high-pressure liquid 
chromatography in 
the reverse phase 
(HPLCRP). Temp. 
25°C

Cathodic-type corrosion in-
hibitor, Freundlich adsorption 
isotherm

20

14 NaOH Abrus precato-
rius

Weight loss and polar-
ization techniques

Suitable adsorption isotherms 
were tested graphically

21

15 1 M HCl Root of ginseng Weight loss tech-
niques. Temp. 
30–60°C.

Freundlich adsorption 
isotherm, thermodynamic 
parameters calculated

9

16 0.5 M NaOH 
and H2SO4

Vigna unguicula-
ta (VU) extract

Weight loss tech-
niques, electrochemi-
cal techniques. Temp. 
30 and 60oC.

Freundlich and Temkin 
adsorption isotherms

22

17 2 M HCl and 
2 M KOH

Sansevieria 
trifasciata

Weight loss and 
hydrogen evolution 
methods

Physical adsorption, Freun-
dlich isotherm

23

18 2 M NaOH 
and 0.5 M 
NaCl

Damsissa Weight loss, electro-
chemical method

Mixed-type inhibitor, activa-
tion parameters calculated

14

19 5 M HCl Vanillin Weight loss mea-
surement, hydrogen 
evolution method, 
thermometry and po-
tentiostatic polariza-
tion techniques

Langmuir adsorption iso-
therm

24

20 0.2 N and 
0.5 N HCl

Mangifera indica Weight loss method Langmuir isotherm 1

Table 13.1 contd....
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13.3 RESULTS AND CONCLUSION

The review of literatures has revealed that the use of plant material for inhibition of 
corrosion of aluminum is an alternate to any other chemicals that harm the environ-
ment. Most of the eco-friendly inhibitors have high corrosion inhibition efficiency, but 
the magnitude of use of extracts of plant materials is more. The reason is that they are 
rich sources of naturally synthesized chemical compounds that are environmentally 
acceptable, inexpensive, readily available, and renewable sources of materials, and can 
also be extracted by simple procedures.2–7

The main mechanism of inhibition is found to be adsorption (physical and chemi-
cal). Physical adsorption results from electrostatic interaction between the charged 
centers of molecules and charged metal surface, which results in a dipole interaction 
of molecules and metal surface. But in chemisorptions, there is adsorption in which 
the surface atom of a catalyst is bound by electrostatic forces having about the same 
strength as chemical bonds.25,26 To detect these mechanisms, different parameters, 
such as activation energy, Arrhenius plots, surface irregularity, and Langmuir adsorp-
tion isotherm, are being studied.

Among corrosion inhibitors, the anticorrosion efficiency of eco-friendly inhibitors 
is found to be equal to or more than the synthetic inhibitors. Plant extracts can thus be 
emerged out as corrosion protector for aluminum in coming years that may lower the 
risk of even environmental pollution.
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ABSTRACT

Aligned multiwall carbon nanotubes were grown on thermally oxidized silicon, quartz, 
and sapphire substrates without a predeposition of a catalyst. They were grown by 
chemical vapor deposition at 980?C with benzene as precursor and ferrocene as cata-
lyst and had a length of several tens of microns. It was found that the order in which the 
precursor and catalyst were introduced during chemical vapor deposition determines 
the orientation of the nanotubes. Surface elemental analysis shows that the presence of 
catalyst particles on the substrate is essential for their vertical alignment. Transmission 
electron microscopy shows that the iron particles are embedded inside the nanotubes.

14.1 INTRODUCTION

Carbon nanotubes (CNTs) have drawn considerable attention due to their unique 
physical, chemical, and electronic properties.1–5 To exploit these properties for the 
realization of nanodevices,6–9 the alignment of CNTs on substrate materials is an es-
sential requirement. Vertically aligned CNTs can be used for the field electron emit-
ters,10 as chemical11 and biological sensors,12 in power applications,13 in spin transport 
studies,14 etc. The CNTs synthesized by methods using laser evaporation and arc dis-
charge result in randomly oriented CNTs.15,16 Chemical vapor deposition (CVD)11,17 
has become an important technique for the synthesis of CNTs because it is cheap and 
gives aligned growth on large areas. The diameter and density of the CNTs can also 
be tuned in this method. Here, we report a simple thermal-assisted CVD to grow the 
vertically aligned CNTs on substrates such as quartz, sapphire, and thermally oxidized 
silicon. The grown CNTs are multiwalled in nature. The vertical alignment of CNTs 
is associated with the presence of iron particles on the surface of the substrates during 
the growth. Moreover, when the precursor and the catalyst are introduced simultane-
ously, we obtain well-aligned tubes on many substrates, whereas when the precursor is 
introduced first followed by the catalyst, then a misaligned growth takes place.

14.2 EXPERIMENTAL

Sapphire, quartz, and thermally oxidized silicon substrates were used for the growth of 
CNTs. Each of these substrates was ultrasonically cleaned in isopropyl alcohol, acetone, 
and deionized water consecutively for 20 min each. After ultrasonication, the substrates 
were transferred in the CNT formation region of a quartz tube. Here, benzene was used 
as a source of carbon and ferrocene acted as a catalyst material. The precursor and the 
catalyst material were taken in the closed end of the quartz tube that was placed inside 
a horizontal single-zone furnace. The open end of the tube was connected to empty 
rubber bladder to collect the evolved gases. Argon gas atmosphere was created in the 
reaction tube when the set temperature was reached. After maintaining the temperature 
at 980?C for 2 h, it was cooled down to room temperature under ambient conditions.
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The morphology and the alignment of the CNTs were observed by scanning elec-
tron microscopy (SEM) Quanta 200. The surface elemental analysis was carried out 
using energy dispersive X-ray (EDX) analysis facility attached with Quanta 200. Ac-
celeration voltage of 25 kV was used for acquiring EDX spectra. High-resolution trans-
mission electron microscopy (HRTEM) FEI Technai F30 operating at 300  kV was 
used to investigate the structure and crystallinity of the CNTs. The overall crystallinity 
was characterized by micro-Raman spectroscopy, where 514.5 nm Ar ion laser line was 
used for excitation.

14.3 RESULTS AND DISCUSSION

14.3.1 SEM Analysis

Figure 14.1(a) and (b) shows the SEM images of the CNTs grown over the sapphire 
substrate. Very good vertical alignment can be seen here. In order to see the vertical 
alignment of CNTs, the trenches are made on the deposited film using a sharp tweezer. 
Some of the amorphous carbon formation can also be seen in these images. The length 
of the aligned CNTs is ?30 ?m, which is uniform over the whole surface.

FIGURE 14.1 SEM Images of Vertically Aligned CNTs Grown Over Sapphire Substrate in (a) 
One-End Region and (b) A Trenched Region.

14.3.2 Raman Study

Figure 14.2 shows the Raman spectra of the CNTs grown over sapphire substrate. 
Raman spectroscopy is a very useful tool to characterize the CNTs,18,19 as it tells the 
overall crystallinity as well as the type of CNTs. This spectrum shows two peaks of the 
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graphitic structure at 1354 and 1579 cm−1. The strong G-line peak at 1579 cm−1 is the 
indication of high-crystalline graphene layers, while the D-line peak at 1354 cm−1 tells 
about the existence of defective graphene layers such as amorphous carbon layers. If 
the graphene layers had waving structure or buckled structure, the intensity of G-line 
would become weak. From the prominent G-peak in Figure 14.2, we infer that the 
overall crystallinity of the CNTs prepared on the sapphire substrate is good, though a 
partly defective graphite structure is also observed.

FIGURE 14.2 Raman Spectra of the CNTs Deposited on Sapphire Substrate.

14.3.3 TEM Study

In order to investigate the structural aspects, we have undertaken a TEM study. For 
this study, some amount of the deposited material from the sapphire substrate was 
mixed with isopropyl alcohol by ultrasonication for 30 min to get a suspension of the 
CNTs. One drop from this suspension was dropped on a carbon grid, and the TEM 
images were taken, which are shown in Figure 14.3(a)–(d). Figure 14.3(a) shows the 
TEM image of CNTs at low magnification, and it can be seen that the CNTs are having 
varying range of diameters. The diameter of CNTs is considered to be determined by 
the catalyst particle size,20 which means that in the present case also, there is a distribu-
tion window of catalyst (Fe) cluster size. Multiwall nature of these CNTs can be seen 
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clearly in the HRTEM image (Fig. 14.3(b)). The HRTEM image in Figure 14.3(c) 
shows the embedded iron nanocluster inside the CNT. The inset in Figure 14.3(c) is 
the corresponding fast Fourier transform showing diffused rings for graphitic carbon 
layers and the diffraction spots for crystalline iron phase. Area shown by a rectangle in 
Figure 14.3(c) is magnified in Figure 14.3(d), where two kinds of lattice fringes can be 
seen. The distance between two consecutive lattice fringes in the upper portion of the 
image is about 0.34 nm corresponding to the graphite (002) planes, whereas the lat-
tice fringe spacing of about 0.2 nm in the lower portion is due to the (110) plane of the 
bcc-Fe crystal. These two regions are marked as CNT and Fe in Figure 14.3(d). The 
presence of bcc ?-Fe is observed in the X-ray diffraction pattern also. When catalyst 
(Fe cluster) gets chemically activated at elevated temperatures, the carbon atoms form 
a layer on it and the process continues. The growth of the carbon layers decreases the 
reactivity of the catalyst. Finally, when the catalyst is fully deactivated, further growth 
is not possible. Phase changes such as carbide formation at catalyst–carbon interface 
may also contribute to encapsulation as suggested by Pinheiro et al.21,22

FIGURE 14.3 TEM Images of the CNTs Synthesized Over Sapphire Substrate: (a) CNT 
Network Having Diameter 10–25 nm, (b) Single MWNT of ?25 nm Diameter Having Many Walls, 
(c) Embedded Iron Nanocluster in One of the MWCNT (the Inset Is the Fast Fourier Transform), 
and (d) High Magnification Image of the Area Shown by the Rectangle in (c).
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14.3.4 Alignment of CNTs on Substrates

Figures 14.4 and 14.5 show the alignment of CNTs on the quartz and the thermally 
oxidized silicon substrates. It can be seen that the alignment of CNTs depends on the 
type of substrates also. It may be due to different adhesion energy of Fe particles on the 
substrate surfaces and/or different surface diffusion rates of Fe clusters on these sub-
strates. It seems that the vertical alignment is the simplest case if catalyst particles are 
available all over the substrate. Van der Waals interaction between neighboring CNTs 
makes them grow straight in the vertical direction to form vertical arrays of CNTs.

FIGURE 14.4 SEM Images of CNTs Grown Over Quartz Substrate Showing Vertical Alignment 
in (a) One-End Region and (b) a Trenched Region.

FIGURE 14.5 SEM Images of CNTs on Thermally Oxidized Silicon Substrate Showing (a) 
Growth Perpendicular to the Surface and (b) Alignment in One of the Trenched Region.
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There are various reports on the vertical alignment of CNTs on catalyst predepos-
ited substrates.23,24 Shin et al.25 have studied the influence of morphology of Ni catalyst 
film on vertically aligned CNT growth. They found that the optimum grain size for the 
vertical alignment of CNTs is 30–60 nm. Kim et al.26 have examined the dependence 
of the vertically aligned growth of CNTs on the type of catalysts such as Fe, Co, and 
Ni nanoparticles. They found that Fe catalyst gave two times higher growth rate than 
Co and Ni catalysts over the temperature range of 900–1000?C and the growth rate 
increased by a factor of two for all catalysts, while increasing the temperature from 900 
to 1000?C. Report from Ward et al.27 showed that the patterned growth was strongly 
influenced by the surface states of substrates such as different materials, roughness, 
crystallinity, and porosity.

Metal-catalytic growth of CNTs is widely believed to proceed via solvation of car-
bon vapor into metal clusters, followed by precipitation of excess carbon in the form of 
nanotubes. Growth of the CNTs by means of the Fe cluster is the result of the surface 
energy minimization. Graphene formed during the decomposition of the precursors 
chemically adsorbs to the Fe cluster, reducing its surface energy. Maiti et al.28 proposed 
that when metal particles are of the same size or even smaller than the tube diameter, 
tube closure is prevented by movement of metal particles with the growing tip. This 
happens due to reactive dangling bonds at the tube tip, which are stabilized by the 
metal particles, and act as attraction sites for carbon adatoms.

14.3.5 EDX Analysis

In the literature, mostly it is found that the vertically aligned CNTs are grown on pre-
deposited catalyst particles. We have not deposited any catalyst particles prior to CNT 
deposition and still obtained a good vertical alignment. To check whether it was due 
to the presence of Fe particles on the surface of the substrates, CNT films were peeled 
off from the surface of the substrates, and EDX was taken for the identification of el-
emental composition. After the confirmation of the presence of the Fe on the substrate 
surface, we tried to investigate the role of the catalyst presence on the substrate for 
the vertical alignment using two methods of preparation of CNTs. In the first method 
M1, both precursors, benzene and ferrocene, are mixed together, in which catalyst par-
ticles are readily available in the reaction tube for the growth of CNTs. In the second 
method M2, benzene is decomposed first to form a carbon deposit and then ferrocene 
vapors, along with the precursor, are allowed to enter on the substrate area. CNTs are 
deposited on the substrate in both cases, but vertical alignment is found in the first 
case only. Figure 14.6 shows SEM images of the CNTs grown on the sapphire and the 
quartz substrates by the method M2. Here, vertical alignment did not take place, but 
only some random alignment was seen. The EDX spectra (not shown here) of the film 
surfaces of Figures 14.1 and 14.4 show the presence of carbon and iron, apart from 
aluminum and silicon, which comes from the contribution of the sapphire and the 
quartz substrates. Iron present in these samples is in the embedded form and can be 
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seen in the TEM image of Figure 14.3. To identify the elements present on the surface 
of the quartz substrates (Figs 14.4 and 14.6(b)), CNT film was peeled off from the 
substrates, and subsequently, EDX spectra at 25 kV were taken from this peeled-off 
region, which is shown in Figure 14.7.

FIGURE 14.6 SEM Images of the CNTs Grown (by M2 Method) Over (a) Sapphire Substrate 
and (b) Quartz Substrate.

FIGURE 14.7 EDX Spectra (at 25 kV) Taken From the Peeled-Off Portion of Quartz Substrate 
Sample Grown by (a) M1 Method (Fig. 14.4) and (b) M2 Method (Fig. 14.6(b)).

It is clear from these spectra that apart from the silicon and the oxygen peaks aris-
ing from the quartz substrate, iron (4.98 wt%) is also present when both ferrocene and 
benzene vapors are simultaneously available for the CNT growth (Fig. 14.7(a)). On 
the other hand, iron is not detected when ferrocene vapors are not available initially for 
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the CNT growth (Fig. 14.7(b)). The same trend is observed for other two substrates. 
It can be seen from Figure 14.6(a) and (b) that the alignment of CNT is not vertical, 
while a good vertical alignment can be seen in Figures 14.1 and 14.4. It is inferred 
from the above EDX spectra that the availability of iron particles on the surface of the 
substrates acts as a catalyst for the CNT deposition, which continues to grow in the 
vertical direction because of densely available iron particles on the whole substrate. 
In the second case, when ferrocene vapors are inserted after initial benzene decom-
position, carbon particles deposit first on the substrate and then iron vapors enter on 
the substrate, so vertical alignment is lost, and CNTs are deposited randomly. So, the 
availability of the catalyst particles in the beginning of the growth is important for the 
vertical alignment.

14.4 CONCLUSION

We have synthesized vertically aligned CNTs on sapphire, quartz, and thermally oxi-
dized silicon substrates by simple pyrolysis method without any predeposition of the 
catalyst particles. The grown multiwall CNTs are having well-graphitized layers. We 
suggest that our method is very simple, economic, and scalable for the realization of 
vertical alignment of CNTs on various substrates. Further, it is observed that the avail-
ability of iron particles in the beginning of the growth of CNTs on the sapphire and 
quartz substrate gives rise to vertical alignment. We believe that this may be true for 
other substrates and transition metal catalysts as well, but further investigations are 
required to confirm this.
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ABSTRACT

The mechanism of electrochemical process in machining has tremendous applications 
due to its promising commercial utilization in the manufacturing sector. The process is 
widely applicable for machining of complicated shapes on difficult-to-machine metals 
in micron dimensions. The process in commercial terms is referred as electrochemical 
machining (ECM). ECM is an anodic dissolution method through which workpiece 
material and tool electrode material are connected as anode and cathode. The process 
is capable of performing micromachining of harder materials, namely, geometrical fea-
tures such as groove, microholes, slits, and complex shapes. In the present paper, a 
review of basic principle working, process capability, and recent applications based on 
past research works have been discussed.

15.1 INTRODUCTION

Electrochemical machining (ECM) process is one of the noncontact advanced ma-
chining processes being widely used to cut difficult-to-machine engineering metals, 
with a restriction of the workpiece material to be electrically conductive.1 The cutting 
process in ECM is possible due to the flow of suitable electrolyte, namely, NaCl, NaC-
lO3, and NaNO3 within the machining zone, which removes the metal ions away from 
the workpiece material (anode) and tool (cathode). The cavity produced after the ma-
chining is the replica of the tool shape in ECM.2,3 The tool shape is often made of cop-
per, brass, and stainless steel. The electrolytes are pumped at very high rate through 
the passages within the machining gap. The power supply (DC) in the range of 5–24 V 
maintains the current density for metal removal.3–5

The applications of ECM process make a wide utility in manufacturing of turbine 
blades, jet-engine parts, engine castings, nozzles, and intricate geometrical features, 
namely, slit, groove, and holes.3,6 The process leaves a burr-free machined surface, re-
ducing thermal damages to the workpiece materials of hard materials. The principle 
mechanism working of ECM can be defined based on the principle of Faradays and 
Ohm.7,8 The theory can be described that an electrolyte cell is formed by the anode 
(workpiece material) and the cathode (tool) in the midst of a following electrolyte. 
The metal removal takes place by the controlled dissolution of the anode, accrued to 
the well-known Faradays law of electrolysis. When the electrode is connected to about 
20 V electric supply source, flow of current in the electrolyte is established due to posi-
tively charged ion being attracted toward cathode.8
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FIGURE 15.1 Schematic Diagram of ECM Process.2

Due to electrolysis process at cathode, hydroxyl ions are released, which combine 
with the metallic ions of anode to form insoluble metal hydroxide. The unwanted met-
al is thus removed in the form of sludge and precipitated in electrolytic cell.8,9

15.2 PROCESS CAPABILITY

ECM process is capable of accomplishing the machining of a wide variety of conduc-
tive difficult-to-machine metals,10 semiconductors, and metal-based composites.11,12 
Geometrical features of miniaturized dimensions can be cut using ECM. Surface finish 
values of the order of 100 nm can be achieved using ECM-finishing methods.3,13

The mechanical components fabricated using ECM are nowadays being widely 
used CNC systems so that production rate can be increased with high flexibility and 
parts of close tolerances. In ECM process, the most important parameters, which 
play an important role for precision machining of harder materials, are described in 
Section 15.3.

15.3 PROCESS PARAMETERS

15.3.1 Electrolytes

In ECM process, the selection of electrolytes largely depends on the physical, chemical, 
and mechanical properties of the workpiece material to be machined.3 The electrolytes 
selected for machining of metals can be acidic, basic, and neutral aqueous solutions.14
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15.3.2 Tools

In ECM process, tools are characterized as shaped and nonshaped tools.3 The basic 
important properties of ECM tool are good electrical, thermal conductivity, stiffness, 
and corrosion resistance. Normally, aluminum, copper, brass, and stainless steel are the 
recommended tool materials.

15.4 VARIANTS PROCESSES

• The variants of ECM process are as follows:8

• Electrochemical drilling
• Electrochemical grinding
• Jet electrochemical machining
• Wire electrochemical machining
• Electrochemical discharge machining
• Electrochemical honing
• Ultrasonic-assisted ECM
• Laser-assisted ECM

15.5 PAST WORK

In the present section, the literature review has been subdivided into three major re-
search areas, namely, research based on productivity, research based on tool shape de-
sign, and research based on micro-ECM process.

15.5.1 Research Based on Productivity

Researchers reported out some practical applications of ECM micromachining, which 
appears to be one of the promising and imminent ?-machining method, due to its large 
number of applications in industries. A ?-tool vibration system was developed, consist-
ing of tool-holding and microtool vibrating units. The author have made best efforts 
to improve performances, namely, material removal rate (MRR) and dimensional. 
Holes of smaller sizes were produced on thin copper workpiece materials by ECM 
with stainless-steel tool.15

Some investigations were carried out to study the effects of ECM process param-
eters on performances, namely, metal removal rate, surface roughness, and overcut. 
Parameters such as feed rate, electrolyte, flow rate of the electrolyte, and voltage were 
varied by using sodium chloride and sodium nitrate as electrolytes. The author con-
cluded that feed rate is the most important parameter that affects the MRR.16
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The author converses the role of NaCl-electrolyte in current-carrying processes in 
ECM of iron workpiece material. During the investigation, it was revealed that over-
voltage calculated with respect to gap and penetration rate indicated that a narrow 
range of equilibrium gap and penetration rate was permissible.17 Some works were 
conferred about the main benefits of the ECM, such as high stock removal rates and 
damage-free machined surface, which being repeatedly offset by the deprived dimen-
sional control. The state space methodology was applied to transform it into the con-
trol model relevant to an ECM control system established on a digital computer. The 
simulations have been made for the model verification and controller design.18

Some investigations were carried out on machining of Al workpiece material using 
ECM. Sodium chloride was used as an electrolyte at different current densities and 
was compared with the theoretical values for MRR. The researchers identified that 
the resistance of the NaCl-electrolyte solution decreased, with increasing current den-
sities.19 It was conveyed that ECM process has been successfully practical for cutting 
of quartz through wedge edged tool. Tool has been connected to cathode terminal, 
whereas workpiece material has been used as a tool. During the process, researchers 
have cut deep crater on the anode (as a tool) and workpiece interface due to the occur-
rence of chemical reaction.20

An attempt was made to construct a thermal model for the calculation of metal re-
moval rate during ECSM. Temperature distribution within zone of influence of single 
spark was obtained with the application of finite element method.21 It has been practi-
cally conversed about the MRR of Al workpiece material by ECM. Sodium chloride 
was chosen as an electrolyte for different current densities. It has been concluded by 
the author that over-voltage of the system initially increased and attained a saturation 
value with increased current.22

FIGURE 15.2 Hole Making Using ECM.23,24
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FIGURE 15.3 Microgroove Making Using ECM.25

FIGURE 15.4 Microslits Making Using wire ECM.26

FIGURE 15.5 Gear Making Using Wire ECM.3,27
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Scientists have suggested that the electrochemical spark machining process has 
been advantageous for cutting of high-strength metals. The spark energy and the ap-
proximate order of hydrogen gas bubble diameter were computed by the proposed 
valve theory.28 Rao et al. attempted to investigate the effects of parameters of electro-
chemical processes, namely, tool feed rate, electrolyte flow velocity, and voltage. Re-
sponses such as dimensional accuracy, tool life, MRR, and machining cost were ana-
lyzed. The objectives considered are dimensional accuracy, tool life, and the MRR.29

Results were shown by emphasizing on those structures of the expansion of math-
ematical model, which correlates the collaborative and higher-order impacts of various 
machining parameters, namely, MRR and the overcut phenomena, through response 
surface methodology. They highlight the mathematical models for analyzing the prop-
erties of various parameters on the cutting rate and overcut. The parameters can be 
used in order to accomplish maximization of the MRR and to minimize the overcut 
effects of shape features.30

15.5.2 Research Based on Tool Shape Design

Some results were deliberated about the actions for cathode as tool design during the 
ECM. The author developed and tested a new approach that overcomes these difficul-
ties by retaining a finite element method within an optimization formulation. Thus, a 
least-squares minimization of the deviation of the simulated anode workpiece material 
shape from that desired has been done.31

Some results on the research basis were conferred about the theoretical and ex-
perimental investigations, namely, the characteristic shape measurements of anode 
workpiece surface by the microfeatures of the cathode-tool electrode. This investiga-
tion included the study of electrochemical copying of slots, mini-holes, and insulating 
groove. The author concluded that micromachining capabilities of ECM processes 
have been increased, and the application of ultra-short pulse current and ultra-small 
gap size is recommended.32

Researchers discussed about the study of electrolyte flow during the ECM pro-
cess. Researchers attempt to identify the reasons, namely, insulation requirements and 
machined face considerations that could relate to other ECM components. Research-
ers observed that by adapting new electrodes for a casting gate increases the metal 
removal process.33

Some investigations were highlighted on accurate prediction of electrode shape 
for ECM. The author suggests a method using finite element method to design tool. 
This technique is proficient of designing three-dimensional freeform surface tool from 
the scanned data of work material. This results in high computing effectiveness, better 
accuracy, and supple boundary treatment for iterative procedure.34
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15.5.3 Research Based on μ-ECM

Researchers conferred about the ECM processes afford for drilling miniaturized holes 
with extremely smooth surface. Applications of current methods include aerospace, 
electronics, and micromechanics productions. Researchers highlight the expansions, 
new trends, and the effect of process parameters in influencing the eminence of the 
holes produced.23

Some studies on micro-ECM use ultra-short pulses; 0.1 M sulfuric acid was used 
as electrolyte. This has been found that to improve productivity, multiple electrodes 
were applied and multiple structures were machined simultaneously.35 A practical ap-
plication of ECM process using low-frequency vibration to the tool electrode and the 
effect of input parameters and machining conditions on the effectiveness of tool vibra-
tion during ECM were analyzed.36

The author has described about the application of ultra-short voltage pulses elec-
trochemical reactions, which can be used for nanometer accuracy, and allows for high 
precision machining of electrochemical active materials. The average potentials of 
tool electrode and workpiece material, corrosion of the workpiece, and position of the 
counter reaction of workpiece material dissolution were controlled during the inves-
tigation.37

It was discussed about the rare application of ECM in micromachining because the 
electric field is not localized. In this work, ultra-short pulses with tens of nanosecond 
duration are used to localize dissolution area. The effects of voltage, pulse duration, 
and pulse frequency on the localization distance were studied. High-quality microhole 
with 8 ?m diameter was drilled on 304 stainless steel foil with 20 ?m thickness used as 
workpiece.38

15.6 CONCLUSION

ECM process and its variant methods have resulted as the most cost-effective and ac-
curate machining processes in recent days. The ability to machine advanced materials 
has brought tremendous improvements in surface texture of produced geometrical 
features, namely, slot, groove, and hole.
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ABSTRACT

This report provides a review on quantitative structure–activity relationship (QSAR) 
modeling, approaches, and its various applications in biological systems. Quantum 
chemical methods and modeling techniques help in correlating a specific activity for a 
set of compounds with their structure-derived descriptors by means of a mathematical 
model. Such models have been widely applied in many fields including chemistry, bi-
ology, and environmental sciences. Computational tools or in silico method are cost-
effective approaches, which ultimately help in reducing the in vivo experiments on 
animals also. This study is mainly focused on the method for QSAR modeling as well 
as the method for systematic comparison of the theoretical molecular descriptors with 
experimental descriptors.

16.1 INTRODUCTION

In human behavior, one essential feature was observed that relies on comparison and 
classification for interpreting the observations. Similarly in quantitative structure–ac-
tivity relationship (QSAR) and quantitative structure–property relationship (QSPR) 
studies, assumptions are based on the structures of a molecule, such as its geometrical, 
steric, and electronic properties; it must contain the features that are responsible for its 
physical, chemical, and biological properties and depending on that we can be able to 
represent the chemical by more than one numeric descriptors. According to Rouvary, 
chemistry is like a human behavior in which comparison and classification are related 
to similarity between the two variables. This shows the ubiquitous nature of the simi-
larity concept. Periodic table is the one of the best examples for grouping the atoms 
together based on similarity. This statement clearly justifies that the QSAR and QSPR 
are the best options to examine the similarity between molecules, so that they can be 
classified and interpreted. According to Herndon and Berz, “Similarity, like beauty, 
lies in the eyes of the beholder,” which means that an organic chemist may also use 
other concepts to classify the molecules. Molecular descriptors are a molecular prop-
erty that acts as a concept to describe a molecule. In computational medicinal chemis-
try, hundreds of such descriptors are used to describe a molecular property over time. 
Molecular descriptors are simply counting the specific features of a molecule such as 
the number of hydrogen bond acceptor atoms. Log P is also used as one of the physico-
chemical parameters as descriptors, and others as topological and topographical indi-
ces, including the Wiener index, the Balaban index, the indices introduced by Randic, 
the Zagreb index, and the Hosoya index.

16.2 DEVELOPMENT OF QSAR MODEL

For constructing a QSAR/QSPR model (Fig. 16.1), two steps are mainly involved 
(Chanin Nantasenamat):
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i) Molecular description.
ii) Multivariate analysis for correlating the molecular descriptors with the ob-

served activities/properties of selected molecule.

Some intermediate steps involved are

i) Data preprocessing,
ii) Statistical evaluation.

FIGURE 16.1 Schematic Overview of QSAR Process.

16.2.1 Data Understanding

This is the initial and crucial step in QSAR/QSPR studies. First, the researcher must 
have to become familiar with the nature of the data undergoing the study and QSAR/
QSPR model construction, therefore reducing the unnecessary labor and errors 
that may occur. Before undergoing model construction, a researcher must have the 
thorough knowledge of literature on the relevant subject, including all its biological 
or chemical system of interest. First, exploring the data analysis that starts with the 
observation of the data matrix, particularly, the variables (molecular descriptors), its 
corresponding data types (characteristics or the kinds of data may be qualitative, i.e., 
categorical labels, or quantitative, i.e., arithmetic operations), and the data samples 
(each unique compound) (Chanin Nantasenamat).

16.2.2 Molecular Descriptors

Molecular descriptors are the chemical information that is encoded within the mo-
lecular structures for which various sets of algorithms are available. Descriptors are 
the essential information of a molecule in terms of its constitutional, hydrophobic, 
quantum chemical, lipophilicity, topological descriptors, etc. Various descriptors used 
in this study are found in various literatures1–7 and a more extensive treatment in the 
encyclopedia Handbook of Molecular Descriptors.8 These descriptors could be calcu-
lated using various quantum chemical software given in Table 16.1.
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TABLE 16.1

S. No. Software Reference

1 Gaussian Frisch et al.9

2 Spartan Wavefunction10

3 GAMESS Gordon and Schmidt,11 Schmidt et al.12

4 NW Chem Kendall et al.13

5 Jjaguar Schrödinger14

6 MOLCAS Karlström et al.15

7 Q-Chem Shao et al.16

8 Dalton Angeli et al.17

9 MOPAC Stewart18

10 DRAGON Talete srl,19 Tetko et al.20

11 CODESSA Katritzky et al.21

12 ADRIANA.Code Molecular Networks GmbH Computerchemie22

13 RECON Sukumar and Breneman23

After the calculation of molecular descriptors, it acts as an independent variable for 
constructing QSAR model further.

16.2.3 Modeled Activities/Properties

Various activities and properties that are calculated can be modeled by QSAR/QSPR 
as acting as dependent variables for the QSAR model. Calculated dependent variables 
are assumed to be influenced by various molecular descriptors, that is, independent 
variables. There are so many biological and chemical properties explored in QSAR 
studies (Table 16.2).

TABLE 16.2 Biological and Chemical Properties Explored in QSAR Studies (Chanin Nantasenamat)

Biological Properties Chemical Properties

a. Bioconcentration • Melting point

b. Carcinogenecity • Solubilitv

c. Mutagenecity • Stability

d. Biodegradation • Boiling point

e. Permeability • Dielectric constant

f. Pharmacokinetics • Diffusion constant

g. Drug metabolism, etc. • Reactivity, etc.
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16.2.4 Data Preprocessing

It is the most important part of data mining process. It helps in ensuring the integrity 
of the data set before proceeding further with data mining analysis. It is also called as 
input of useful data and output of unusual data method. For getting a reliable QSAR 
model, it is essential that data should be handled with care. First, eliminate the invalid 
character values and errors while collecting the raw data and try to collect full informa-
tion avoiding incomplete data that may cause trouble for data mining process. For re-
ducing the errors or variability in the range and distribution of each variable in the data 
set, statistical techniques such as min–max normalization or Z-score standardization 
were used Minimum and maximum values of each variable are adjusted to uniform 
range between 0 and 1 by the equation
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where χnormalized is the min–max normalized value, χi is the value of interest, χmin is the 
minimum value, and χmax is the maximum value.

In the case of Z-score standardization, the variable undergoing the study is sub-
jected to statistical operation to achieve mean center and unit variance by using the 
formula
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where stnd

ijχ  is the standardized value, χij represents the value of interest, jχ  represents 
the mean, and N is the sample size of the data set.

The above equation represents the difference of the value of interest and its mean 
followed by a division operation with the numerator, which acts as a variance.

16.2.5 Multivariate Analysis

In this approach, the relationship between independent variable (molecular descrip-
tors) and dependent variable (e.g., biological/chemical properties of interest) is quan-
titatively determined. In the classical approach, linear regression technique is involved 
by establishing the linear mathematical equation

 y = a0 + a1χ1 + … + anχn

where y is the dependent variable, a0 is the y-intercept or baseline value for the com-
pound data set, a1,…,an are the regression coefficients calculated from a set of train-
ing data in a supervised manner where the independent and dependent variables are 
known.
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This type of linear approach works well for biological/chemical systems, in which 
the phenomenon of interest is of linear nature. But in some cases, properties are not 
linear; in that case, nonlinear approaches are used in order to properly model such 
properties. Artificial neural network (ANN) is one of the most popular techniques 
used for nonlinear approaches. ANN approach works similarly as inner working of the 
brain, which is composed of interconnected neurons. It consists of input layer, hidden 
layer, and output layer. Input layer works for passing the information of the indepen-
dent variables into the ANN system. Number of neuronal units present in the input 
layer is equal to the number of independent variables in the data set. Information from 
the input layer is relayed to the hidden layer for pattern recognition processing and 
predictions will then be passed from the hidden layer to the output layer. Error is cal-
culated in a back propagation algorithm, which is derived from the difference between 
the predicted value and the actual value, and if it is acceptable, then the learning pro-
cess will stop or otherwise signals will be sent backward to the hidden layer for further 
processing and weight readjustments. This is performed until the solution is reached 
and finally learning is terminated.

16.2.6 Statistical Evaluation

For construction of a QSAR model, both model validation and statistical parameters 
are used. In model validation, we divide the data set into training set and testing set. 
Testing set is used for constructing a predictive model whose predictive performance 
is evaluated on the testing set. Internal performance can be assessed from predictive 
performance of the independent testing set that is unknown to the training model. 
For statistical evaluation, Pearson’s correlation coefficient (r) is the commonly used 
parameter that describes the degree of association between the two variables of inter-
est. The range −1 to + 1 is taken for the calculation of r value of two different variables 
of interest; this indicates a negative and positive correlation. Here, r is used to measure 
the correlation between experimental (x) and predicted (y) values of interest in order 
to observe the variability that exists between the variables. Calculation of r is carried 
out by the following equation:
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where rxy is the correlation coefficient between variables x and y, n is the sample size, 
x is the individual value of variable x, y is the individual value of variable y, xy is the 
product of variables x and y, x2 is the squared value of variable x, and y2 is the squared 
value of variable y.
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Root mean square (RMS) is used for evaluating the relative error of the QSAR 
model. It is calculated by the following equation:
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where x is the experimental value of the activity/property of interest, y is the predicted 
value of the activity/property of interest, and n is the sample size of the data set.

ANOVA is used for calculating F values. It is the ratio between the explained and 
the unexplained variance. To compare the performance of multiple QSAR models, the 
models should have the same set of compounds and descriptors. Each model yields a 
calculated F value, and the models having the highest value act as the best performing 
model.

16.2.7 Predictive QSAR Model

Tropsha is one of the commonly used approaches in the field of QSAR.24 Predictive 
QSAR model should have the following statistical characteristics:

q2 > 0.5

R2 > 0.6
2 2 2 2

0 0
2 2

( ) ( )
0.1 or 0.1

R R R R
R R
− − ′

< <

0.85 < k < 1.15  or  0.85 < k′ < 1.15

where q2 is the cross-validated explained variance, R2 is the coefficient of determina-
tion (where 2

0R  represent predicted versus observed activities and 2
0R′  represent ob-

served versus predicted activities), and slopes k and k′ are the regression lines passing 
through the origin.

16.2.8 Basic Requirements in QSAR Studies (Tanmoy Chakraborty 
2011)

i) All analogs belong to a congeneric series
ii) All analogs exert the same mechanism of action
iii) All analogs bind in a comparable manner
iv) The effects of isosteric replacement can be predicted
v) Binding affinity is correlated to interaction energies
vi) Biological activities are correlated to interaction energies
vii) Biological activities are correlated to binding affinity
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18.2.9 Specific QSAR Approaches

In QSAR studies, various approaches are found in the literature. Depending on the ob-
jectives to be reached by QSAR approaches, QSAR classifies, for example, which type 
of molecular property is modeled, type of molecular descriptors the model is com-
posed of, and the mathematical method or computational algorithm that is used to 
estimate the model parameters. Properties such as ADME (absorption, distribution, 
metabolism, and elimination properties) analysis, environmental QSAR, linear solva-
tion energy relationship (LSER), and binary QSAR are commonly used.

16.2.9.1 Hansch Approach

Corwin Hansch is the founder of modern QSAR. According to classic article by a 
comprehensive model, biological activity for a group of “congeneric” chemicals can 
be described as follows:

 50

1log a b cS d
C

π ε
 

= + + +  

where C is the toxicant concentration at which an endpoint is manifested (e.g., 50% 
mortality or effect) and is related to a hydrophobicity term, p is an electronic term, 
e is originally the Hammett substituent constant, S is a steric term (typically Taft’s 
substituent constant, Es), and d is the general additional term depending on the kind 
of property to be modeled.

Here, the parameter ?, which is the relative hydrophobicity of a substituent, was 
defined as

  p = log PX – log PH

where PX and PH represent the partition coefficients of a derivative and the parent 
molecule. It acts as a substituent constant denoting the difference in hydrophobicity 
between a parent compound and a substituted analog and is usually replaced by the 
more general molecular term the log of the 1 – octanol/water partition coefficient, 
log Kow or log P.

Hammett and Taft had contributed for the development of the QSAR paradigm 
by Hansch and Fujita, which combined the hydrophobic constants with Hammett’s 
electronic constants to yield the linear Hansch equation and its many extended forms.

16.2.9.2 Free–Wilson Approach

It is based on the assumption that a biological response can be modeled by various ad-
ditive substituents. First, a common skeleton for the chemical analogs is defined, then 
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the regression analysis is performed by considering S number of substitution sites Rs 
(s ? 1, S) and, for each site, a number Ns of different substituents. Hydrogen atoms are 
also considered as substituents if present in a substitution site of some compounds. 
Free–Wilson model is defined as

 0 1i
sy b s= + = ∑∑

where b0 is the intercept of the model corresponding to the average biological response 
calculated from the data set, bks are the regression coefficients, y acts as biological re-
sponse, which is usually used in the form log(1/C), and C is the concentration achiev-
ing a fixed effect. The regression coefficients bks of the Free–Wilson model give the im-
portance of each kth substituent in each sth site in increasing/decreasing the response 
with respect to the mean response, that is, the activity contribution of the substituent.

16.2.9.3 LSER Approach

LSERs approach is based on the effects of solvent–solute interactions on physico-
chemical properties and reactivity parameters. Generally, a property P of a species A in 
a solvent S can be expressed as

 ( )AS j
j

P AS= ϕ∑

where ϕj are complex functions of both solvents and solutes.
By assuming that these functions can be factorized in two contributions separately 

depending on solute and solvent, the property can be represented as

 
( ) ( )AS j j

j

P f A g S= ∑

where f is the function of the solute and g is the function of the solvent.
LSER is based on the possibility to study f and g functions, after a proper choice of 

the reference systems and properties. In LSER solution, property P is mainly depen-
dent on three factors: a cavity term, a polar term, and a hydrogen bond term:

 

intercept + cavity term + dipolarity .
polarizability term + hydrogen bond term

P =

16.2.10 Quantum Mechanical Descriptors

Quantum chemical molecular descriptors have been actively used in the QSAR studies 
of various biological systems. Nowadays, both quantum chemical methods and molec-
ular modeling techniques are used in large number of molecular and local quantities, 
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characterizing the reactivity, shape, and binding properties of a complete molecule, as 
well as the molecular fragments and substituents. Due to well-defined physical infor-
mation content encoded in large amounts in many theoretical descriptors, their use in 
the design of a training set in a QSAR study presents two main advantages:

i) Compounds and their substituents can be directly characterized only on the 
basis of their molecular structure.

ii) Proposed mechanism of action can be directly accounted for in terms of the 
chemical reactivity of the compounds under study.

Using modern computer hardware, power, and various advanced software enables 
one to calculate realistic quantum chemical molecular characteristics in a relatively 
short computational time. On the basis of the size of the molecular system selected for 
study, either the semiempirical or the ab initio level of algorithms would be applicable. 
In the case of ab initio model, Hamiltonians represent all nonrelativistic interactions 
between the nuclei and electrons in a molecule. The Hartree–Fock method employed 
in basic ab initio calculations is expected to provide better results, when using large 
basis set. Various ab initio methods beyond Hartree–Fock account for electron cor-
relation in a molecule configuration interaction, multiconfigurational self-consistent 
field (SCF), correlated pair many-electron theory, and its various coupled-cluster ap-
proximations, etc.

Semiempirical quantum chemical methods are more fast and applicable for the 
calculation of molecular descriptors of long series of structurally complex and large 
molecules. Various methods are developed within the mathematical framework of 
molecular orbital theory (SCF MO). The most popularly used semiempirical meth-
ods are Austin Model 1 and Parametric Model 3. Apart from them, the methods 
of computational resources algorithms based on density functional theory (DFT) 
were used.

Quantum chemically derived descriptors are fundamentally different from experi-
mentally measured quantities. In an experimental measurement, there is an increase 
in various statistical errors, but in case of quantum chemical calculations, chances of 
error are less. While using quantum chemistry-based descriptors with a different series 
of related compounds, the chances of computational error are considered to be ap-
proximately constant throughout the series. One of the drawbacks of using quantum 
chemical descriptors is the failure to directly address bulk effects. Various quantum 
chemical descriptors are mentioned below according to their various subdivisions:

i) Energy-related descriptors
ii) Electrostatic descriptors
iii) MO-related descriptors
iv) Quantum chemical modeling of empirical descriptors
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16.2.10.1 Energy-Related Descriptors

In energy-related descriptors, total energy of the molecule and its different partition-
ings can be used as theoretical molecular descriptors. The total energy (Etot) of a 
molecule is calculated by quantum mechanical method, which is usually referred as 
quantum mechanical standard state for the energy. According to Born–Oppenheimer 
approximation, it is written as
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The net atomic electron attraction energy for a given atomic species in the select-
ed molecule can be calculated by the MO method using the elements of the density 
matrix, the electron repulsion integrals (μυ/ls) and the nuclear–electron attraction 
integrals (μυls) on the given atomic basis. This energy describes the conformational 
changes, including various rotational properties and inversion process of a molecule, 
or detects the atomic reactivity in the molecule by describing the electron–electron 
repulsion or nuclear–electron attraction driven process. It may also specify the reactiv-
ity site or conformational changes in the molecule.

16.2.10.2 Electrostatic Descriptors

The calculation of molecular properties, especially in condensed media, is totally de-
pendent on intermolecular interactions. Mostly, electrostatic attractions and repul-
sions between two or more molecules or their different parts are due to intermolecular 
interactions. Such kind of electrostatic descriptors characterizing a molecule would be 
significantly important in determining its various properties. The charge distribution 
and the partial charges on atoms in the molecule can also be obtained by using quan-
tum chemical calculations. By using Shannon’s information theory, a more reliable 
charge distribution in the molecule can be obtained. For the development of QSAR/
QSPR equations, the most negative (minimum) and most positive (maximum) partial 
charges in the molecule or the minimum and maximum partial charges for particular 
types of atoms have been used as electrostatic descriptors. By quantum mechanical 
wave function, electrical moments and their components of a molecule can be calcu-
lated. Jurs et al. proposed charged partial surface area descriptors in terms of the sur-
face area of the whole molecule or its fragments and in terms of the charge distribution 
in the molecule.

16.2.10.3 MO-Related Descriptors

Various molecular descriptors, based on physical properties and chemical reactiv-
ity of molecules, are available depending on the information available within the 
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molecular orbital formalism. Highly occupied molecular orbital (HOMO) and low-
est unoccupied molecular orbital (LUMO) energies belong to quantum chemical 
descriptors Both the molecular orbitals determine the chemical reactivity of a com-
pound and the possible mechanism of a chemical reaction. The gap between the 
HOMO and LUMO has also been related to the chemical stability of compounds. 
Chemical hardness is dependent on HOMO–LUMO energy gap. It is expected that 
activation hardness is useful in distinguishing between the reaction rates at different 
sites in the molecule, which is also responsible for predicting orientation effects. 
Frontier molecular orbital (FMO) theory is based on the concept of superdelocaliz-
ability; it is an index characterizing the affinity of occupied and unoccupied orbitals 
in chemical reactions. Interaction of a compound with the nucleophilic center at the 
other reactant is considered in case of nucleophilic superdelocalizability, and in case 
of electrophilic delocalizability, interaction of a compound with the electrophilic 
center at another reagent is considered. Atomic nucleophilic (N′A), electrophilic 
(E′A), and one-electron (R′A) extreme values of reactivity indices for a given atomic 
species in the molecule have often been used as descriptors of molecular reactivity.

Description of donor–acceptor interactions between molecules is dependent on 
the electron density present in frontier orbitals of atoms. According to this approach, 
nucleophilic electron density, N

rf  (HOMO), of the donor molecule and electrophilic 
electron density, E

rf  (LUMO), of an acceptor molecule are mainly responsible for 
transferring the charges. Frontier electron densities can strictly be used only to de-
scribe the reactivity of different atoms in the same molecules.

16.2.10.4 Quantum Chemical Modeling of Empirical Descriptors

These empirical descriptors are very useful in the description of chemical reactivity 
as well as biological activity in many systems. In order to expand predictive power of 
the respective QSAR models, it would be beneficial to calculate the empirical descrip-
tors using some quantum mechanical characteristics of molecules. A large number of 
empirical molecular descriptors involve various solvent effects on different chemical 
or physical processes. QSAR and QSPR correlation equations are usually parametric, 
which involve the descriptors reflecting the polarity and the polarizability of the sol-
vent, its ability to act as an acceptor or a donor in a hydrogen bond, and the short-range 
dispersion and repulsion interactions. Log P, a hydrophobic parameter, can be referred 
as solvational characteristics because it is directly related to the change of free energy 
of solvation of a solute in two solvents. Linear solvatochromic relation descriptors 
have been shown to be successful for calculating a wide range of chemical and physical 
properties involving solute–solvent interactions as well as biological activities of com-
pounds. In case of theoretical linear solvation energy relationship (TLSER), descrip-
tors have been derived in case of wider selection of solvents. General form of TLSER is

 0 1 mc 2 3 4 5 6log( ) * a bc c V c c c c q c qγ π ε ε + −= + + + + + +
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where Vmc is the molecular van der Waals volume, p* is the polarizability term that is 
derived from polarization volume of a compound, eb is calculated as the difference 
in energy between LUMO of water and HOMO of the solute; q− is the most negative 
atomic charge in the solute molecule, ea is the energy difference between the HOMO 
of water and LUMO of solute, and q+ is the positive charge of H+ atom in the solute 
molecule.

16.2.11 Classification of Molecular Descriptors

Molecular descriptors are mainly subdivided into three different categories:

Various descriptors and their characteristics
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 16.3 DENSITY FUNCTIONAL THEORY

In the review of earlier research papers, it was proved that DFT played an important 
role in the development of quantum chemistry in the past decades. This shows that 
DFT revolutionized quantum chemistry, offering a computational technique that 
partly includes electron correlation at a much better quality/cost ratio as compared to 
the conventional post Hartree–Fock wave function methods.

DFT considers the electron density function ρ(r) as the carrier of all information 
on the properties of an atom, a molecule, and a cluster instead of the much more com-
plicated wave functions ψ (χ1, χ2,…,χN); it depends on the four spatial and spin coor-
dinates of all N number electrons of the system.

Hohenberg and Kohn had given the ingenious existence proof of the E–E (ρ) 
functional. This led to the modern DFT. Modern DFT states that each ρ(r) corre-
sponds with an energy value E.

Electron density is one of the most attractive in DFT study. There are two densi-
ties for spin polarized systems, ρ↑(r) (spin-up) and ρ↑(r) (spin-down) electrons, as 
opposed to many-particle wave function, which depends on 3N variables. According 
to Hohenberg and Kohn (1964), ground-state properties are functional of electron 
density ρ(r), which is the basic framework for modern density functional methods.

16.3.1 Hohenberg and Kohn Theorems

DFT field was born in 1964 with the publication of Hohenberg and Kohn’s paper 
(1964). In this theory, they proved that the following:

i) Stationary quantum mechanical system of each observable including energy 
can be calculated in principle exactly from the ground-state density alone.

ii) Using vibrational method involving only density ground state can be calcu-
lated.

According to Gross and Kurth (1994), original theorem refers to time-independent 
ground state, and it will be extended to excited states and time-dependent potentials.

This theorem states that for molecules in a nondegenerative ground state, the 
ground state molecular energy, wave function, and all other molecular electronic 
properties are uniquely determined by the ground-state electron probability density, 
ρ(x,y,z), which is a function of only three variables.

 E = Eo [ρ]  (It gives a functional relationship)

Alternatively, the first Hohenberg–Kohn theorem can be stated as follows: ρ(r) 
determines the external (due to nuclei potentials), and v(r) and ρ(r) determine N, the 
total number of electron through its normalization.

 ∫P(r)dr = N
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N and v(r) determine the molecular Hamiltonian, Hop, considering Born–Oppen-
heimer approximation, neglecting relativistic effects as

 Hopψ = Eψ

where E is the electronic energy, ψ is the wave function, and Hop is the Hamiltonian 
operator.

16.3.2 Kohn–Sham Theorem

If one knows the ground-state electron density ρo(r), the Hohenberg–Kohn theorem 
tells that it is possible in principle to calculate all the ground-state molecular properties 
from ρo. The Hohenberg–Kohn theorem does not tell how to calculate Eo from ρo or 
how to find ρo without finding the wave function. A key step to achieve these goals was 
given by Kohn and Sham (KS). A practical, orbital-state energy within the KS method 
is given by

 
o
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16.3.3 Conceptual DFT

Conceptual DFT mainly follows Parr’s dictum. According to Parr’s dictum, accurate 
calculation is not synonymous with useful interpretation. To calculate a molecule is 
not to understand it.

Three directions of DFT

For extracting chemically relevant concepts and principles from DFT, concep-
tual DFT is mainly used. Many of the chemical concepts and mechanisms have been 
derived within the scope of sensitivity functional theory. The DFT provides concep-
tually useful information about chemical reactivity and, most especially, the charge 
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transfer. Some potential density functional reactivity descriptors are chemical po-
tential (?), global hardness (?), and the local softness and Fukui functions. These 
descriptors are both global and local and have been introduced by Parr et al. Parr et 
al. discovered a new parameter, chemical potential (?) that has the potential bearing 
in theoretical chemistry. There are many applications of DFT in chemistry. One is in 
the calculation of properties of atoms and molecules. Another important use of DFT 
is in elucidating familiar chemical concepts. Parr et al. have been particularly active in 
this area. Chemical potential, electronegativity, and hardness are important chemical 
reactivity parameters that have been extensively used in understanding the molecular 
structure, properties, reactivity, bonding, and interactions.

16.3.4 Significance

i) Have a global approach.
ii) Take advantage of existing data.
iii) QSAR/QSPR is the scientific methodology in drug discovery and drug re-

search. This scientific approach conserves resources and accelerates the pro-
cess of development of new molecules for use as drugs, materials, additives, or 
for any other purpose.

iv) It establishes a direct relationship between structure and activity/property of 
bioactive compounds, with some theoretical as well as experimental descrip-
tors.

v) It predicts the activities of new chemicals.
vi) Time- and cost-saving potential.
vii) Used in drug designing.
viii) Shows the major role in medical sciences and also in pharmacy research.
ix) It fulfills the demands of a search for new chemical compounds to control 

various harmful infections/diseases.
x) It is also useful in catalysis process and protein/DNA functioning.
xi) Toxicity of a molecule/drug can be detected, which in turn can be detected by 

their structures.
xii) Catalyze the development of cost-effective and regulatory acceptable QSAR 

models in India by leveraging India’s IT strengths and technical scientific ex-
pertise.

xiii) Attract entrepreneurship to the area. Promote QSAR models developed in In-
dia.

xiv) Coordination with the GLP Laboratories in the use of QSAR models for deci-
sion-making.

v) Any other IT-based opportunity that may arise including as may be required 
by other groups.

vi) It develops a database of experts and expertise on QSAR and other computa-
tional techniques available in India.
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16.4 QUANTUM QSAR IN BIOLOGICAL SYSTEM

QSAR is the new emerging area in science. Quantum chemical molecular descriptors 
are actively used in the QSAR studies of biological activities. Some of the active areas 
are QSAR studies and studies of biological activities, which are discussed below.

16.4.1 In Recognizing the DNA Splice Junction Sites

DNA acts as the genetic material in each living organism. It consists of billions of 
nucleotides containing numerous genes, which can express several different types of 
proteins. DNA consists of exons and introns. Exons are the protein-coding regions, 
and introns are the noncoding regions. DNA undergoes transcription process and 
gives rise to mRNA; further, it undergoes translation process that ultimately gives rise 
to specific proteins. Splice junction sites are also present, and they act as boundaries 
where splicing occurs. Chanin et al. (2009) developed a computational approach for 
the recognition of DNA splice junction sites. They transformed the DNA sequences 
to sequences of binary numbers by converting each nucleotide’s adenine (A), tyrosine 
(T), guanine (G), and cytosine (C) as 0001, 0010, 0100, and 1000, respectively. Each 
entry of the data set describes information surrounding the splice junction site, mainly, 
15 nucleotides upstream and 32 nucleotides downstream. Approximately 1424 hu-
man DNA sequences data set is made by them that is divided into two portions: i) a 
training set of 1000 sequences and ii) a testing set of 424 sequences. Various types of 
predictive models were developed using three different types of learning algorithm, 
which consists of i) self-organizing map, ii) back propagation neural network, and iii) 
support vector machine.

16.4.2 Enzymatic Reactions

QSAR is also playing a role in various enzymatic reactions. Quantum chemically cal-
culated electrostatic or MO-related descriptors have been widely used. By using these 
descriptors, the complex formation between enzyme and substrate was also detected, 
and the chemical reactivity of the substrate at the site was also detected. According to 
the study carried out by Koopman and Hudson in 1967, interaction between the drug 
and receptor is due to either the charge or the orbital control. So, for the electrostatic 
interactions, atomic charges may be considered. MO-related characteristics character-
ize the covalent components of the interaction. Various models of electrostatic interac-
tions are applied for testing the several leucine aminopeptidase inhibitors interactions 
with the enzyme active site. Various electrostatic models together with the charges 
from electrostatic potentials also give the satisfactory correlation of electrostatic inter-
action energy with experimental activities of the inhibitors.

Various quantum mechanical molecular electrostatic potentials are also combined 
with ANNs for predicting the binding energy of several bioactive molecules with their 
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enzyme targets as well as for identifying the quantum mechanical features of inhibi-
tory molecules contributing for the binding.

16.4.3 In Medicinal Activity

In medicinal chemistry, QSAR plays a wider role. Quantum chemical molecular de-
scriptors are extensively used for various pharmacological activities of compounds. 
Electrostatic descriptors demonstrate the drug–receptor interactions at docking sites. 
Analysis can be based on the influence of electrostatic interactions on various physi-
cochemical properties, detecting the bioavailability of compounds. Data collected for 
a particular set of compounds are useful for developing respective QSPR and for com-
paring with the QSAR for its pharmacological action.

16.4.3.1 Antiviral Activities

For the development of QSARs, antiviral activities using quantum chemical descrip-
tors are also useful. 9-Benzylpurines antirhinoviral activity has been correlated with 
Huckel MO-generated electronic parameters and substituent constants. The equation 
for QSAR is

 50 2 4 4 LUMOlog(IC ) 6.044 2.056 0.873 – 0.289 – 0.094 – 2.323TR F E Eππ− = + +

where R2 = 0.684, S = 0.503, n = 50, and F = 19.
The above equation includes LUMO energy and the total p-electron energy  

( TEπ ) of the compounds as quantum chemical descriptors, where R and F are the 
Swain–Lupton resonance and field parameters, π is the hydrophobicity substituent 
constant at a given position in purine ring.

From this, it was interpreted that different serotypes of rhinovirus behave differ-
ently in terms of electronic parameters that inhibit their action.

16.4.3.2 Anticancer Activity

In anticancer activity, QSAR plays a very important part. A study has been made on 
a series of 4-alkynyl and 4-alkenyl-quinazolines and a series of N-4,6-pyrimidine-N-
alkyl-N′-phenyl ureas, which are two different series of anticancer tyrosine kinase in-
hibitors. According to the QSAR study, first series indicate that the activity is con-
trolled by the hydrophobicity of the molecules and molecular connectivity index of 
the substituent, and in the case of second series of compounds, the activity is found to 
be controlled by the molecular connectivity index of the substituent and some indica-
tor variables. Various anticancer activities were studied by the QSAR, for example, 
antiprostatic cancer activity, antibreast cancer activity, and antilung cancer activity.



300 | Research Methodology in Chemical Sciences

16.4.3.3 Antibacterial Activity

QSAR studies are also important for the study of antibacterial activities. A series of 
monocyclic ?-lactam antibiotics, which include atomic charges, bond orders, dipole 
moment, and others, are studied through QSAR. An in vitro study for antimycobacte-
rial activity against Mycobacterium tuberculosis was done by a series of N2-acyl isonico-
tinic acid hydrazides was synthesized and tested. The study found that the compound 
isonicotinic acid N′-tetradecanoyl-hydrazide was more active than the reference com-
pound, isoniazid. The results of antimicrobial activity of the synthesized compounds 
against S. aureus, B. subtilis, E. coli, C. albicans, and A. niger indicated that compounds 
with dichloro, hydroxyl, tri-iodo, and 2-tetradecanoyl substituents were the most ac-
tive ones. The multitarget QSAR model was found to be effective in describing the 
antimicrobial activity of N2-acyl isonicotinic acid hydrazides.

16.4.4 Bio and Nonbiodegradation

Various structure-based biodegradation estimation methods have been compared in a 
recent review of Raymond et al. in 2001. Degradation of various chemical compounds 
in environment is based on biodegradation. Biodegradation of organic chemicals in 
natural systems can be classified as primary (structural transformation that alters the 
molecular integrity), ultimate (conversion to inorganic compounds or normal meta-
bolic products), or acceptable (degradation to the extent that undesirable characteris-
tics are ameliorated). QSAR/QSPR studies presented in the literature focused mainly 
on primary and ultimate biodegradation. Biodegradability can be expressed in terms 
of half-lives, diverse biodegradation rates and rate constants, theoretical and biological 
oxygen demand, etc. In previous literature, primary or ultimate aerobic degradation is 
the commonly found correlated property. Various models exist for predicting the pro-
pensity of a chemical to biodegrade (readily biodegrades or persists) or some quantita-
tive measure of biodegradability such as rate constants.

16.4.5 Toxicity

For the prediction of toxicity, Hansh and Fujita initiated the development of analy-
sis by QSAR analysis. They demonstrated the relationship between biological activi-
ties and the hydrophobic, electronic, and steric properties of compounds. The main 
challenge in the prediction of toxicity is for the development of QSAR for diversified, 
problematic, and intricate data sets. Konemann et al. gave the classification method 
based on modes of action, and it was introduced with the concept of “baseline toxic-
ity” during the study of relationship between toxicity and the octanol–water partition 
coefficient for inert narcotic pollutants. According to their given concept, activity of 
chemicals with baseline toxicities depends on the hydrophobicity of compounds, and 
therefore, counted under nonpolar narcosis actors.
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16.4.6 General Conclusion

QSAR/QSPR is a new emerging area and will gain significant popularity in different 
research areas. Due to increased cost in research area mainly to the various experiments 
involved in research, mainly involving in in vivo studies, together with the increasing 
power of modern computers and their programs worked together in these direction. 
Mainly when the modern and complicated programs to precede, from purely empiri-
cal selection procedures from greater number of descriptors and to study the structural 
effects in physically meaningful ways, will be more exploiting.
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ABSTRACT

Lead is one of the oldest-established poisons existing and is known to be harmful 
to living system. Lead exposure continues to be a major health problem in popula-
tion of both developed and developing countries of Third World Nations. A research 
on the toxic effects of lead continues, and in the last decade, some new information 
on the manifold influences of this metal has emerged. These effects can be reduced 
by use of flavonoids such as Naringenin and Silymarin. Naringenin is considered to 
have a bioactive effect on human health as antioxidant, free radical scavenger, anti-
inflammatory, carbohydrate metabolism promoter, and immune system modulator; 
and Silymarin has been used medicinally to treat liver disorders, including acute and 
chronic viral hepatitis, toxin/drug-induced hepatitis, and cirrhosis and alcoholic liver 
diseases. These flavonoids can be used alone or in combination as dietary supplement 
to reverse lead poisoning.

17.1 INTRODUCTION

Lead is one of the oldest-established poisons existing and is known to be harmful to 
living system. Lead exposure continues to be a major health problem in population of 
both developed and developing countries of Third World Nations. A research on the 
toxic effects of lead continues, and in the last decade, some new information on the 
manifold influences of this metal has emerged.

Lead is a naturally occurring bluish-gray metal found in small amounts in the 
earth’s crust. Its atomic number is 82. It has four electrons in its valence shell, and 
its oxygen state is +2 rather than +4, as only two electrons are easily ionized. Lead 
can be found in all parts of our environment. It may exist in several species, including 
metallic, inorganic salt, inorganic oxide, and organic forms.1 The main source of lead 
is from human activities, including burning fossil fuels, mining, and manufacturing.2,3 
Lead has many applications, for example, in the production of batteries, ammunition, 
metal products (solder and pipes), and devices to shield X-rays. Demand for lead is 
reduced because of health concerns, so lead from gasoline, paints, ceramic products, 
caulking, and pipe solder has been reduced in recent years. Exposure to low-levels of 
Pb has been associated with behavioral abnormalities, learning impairment, decreased 
hearing, and impaired cognitive functions in humans and in experimental animals. Ex-
posure to lead could be due to (a) eating food or drinking water that contains lead. 
Earlier, water pipes in some older homes may contain lead solder, from which lead 
can leach out into the water. (b) Spending time in areas where lead-based paints have 
been used and are deteriorating. Deteriorating lead paint can contribute to lead dust. 
(c) Working in a job where lead is used or engaged in certain hobbies involving the 
use of lead such as stained glass, and (d) using health-care products or folk remedies 
that contain lead. Small children suffer from lead poisoning by eating lead-based paint 
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chips, chewing on objects painted with lead-based paint, or swallowing house dust or 
soil that contains lead.

Lead may diffuse into the body by various mechanisms such as ingestion through 
the intestines, inhalation by the lungs through the skin, or by direct swallowing and in-
gestion. The effects of lead are the same whether it enters the body through breathing 
or swallowing. Lead can adversely affect almost every organ and system in our body. 
The main target of lead toxicity is the nervous system, both in adults and in children. 
Early symptoms of lead neurotoxicity in both adults and children include irritability, 
fatigue, decreased attention span, memory loss, depression, and low level of cogni-
tive impairment (Table 17.1). It may also cause weakness in fingers, wrists, or ankles. 
As childhood exposure increases, behavioral symptoms of impulsiveness, inability to 
follow sequences of directions, decreased play activity, lowered IQ, and poor attentive-
ness are seen at PbBs of 10–35 g/dL.

TABLE 17.1 Acute and Chronic Symptoms of Lead Toxicity

Earlier Symptoms Symptoms of Chronic Exposure

• Diffuse muscle weakness • Abdominal pain/cramping

• General fatigue/lethargy • Nausea/vomiting

• Myalgia • Short-term memory loss

• Joint pain/arthritis • Depression

• Loss of appetite • Incordination

• Change in taste of food • Numbness and tingling in extremities

• Headache • Constipation

• Insomnia • Inability to concentrate

• Irritability • Impotence

• Diminished libido • Somnolence/severe lethargy

• Weight loss of 10 lbs • Abdominal colic

• Tremulousness

Lead exposure also causes small increase in blood pressure, particularly in middle-
aged and older people, and it can cause anemia. Exposure to high levels of lead can se-
verely damage the brain and kidney in adults or children and ultimately leads to death. 
In pregnant women, high levels of lead exposure may cause miscarriage. In men, it can 
damage the organs responsible for sperm production.

Poor nutrition, particularly inadequate intake of calcium and iron, is probably 
an important risk factor for poisoning. Children’s hand-to-mouth activity, increased 
respiratory rates, and intestinal absorption of lead make them more susceptible than 
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adults to lead exposure. A child who swallows large amounts of lead may develop blood 
anemia, severe stomachache, muscle weakness, and brain damage. Even at much lower 
levels such as 10  µg/dL of lead exposure, it can affect a child’s mental and physical 
growth. Lead exposure is more dangerous for young and unborn children. Harmful ef-
fects include premature births, learning difficulties, reduced growth in young children, 
and decreased mental ability in the infant. Some of these effects may persist beyond 
childhood. Symptoms of lead intoxication include anorexia, apathy, lethargy, anemia, 
decreased play activity, aggressiveness, and poor coordination.

Blood lead level (µg/dL) is the biologic index most often used as an indicator of 
recent lead exposure. Atomic absorption spectroscopy is used to measure the blood 
lead level. In addition to blood lead level, other lead exposure includes free erythrocyte 
protoporphyrin and zinc protoporphyrin; both are precursors of blood whose levels 
elevate upon moderate to high exposure to lead. However, these free erythrocyte and 
zinc protoporphyrins are neither sensitive enough nor specific enough to be used as 
primary indicators of lead exposure. Lead levels in plasma, urine, bone, and teeth (den-
tin lead) are less commonly used measures of exposure and body burden.

Lead is a divalent cation and binds strongly to sulfhydryl groups of the many or-
gans affected by lead, and the most vulnerable is central nervous system (CNS). Much 
of lead’s toxicity can be attributed to the alteration in enzymes and structural proteins, 
but this toxicant has many other targets. Toxic properties of lead are due to its ability 
to mimic or compete with calcium. At picomolar concentrations, lead competes suc-
cessfully with calcium, and thereby affects neuronal signaling. It inhibits the entry of 
calcium into cells. Uncoupled energy metabolism inhibited cellular respiration and 
altered calcium kinetics.

Attention has also been focused on the haem synthetic pathway, where the num-
ber of sites for lead activity is found. δ-Aminolevulinic acid dehydratase (δ-ALAD) is 
extremely sensitive to lead. Inhibition of this enzyme results in increased circulating 
aminolevulinic acid (ALA), which may account for some of the behavioral disorders 
seen in patients with porphyria and perhaps in lead toxicity.

Several mechanisms have been proposed for lead-induced abnormalities, but none 
have yet been defined explicitly. Disruption of a variety of biochemical processes rath-
er than a single mechanism is responsible for the toxicity.

Lead has three important biochemical properties that contribute to its toxic effects 
on humans.

• It is an electropositive metal with a high affinity for sulfhydryl groups, and thus 
inhibits sulfhydryl-dependent enzymes such as δ-aminolevulinic acid dehydra-
tase and ferrochelatase, which are essential for the synthesis of haem.

• Divalent lead acts in a manner similar to calcium and competitively inhibits its 
actions in important areas such as mitochondrial oxidative phosphorylation. In 
particular, lead impairs the intracellular messenger system normally regulated 
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by calcium, and thereby affects endocrine and neuronal function. Lead also 
changes the vasomotor action of smooth muscle by its effect on Ca-ATPase.

• Lead can affect the genetic transcription of DNA by interaction with nucleic 
acid-binding proteins with potential consequences for gene regulation.

Oxidative stress has been reported as one of the important mechanism of toxic ef-
fect of lead. Lead causes oxidative stress by inducing the generation of reactive oxygen 
species (ROS) and weakens the antioxidant defense system of cells. Depletion of cell’s 
major sulfhydryl reserves seems to be an important indirect mechanism for oxidative 
stress induced by lead. Lead irreversibly binds to the sulfhydryl group of proteins, 
causing impaired function. The disruption of reducing the status of tissue leads to 
the formation of ROS, which may damage the essential biomolecules such as protein, 
lipids, and DNA. In vivo generation of highly ROS, such as hydroxyl radical (HO•), 
hydrogen peroxide (H2O2), superoxide radical (O2

•), and lipid peroxide (LPO), after 
the lead exposure, may result in systematic mobilization and depletion of the cells’ 
intrinsic antioxidant defenses. At high levels, these ROS can be toxic to cells and may 
contribute to cellular dysfunction and poisoning. A significant decrease in the activity 
of superoxide dismutase (SOD), a free radical scavenger, and metalloenzyme (zinc/
copper) occurs due to an increase in lead concentration, thereby reducing the disposal 
of superoxide radicals. Significant depletion of other antioxidant enzymes, such as cat-
alase, GPx, and glutathione S-transferase (GST), also occurs. Catalase is an efficient 
decomposer of H2O2 and known to be susceptible to lead toxicity. Lead-induced de-
crease in GPx activity may arise as a consequence of impaired functional groups, such 
as GSH and NADPH- or selenium-mediated detoxification of toxic metals. While 
antioxidant enzyme GST is known to provide protection against oxidative stress, the 
inhibition of this enzyme on lead exposure might be due to the depletion in the status 
of tissue thiol moiety. These enzymes are important for maintaining critical balance in 
the glutathione redox state. The concentration of malondialdehyde (MDA), which is a 
reflection of endogenous lipid oxidation level, gets increased on lead exposure.

Lead-induced disruption of the pro-oxidant/antioxidant balance in lead-exposed 
tissue contributes to tissue injury via oxidative damage to critical biochemical vari-
ables, such as lipids, proteins, and DNA. Since oxidative stress is implicated in lead 
toxicity, a therapeutic strategy to increase the antioxidant capacity of cells may fortify 
the long-term effective treatment of its poisoning. This may be accomplished either by 
reducing the possibility of metal interacting with critical biomolecules and inducing 
oxidative damage or by bolstering the cells’ antioxidant defenses through endogenous 
supplementation of antioxidant molecules.

The most important initial aspect of management of lead poisoning is the removal 
of the patient from the source of exposure. One of the major focuses is to address the 
issue of recovery in altered biochemical variables in two major target sites (hemato-
poietic and neurological disorders), reducing body lead burden adopting few newer 
strategies with antioxidants.
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Flavonoids are polyphenolic compounds that are ubiquitous in nature. Over 4000 
flavonoids have been identified, many of which occur in fruits, vegetables, and bever-
ages (tea, coffee, beer, wine, and fruit drinks). The flavonoids have aroused consider-
able interest recently because of their potential beneficial effects on human health, and 
they have been reported to have antiviral, antiallergic, antiplatelet, anti-inflammatory, 
antitumor, and antioxidant activities.

Antioxidants are compounds that protect cells against the damaging effects of 
ROS, such as singlet oxygen, superoxide, peroxyl radicals, hydroxyl radicals, and per-
oxynitrite. An imbalance between antioxidants and ROS results in oxidative stress, 
leading to cellular damage. Flavonoids may help provide protection against these dis-
eases by contributing, along with antioxidant vitamins and enzymes, to the total anti-
oxidant defense system of the human body. Epidemiological studies have shown that 
flavonoid intake is inversely related to mortality from coronary heart disease and to the 
incidence of heart attacks. The capacity of flavonoids to act as antioxidants depends 
upon their molecular structure. The position of hydroxyl groups and other features in 
the chemical structure of flavonoids are important for their antioxidant and free radi-
cal scavenging activities.4

“Naringenin”, a flavanoid found in grapefruit juice, has been shown to have an 
inhibitory effect on the human cytochrome P450 isoform CYP1A2 that can change 
pharmacokinetics in a human (or orthologous) host of several popular drugs in an 
adverse manner, even resulting in carcinogens of otherwise harmless substances.5 Nar-
ingenin (Fig. 17.1) is considered to have a bioactive effect on human health as antioxi-
dant, free radical scavenger, anti-inflammatory, carbohydrate metabolism promoter, 
and immune system modulator. This substance has also been shown to reduce oxida-
tive damage to DNA in vitro. Scientists exposed cells to 80  μmol of naringenin per 
liter, for 24 h, and found that the amount of hydroxyl damage to the DNA was reduced 
by 24% in that very short period of time. A full glass of orange juice will supply about 
enough naringenin to achieve a concentration of about 0.5 μmol/L.

FIGURE 17.1 Chemical Structure of Naringenin.

“Silymarin”, a flavonolignan from the seeds of “milk thistle” (Silybum marianum), 
has been widely used from ancient times because of its excellent hepatoprotective ac-
tion. It is a mixture of mainly three flavonolignans: silybin, silidianin, and silychristine, 
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with silybin being the most active. Silymarin has been used medicinally to treat liver 
disorders, including acute and chronic viral hepatitis, toxin/drug-induced hepatitis, 
and cirrhosis and alcoholic liver diseases. Its mechanism of action includes inhibition 
of hepatotoxin binding to receptor sites on the hepatocyte membrane; reduction of 
glutathione oxidation to enhance its level in the liver and intestine; antioxidant activ-
ity; and stimulation of ribosomal RNA polymerase and subsequent protein synthesis, 
leading to enhanced hepatocyte regeneration.6

Silymarin (Fig. 17.2) is extracted using 95% ethanol, from the seeds of the milk 
thistle. The plant consists of approximately 70–80% of the silymarin flavonolignan 
and approximately 20–30% of a chemically undefined fraction, comprising mostly 
polymeric and oxidized polyphenolic compounds. The most prevalent component 
of the silymarin complex is silybin (50–60% of silymarin), which is the most active 
photochemical and is largely responsible for the claimed benefit of the silymarin. Be-
sides silybin, which is a mixture of two diastereomers (A and B) in approximately 1:1 
proportion, considerable amounts of other flavonolignans are present in the silymarin 
complex, namely, silychristin (20%), silydianin (10%), isosilybin (5%), and dehydro-
silybin, and a few flavonoids, mainly taxifolin. The seeds also contain betaine, trimeth-
ylglycine, and essential fatty acids that may contribute to silymarin's hepatoprotective 
and anti-inflammatory effects.7–9

FIGURE 17.2 Chemical Structure of Silymarin.

17.2 LITERATURE REVIEW

Lead is a metal of antiquity and is detectable in practically all phases of the inert envi-
ronment and in all biological systems, having widespread industrial applications. It is a 
highly toxic metal, the clinical manifestations of its toxicity are termed as “plumbism”, 
have been known since ancient times. Significant exposure to lead is an environmental 
threat to optimal health and to physical development in young children that affects all 
socioeconomic groups.1 Lead is widely distributed in nature. It is usually associated 
with other metals, particularly silver and zinc. Although, mined and used for centuries, 
galena still remains the principal source of lead today. Lead, a ubiquitous environmen-
tal toxin, induces a broad range of physiological, biochemical, and behavioral dysfunc-
tion. Its poisoning is thus an environmental disease, but it is also a disease of lifestyle. 
It is known to affect the structure and function of various organs and tissues.
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17.2.1 Physical and Chemical Properties

Lead is a member of Group IVB of the Periodic Table, together with tin, germanium, 
carbon, and silicon. The chemical symbol is Pb, from the Latin name plumbum. Other 
characteristics are given in Table 17.2.

TABLE 17.2 Physical and Chemical Properties of Lead

Name Lead

Symbol Pb

Atomic number 82

Atomic mass 207.2 amu

Melting point 327.5°C (600.65 K, 621.5°F)

Boiling point 1740.0°C (2013.15 K, 3164.0°F)

Number of protons/electrons 82

Number of neutrons 125

Crystal structure Cubic

Density at 293 K 11.34 g/cm3

Color Bluish

17.2.2 Chemical Forms of Lead

Lead is released into the environment in many different chemical forms, which deter-
mines its water solubility, types of chemical reactions that occur in the atmosphere, 
water, and soil, and the extent to which lead binds in soils.10

17.2.2.1 Inorganic Lead Compounds

Inorganic lead is without doubt one of the oldest occupational toxins, evidence of 
which can be found dating back to Roman times. The majority of compounds detect-
ed consist of the lead halides: lead bromide (PbBr2), lead chloride (PbCl2), lead bro-
mochloride (PbBrCl), the alpha and beta forms of the double salt lead bromochloride 
ammonium chloride (2PbBrCl·NH4Cl), lead sulfide (PbS), lead sulfate (PbSO4), and 
elemental lead.10 Another form emitted from mining operations and smelters is lead 
oxide.11 Once these lead compounds are present in the atmosphere, they are converted 
through chemical reactions into a large number of additional lead compounds. Some 
of the lead compounds identified in the atmosphere are 2PbBrCl·NH4Cl, PbSO4, 
lead carbonate (PbCO3), PbBr2, PbCl2, lead oxide (PbOx), lead hydroxychloride 
(Pb(OH)Cl), and lead (2PbO PbBrCl).10 Inorganic lead compounds are also found 
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in water and soil. The amount of lead in surface water depends on the pH and the dis-
solved salt content. In the environment, the divalent form (Pb2+) is the stable ionic 
form of lead.

17.2.2.2 Organic Lead Compounds

The tetra alkyl lead compounds, specifically tetraethyl lead (TEL) and tetramethyl 
lead (TML), are the primary organic lead compounds that were used as automotive 
gasoline additives. The phase-out of TEL and TML from automotive gasoline was 
initiated in the 1970s. These two compounds no longer are present in large amounts 
in the atmosphere; however, their degradation products still exist in the atmosphere. 
These compounds decompose rapidly to trialkyl and dialkyl lead compounds when 
exposed to sunlight and eventually degrade to inorganic lead oxides.11

In water, the TEL compounds are subject to photolysis and volatilization. The 
more volatile compounds are lost to the atmosphere by evaporation. In air, the degra-
dation process consists of trialkyl lead compounds degrading to dialkyl lead and finally 
to inorganic lead. Triethyl and trimethyl lead are more water soluble than are TEL 
or TML and therefore are more often detected in aquatic environments.11 Another 
source of organic lead in water is the conversion of inorganic lead to TML by microor-
ganisms living in anaerobic lake sediments.12 However, if the water over the sediments 
is aerobic, the TML will be oxidized, resulting in release of lesser amounts of TML to 
the water.

In soil, organic lead compounds such as TML and TEL may be converted to highly 
water-soluble compounds, such as the trialkyl lead oxides. These compounds could be 
subject to leaching from the soil.

17.2.3 Lead in the Environment

17.2.3.1 Occurrence

The level of lead in the earth’s crust is about 20 mg/kg. In the environment, it may 
be derived from either natural or anthropogenic sources. Most of the lead present 
was buried in subsurface deposits composed of a relatively inert (insoluble) form. 
As a consequence, humans and other living species have no known use for lead. The 
amount of lead on the earth’s crust is larger than might be predicted. One reason is 
that it was concentrated during the earth-forming process and a second is that it is 
the “sink” for radioactive decay of uranium and thorium. A lead sulfide containing ore 
found at the surface of the earth’s crust undergoes weathering to the mineral PbSO4 or 
“anglesite”. Further weathering may result in “cerrusite”, PbCO3. Lead and iron sulfide 
ore at the interface with unweathered ore, high in clay, is known as “jarosite”. Most lead 
in ore bodies is in the form of galena or cerrusite, both of which are attractive miner-
als. Lead has four common isotopes: lead-204, lead-206, lead-207, and lead-208. The 
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last three forms of lead result from the radioactive decay of thorium and two different 
isotopes of uranium. Lead is found with silver, and due to this reason, it is extensively 
mined. Lead is also found in conjunction with many other trace elements, especially 
with antimony.3

17.2.3.2 Environmental Sources

Although lead is ubiquitous in the environment of industrialized nations, the contribu-
tion of natural sources of lead to concentrations in the environment is low compared 
to the contribution from human activities.4 Through human activities such as mining, 
smelting, refining, manufacturing, and recycling, lead finds its way into the air, water, 
and surface soil. Lead-containing manufactured products (gasoline, paint, printing 
inks, lead water pipes, lead-glazed pottery, lead-soldered cans, battery casings, etc.) 
also contribute to the lead burden. Lead in contaminated soil and dust can find its way 
into the food and water supply.

The source of greatest concern is old housing, specifically houses once painted 
with products containing lead as a pigment. The chips and dust from peeling or crack-
ing leaded paint remain highly toxic. Sanding, scraping, or heating painted doors, win-
dows, stairs, or fences can release leaded dust into the air, where children and adults 
may breathe it in. Even vacuuming, sweeping, or walking can circulate the dust, which 
eventually gathers on the floor where it is accessible to infants and toddlers engaging 
in hand-to-mouth activity.5

Air

Lead is released to air by natural processes such as volcanic activity, forest fires, crustal 
weathering, and radioactive decay from radon. These natural contributions are of rela-
tively minor consequence. The vast majority of lead in the atmosphere results from 
human activity. The overall emissions of lead to air dropped significantly beginning in 
the 1970s and continuing until a complete ban on lead in fuel went into effect in 1996. 
When organic lead compounds are exposed to sunlight, they decompose rapidly to 
trialkyl and dialkyl lead compounds. These compounds eventually decompose to in-
organic lead oxides, through a combination of photolysis and reactions with hydroxyl 
radicals and ozone. The half-lives of TEL and TML in the summer are 2 and 9 h, re-
spectively, while in winter, both compounds have half-lives up to several days.11

The release of lead from paint to the local environment is an important source 
of environmental exposure. Lead carbonate was the most frequently used lead pig-
ment, and lead oxide and lead chromate also were common. Flaking or peeling of aging 
paint can be a major point source of environmental lead exposure, as well as sanding 
of painted surfaces during home renovation. By these processes, lead can become mo-
bilized in dust to the air and soil. In a pooled analysis of 12 epidemiological studies, 
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Lanphear et al.13 confirmed that lead-contaminated house dust was the major source 
of lead exposure to children.

Water

Lead enters groundwater from natural weathering of rocks and soil, indirectly from 
atmospheric fallout and directly from industrial sources. In water, organic lead com-
pounds undergo photolysis and volatilization. Degradation processes convert trialkyl 
lead to dialkyl lead and then to inorganic lead compounds.11 An additional and distinct 
hazard to the water supply is lead piping or lead solder in older plumbing systems. 
Areas with a supply of soft (acidic) water are more susceptible to release of lead from 
plumbing, which can result in levels of lead in drinking water high enough to have sig-
nificant effects on human health.14

Soil

The largest amount of lead released into the environment is released to land, predomi-
nantly to landfill sites. Lead-containing wastes result from ore production, household 
renovation, and remediation of lead paint, use of lead in ammunition, solder, weights, 
and bearing metals, and production of iron and steel. Although lead is now banned in 
motor fuels in the United States and several other countries, organic lead compounds 
continue to be present or actively deposited in the soil.

17.2.3.3 Occupational Exposure

The most common route of occupational exposure to lead is inhalation of lead fumes 
or leaded dusts in air and absorption of lead through the respiratory system. Lead also 
may be ingested and absorbed in the gastrointestinal tract. Absorption through the 
skin occurs with organic lead15 and possibly also with the more soluble species of inor-
ganic lead.16 The National Institute for Occupational Safety and Health has estimated 
that more than 3 million Americans potentially are occupationally exposed to some 
form of lead.17 Occupational exposure to lead may occur during the production of 
lead-acid batteries, in which grids are formed either by melting lead blocks and pour-
ing molten lead into molds or by feeding rolled sheets of lead through punch presses. 
A lead oxide paste also is applied into grid spaces. Leaded glassware is made by com-
bining lead oxide compounds with molten quartz. This process results in lead fumes 
and dusts, and glassblowing is an additional avenue for potential contact with lead. 
Production of pigments can involve lead oxide, lead carbonate, and lead chloride. Lead 
miners and mine workers are involved in the extraction, crushing, grinding, and con-
centration of lead.
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Workers in the plastics and vinyl industries may be exposed to lead when it is 
used as a stabilizing or coloring agent. Powdered pigments, such as lead chromate, are 
blended with plastic pellets and heated to form some plastic products. Similarly, lead 
has frequently been used in compounding rubber. Greater health awareness has led 
to reduction in applications of lead in plastics and rubber manufacture. Automobile-
repair workers may be exposed to lead through work around batteries and other parts, 
engine reconditioning, solder, and, until recently in the United States and several other 
countries, leaded gasoline. Lead continues to find application in the production of ca-
ble sheathing because of its workability, durability, and resistance to corrosion.

17.2.4 Lead Toxicity – Global Scenario

Despite being a dangerous toxin, lead also forms one of man’s most valuable commodi-
ties in present scenario. Occurring naturally in the environment, the metal is mined and 
processed in about 60 countries. The usage continues to increase and has risen from 
4 million tons per year. Of this, nearly 2 million tons per year are produced in Asia. 
Secondary production or recycling is now widely practiced and currently accounts for 
about 50% of usage worldwide. The main producers of lead mineral are China, Aus-
tralia, USA, Peru, Canada, and Mexico. These six countries produce three-quarters 
of world output. All industrialized nations use lead. The USA is by far the greatest 
consumer, most of it being used for batteries. Other major consumers are China, UK, 
Germany, Japan, Republic of Korea, France, and Italy, while Spain, Mexico, and Brazil 
use lesser amounts.18

In India, about 75% of total demand is from the domestic battery industries. De-
mand is growing at the rate of 6–7% per annum and will continue to grow in the near 
future.18 Annual demand for lead is nearly 1.60 lakh tones. When an ore body occurs 
at some depth below the surface, it must be mined by underground methods; in India, 
lead mines are found at Zawar, Rajpura –Dariba, and Rampura – Agucha, which are 
highly mechanized. The first two are underground mines. Rampura – Agucha is an 
opencast mine. There are small lead mines at Sargipalli and Agnigundala. In India, lead 
mines were commissioned in May 1991 together with a smelter at Chandeliya, which 
proved to be a significant step in reducing dependence on imports in the case of both 
the metals. China is a major world producer and important supplier of refined lead, 
ranking first in mine production followed by the United States, Canada, Germany, the 
United Kingdom, and Japan. In China, lead is produced mainly as a co-product of zinc.

Ten million people are estimated to be at risk of lead metal toxicity at identified 
sites. Lead continues to be a significant public health problem especially in develop-
ing countries, where there are considerable variations in the sources and pathways 
of exposure.18 For example, in many Latin American countries, leaded paint is not 
a significant source of recurrent exposure, whereas lead-glazed ceramics are such a 
source. Exposure attributable to miscellaneous sources may be even more significant 
than universal exposure associated with leaded petrol, especially for people living in 



Lead Toxicity and Flavonoids | 317

poverty. The situation is similar in other countries where industrialization is occur-
ring. In Dhaka, lead concentrations in airborne particulate matter averaged 453 ng/
m3 during the low rainfall season of November to January.19

Environmental levels of lead have been increasing for hundreds of years and are 
only just starting to decrease in response to greater awareness of its harmful effects. 
Today, much of the lead in circulation exists in car batteries, also called used lead-acid 
batteries (ULAB). Of the 6 million tons of lead that are used annually, approximately 
three-quarters go into the production of lead-acid batteries in which 97% are eventu-
ally recycled to regain the lead.20 Acute lead poisoning commonly results from people 
inhaling lead particles in dust or through ingestion of lead-contaminated dirt. This was 
the case around the Haina ULAB recycling facility in the Dominican Republic, where 
at least 28% of children required immediate treatment for lead exposure and 5% had 
blood lead levels that put them at risk for neurological damage.21 The extraordinary 
danger that lead poses was recently highlighted by a catastrophe in Dakar, Senegal, 
where between November 2007 and March 2008, 18 children died from acute lead 
poisoning due to lead dust and soil exposure from ULAB recycling. Until the con-
tamination was discovered, the main economic activity in the Dakar community of 
Thiaroye Sur Mer was ULAB recycling. Initial tests of children living in the area found 
an average blood lead level of 129.5 µg/dL, drastically exceeding the US Centres for 
Disease Control (CDC) and Prevention action level of 10 µg/dL.19 Once lead is on 
the ground, it can remain in the upper layer of soil for many years. Lead can migrate 
into ground water supplies, particularly in areas that receive acidic or “soft” rainwater. 
Furthermore, levels of lead can build up in plants and animals when the surrounding 
environment is contaminated.

Many developing countries have been actively engaged in lead reduction pro-
grams, particularly in respect of leaded petrol, “the mistake of the twentieth centu-
ry”. Bangladesh, China, Egypt, Haiti, Honduras, Hungary, India, Kuwait, Nicaragua, 
Malaysia, and Thailand have, for example, made dramatic efforts to phase out leaded 
petrol in recent years. Success in this endeavor requires government commitment, in-
centive policies, a broad consensus among stakeholders, and public understanding, 
acceptance, and support.

17.2.5 Biological Aspects of Lead Metabolism

17.2.5.1 Absorption

Lead may be absorbed into the body by ingestion,6,7 inhalation,8 or through skin.16 The 
absorption of lead from different sources is dependent on many factors, such as amount 
of lead presented to portals per unit time and the physical and chemical states in which 
lead is presented. It is also influenced by factors such as age and physiological status.

Most of the studies of ingested lead indicate that not more than 10% lead is ab-
sorbed from the gastrointestinal tract9 and maximum passes out in the feces. Intestinal 
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absorption of lead by children is much greater than in the adults. Nutritional iron defi-
ciency enhances lead toxicity, thereby giving concern that pregnant women and young 
children may be more susceptible to lead toxicity.22,23

17.2.5.2 Distribution and Retention

Blood contains lead in a nondiffusible form bound to erythrocytes and in a diffus-
ible form in plasma. Plasma occupies a central position in the distribution equilibrium 
and would be expected to reflect the concentration of lead in all the body tissues. In 
the absence of significant previous exposure, lead within red blood cells (RBCs) was 
found bound primarily to hemoglobin.24 Lead in blood is primarily bound to RBC 
(99%) rather than plasma.25 Within the cell, 50% is bound to hemoglobin and other 
to proteins.26 Iron deficiency is well documented to increase susceptibility to lead in-
toxication.5

FIGURE 17.3 Lead Metabolism.

Among body organs, the greatest percentage of lead is taken into the kidney fol-
lowed by the liver and the other soft tissues such as heart and brain, but the lead in the 
skeleton represents the major body fraction.27 Within the skeleton, lead is incorporat-
ed into the mineral in place of calcium. There it accounts for about 94–95% of the total 
body burden in adults and about 70% in young children.28 Lead is readily transferred 
across the placenta, and the concentration of lead in the blood of new-born children 
is similar to that of their mothers, suggesting that lead come into equilibrium between 
the mother and fetus and the increased mobilization of bone lead during pregnancy 
may also continue to increase.7,29,30 Lead also crosses the blood–brain barrier (BBB), 
and a study by Antonio et al.31 showed that the plasma lead fraction is in equilibrium 
with that in the cerebrospinal fluid (CSF). Assuming that the BBB is functioning nor-
mally, plasma lead concentration is a good indicator of CSF lead concentration, and 
therefore, this parameter is a reliable index of potential lead transfer to brain tissues.31 
A number of factors that are known to increase bone turnover, such as pregnancy, lac-
tation, chemotherapy, tumor infiltration of the bone, or postmenopausal osteoporo-
sis, may be associated with the mobilization of lead in stores, leading to chronic lead 
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toxicity. Hypothyroidism too is known to increase bone turnover; it has rarely been 
implicated in the pathogenesis of lead poisoning.

17.2.5.3 Excretion

Inorganic lead is not metabolized, and the excretion is low primarily through uri-
nary tract. Absorbed lead is eliminated primarily via the kidney in the urine (about 
76%) and to a lesser extent by the gastrointestinal tract (about 16%) through bili-
ary secretion.32 Other routes for elimination (hair, nails, sweat, and exfoliated skin) 
account for approximately 8%.33 Lead is also excreted in milk in concentrations 
of up to 12  µg/L. In general, lead is excreted very slowly from the body with its 
biological half-life estimated at 10 years, thus facilitating accumulation in the body 
(Fig. 17.3).

FIGURE 17.4 Sources and Route of Lead Exposure.

17.2.6 Clinical Effects of Lead Toxicity

Lead enters the system through various sources (Fig. 17.4) Lead is known to cause 
acute, subchronic, and chronic toxicity. The most commonly used biological marker 
is the concentration of lead in blood. The concentration of lead in plasma is very low 
and thus is not recommended.
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17.2.6.1 Acute Toxicity

Acute poisoning is uncommon. It results from inhalation of large quantities of lead due 
to occupational exposure among industrial workers and in children through ingestion 
of large oral dose from lead-based paint on toys. The clinical symptoms of acute poi-
soning are characterized by metallic taste, abdominal pain, vomiting, diarrhea, anemia, 
oliguria, collapse, and coma. Blood lead levels: Acute lead toxicity occurs at blood lev-
els of 100–120 µg/dL in adults and 80–100 µg/dL in children. The various symptoms 
are given in Table 17.3.

TABLE 17.3 General Signs and Symptoms of Lead Toxicity

Mild Moderate Severe

Myalgias Headache Encephalopathy

Irritability Tremor Motor neuropathy

Paresthesias Vomiting Seizures

Mild fatigue General fatigue Coma

Intermittent Diffuse-abdominal pain Abdominal colic

Abdominal pain Weight loss Lead lines

Lethargy Loss of libido Oliguria

Constipation

Adapted from case studies in environmental medicine: lead toxicity. Atlanta: 
Agency for Toxic Substances and Disease Registry, 1992.

17.2.6.2 Chronic Toxicity

This is more common and can be described in three stages of progression:

• The “early stage” is characterized by loss of appetite, weight loss, constipation, 
irritability, occasional vomiting, fatigue, weakness, gingival lining on gums, and 
anemia;

• The “second stage” is marked by intermittent vomiting, irritability, nervousness, 
tremors, and sensory disturbances in the extremities, most often accompanied 
by stippling of RBCs; and

• A “severe stage” of toxicity is characterized by persistent vomiting, encephalopa-
thy, lethargy, delirium, convulsions, and coma.
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17.2.7 Biochemical and Toxicological Effects

17.2.7.1 Impairment of Normal Metabolic Pathway

Lead is distributed in all cells. The biochemical basis for its toxicity is its ability to 
bind the biologically important molecules, thereby interfering with their function 
by a number of mechanisms. Enzymes may bind lead resulting in an adverse func-
tion. It binds to sulfhydryl and amide groups frequent components of enzymes, al-
tering their configuration and diminishing their activities. It may also compete with 
essential metallic cations for binding sites, inhibiting enzyme activity or altering the 
transport of essential cations such as calcium. At the subcellular level, the mitochon-
drion appears to be the main target organelle for toxic effects of lead in many tis-
sues.34 It has been reported to impair normal metabolic pathways in children at very 
low blood levels.35,36 At least three enzymes of the haem biosynthetic pathway are 
affected by lead, and at high blood lead levels, the decreased haem synthesis that 
results leads to decreased synthesis of hemoglobin. There is some evidence that ac-
cumulation of one of the intermediates, δ-ALA, exerts toxic effects on neural tissues 
through interference with the activity of the neurotransmitter gamma-amino-butyr-
ic acid (GABA).37

17.2.7.2 Toxic Effects of Lead on Organ Systems

Lead is a poison that affects virtually every system in the body. Children are more vul-
nerable to lead exposure than adults because of the frequent hand-to-mouth activity 
and a higher rate of intestinal absorption and retention. Lead is a cumulative poison. 
It produces a range of effects, primarily on the hematopoietic system, the nervous sys-
tem, and the kidneys.

17.2.7.3 Hematopoietic System

The relationship between lead and haem pathway enzymes has been well studied (Fig. 
17.5). This pathway is found in all cells. Three of the seven enzymes in the production 
of haem are downregulated by lead, resulting in the dose-dependent diminished pro-
duction of haem and in the accumulation of precursor molecule. The hematological 
effects of lead can be attributed to the combined effect of (a) inhibition of hemoglobin 
synthesis and (b) shortened life spans of circulating erythrocytes. These effects may 
result in anemia, which may be mild, hyper, chronic, and, sometimes, microcytic ane-
mia. Anemia is also associated with shortened RBCs life span. Basophilic stippling of 
RBC is a feature of lead-induced anemia. The adverse effects of lead appear even with 
blood concentration as low as 10 µg/dL.38,39

Lead inhibits many stages in the pathway of haem synthesis. δ-ALAD catalyzes 
the formation of prophobilinogen from δ-ALA and ferrochelatase, which incorporates 
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iron into protoporphyrin.40 It is suggested that the inhibition of ALAD can occur at 
blood lead as low as 5 µg/dL. At higher concentrations, ALAD inhibition is more pro-
nounced (90% at blood lead 55 µg/dL). ALA in urine has been used for many years as 
indicator of exposure, inhibition of hematopoiesis among industrial workers, and the 
diagnosis of lead poisoning. A significant correlation coefficient between lead in blood 
(and lead in urine) and ALA-U or ALA-D has been suggested.40,41

Ferrochelatase is the enzyme that catalyzes the incorporation of iron into the por-
phyrin ring. If as a result of lead toxicity, the enzyme is inhibited and its pathway is 
interrupted, or if adequate iron is not available, zinc is substituted for iron, and zinc 
protoporphyrin concentration is increased.42 The critical target, however, seems to 
be the enzyme’s haem synthesis, essential for the insertion of iron into the precursor, 
protoporphyrin IX. The major consequences of this effect, which have been evalu-
ated in both adults and children, are reduction of hemoglobin and the inhibition of 
cytochrome P450-dependent phase-I metabolism. Lead inhibits normal hemoprotein 
function in both respects, which results in basophilic stippling of erythrocytes related 
to clustering of ribosome and microcytosis. The threshold for this effect in children is 
approximately 15 µg/dL.38,43

FIGURE 17.5 Effects of Lead on Haem Synthesis Pathway (Source: Kelada et al., Am. J. 
Epidemiol., 154, 1–13, 2001).
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17.2.7.4 Renal Effects

Lead-induced chronic renal insufficiency may result in gout. A direct effect on the 
kidney of long-term lead exposure is nephropathy. Impairment of proximal tubular 
function manifests in aminoaciduria, glycosuria, and hyperphosphaturia (a Fanconi-
like syndrome). Overt effects of lead on the kidney in man and experimental animals, 
particularly the rat and mouse, begin with acute morphological changes consisting of 
nuclear inclusion bodies or lead protein complexes and ultrastructural changes in or-
ganelles, particularly mitochondria. Dysfunction of proximal renal tubules (Fanconi 
syndrome) as manifested by glycosuria, aminoaciduria, and hyperphosphaturia in the 
presence of hypophosphatemia and rickets was first noted in acute lead poisoning.44,45 
Long-term exposure to lead may give rise to the development of irreversible functional 
and morphological renal changes. This includes intense interstitial fibrosis, tubular at-
rophy, and dilation and the development of functional as well as ultrastructural chang-
es in renal tubular mitochondria.46,47

The symptoms resulting from lead poisoning are subtle, and often the patients 
remain asymptomatic until significant reductions of renal function have occurred. 
Chronic exposure to high levels of lead results in irreversible changes in the kidney, 
including interstitial fibrosis, tubular atrophy, glomerular sclerosis, and ultimately re-
nal failure. In general, individuals with blood lead levels of 60 µg/dL or more are at a 
definite risk of developing renal failure. Although, recently it has become evident that 
blood lead levels as low as 10 µg/dL, previously considered to be safe, may also be as-
sociated with renal functional abnormalities.

17.2.7.5 Neurological and Neurobehavioral Effects

The most vulnerable target of lead poisoning is the nervous system (Fig 17.6). In chil-
dren, neurological deficits have been documented at exposure levels once thought to 
cause no harmful effects. In addition to the lack of a precise threshold, childhood lead 
toxicity may have permanent effects.48,49 The effect of lead on cognitive and behav-
ioral development of the CNS is the critical effect on infants and children and is the 
focus for current prevention strategies.1

• Effects in children generally occur at lower blood lead levels than in adults.
• The developing nervous system in children can be affected adversely at blood 

lead levels of less than 10 g/dL.
• Neurological deficits, as well as other effects caused by lead poisoning, may be 

irreversible.
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FIGURE 17.6 Possible Mechanism of Lead-Induced Neurological Effects.

Generally recognized effect of lead on the CNS is encephalopathy. Headache, 
poor attention spam, irritability, loss of memory, and dullness are the early symptoms 
of the effects of lead exposure on the CNS. The developing nervous system of the 
child is more sensitive to lead-induced impairment. The most serious manifestation 
of lead poisoning is acute encephalopathy, the symptoms of which include persistent 
vomiting, ataxia, seizures, impaired consciousness, and coma. Survivors suffered a 
number of neurological complications such as mental retardation, deafness, blind-
ness, and convulsions. A chronic form of encephalopathy has also been described 
in which progressive mental retardation, loss of motor skills, and behavioral disor-
ders occur rather than the more precipitous symptoms seen in acute encephalopa-
thy.33,50,51 The primary effects of lead on the peripheral nervous system are reduced 
motor activity, muscular weakness, especially of the exterior muscles, tremor fatigue, 
and lack of muscular coordination.
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17.2.7.6 Reproductive Toxicity

Lead exerts its toxic effect directly on the developing fetus after gestation begins and 
indirectly on paternal or maternal physiology before and during the reproduction 
process.52 Several studies have been conducted on the association between lead ex-
posure and sterility, abortion, still births, and neonatal deaths, but little evidence is 
available as to whether subtoxic levels of lead affect fertility or cause fetal injuries in 
human.53,54 Increase in blood lead reduces semen volume, semen density, and counts 
of total motile and viable sperm, percentage of progressively motile sperm, levels of 
zinc, acid phosphatase, and citric acid and increases the percentage of pathological 
sperm.55,56

Abortions, miscarriages, and still births have also been reported among women 
working in lead industries. Prenatal exposure to lead has been associated with toxic 
effects on the fetus. These include reduced gestational age, birth weight, and adverse-
ly delayed cognitive development. Recent studies have suggested that a significant 
amount of bone lead is mobilized, enters the circulation during pregnancy and lacta-
tion, and crosses the placenta.

17.2.7.7 Effects on Bone

Lead in bone is of interest for two reasons. Bone is the largest depository of the body 
burden of lead, and second, it is now recognized that lead may in fact have an effect 
on bone metabolism. Current concern that lead in bone may be mobilized during a 
number of physiological and pathological conditions, such as age, endocrine status, 
osteoporosis, renal disease, and, in particular, during pregnancy and lactation57 has 
suggested that the dose/rate of lead exposure influences location and concentration 
of lead in different sites in bone, which may influence its availability for mobilization. 
Other factors are maternal age, gestation age, parity, and race. The major determinant 
for each of these factors is nutritional status, particularly dietary calcium. Gulson et 
al.58 have reviewed the possible mechanisms where by lead may directly or indirectly 
alter several aspects of bone cell function.57

17.2.7.8 Carcinogenic Effects

There are a number of experimental evidences where exposure to lead has been 
shown to cause renal tumors. Incidences of renal adenocarcinoma have been reported 
in lead-exposed animals depending upon length and severity of exposure.59 It is be-
lieved that males are more susceptible than females to lead-induced carcinomas. Not 
many epidemiological studies and no conclusive evidences, however, are available in 
the literature for the possible association between lead exposure and increased inci-
dence of cancer. One of the possible mechanisms suggested for such effects could be 
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related to transformation of disordered renal epithelial cell growth to renal cyst. Cells 
lining cysts become transformed and proliferate abnormally presumably in response 
to increased intracystic fluid volume. It can thus be suggested that following lead-
induced chronic renal failure contributes to an increase in renal adenocarcinomas.

17.2.7.9 Cardiovascular Disorders

Lead poisoning is associated with a number of morphological and biochemical chang-
es in the cardiovascular system. A number of factors seem to indicate that the associa-
tion between hypertension and blood lead is causal but doubts still exist on this point, 
in particular since epidemiological has had major shortcomings, i) these studies are 
mainly cross-sectional and very few prospective studies available in the literature and 
ii) these studies do not provide information on a number of relevant confounders. 
The pathophysiological mechanisms by which lead could induce vascular diseases are 
not clear. However, it could be attributed to i) inhibition of cytochrome P450 leading 
to the accumulation of lipids in vessel wall and ii) inhibition of SOD resulting in the 
elevation of serum of LPO levels, which is a serious risk factor for heart diseases. LPOs 
are also known to promote the adherence and aggregation of platelets in the vessels of 
the CNS, thereby initiating blood clotting and iii) lead-induced carcinogenicity. The 
clinical features of lead poisoning are depicted (Fig. 17.7). 

17.2.8 Mechanism of Lead-Induced Toxicity

17.2.8.1 Oxidative Stress

It has been observed that oxygen is both life-sustaining and life-threatening inhalant. 
During the past two decades, the evidence supporting the deleterious effects of oxy-
gen-free radicals in many pathological processes has grown considerably.60 Free radi-
cals may play an important role in several pathological conditions of the CNS where 
they directly injure tissue and their formation may also be a consequence of tissue 
injury. Recently, attention has also been focused on the contribution of oxygen-free 
radicals to brain dysfunction and brain cell death after brain injury such as cerebral 
ischemia and head trauma.61

Free radicals produce tissue damage through multiple mechanisms, including ex-
citotoxicity, metabolic dysfunction, and disturbance of intracellular calcium homeo-
stasis.62 A free radical is defined as an atom or molecule in a particular state with an 
unpaired electron in its outer orbit. The one-, two-, and three-electron reduction of 
molecular oxygen results in the formation of the superoxide radical (O2

•−), hydrogen 
peroxide (H2O2), and the hydroxyl radical, respectively.63
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FIGURE 17.7 Signs and Symptoms During Lead Exposure.

Lead-induced oxidative stress

Oxidative stress has been reported as one of the important mechanisms of toxic effect 
of lead. Lead causes oxidative stress (Fig. 17.8) by inducing the generation of ROS 
and weakens the antioxidant defense system of cells.64,65 Depletion of cell’s major 
sulfhydryl reserves seems to be an important indirect mechanism for oxidative stress 
induced by lead. Lead irreversibly binds to the sulfhydryl group of proteins, causing 
impaired function. The disruption of reducing status of tissue leads to the formation 
of ROS, which may damage essential biomolecules such as protein, lipids, and DNA.

In vivo generation of highly ROS, such as hydroxyl radical (HO•), hydrogen per-
oxide (H2O2), superoxide radical (O2

•), and LPO, the aftermath of lead exposure, 
may result in systematic mobilization and depletion of the cells’ intrinsic antioxidant 
defenses. At high levels, these ROS can be toxic to cells and may contribute to cellular 
dysfunction and poisoning.66 Significant depletion of other antioxidant enzymes, such 
as catalase, GPx, and GST, also occur. Catalase is an efficient decomposer of H2O2 and 
known to be susceptible to lead toxicity.67 Lead-induced decrease in GPx activity may 
arise as a consequence of impaired functional groups such as GSH and NADPH- or 
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selenium-mediated detoxification of toxic metals. While, antioxidant enzyme GST is 
known to provide protection against oxidative stress and the inhibition of this enzyme 
on lead exposure might be due to the depletion in the status of tissue thiol moiety. 
These enzymes are important for maintaining critical balance in the glutathione redox 
state. The concentration of MDA, which is a reflection of endogenous lipid oxidation 
level, gets increased on lead exposure.

FIGURE 17.8 Lead-Induced Oxidative Stress and Cell Death.

Production of GSH is considered to be the first line of defense against oxidative in-
jury and free radical generation, where GSH functions as a scavenger and a co-factor in 
metabolic detoxification.68 GSH has carboxylic groups, an amino group, a sulfhydryl 
group, and two peptide linkages as sites for the reaction of lead. Its functional group, 
–SH, plays an important role in lead binding.

17.2.8.2 Ionic Mechanism

Interaction with essential elements has been assigned to be one of the possible mecha-
nisms of lead-induced toxicity. Various studies have shown that lead has an inhibitory 
effect on the peripheral nervous system through stimulus-coupled or calcium-depen-
dent release of acetylcholine.69 Lead has diverse and complex action on calcium mes-
senger system, emphasizing the importance of this pathway as a key molecular and 
cellular target of lead toxicity. Lead substitutes for calcium in affecting the activity 
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of second messengers. Calmodulin, activated by calcium, stimulates several protein 
kinases, cyclic AMP, and phosphodiesterase and affects potassium channels.70 Lead 
also has its effect on sodium concentrations. Synaptosomes prepared from rodents 
exposed to lead in vivo demonstrate inhibition of sodium-dependent high-affinity up-
take of choline, dopamine, and GABA.71

17.2.8.3 Apoptosis

Apoptosis (programmed cell death) can be induced by a variety of stimuli. Apoptosis 
occurs when a cell activates an internally encoded suicide program as a response to 
either intrinsic or extrinsic signals. One of the better characterized apoptotic cascade 
pathways has mitochondrial dysfunction as its initiator. Mitochondrial dysfunction 
initiated by the opening of the mitochondrial transition pore leads to mitochondrial 
depolarization, release of cytochrome C, activation of a variety of caspases, and cleav-
age of downstream death effect or proteins and ultimately results in apoptotic cell 
death. While, a variety of stimuli can trigger opening of the mitochondrial transition 
pore and cause apoptosis, a sustained intracellular increase in Ca2+ is one of the better-
known triggers; accumulation of lead is another. Lead disrupts calcium homeostasis, 
causing a marked accumulation of calcium in lead-exposed cells.50 Lead, in nanomolar 
concentrations, also induces mitochondrial release of calcium thus initiating apopto-
sis.72 A summary of the different mechanisms involved in lead induced toxicity is pre-
sented in Fig. 17.9. 

FIGURE 17.9 Lead-Induced Toxicity by Different Mechanisms.
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17.2.9 Clinical Biochemical Indicators

Inhibition of blood δ-ALAD activity, increased uptake of blood lead, and enhanced 
urinary excretion of lead and δ-ALA are the most essential diagnostic tests of lead poi-
soning. Other tests including blood hemoglobin, basophilic granulation of RBCs, and 
blood zinc protoporphyrin can also provide some essential information. Lead in urine 
is less often used as an indicator of exposure. The urinary excretion of lead increases 
immediately after exposure and thus could be considered as an indicator for recent 
lead intake. Urinary lead excretion depends on various factors and also varies with 
time besides no direct conclusion about the pattern of exposure could be drawn from 
urinary lead excretion. A total of 95% of the absorbed lead is incorporated in the bone 
and skeleton. Half-time of the bone lead is more than 10 years and thus could be a use-
ful tool for estimating long-term integrated lead exposure. However, performing bone 
biopsies is difficult, and thus, this test is not generally used for large surveys.

Radiological examination could be a tool for diagnosing acute lead poisoning as it 
may reveal radiographic evidence of paint chip ingestion in children but this could not 
be a sensitive method. Neurobehavioral testing could also be useful as this may reflect 
changes in perceptual motor speed and memory deficits that are characteristic of lead 
toxicity.

17.2.10 Therapies and Prevention Against Lead Toxicity

17.2.10.1 Role of Flavonoids

Antioxidants are compounds that protect cells against the damaging effects of ROS, 
such as singlet oxygen, superoxide, peroxyl radicals, hydroxyl radicals, and peroxyni-
trite. An imbalance between antioxidants and ROS results in oxidative stress, leading 
to cellular damage. Oxidative stress has been linked to cancer, aging, atherosclerosis, 
ischemic injury, inflammation, and neurodegenerative diseases (Parkinson's and Al-
zheimer's). Flavonoids may help provide protection against these diseases by contrib-
uting, along with antioxidant vitamins and enzymes, to the total antioxidant defense 
system of the human body. Epidemiological studies have shown that flavonoid intake 
is inversely related to mortality from coronary heart disease and to the incidence of 
heart attacks. However, recent studies have demonstrated that flavonoids found in 
fruits and vegetables may also act as antioxidants.73

Flavonoid is any member of a class of widely distributed biological natural prod-
ucts containing aromatic heterocyclic skeleton of flavan (2-phenylbenzopyran). Gen-
erally, flavonoids are biological pigments providing colors to the plants. Flavonoids are 
a class of secondary plant phenolics with significant antioxidant and chelating proper-
ties. In the human diet, they are most concentrated in fruits, vegetables, wines, teas, 
and cocoa. Flavonoids, such as quercetin, silymarin, hesperetin, naringenin, and epi-
catechin, have been proposed to exert beneficial effects in a multitude of disease states 
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including cancer, cardiovascular disease, and neurodegenerative disorders. Many of 
the biological actions of flavonoids have been attributed to their antioxidant proper-
ties. Flavonoids are ideal scavengers of peroxyl radicals due to their favorable reduc-
tion potentials relative to alkyl peroxyl radicals, and thus, they are effective inhibitors 
of lipid peroxidation. Due to the hydrogen (electron)-donating ability of a flavonoid 
molecule, they act to scavenge a reactive radical species and are primarily associated 
with the presence of a B-ring catechol group.74 One important structural feature that is 
partly responsible for the antioxidant properties of flavonoids involves the presence of 
2, 3 unsaturation in conjugation with a 4-oxo group in the C-ring. In addition, the pres-
ence of functional groups involving both hydroxyl groups of ring-B and the 5-hydroxy 
group of ring-A are all important contributors in the ability of flavonoids to chelate 
redox-active metals, and thus prevent catalytic breakdown of hydrogen peroxide.63 In 
addition to free radical scavenger, flavonoids can also act as carcinogen inactivators, in-
hibition of tumor cell growth, modulators of DNA repair, and inducers of apoptosis.75

17.2.10.2 Naringenin

Naringenin is a flavanone, a type of flavonoid, that is considered to have a bioactive ef-
fect on human health as antioxidant, free radical scavenger, anti-inflammatory, carbo-
hydrate metabolism promoter, and immune system modulator. It is the predominant 
flavanone in grapefruit.76 Naringenin is a natural flavonoid, aglycone of naringin, and 
is widely distributed in citrus fruits, tomatoes, cherries, grapefruit, and cocoa. Narin-
genin has also been extensively investigated for its pharmacological activities, includ-
ing antitumor,77 anti-inflammatory, and hepatoprotective effects.76,78

17.2.10.3 Silymarin

Silymarin is a standardized mixture of antioxidant flavonolignans extracted from the 
medicinal plant S. marianum, commonly known as milk thistle. It has been known 
since ancient times and recommended in ancient European and Asiatic medicine 
mainly for the treatment of various diseases.79 Silymarin is extracted from the dried 
seeds of milk thistle plant, where it is present in higher concentrations. Silymarin is a 
complex mixture of four flavonolignan isomers, namely silybin, isosilybin, silydianin, 
and silychristin. Among the isomers, silybin is the major and most active component 
and represents about 60–70%. It is a free radical scavenger and a membrane stabilizer 
that prevents lipoperoxidation and hepatotoxicity. The cytoprotective effects of sily-
marin are mainly attributable to its antioxidant and free radical scavenging properties. 
It can prevent the absorption of toxins into the hepatocytes by occupying the binding 
sites as well as inhibiting many transport proteins at the membrane. Oral effectiveness, 
good safety profile, availability in India, and, most importantly, an affordable price 
make silymarin a suitable candidate for the treatment of metal-induced toxicity.80
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The possible mechanism underlying the protective properties of silymarin include 
the prevention of GSH depletion,81 maintenance of hepatic protein synthesis via RNA 
activation,82 and preservation of mitochondrial transport function. Silymarin was 
found to be able to counteract lead-induced oxidative stress.83 Jain reported therapeu-
tic efficacy of silymarin and naringenin in reducing a lead-induced hepatic damage in 
young rats.84

Silymarin also prevents epithelial and other types of cancer, such as prostate, blad-
der, lung, ovarian, and breast cancers.85,86 Silymarin induces the increase of glutathi-
one content in the cell and the inhibition of lipid peroxidation. Recent studies87 have 
shown that silymarin has antioxidant effect in the CNS, being able to enter the CNS 
through the BBB.

17.3 CONCLUSION

The present review suggests that administration of Silymarin and Naringenin with 
lead has some protective efficacy against lead-induced oxidative stress by reducing 
ROS levels and activating antioxidant defense enzymes in the system. This strategy 
of supplementation of these flavonoids in diet may have beneficial effects during lead 
toxicity. Use of antioxidants brings another option to the therapeutic intervention. Be-
cause of the rebound effect of chelators, chelation therapy could not be effective when 
the patient is in continuous contact with lead exposure. Antioxidants, however, are 
recognized as safe molecules along with the chelation property. Consequently, experi-
ments are needed to show the effects of antioxidants on the cells or animals that are 
treated concomitantly for lead exposure. Detailed mechanistic studies are also required 
to understand the mechanisms underlying the beneficial effects of some antioxidants 
and to explore the optimum dosage and duration of treatment to obtain better clinical 
recoveries in lead intoxication cases.
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ABSTRACT

Due to many fold applications in the field of engineering and science, nowadays bime-
tallic nanoalloy clusters are extensively popular. A deep insight is required to explore 
the properties of such compounds. Among such nanoclusters, the compound formed 
between Ag and Au has gained a considerable interest because they possess unique 
optical, electronic and magnetic, and mechanical properties, which have extensive ap-
plication in the field of radiation medicine, biophysics, and nanoscience. Density func-
tional theory (DFT) is a new paradigm of quantum mechanics to study the electronic 
properties of materials. Recently, conceptual DFT-based descriptors have been turned 
to the indispensable tools for studying the experimental properties of compounds. In 
this venture, we have analyzed the experimental properties of the Ag–Aun (n = 1–7) 
nanoalloy clusters invoking DFT methodology. A nice correlation has been made be-
tween properties of aforesaid nanoclusters with our evaluated theoretical descriptors. 
This study is probably the first attempt to establish such type of correlation.

18.1 INTRODUCTION

Since last few years, nanomaterials and nanotechnology have emerged as a new branch 
in the research domain of science and technology.1 Due to the existence of a large 
number of quantum mechanical and electronic effects, nanoparticles possess various 
unique physicochemical properties.2–4 The classification of nanoparticles is done in 
terms of size range of 1–100 nm. That particular size range exists between the levels 
of atomic/molecular and bulk material.5 But, there are still some instances of nonlin-
ear transition of certain physical properties, which may vary depending on their size, 
shape, and composition.6,7 A large number of scientific reports are available for de-
scribing the effects of size and structure to change the optical, electronic, magnetic, 
chemical, and other physical properties of nanoparticles.1,3,4 A deep insight into the 
research of nanoparticles with well-defined size and structure may lead to some other 
alternatives for better performance.8 The nanoparticles, due to its vast applications in 
the areas of biological labeling, photochemistry, catalysis, information storage, mag-
netic device, optics, sensors, photonics, optoelectronics, nanoelectronics, etc., have 
got immense importance.1,3,9–11

The noble metals can be extensively applied in several technological areas due 
to its superior catalytic, magnetic, and electronic properties.12–18 There are a num-
ber of examples, where it has been observed that the combination of two or more 
noble metals enhances the above-mentioned properties.13,19,20 Nowadays, different 
compositions of nanoalloys are being utilized for the advancement of methodolo-
gies and characterization techniques.13,19,21 A deep study of core–shell structure of 
nanocompounds is very much popular because its properties can be tuned through 
the proper control of other structural and chemical parameters. Group 11 metal 
(Cu, Ag, and Au) clusters exhibit the filled inner d-orbitals having one unpaired 
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electron in the valence shell.22 This electronic arrangement is responsible to repro-
duce exactly similar shell effects,23–27 which are experimentally observed for the al-
kali metal clusters.28–30 As a result, bimetallic noble metal clusters follow to exhibit 
similar physicochemical trends with bimetallic alkali metal clusters.31–35 Among 
the nanoclusters of Group 11 elements, the compound formed between Ag and Au 
is very much popular due to its large-scale applications. Fabbi et al.36 already re-
ported the importance of AgAu dimer using dispersed fluorescence spectroscopy. 
A number of theoretical observations have been made about the physicochemical 
properties and importance of AgAu dimer.37,38 The location of silver has a control-
ling effect on the optical properties of such particles because optical properties are 
governed by plasmon resonance frequency of silver, which is also dependent on its 
structural environment.39 It has been already established that gold–silver bimetal-
lic nanoclusters as catalysts can enhance the reaction efficiency and selectivity.40,41 
Though a number of experimental studies have been done on this particular type 
of compounds, a theoretical analysis invoking density functional theory (DFT) is 
still unexplored.

DFT is a new branch of quantum mechanics to explore the electronic proper-
ties of materials in terms of quantitative descriptors. As for the larger systems elec-
tron density is more manageable as compared to wave function, DFT is very much 
popular to study the many-body systems.8 Superconductivity of metal-based alloys,42 
magnetic properties of nanoalloy clusters,43,44 quantum fluid dynamics,45 molecular 
dynamics,46 and nuclear physics47,48 can be extensively studied by DFT methodol-
ogy. Recently, we have established the importance of DFT-based descriptors in the 
domain of drug-designing process.49,50 The study of DFT has been broadly classified 
into three subcategories, namely, theoretical, conceptual, and computational.51–54 
The conceptual DFT is highlighted following Parr’s dictum “Accurate calculation is 
not synonymous with useful interpretation. To calculate a molecule is not to under-
stand it.”55

In this venture, we have successfully studied some bimetallic nanoclusters contain-
ing Ag and Au, in terms of DFT-based global descriptors, namely, hardness, highest 
occupied molecular orbital (HOMO)–lowest unoccupied molecular orbital (LUMO) 
gap, softness, and electrophilicity index. An attempt has been made to correlate the 
properties of instant compounds with their computational counterparts.

18.2 COMPUTATION DETAILS

In this study, we have made an analysis on the bimetallic nanoalloy clusters of Ag–Aun, 
where n  =  1–7. Three-dimensional modeling and structural optimization of all the 
compounds have been performed using ADF software package56 within DFT frame-
work. For optimization purpose, the local density approximation (LDA) has been 
adopted. Although LDA functionals are not so much complex, but its effectiveness 
is already established in many fold applications, particularly for solid-state physics,57 
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where accurate phase transitions in solids58 and liquid metals59,60 are predicted, and 
for lattice crystals, in which 1% precision are successfully achieved.61 The used com-
putation methodology in this paper is based on the molecular orbital approach, using 
linear combination of atomic orbitals. Energy minimization of all the bimetallic alloys 
has been performed without imposing any restriction on molecular spin. Z-axis has 
been chosen for the spin polarization axis. In this process, the symmetrized fragment 
orbitals are combined with auxiliary core functions to ensure orthogonalization on 
the (frozen) core orbitals. For the optimization of the structures, double zeta basis sets 
have been used along with frozen core approximation. The quadrupole moment of the 
molecule is calculated in terms of analytical integration methodology.

Invoking Koopmans’ approximation,62 we have calculated the ionization energy 
(I) and electron affinity (A) of all the nanoalloys using the following ansatz:

 I = ee HOMO (18.1)

 A = – ee LUMO (18.2)

Thereafter, using I and A, the conceptual DFT-based descriptors, namely, electro-
negativity (χ), global hardness (η), molecular softness (S), and electrophilicity index 
(ω), have been computed. The equations used for such calculations are as follows:

 2
I Ac mµ +χ = − =  (18.3)

where µ represents the chemical potential of the system.

 
1 (  )
2

h I Aη= −  (18.4)

 
1

2
S

hη
=

×  (18.5)

 
2

2
mw

h
µω
η

=  (18.6)

In this connection, it is important to note that molecular polarizability can be cor-
related in terms of the molecular softness as these two properties always run hand in 
hand.

18.3 RESULTS AND DISCUSSION

In this study, a detailed theoretical analysis of Ag–Au bimetallic nanoclusters has been 
performed in terms of electronic structure theory. The orbital energies in the form of 
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HOMO–LUMO gap along with computed DFT-based descriptors for instant nano-
clusters, namely, molecular electronegativity, global hardness, global softness, and 
global electrophilicity index, have been reported in Table 18.1. Table 18.1 reveals that 
HOMO–LUMO gaps of the Ag–Au nanoclusters are maintaining direct relationship 
with their evaluated global hardness values. As the frontier orbital energy gap increas-
es, their hardness value increases. This trend is expected on the basis of experimental 
point of consideration. As the molecule possesses the highest HOMO–LUMO gap, 
it will be least prone to response against any external perturbation. Table 18.1 clearly 
shows that AgAu is the least reactive species, whereas AgAu6 will exhibit maximum 
response. Though there are no such quantitative data of optical properties of aforesaid 
clusters, we can assume that there must be a direct qualitative relationship between op-
tical properties of AgAu nanoclusters with their computed HOMO–LUMO gap. The 
assumption is based on the fact that optical properties of materials are interrelated with 
flow of electrons within the systems, which in turn depend on the difference between 
the distance of valence and conduction band. There is a direct linear relationship be-
tween HOMO–LUMO gaps with the difference in the energy of valence–conduction 
band.63 On that basis, we may conclude that optical properties of instant bimetallic 
nanoclusters increase with the increase of their hardness values. Similarly softness data 
exhibit an inverse relationship toward the experimental optical properties. The lin-
ear correlation between HOMO–LUMO gaps along with their computed hardness is 
lucidly plotted in Figure 18.1. The high value of correlation coefficient (R2 = 1) ob-
served in Figure 18.1 validates our predicted model. From the obtained correlation 
coefficients of several DFT-based descriptors and their HOMO–LUMO gaps, it can 
be concluded that the best linear relationship is observed in the case of hardness and 
the least one for electrophilicity index (R2 = 0.268) of these nanoclusters.

TABLE 18.1 Computed DFT-Based Descriptors of AgAun, n1–7, Nanoclusters

Species HOMO–LUMO 
gap (eV)

Electronegativity 
(eV)

Hardness 
(eV)

Softness (eV) Electrophilicity 
Index (eV)

AgAu 2.017 4.318 1.009 0.495 2.159

AgAu2 0.394 4.654 0.197 2.534 2.327

AgAu3 1.395 5.289 0.696 0.717 2.645

AgAu4 0.255 5.423 0.127 3.909 2.712

AgAu5 1.432 4.272 0.716 0.698 2.136

AgAu6 0.134 5.269 0.067 7.501 2.635

AgAu7 0.686 4.307 0.342 1.458 2.153
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FIGURE 18.1 A Linear Correlation Between Global Hardness versus HOMO–LUMO Gap.

18.4 CONCLUSION

In recent times, bimetallic nanoalloy clusters have got immense importance for its 
diverse nature of applications. A marked optical property is observed in the case of 
nanocluster-containing Group 11 metals, namely, silver and gold. The theoretical 
study of engineering properties of any nanomaterial invoking DFT descriptors is 
an active field of research. In this paper, we have studied for the first time about the 
system of AgAun=1–7 in terms of conceptual DFT-based descriptors, namely, global 
hardness, electronegativity, softness, and electrophilicity index. In this analysis, it is 
observed that the computed HOMO–LUMO gap runs hand in hand along with its 
evaluated global hardness. Because of the absence of any quantitative benchmark, the 
optical property of Ag–Au nanocluster has been assumed to be exactly equivalent to 
its HOMO–LUMO gap. Here, our evaluated data reveal that the optical property of 
these compounds maintains a direct relationship with hardness and inverse relation-
ship with softness. This trend is expected from the consideration of other experimen-
tal facts. The high value of linear correlation between hardness and HOMO–LUMO 
gap successfully supports our predicted model.
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ABSTRACT

This review focuses on the concentration of multi-pesticide residues in commonly 
consumed species of vegetable and fruit samples based on survey carried out by vari-
ous institutions from different parts of India during the period 2008 to 2013 and the 
methods that have been adopted for their analysis. Organophosphorus pesticide res-
idues have been detected in most of the vegetable samples, such as potato, tomato, 
onion, okra, brinjal, cabbage, and cauliflower, and fruit samples, such as apple, ba-
nana, mango, and grapes. On the basis of the survey, it was observed that a number of 
methods have been used for the analysis of pesticide residues in vegetables and fruits, 
but these methods are unable to identify targeted compounds and specific pesticide 
residues and also are time consuming. These problems associated with traditional ana-
lytical techniques can be overcome by the use of ultra-performance liquid chromatog-
raphy–time-of-flight mass spectrometry that has high sensitivity and high selectivity 
toward multi-pesticide residue analysis.

19.1 INTRODUCTION

Pesticides have played a very important role in constantly boosting agriculture and 
have been routinely used in most countries of the world to control harmful pests. 
But, on the other hand, contamination with pesticides may be introduced into natu-
ral water sources via direct application for control of aquatic weeds and/or indirectly 
by drainage from agricultural lands. As a result, high levels of these chemicals may 
cause contamination in both irrigation and drainage water. In recent years, numerous 
countries including India are currently initiating programs to reduce pesticide usage in 
conventional agriculture.1,2 Although pesticides have played a very important role in 
constantly boosting agriculture, but the hazards that come along with them are dan-
gerous to food safety and human health. As a result, this issue has increasingly become 
the focus of world attention. Therefore, different countries have initiated various pro-
grams to reduce pesticide usage in conventional agriculture. The presence of pesticide 
residues in vegetables, fruits, milk, meat, fish, egg, soft drink, and water is an important 
concern not only for consumers but also for government authorities as they are daily 
used in everyday meal of population. Monitoring of pesticide residues in food com-
munity helps to assess the potential risk of these products to consumers’ health and 
provides information on the pesticides that have been used on the field crops. In re-
cent years, there has been an increase in violation rates of the maximum residue limits 
(MRLs) and incidents of misuse of pesticides. As a result, consumers are exposed to 
pesticides, usually in minute quantities, in several food groups including fruits, juices, 
vegetables, sweetened carbonated drinks, and many agricultural products.3–7 To detect 
the pesticide residue in several food groups, a number of methods have been devel-
oped for their analysis. Pesticide residues have been traditionally monitored by gas 
chromatography (GC)-based multi-residue methods. But, several new polar and ionic 
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pesticides cannot be determined directly by this method due to their poor thermal 
stability or volatility.8–12 Liquid chromatography (LC) coupled with tandem mass 
spectrometry (MS) has become a dominating technique in multiple residues analy-
sis.13–15 High sensitivity and selectivity of pesticide residues detection can be achieved 
by tandem mass analyzers operating in a selective reaction monitoring mode, enabling 
us to optimize the parameters for each target analyte. This approach, however, is not 
able to identify nontargeted compounds. A novel approach represented by LC–time-
of-flight MS (LC–TOF-MS) has been introduced for target and nontarget analysis of 
pesticide residues in food.16,17 Various studies on pesticides in food and water have 
been appreciated for the unique ability of accurate mass to identify both target and 
nontarget compounds by LC–TOF-MS.18–20 The ultra-performance (UP) LC–TOF-
MS instrumentation provides sensitive full-scan acquisition, identification, and con-
firmation of target and nontarget analytes of pesticide residues in vegetable and fruit 
samples within short run time. The use of sub-2 ?m UPLC column provides better 
chromatographic resolution and more sensitivity. The objective of the present review 
is to generate awareness about the presence of pesticide residues in vegetable and fruit 
samples and rapid multi-residue method, which are used for the analysis of pesticide 
residues in vegetables and fruits using UPLC–TOF-MS analysis.

19.2 PREVIOUS STUDIES ON PESTICIDE RESIDUES IN 
VEGETABLE AND FRUIT SAMPLES

India currently uses about 60,000 tons of pesticides, but worldwide, there has been 
a 44% increase in the use of herbicides over the past decade, with a concomitant re-
duction in insecticides by 30%. For determining the extent of pesticide contamina-
tion in the food stuffs, including vegetables and fruits, a program entitled “Monitor-
ing of Pesticide Residues in Products of Plant Origin in the European Union” started 
to be established in the European Union (EU) since 1996. In 1996, seven pesticides 
(acephate, chlopyriphos, chlopyriphos-methyl, methamidophos, iprodione, procymi-
done, and chlorothalonil) and two groups of pesticides (benomyl group and maneb 
group, i.e., dithiocarbamates) were analyzed in apples, tomatoes, lettuce, strawber-
ries, and grapes.21 On the basis of report generated by ministry of health and family 
welfare, India, May 21, 2013, a total of 6441 vegetable samples of brinjal, okra, to-
mato, cabbage, capsicum, chilli, and cauliflower collected from the various Agriculture 
Produce Market Committee (APMC)/wholesale/retail markets located at different 
parts of the country were analyzed during April 2011–March 2012 by 17 participating 
laboratories. In 208 (3.2%) samples, the residues were found above MRL levels. In 
Delhi, a total of 1120 vegetable samples were collected from APMC markets and retail 
outlets. The pesticide residues above MRL were detected in 60 (5.3%) samples. The 
common residues , namely, chlorpyriphos, profenophos, triazophos, imidacloprid, 
acephate, ethion, phorate, quinalphos, and cypermethrin, were detected in the veg-
etable samples that included unapproved pesticides. Also, a total of 2170 samples of 
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fruits (apple, banana, grapes, orange, pomegranate, guava, and mango) were analyzed 
by 14 laboratories. Residues found above MRL were detected in 12 (0.5%) samples. 
Frequently detected pesticides were chlorpyriphos, EDBC, cypermethrin, profeno-
phos, and lambda-cyhalothrin. Residues of some unapproved pesticides, which were 
commonly detected, were quinalphos, profenophos, and cypermethrin.

Many researchers have also estimated the pesticide residues in various vegetables 
and fruits, including potato, tomato, onion, okra, brinjal, cabbage, and cauliflower and 
banana, mango, apple, watermelon, grape, orange, lemon, pear, pineapple, strawberry, 
kiwi fruit, beet, papaya, and litchi, respectively.22–25 The occurrence of pesticide resi-
dues is reported to be even more than MRL values as recommended by EU, World 
Health Organization (WHO), and Food and Agricultural Organization. Literature 
reveals that in India, vegetables consume 14% of the total pesticides used, in which 
the share of different types of pesticides in Indian agriculture market shows that or-
ganophosphorus (50%) ranked first, followed by pyrethroids (19%), organochlorines 
(18%), carbamates (4%), and biopesticides (1%).26 Thus, although pesticide applica-
tion is a necessary step for coping with pest-related problems, it is very important to 
assess their residues in vegetables and fruits at the same time. Recently, many countries 
have established regular monitoring programs for quantitative determination of resi-
dues in food products27 as pesticide residues above the maximum tolerance limits at 
harvest time are a subject of great concern both globally and nationally. Surveys carried 
out by institutions spread throughout the country indicate that 50–70% of vegetables 
are contaminated with insecticide residues.28 In general, food is the main exposure 
route. Exposure to pesticide residues through the diet is assumed to be of five orders 
of magnitude higher than other exposure routes, such as air and drinking water.29 Ac-
cording to WHO (2003), fruits and vegetables constitute on an average 30% (based on 
mass) of food consumption, and they are the most frequently consumed food group 
(WHO, 2003). Furthermore, because fruits and vegetables are mainly consumed raw 
or semi-processed, they contain high pesticide residue levels compared to other food 
groups such as bread and other foodstuffs that are based on cereal processing.24

19.3 RISK INVOLVED DUE TO MULTI-PESTICIDE RESIDUES IN 
VEGETABLE AND FRUIT SAMPLES

Vegetables and fruits are important components of human diet; however, they are in-
fested by various insect pests. To control the damage, different group of pesticides are 
used. But pesticides are rapidly applied by farmers during entire period of vegetable 
farming including fruiting stage and also on fruit to control damage. The indiscrimi-
nate use of pesticides and the nonadoption of waiting period lead to accumulation 
of pesticide residue in vegetables and fruits. These pesticides enter into food chain 
either from the surrounding environment or from diet. Since they are toxic in na-
ture, they are problematic for human beings in the course of the food chain. Table 
19.1 shows the incidence of multi-pesticide residues in fruit and vegetable samples 
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analyzed from different parts of India according to a survey conducted by ministry 
of health and family welfare, Govt. of India. The result of the studies reveals (only 
selected vegetable and fruit samples) that 30–80% of sample contains more than one 
pesticide residue.25,30 Hence, periodic monitoring of pesticide is necessary to mini-
mize the risk of human health problem due to consumption of vegetables and fruits.

TABLE 19.1 Incidence of Multi-pesticide Residues in Fruits and Vegetables from India

Name of Sample Scientific Name % of Sample Containing One or More Residue

Potato Solanum tuberosum 60

Tomato Lycopersicon esculentus 67

Cabbage Brassica oleracea 83

Onion Allium cepa 58

Okra Hibiscus esculentus 50

Mango Mangifera indica 30

Banana Musa sapientum 30

Apple Malus domestica 25

Orange Citrus sinensis 25

Grape Vitis vinifara 30

19.4 SAMPLING PROCEDURE

The pesticide residues are present in extremely small quantity in heterogeneous mate-
rials including vegetables and fruits; therefore, good sampling technique and analytical 
method used for analysis are extremely important to find the trace level of pesticide 
residue. The crucial or challenging part in pesticide residue analysis consists of two 
main stages: the isolation of the pesticides from the matrix (sample treatment) and the 
analytical method for the determination. Sample treatment, which involves both the 
extraction of the pesticides and the purification of the sample extract obtained, still re-
mains as the bottleneck of the entire procedure, despite much progress on automation 
has been accomplished. Different studies have been described in the literature about 
the sample preparation and chromatographic determination of pesticide residues in 
food and feedstuffs.31 The effect of sample matrix depends on sample composition. 
Food samples can differ significantly in their physical–chemical properties and type 
of compounds present. The factor that mainly affects the extraction of trace level of 
pesticides from food depends on their polarity and the type of matrix. The common 
method of sample preparation consists of homogenization of the sample with an or-
ganic solvent alone or mixed with water or pH adjusted, using an ultrasonic bath, a 
blender, or a homogenizer. In most cases, although the analytes of interest are isolated 
from the bulk matrix, several contaminants may also be co-extracted, as well as part of 
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the matrix, that could interfere in the determination step of the analysis compounds in 
the presence of extractable major sample components, such as lipids, that offer special 
problems in the subsequent determination by GC or LC.

19.5 CHALLENGES INVOLVED IN QUANTIFYING TRACE LEVEL 
PESTICIDE RESIDUE IN VEGETABLES AND FRUITS

Traditional methods for the determination of pesticide residues in food samples, espe-
cially in vegetables and fruits, are laborious, time consuming, and usually involve large 
amounts of solvents, which are expensive, generate considerable waste, contaminate 
the sample, and can enrich it for analytes. In addition, usually more than one cleanup 
stage prior to detection is required .16 Therefore, finding the trace level of pesticide 
residues in vegetable and fruit samples are is a challenging job. The modern analyti-
cal techniques have been developed to overcome the drawbacks of the traditional ap-
proaches and also were able to quantify the trace level of pesticide residue. Growing 
concern over food safety necessitates more rapid and automated procedures to take 
into account the constant increase in the number of samples to be tested, so interest 
in procedures that are fast, accurate, precise, inexpensive, and amenable to automation 
for online treatment is ongoing. In this review article, the modern technique that can 
analyze the number of samples in less time using liquid chromatography ionization 
time-of-flight mass spectrometer (LC–TOF-MS) is reported. The LC–TOF-MS, us-
ing most advanced technique, has several advantages over most traditional methods of 
analysis in the following ways: i) a good separation and high sensitivity were achieved 
by LC–TOF-MS method for all pesticides, ii) the classical procedure that involves ex-
traction with 1% acetic acid in acetonitrile cleanup with primary secondary amine and 
magnesium sulfate showed an efficient removal of interferences, providing a simple, 
rapid, and reliable analysis of pesticides in all matrices; iii) for most of the pesticides 
assayed, the performance characteristics obtained within validation study were accept-
able, within the quality control requirements, iv) high recoveries are achieved for a 
wide polarity and volatility range of pesticides, v) solvent usage and waste are very 
small. This method is useful for detection of pesticide residue present in almost all 
type of vegetables and fruits and also it is most effective and widely acceptable in terms 
of accuracy and reliability.

19.6 CONCLUSION

The present review article serves as a reference document and is thus helpful in taking 
necessary and timely investigation to monitor the level of pesticide residue in vegetable 
and fruit samples. It also gives idea that the consumption of vegetable is safe or not 
from consumer’s point of view as residues of all the pesticides was far below/above their 
MRLs. The review reveals that multi-residue analysis method using UPLC–TOF-MS 
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is helpful for sensitive identification and quantification of multi-pesticide residues in 
vegetable and fruit samples. The merit of this method is less run time and less consump-
tion of mobile phase for the determination of multi-pesticide residues in vegetables and 
fruits.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the support provided by Manipal University, Jai-
pur, in carrying out this study. The technical support and guidance provided by Prof. 
Man Singh, Dean, School of Chemical Sciences, Central University of Gujarat, is also 
duly acknowledged.

KEYWORDS

 • Multi-pesticide residue

 • fruit and vegetable

 • ultra-performance liquid chromatography–time-of-flight  
mass spectrometry (UPLC–TOF-MS)

REFERENCES

1. Abilash, P. C.; Singha, N. Pesticides use and application: an Indian scenario. J. Hazard Mater. 2009, 
15, 165.

2. CIBRC Central Insecticides Board, Insecticides/Pesticides Registeredunder section 9(3) of the In-
secticides Act, 2012.

3. Sinha, S. N.; Vasudev, K.; Rao, M. V. V. Quantification of organoposphate insecticides and herbicides 
in vegetable samples using the “quick easy cheap effective rugged and safe” (QuEChERS) method 
and a high-performance liquid chromatography-electrospray ionisation-mass spectrometry (LC-
MS/MS) technique. Food Chem. 2012, 132, 1574.

4. Stan, H. J. Pesticide residue analysis in foodstuffs applying capillary gas chromatography with mass 
spectrometric detection. State-of-the-art use of modified DFG-multimethod S19 and automated data 
evaluation. J. Chromatogr. A. 2000, 347, 892.

5. Hernando, M. D.; Agüera, A.; Fernández-Alba, A. R.; Piedra, L.; Contreras, M. Gas chromatographic 
determination of pesticides in vegetable samples by sequential positive and negative chemical ioniza-
tion and tandem mass spectrometric fragmentation using an ion trap analyser. Analyst. 2001, 126, 46.

6. Anastassiades, M.; Lehotay, S. J.; Stajnbaher, D.; Schenck, F. J. Fast and easy multiresidue method 
employing acetonitrile extraction/partitioning and “dispersive solid-phase extraction” for the deter-
mination of pesticide residues in produce. J. AOAC. Int. 2003, 86, 412.

7. Yang, X.; Zhang, H.; Liu, Y.; Wang, J.; Zhang, Y. C.; Dong, A. J.; Zhao, H. T.; Sun, C. H.; Cui, J. Deter-
mination of herbicide propisochlor in soil, water and rice by quick, easy, cheap, effective, rugged and 
safe (QuEChERS) method using by UPLC-ESI-MS/MS. Food Chem. 2011, 127, 855.

8. Fillion, J.; Sauve, F.; Selwyn, J. Multiresidue method for the determination of residues of 251 pesti-
cides in fruits and vegetables by gas chromatography/mass spectrometry and liquid chromatography 
with fluorescence detection. J. AOAC. Int. 2000, 83, 698.



354 | Research Methodology in Chemical Sciences

9. Podhorniak, L. V.; Negron, J. F.; Griffith, F. D. Gas chromatography with pulsed flame photometric 
detection multiresidue method for organophosphate pesticide and metabolite residues at the parts-
per-billion level in representatives commodities of fruits and vegetable crop groups. J. AOAC. Int. 
2001, 84, 873.

10. González-Rodríguez, R. M.; Rial-Otero, R.; Cancho-Grande, B.; Simal-Gándara, J. Determination of 
23 pesticide residues in leafy vegetables using gas chromatography-ion trap mass spectrometry and 
analyte protectants. J. Chromatogr. A. 2008, 100, 1196–1197.

11. Cajka, T.; Hajslova, J.; Lacina, O.; Mastovska, K.; Lehotay, S. J. Rapid analysis of multiple pesticide 
residues in fruit-based baby food using programmed temperature vaporiser injection-low-pressure 
gas chromatography-high-resolution time-of-flight mass spectrometry. J. Chromatogr. A. 2008, 
1186, 281.

12. Pihlstrom, T.; Blomkvist, G.; Friman, P.; Pagard, U.; Osterdahl, B. G. Analysis of pesticide residues in 
fruit and vegetables with ethyl acetate extraction using gas and liquid chromatography with tandem 
mass spectrometric detection. Anal. Bioanal. Chem. 2007, 389, 1773.

13. Lacina, O.; Urbanova, J.; Poustka, J.; Hajslova, J. Identification/quantification of multiple pesticide 
residues in food plants by ultra-high-performance liquid chromatography-time-of-flight mass spec-
trometry. J. Chromatogr. A. 2010, 648, 1217.

14. Hernandez, F.; Pozo, O. J.; Sancho, J. V.; Bijlsma, L.; Barreda, M.; Pitarch, E. Critical review of the ap-
plication of liquid chromatography/mass spectrometry to the determination of pesticide residues in 
biological samples. J. Chromatogr. A. 2006, 242, 1109.

15. Pozo, O. J.; Barreda, M.; Sancho, J. V.; Hernandez, F.; Lliberia, J.; Cortes, M. A.; Bago, B. Multiresidue 
pesticide analysis of fruits by ultra-performance liquid chromatography tandem mass spectrometry. 
Anal. Bioanal. Chem. 2007, 389, 1765.

16. Kovalczuk, T.; Lacina, O.; Jech, M.; Poustka, J.; Hajslova, J. Novel approach to fast determination of 
multiple pesticide residues using ultra-performance liquid chromatography-tandem mass spectrom-
etry (UPLC-MS/MS). Food Addit. Contam. A Chem. Anal. Control. Expo. Risk Assess. 2008, 4, 444.

17. Ferrer, I.; Thurman, E. M. Multi-residue method for the analysis of 101 pesticides and their degra-
dates in food and water samples by liquid chromatography/time-of-flight mass spectrometry. J. Chro-
matogr. A. 2007, 24, 1175.

18. Gilbert-Lopez, B.; Garcia-Reyes, J. F.; Ortega-Barrales, P.; Molina-Diaz, A.; Fernández-Alba, A. R. 
Multi-residue determination of pesticides in fruit-based soft drinks by fast liquid chromatography 
time-of-flight mass spectrometry. Rapid Commun. Mass Spectrom. 2007, 21, 2059.

19. Lacorte, S.; Fernandez-Alba, A. R. Time of flight mass spectrometry applied to the liquid chromato-
graphic analysis of pesticides in water and food. Mass Spectrom. Rev. 2006, 25, 866.

20. Gilber-Lopez, B.; Garcia-Reyes, J. F.; Ortega-Barrales, P.; Molina-Diaz, A.; Fernandez-Alba, A. R. 
Large scale pesticide multiresidue methods in food combining liquid chromatography—time-of-
flight mass spectrometry and tandem mass spectroscopy. Rapid Commun. Mass Spectrom. 2007, 21, 
2059.

21. Mezcua, M.; Malato, O.; Garcia-Reyes, J. F.; Molina-Diaz, A.; Fernandez-Alba, A. R. Accurate-mass 
databases for comprehensive screening of pesticide residues in food by fast liquid chromatography 
time-of-flight mass spectrometry. Anal. Chem. 2009, 81, 913.

22. Gilbert-Lopez, B.; Garcia-Reyes, J. F.; Mezcua, M.; Ramos-Martos, N.; Fernandez-Alba, A. R.; Moli-
na-Diaz, A. Multi-residue determination of pesticides in fruit-based soft drinks by fast liquid chroma-
tography time-of-flight mass spectrometry. Talanta. 2010, 81, 1310.

23. European Commission. Method Validation and Quality Control Procedure Foe Pesticide Residues Analy-
sis in Food and Feed; European Commission: Brussels, 2007. [Document no. SANCO/2007/3131].

24. Edelgard, H.; Luc, M. D.; Johanna Smeyers, V. Review inter-laboratory studies in analytical chemistry. 
Anal. Chim. Acta. 2000, 423, 145.

25. Mol, H. G.; Plaza-Bolanos, P.; Zomer, P.; de Rijk, T. C.; Stolker, A. A.; Mulder, P. P. Toward a generic 
extraction method for simultaneous determination of pesticides, mycotoxins, plant toxins, and veteri-
nary drugs in feed and food matrixes. Anal. Chem. 2008, 80, 9450.



Study of Pesticide Residue in Vegetables and Fruits in India: A Review | 355

26. Charan, P. D.; Ali, S. F.; Kachhawa, Y.; Sharma, K. C. Monitoring of pesticide residues in farmgate 
vegetables of central Aravalli region of western India. Am. Eur. J. Agric. Environ. Sci. 2010, 7, 255–258.

27. Garcia-Reyes, J. F.; Hernando, M. D.; Ferrer, C.; Molina-Díaz, A.; Fernández-Alba, A. R. Large scale 
pesticide multiresidue methods in food combining liquid chromatography—time-of-flight mass 
spectrometry and tandem mass spectrometry. Anal. Chem. 2007, 79, 7308.

28. Ferrer, I.; Thurman, E. M. Analysis of 100 pharmaceuticals and their degradates in water samples by 
liquid chromatography/quadrupole time-of-flight mass spectrometry. J. Chromatogr. A. 2012, 1259, 
148–157.

29. Barr, D. B.; Barr, J. R.; Maggio, V. L.; Whitehead, R. D. Jr.; Sadowski, M. A.; Whyatt, R. M.; Needham, 
L. L. A multi-analyte method for the quantification of contemporary pesticides in human serum and 
plasma using high-resolution mass spectrometry. J. Chromatogr. B. 2002, 99, 778.

30. Taylor, M. J.; Keenan, G. A.; Reid, K. B.; Fernández, D. U. The utility of ultra-performance liquid 
chromatography/electrospray ionisation time-of-flight mass spectrometry for multi-residue determi-
nation of pesticides in strawberry. Rapid Commun. Mass Spectrom. 2008, 22, 2731.

31. Campos, A.; Lino, C. M.; Cardoso, S. M.; Silveira, M. I. Organochlorine pesticide residues in Euro-
pean sardine, horse mackerel and Atlantic mackerel from Portugal. Food Addit. Contam. 2005, 22, 
642–646.



This page intentionally left blankThis page intentionally left blank




	Front Cover
	About the Editors
	Contents
	List of Contributors
	Preface
	Chapter 1: Magnetic Field Effect on Photoinduced Interactions: Its Implications in Distance-Dependent Photoinduced Electron Transfer between CT-DNA and Metal Complex
	Chapter 2: Role of Hydrophobicity of Some Single- and Double-Chain Surfactant–Cobalt(III) Complexes on the Interaction with Bovine Serum Albumin
	Chapter 3: A Review on the Selective Synthesis of Spiro Heterocycles Through 1,3-Dipolar Cycloaddition Reactions of Azomethine Ylides
	Chapter 4: Recent Trends in Plasma Chemistry and Spectroscopy Diagnostics
	Chapter 5: Diversity-Oriented Synthesis of Substituted and Fused β-Carbolines from 1-Formyl-9H-β-Carboline Scaffolds
	Chapter 6: Plasma Chemistry as a Tool for Eco-Friendly Processing of Cotton Textile
	Chapter 7: Ligand-Free Palladium Nanoparticles Catalyzed Hiyama Cross-Coupling of Aryl and Heteroaryl Halides in Ionic Liquids
	Chapter 8: Acyclic and Macrocyclic Schiff Base-Based Chelating Ligands for Uranyl Ion (Uo22+) Complexation
	Chapter 9: Study of Influence of Operational Parameters on Eliminating Azo Dyes from Textile Effluent by Advanced Oxidation Technology
	Chapter 10: Effect of PGRS in Vitro Callus Culture for Production of Secondary Metabolites
	Chapter 11: Density Functional Theory (DFT): Periodic Advancement and New Challenges
	Chapter 12: Asbestos, the Carcinogen, and Its Bioremediation
	Chapter 13: Eco-Friendly Products as Corrosion Inhibitors for Aluminum—A Review
	Chapter 14: Role of Catalyst Particles in the Vertical Alignment of Multiwall Carbon Nanotubes Prepared by Chemical Vapor Deposition
	Chapter 15: Electrochemical Process: Review on Research Applications in Machining of Advanced Materials
	Chapter 16: A Survey of QSAR Studies
	Chapter 17: Lead Toxicity and Flavonoids
	Chapter 18: A Theoretical Analysis of Bimetallic Ag–Aun (N = 1–7) Nanoalloy Clusters Invoking DFT-Based Descriptors
	Chapter 19: Study of Pesticide Residue in Vegetables and Fruits in India: A Review
	Back Cover



